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Preface

PAAMS’13 Special Sessions are a very useful tool in order to complement the
regular program with new or emerging topics of particular interest to the par-
ticipating community. Special Sessions that emphasized on multi-disciplinary
and transversal aspects, as well as cutting-edge topics were especially encour-
aged and welcome.

Research on Agents and Multi-Agent Systems has matured during the last
decade and many effective applications of this technology are now deployed.
An international forum to present and discuss the latest scientific develop-
ments and their effective applications, to assess the impact of the approach,
and to facilitate technology transfer, has become a necessity.

PAAMS, the International Conference on Practical Applications of Agents
and Multi-Agent Systems is an evolution of the International Workshop on
Practical Applications of Agents and Multi-Agent Systems. PAAMS is an
international yearly tribune to present, to discuss, and to disseminate the
latest developments and the most important outcomes related to real-world
applications. It provides a unique opportunity to bring multi-disciplinary
experts, academics and practitioners together to exchange their experience
in the development of Agents and Multi-Agent Systems.

This volume presents the papers that have been accepted for the 2013 edi-
tion in the special sessions: Assessing Agent Applications & Self-Explaining
Agents, Agents Behaviours and Artificial Markets, Agents and Mobility, In-
telligent components producing and consuming knowledge and data, CORE-
MAS: COoperative and RE-configurable MultiAgent System for Industrial
Environments, Multi-Agent Systems for Safety and Security, TINMAS: Trust,
Incentives and Norms in open Multi-Agent Systems, WebMiRes: Web Mining
and Recommender systems.

We would like to thank all the contributing authors, as well as the mem-
bers of the Program Committees of the Special Sessions and the Organizing
Committee for their hard and highly valuable work. Their work has helped
to contribute to the success of the PAAMS’13 event. Thanks for your help,
PAAMS’13 wouldn’t exist without your contribution.
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We thank the sponsors (IEEE Systems Man and Cybernetics Society
Spain, AEPIA Asociación Española para la Inteligencia Artificial, AFIA
French Association for Artificial Intelligence, CNRS Centre national de la
recherche scientifique), the Local Organization members and the Program
Committee members for their hard work, which was essential for the success
of PAAMS’13.

Juan Manuel Corchado Rodŕıguez
Javier Bajo Pérez

PAAMS’13 Organizing Co-chairs
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Ana Maŕıa Almeida Institute of Engineering of Porto (Portugal)
James Bailey University of Melbourne, Australia
Yolanda Blanco Fernández University of Vigo, Spain
Sanjay Chawla University of Sydney, Australia
Peter Christen Australian National University
Rafael Corchuelo University of Sevilla, Spain
Chris Cornelis Ghent University, Belgium
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Jesús Ángel Román, Sara Rodŕıguez, Juan Manuel Corchado

A Gateway Protocol Based on FIPA-ACL for the New
Agent Platform PANGEA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Alejandro Sánchez, Gabriel Villarrubia, Carolina Zato,
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Special Session on Intelligent Components
Producing and Consuming Knowledge
and Data (ICP)

Adding Sense to Patent Ontologies: A Representation
of Concepts and Reasoning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Maria Bermudez-Edo, Manuel Noguera, Nuria Hurtado-Torres,
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A Stylized Software Model to Explore
the Free Market Equality/Efficiency
Tradeoff

Hugues Bersini and Nicolas van Zeebroeck

Abstract. This paper provides an agent-based software exploration of the
well-known free market efficiency/equality trade-off. Our study simulates the
interaction of agents producing, trading and consuming goods within differ-
ent market structures, and looks at how efficient the producers/consumers
mapping turn out to be as well as the resulting distribution of welfare among
agents at the end of an arbitrarily large number of iterations. A competitive
market is compared with a random one. Our results confirm that the supe-
rior efficiency of the competitive market (an effective producers/consumers
mapping and a superior aggregative welfare) comes at a very high price in
terms of inequality (above all when severe budget constraints are in play).

Keywords: ABM, free market, equality/efficiency trade-off.

1 Introduction

A classical disputed question regarding the effect of free market economy
on the social welfare is the right balance between equality and efficiency
called by Okun [1]: the big tradeoff. Part of the problem lies in the difficulty
to appropriately define these two notions. The eternal question of equal-
ity, famously debated and popularized by, among the most modern thinkers,
Rawls, Dworkin, Sen, depends upon 1) the right currency for equality (pri-
mary goods, consumers utility, opportunity, capability, ) and 2) the right
distribution of this currency (pure equality, some form of minmax principles
i.e. favoring at a given time a distribution that is to the greatest benefit of
the least-advantaged agent or others). On the other hand, the question of

Hugues Bersini · Nicolas van Zeebroeck
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2 H. Bersini and N. van Zeebroeck

economic efficiency is even more ambiguous. It was originally framed around
the Pareto optimality for which no one well-being should be raised without as
a consequence reducing someone else well-being. Many Pareto optima can be
obtained on an imaginary axis, going from a pure utilitarian aggregative end
(at which what really counts is to maximize the collective well-being) to a
more equalitarian end (where what really counts is to maximize the well-being
of the worst agent). Indeed Pareto optimum per se is completely unconcerned
with the appropriate distribution of the economical profit. It is enough that
the agents welfare simply grows in time as a result of the economical inter-
actions, leaving completely unresolved the comparison of economic systems
that either promote aggregate welfare, perfect equality or the improvement
of the poorer to the expense of the richer.

Another classical definition of efficiency related with multi-agents compet-
itive system is the allocative one, in which the system must guarantee that a
resource is being produced by the most skillful producer and goes to someone
who draws the greater utility out of it. Not surprisingly, although efficient
according to this definition, such a competitive system, likely to promote the
best producers and to feed the greediest consumers, may have little chance
to equally distribute wealth.

Beyond this historical debate about which economical system (free or reg-
ulated) has to be privileged between an aggregative or a distributive one,
there is another key efficiency criteria which is often left out of the discus-
sion, originally due to Hayek pioneering insights: his metaphor of the market
as a system of telecommunication. Market prices are primarily a means of
collating and conveying information for the producers to adequately response
to the consumers needs. Thus, though a very high price prevents most of the
consumers to acquire a product, it is, in the same time, a very reliable infor-
mation addressed to the producer that many consumers are desperately in
need of such a product. It might well be possible that a distributive economy,
flattening the prices and rendering most of the products affordable to all, and
although morally very defendable, turns out to corrupt this distributed infor-
mation transmission mechanism and make all economical agents to see their
situation finally degrade in time. In the rest of the paper, we will designate
such incapacity of the market to effectively map producers onto consumers
as market failures (MF).

In order to address these different issues, a software stylized model is pro-
posed comparing two very different structures of market that potentially
should drive the collective welfare to the two extremes: aggregative on one
side and distributive on the other. These two structures are first a double
auction competitive market (in which buyers and sellers compete to outbid
each other) and a random market (in which the matching between buyers
and sellers is done in a purely random way). Following the description of the
model, many experimental outcomes of many robust runs will be presented
along three key dimensions: the Gini indices (regarding equality), the aggre-
gate utility and the probability of market failures (both regarding efficiency).
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2 The Model

The model maps onto a C# object oriented software. The main encompassing
class, the World, contains one Market, either competitive or random, where
a given number of agents have the opportunity to successively produce, sell,
buy and consume. This world evolves through discrete ticks. At every tick, a
randomly selected agent is given a chance to produce one unit of one product
among n possible ones. In the absence of financial means (producing cost
money and this money leaks out of the system, all other processes leading
to money transfers between agents), another random agent is selected until
the production occurs. The market then attempts to execute one transaction
that involves one buyer and one seller marketing one unit of a given product.
If no transaction turns out to be possible, on account of an impossible pairing
between buyers and sellers, the model raises a market failure (equivalent to
an exception in the C# program). Once acquired by the buyer, the product
is immediately consumed during the same tick and converted into utility
according to his associated taste. Every agent starts with the same amount
of money at the beginning of the simulation (allowing him to produce goods).
Agents are distinctively characterized by two crucial factors which are their
skills (influencing their producing behavior, production prices amount to the
skills) and their tastes (imprinting their consuming behavior, utility increase
amount to the tastes). While individual skills and tastes, taken randomly
between 0 and 1, vary among agent, the initial total amount of skills and
tastes are normalized to 1. This is the departing point of agents differentiation
during the simulation and the only initial cause for any further inequality
growing among the agents. Both producer and consumer behaviors are strictly
similar in the competitive and the random markets whereas seller and buyer
behaviors are fundamentally different.

Once randomly selected, the producer first has to decide which product to
make. Two factors influence his decision: his skills and the average price of
the last m transactions. Knowing his skills to produce each product unit and
the average price in the market (memorized during the m previous ticks), it
is obvious to compute his expected profit for each product. After x produc-
tions of the same product, an agent can further specialize himself making
the production cost randomly diminishing within a moving range. Skills are
then renormalized to 1 with all other skills proportionally rising up. Once an
agent buys a product, it is immediately consumed, with effect to increase the
agent utility by the value of his taste for this product. Two versions of the
simulation are considered. In the first one, the utility does not decrease with
the consumption and the preference of the agents keeps constant in time. In
such a case, a competitive simulation, just based on the expression of the
utility, should ease the demarcation of the agents along the simulations. In a
second version, and in line with basic microeconomics concept of diminishing
marginal utility, the taste associated to the product just consumed decreases
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for the next consumption. All tastes are then renormalized to 1 with all other
products taste rising up accordingly.

The competitive market is akin to a continuous double auction market
in which agents bid to buy and sell products units. During a succession of
steps, the market repeatedly invites two randomly selected agents to place
asks and bids on one product they want to sell or purchase. At the first tick,
the market is initialized with best-buying and best-selling offers for all the
products on the market (bids at price null and asks at price max). Then a
random seller is selected to place an ask for the most profitable product he
has in stock (the proposed price should be below the best-selling offer and
incurring the least expense (i.e. selecting the product with the highest skill),
this price is finally set between the producers skill and the current best-selling
offer). The market then looks whether this ask crosses the current best-buying
offer on that particular product. If so, the transaction occurs, if not, the ask
becomes the best-selling offer and the market turns to the buying part. The
randomly selected competitive buyer shows the very symmetrical behavior.
He first selects the most desirable product (one with the highest taste above
the best-buying offer) and places a bid limited by his reservation price (the
proposed price is set between the best-buying offer and the reservation price).
The market looks whether this bid crosses the current best-selling offer. Once
two offers cross, the transaction price is fixed as the buying offer price. If
following a determined number of trials, no transaction is to be found, a
market failure is reported.

The random market is much simpler, since the sellers and the buyers be-
have without particular interest. In this version, a random seller places an
ask on a random product, on which a random buyer is invited to react. If
the buyer reservation price is higher than the price asked by the seller, a
transaction takes place, the price being randomly set between the two offers.
Here again, if following a determined number of trials, no transaction turns
possible, a market failure is reported.

Finally, in order to impose a budgetary constraint on the buyers behavior,
the reservation price for any product is fixed as the taste multiplied by the
current money endowed by the agent multiplied by a time index (the agent
portion of the budget he wills to engage at every tick). Of course, in all cases,
bids and asks are only posted if the agent has, respectively, enough money
to cover it or has a unit of the product in stock (as a result of previous pro-
ductions). Whatever initial conditions being set: number of agents, number
of products, vector of tastes and skills for every agent, initial endowment
of money for all agents, they are obviously exactly equal for both market
simulations, the objective being to compare the competitive version of the
market (supposedly more efficient) with the random one (supposedly more
equalitarian).
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3 The Results

Four key metrics can be measured out of the different simulations: utility
(increasing by consumption), money (leaking out by production and then
fluctuating according to the transactions), added value (the difference be-
tween the price earned by the seller and the production cost) and market
failures. For the first three, the aggregate value over all agents is used as an
indicator of the market efficiency while the Gini coefficient (computed again
for all three) testifies of how unequal this market turns out to be. The market
failures (labeled MF in the following) is also used as an indicator of the mar-
ket efficiency, but in the sense originally given by Hayek. Our simulations are
always executed in the presence of 50 agents, 10 products and during 50000
simulation steps.For the first set of simulations, each agent is endowed with
500 units of money (so no budgetary constraint is imposed at all) and the
number of past transactions kept in memory to inform the producer on the
most valuable products is 1000. Additionally the consumers do not see their
taste decreasing in time as an outcome of their consumption. Typical and
quite robust experimental results follow, first for the random market then
the competitive one.

Random Market: Total Utility: 5390, Total Money: 24312, Gini Utility: 0.04, Gini

Money: 0.007, MF: 0

Competitive Market: Total Utility: 9755, Total Money: 24491, Gini Utility: 0.27,

Gini Money: 0.08, MF:0

The competitive market turns out to be much more efficient in aggregative
terms but this superior efficiency comes at a very high price in terms of
inequality, compared with a random market (the utility Gini index is seven
times greater as a result of the competition). Distortions in utility and money
tend to grow over time. The competitive market favors those with skill in de-
mand and those with taste skillfully satisfied. If this difference in taste can be
continuously expressed over the simulation, a self-amplifying pairing happens
between the greedy consumers and their dedicate competent producers. In
the case of a marginally decreasing consuming utility, results become quite
different, now making the competitive and the random markets rather com-
parable.

Random Market: Total Utility: 5152, Total Money: 24244, Gini Utility: 0.02, Gini

Money: 0.007, MF: 0

Competitive Market: Total Utility: 5424, Total Money: 24488, Gini Utility: 0.042,

Gini Money: 0.004, MF:0

In the absence of any budgetary constraint and if the same tastes cannot be
differentially expressed all over the simulation (since being alternatively up
and down as a result of the consumption), the competitive and random mar-
kets turn out to be very equivalent both in terms of efficiency and equality.
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For the remaining of the simulations and in agreement with classical eco-
nomics, the agents will see their taste decreasing in time as an outcome of
their consumption.

The next aspect that deserves a dedicate treatment is the impact of in-
formation on the competitive market, evaluated by gradually varying the
number of past transactions taken into account during the production pro-
cess (fixed to 1000 so far) i.e. the quality and the reliability of the information
available to the producers to guide their productions towards the real con-
sumers needs. Many simulations have been run where the producers exploit
an increasing number of past transactions: 0, 1, 5, 10, 50, 100, 500, 1000,
5000, 10000, 50000. In the previous simulations discussed so far, this number
has been settled to 1000. We compute the average aggregate utility as a func-
tion of this number and, surprisingly, the resulting curve is not monotonous.
Below 100 past transactions available to the producers, the resulting com-
petitive markets show an important number of failures with a pick at 10,
demonstrating, unexpectedly, that a total ignorance of the past is even bet-
ter than a very little knowledge. An increasing amount of information first
dilutes the effective signal upon which producers base their decisions. Pro-
ducers in those cases may be better off only focusing on their own costs than
on their expected profits. We finally can observe the relevance of sufficient
information for the competitive market to efficiently allocate the available
resources (and 1000 past transactions seem to be an appropriate minimal
threshold above which no improvement is observed).The last aspect of the
model to be explored is the influence of the budgetary constraint on the
behavior of the market. While maintaining all other features constant (50
agents, 10 products, information based on 1000 past transactions), the ini-
tial money endowment is being decreased: 100, 80, 60, 50, 25, 20, 15, 10.
After showing many difficulties in running until the end of the simulation,
the random version of the market simply stops executing at around an initial
endowment of 25. Many agents go bankrupt and the simulation is being con-
stantly interrupted by market failures. Both facts once again testify of the

Fig. 1 Effect of the number of past transactions taken into account to optimize
the production on the aggregate utility of the market
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inefficiency of the random market to map the producers onto the consumers.
The producers waste their money making products that the consumers are
definitely not interested in.

As regards the competitive version, the table below indicates how the bud-
get constraint really impacts the model as the initial endowment decreases.
Although an initial budget of 20, 15 or 10, entails a few intermittent market
failures, the model can now always keep running over the 50000 simulation
ticks. The most striking fact of this table is the evolution of the utility Gini
index as well as the added value one (for instance they respectively reach a
pick of 0.25 and 0.20 for an initial budget of 10 by agent) that clearly shows a
growing inequality as the money becomes scarcer. Again the market keeps be-
ing efficient but now to the large expense of equality. The competitive regime
becomes much more selective towards the most skillful producers, the only
ones who are effectively able to compete in the market. Budget constraint and
money scarcity decrease the potential gains for producers but above all redi-
rect them towards the best producers. Moreover, specialization acts as given
the best producers even more marketing power. Budget constraints make the
competition so severe that the smallest difference in skills is identified and
reinforced. Figure 3 interestingly shows the correlation between the added
value of the producer and his final utility as a consumer (i.e. established over
all 50 agents). A clear positive correlation is observable between the added

Fig. 2 Summary of results (aggregate and Gini) obtained by gradually decreasing
the initial budget possessed by every agent

Fig. 3 Correlation between the added value of the producer and his final utility
as a consumer (established over all 50 agents)
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Fig. 4 Evolution in time of the Utility Gini Index for an initial budget of 10

value of the producer and his consumption (90% of the utility distribution
is explained by the added value distribution). The greediest consumers turn
out to be the best producers. As observable in fig.4, showing the evolution
of the utility Gini index, inequality among the agents is on a fast growing
trend. Competitive market acts in self-reinforcing the market dominance of
producers who can benefit from the tiniest initial comparative advantage.

4 Conclusions

This paper describes a stylized simulation exercise in which we compare a
double auction, quite aggressive, competitive market with a pure theoreti-
cal abstraction that represents a market in which producer and consumer
matching is purely made on a random basis (under a natural set of con-
straints: budget constraint, no sale at loss rule for the producers)). Our main
simulation results confirm the higher efficiency generally attributed to com-
petitive markets first to simply map the consumers onto the producers then
in maximizing the aggregative welfare. However in most of the studies of
competitive markets, very little attention is paid to the equality in welfare
distribution. Our results equally show this inequality explosion, above all in
the case of budgetary constraints, when only the best producers can survive,
make money and consume. Interestingly enough, at the starting of our simu-
lation, all agents can be considered as equally ready and gifted to take part in
the market, but its inherent competitive structure (in contrast with the ran-
dom one) make an even negligible difference in skills to be greatly amplified
with time. In line with most of the ethical philosophers, we can easily argue
about the immoral nature of such an inequality amplifier mechanism (even
when equality of opportunity is fully guaranteed) and the definitive need for
a complementary equalizing system.
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Towards a Dynamic Negotiation Mechanism
for QoS-Aware Service Markets

Claudia Di Napoli, Paolo Pisa, and Silvia Rossi

Abstract. The market value of commercial Service-Based Applications (SBAs) will
depend not only on their functionality, but also on the value of QoS parameters re-
ferring to its not functional properties. These parameters are not static properties
since they may vary according to the provision strategies of providers as well as
the demand of users having their own preferences on the application’s QoS values.
In this paper we propose a negotiation-based mechanism among service providers
and a user requesting a QoS-aware SBA to select services with suitable QoS val-
ues, i.e. values that once aggregated satisfy the user’s requirements. The proposed
mechanism simulates a market-based provision mechanism that allows to take into
account the variability of service QoS attribute values typical of the future market
of services, as well as to dynamically set the length of the negotiation process that
is usually very time consuming.

Keywords: Market-based negotiation, Quality of Service, Service Selection.

1 Introduction

Service Based Applications (SBAs) are composed of autonomous and independent
services each one provided with Quality of Service (QoS) attributes that take ac-
count of its non-functional properties (NFPs) such as cost, execution time, relia-
bility, reputation, and so on [7]. In the future market of services QoS-aware SBAs

Claudia Di Napoli
Istituto di Cibernetica “E. Caianiello” - C.N.R., Via Campi Flegrei 34,
80078 Pozzuoli, Naples, Italy
e-mail: c.dinapoli@cib.na.cnr.it

Paolo Pisa · Silvia Rossi
Dipartimento di Ingegneria Elettrica e Tecnologie dell’Informazione,
University of Naples “Federico II” , Napoli, Italy
e-mail: silvia.rossi@unina.it
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will be required by users that have their own preferences over the values of these
attributes that may change in time according to dynamic circumstances. In order for
QoS-aware SBAs to be delivered, the attribute values of their component services,
once aggregated, have to meet the user requirements. In this context, it becomes cru-
cial to provide service-oriented infrastructures with mechanisms enabling the selec-
tion of services with suitable QoS attribute values allowing to manage the dynamic
nature of both QoS values, and QoS requirements.

In this paper we propose a negotiation-based mechanism among service providers
and a service consumer to select the suitable services to compose QoS-aware SBAs
through a market-based provision mechanism. The use of a negotiation-based mech-
anism allows to take into account the variability of service QoS attribute values typi-
cal of the future market of services since service providers may change these values
during the negotiation according to their own provision strategies. For mandatory
(i.e. not negotiable) QoS values the selection is obtained by solving a constraint
satisfaction problem. Since negotiation can be computationally expensive, a set of
experimental results were carried out to determine the parameters affecting the ne-
gotiation process to extract useful information to drive service consumers decisions
about whether to proceed with the negotiation, under specific conditions, or not.

2 Selecting Services through Automated Negotiation

In this work it is assumed that a request for an SBA is expressed by a directed acyclic
graph, called an Abstract Workflow (AW), specifying the functionality of each ser-
vice component, and their functional dependence constraints, together with a qual-
ity attribute value representing the QoS required by the user for the application. AW
nodes represent the required functionalities, referred to as Abstract Services (ASs),
and AW arcs represent control and data dependencies among nodes. For each AS,
a set of Concrete Services (CS) may be available on the market, each one provided
by a specific Service Provider (SP) with QoS attributes whose values are set by the
corresponding SP dynamically according to its market provision strategies. The user
request is managed by a Service Compositor (SC), responsible for the selection of
the CSs whose attribute values, once aggregated, satisfy the QoS required by the
user. Both SPs and SC are represented by software agents able to negotiate.

The selection process is modelled as a negotiation process over the service quality
attributes occurring among the SC and the SPs, available to provide the required
services, that populate the multi-agent system. SPs issue their offers to the SC by
specifying a reference to the CS together with the value of the QoS attribute they can
provide the service with at that time. If the negotiation is successful, then the AW
can be instantiated with the CSs having the suitable QoS value, and the Instantiated
Workflow (IW) represents the requested application ready to be executed.

In the proposed negotiation mechanism only SPs formulate new offers, and only
the SC evaluates them. The rationale of this choice is twofold: on one hand it makes
it possible to simulate what happens in a real market of services where an SC does
not have enough information on the SPs strategies to formulate counteroffers; on
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the other hand it takes into account that the offers for a single functionality cannot
be evaluated independently from the ones received for the other functionalities, i.e.,
negotiating over the attributes of the single AS cannot be done independently from
each other. So, the negotiation mechanism should allow to negotiate with the SPs,
and at the same time to evaluate the aggregated QoS value of the received offers for
all the required functionality in the AW during the negotiation.

In order to meet these requirements, an iterative negotiation protocol [3], based
on a Contract Net Iterated Protocol, is adopted. The negotiation occurs between
the SC and the SPs available for each AS of the AW, and it may be iterated for a
variable number of times until a deadline is reached or the negotiation is successful.
Each iteration is referred to as a negotiation round, and the deadline is the number
of allowed rounds. According to the protocol, at each negotiation round the SC
sends m∗n call for proposals, where m is the number of ASs in the AW, and n is the
number of SPs available to take part in the negotiation for each AS, and after waiting
for the time set to receive offers (know as the expiration time), it checks first that
there are offers for each AS; if not the SC declares a failure since it is not possible
to instantiate the AW. Otherwise, it evaluates the received offers, and, according to
the result of the evaluation (see Sec. 2.1), it starts another negotiation round, or it
selects the best offers in terms of its own utility.

2.1 The Negotiation Evaluation

The SC evaluates the offers received at each negotiation round to check whether
the global constraints specified by the user are met by using a solver of a Linear
Programming problem so formulated. There are nm decision variables xi, j where i
identifies one of the m ASs and j identifies one of the n SPs compatible with the ith
AS. The variable xi, j is equal to 1 if the jth SP is selected for the ith AS, 0 otherwise.
Since only one SP has to be selected for each AS, then ∑n

j=1 xi, j = 1 for all ASs.
In the general case of a multidimensional QoS (Q1, . . . ,Qr), the n-tuple (q1

i, j, . . . ,
qr

i, j) of offered values is associated to each corresponding SP identified by the de-
cision variable xi, j. To check whether each QoS constraint is satisfied, taking into
account all the ASs in the workflow, the aggregated values of the parameters qk

i, j
offered by each selected SP must not exceed the user upper bound Qk, i.e.:

aggrFunci,k(
n

∑
j=1

xi, jq
k
i, j)≤ Qk,∀k = 1, . . . ,r (1)

where aggrFunc depends on the type of the considered parameter. Typically, in the
literature additive (e.g., price and execution time) and multiplicative (e.g., reliability
and availability) parameters are studied [8], so aggrFunc is either a summation or
a multiplication over the number of ASs. Once solutions that satisfy the constraints
are found, the SC evaluates their utility with the formula [1]:

Ui, j(SC) =
r

∑
k=1

Qmax(i,k)− qk
i, j

Qmax′(k)−Qmin′(k)
(2)
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where Qmax(i,k) = max(qk
i, j), Qmax′(k) = aggrFunck(Qmax(i,k)) aggregating the local

maxima of the offers received for each AS, and Qmin′(k) = aggrFunck(Qmin(i,k)),
aggregating the corresponding local minima.

Eq. 2 evaluates the SC’s utility of an offered QoS value w.r.t. both the ones of-
fered by the other SPs of the same service (local evaluation), and the QoS value of
a possible instantiated workflow (global evaluation). In fact, Qmax(i,k)−qk

i, j gives an
indication of how good the value of each QoS parameter is with respect to the QoS
values offered by other SPs of the same AS (local evaluation) by taking as a refer-
ence the maximum offered value for that parameter. Local evaluation compared to
Qmax′(k) −Qmin′(k) gives an indication of how good the value of each parameter is
with respect to the possible aggregated values of the same parameter for all the ASs
(global evaluation).

The SC objective function is a maximization of the sum of the utilities for each
m− tuple of selected SPs that satisfies the QoS global constraints given by Eq.3:

max(
m

∑
i=1

n

∑
j=1

xi, jUi, j(SC)) (3)

2.2 The Negotiation Strategy

SPs strategies are modeled as a set of functions that are both time and resource
dependent [4] taking into account both the computational load of the provider, and
the cost of the provided service. The computational load accounts for the provider
workload, i.e., the amount of service implementations it will deliver, while the cost
of the service is directly proportional to its complexity.

For each SP the negotiation strategy is modeled by a Gaussian distribution that
represents the probability distribution of the offers in terms of the provider’s utility.
As shown in Fig. 1, the mean value of the Gaussian maxU represents the best offer
the SP may propose in terms of its own utility with the highest probability to be
selected; while the standard deviation σ represents the attitude of the SP to con-
cede during negotiation and it is given by σi, j = maxUi, j −maxUi, j percenti, j, where
percent ∈ [0,1] represents the concession percentage of the SP with respect to its
own utility. The parameter σ varies from SP to SP providing the same AS, so that
the lower its computational load (in terms of available resources) is, the more it is
available to concede in utility and the lower its reservation value is. The negotiation
set for the SP is [maxU −σ ;maxU ], where maxU −σ is the reservation value.

In Fig. 1 the functions associated to two different SPs for the same AS are re-
ported. The best offer is the same for both SPs (i.e. maxU1 = maxU2) since it is
assumed that services providing the same functionality have the same utility value,
while their concession strategies are different according to their workload when the
negotiation takes place. In fact, σ1 is greater than σ2 meaning that SP1 has a lower
computational load than SP2, so it concedes more in utility than SP2.

At each negotiation round, the SP generates a new utility value corresponding
to a new offer according to its Gaussian distribution (for values generated in the set
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Fig. 1 An example of prob-
ability functions to compute
new offers
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[maxU ;maxU+σ ], the values within the negotiation set [maxU −σ ;maxU ] with the
same probability to be selected, are considered): if this value is lower than the one
offered in the previous round and within the negotiation set, then the SP proposes
the new value; if this value is higher than the one offered in the previous round, or it
is outside the negotiation set, the SP proposes the same value offered in the previous
round. This strategy allows to simulate SPs that prefer not having a consistent loss in
utility, even though by increasing the number of negotiation rounds the probability
for the SP to move towards its reservation value increases.

3 A Cost-Based Testbed

A preliminary set of experiments was carried out in order to determine the main
factors affecting the negotiation success/failure, and to evaluate the impact of the
SPs negotiation strategies on the negotiation progress. The experiments were aimed
at verifying the possibility to extract information that can be used by the SC to
decide whether to iterate or to stop the negotiation according to the current situation.

In these experiments, the QoS attribute is the service price, so the QoS value of
the requested application is additive in the number of ASs, and it does not depend
on the structure of the AW. The utility value for the SP represents the price for the
service it offers, so maxU is the highest price (bestPrice) offered by the SP, and it
is the same for all SPs of the same AS. An SP offer is Pricei, j, and the reservation
price for the SP is bestPrice− σ . It is assumed that the more complex a service
functionality is, the higher its “market price” is, i.e. the variability in prices for
different ASs is proportional only to their complexity. To simulate this variability, a
parameter k is used: the more complex the functionality provided by a service is the
higher the k value is. In particular, for SPs providing less complex services k ≤ 1,
while for SPs providing more complex services k > 1. The k parameter is equal
for all SPs of the same AS, meaning that services providing the same functionality
have the same market price. In fact, k determines the mean value of the Gaussian
distribution, and so the bestPrice for an ASi is:

bestPricei =
globalPrice ki

m
i ∈ [1, . . . ,m] (4)

where, m is the number of ASs in the AW. So, Eq. 4 takes into account both the com-
putational cost of the offered service, and also the assumption that the requested
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price globalPrice is not “unreasonable” compared to the market price of the re-
quired ASs in the AW. A feasible solution exists if the QoS constraint is satisfied,
i.e. ∑m

i=1 ∑n
j=1 xi, jPricei, j ≤ globalPrice.

If for each AS k > 1, then the QoS constraint is never satisfied at the first round.

3.1 Experimental Results

The impact of the σ parameter is evaluated considering a configuration with k and
the number of AS (i.e. provider agents) fixed. The default price is assigned to each
ASi according to Eq.4, with m = 5 and ki = 2.4, 2.0, 1.3, 1.0 and 0.8 (average value
of k = 1.5), approximately corresponding to 32%, 27%, 17%, 13% and 11% of the
globalPrice. The corresponding SPs send as initial offer a price in the neighborhood
of bestPricei [bestPricei − 5%,bestPricei]. The percent value randomly varies for
each SP in the range [0.5, 1.0], so including the possibility to have SPs with the
maximum computational load, not willing to concede (i.e., percent = 1). The max-
imum number of negotiation rounds is 100. In the case the SPs of AS3, AS4 and
AS5 are not willing to negotiate, the negotiation always fails even with the mini-
mum percent value for AS1 and AS2. Tables 1a, 1b, 1c, 1d report the average of the
minimum percent values for each AS with respectively 2, 4, 8, 16 SPs.

Table 1 Minimum percent with respectively a) 2 SPs, b) 4 SPs, c) 8 SPs, d) 16 SPs for each
AS

a)

Succ/Fail % AS1 AS2 AS3 AS4 AS5

successes 61 0.61 0.63 0.64 0.65 0.65
failures 39 0.74 0.74 0.74 0.70 0.69

successes 8 0.56 0.56 0.57 1 1
failures 92 0.67 0.68 0.68 1 1

b)

Succ/Fail % AS1 AS2 AS3 AS4 AS5

successes 95 0.59 0.60 0.61 0.61 0.60
failures 5 0.72 0.65 0.70 0.72 0.61

successes 35 0.54 0.56 0.57 1 1
failures 65 0.65 0.62 0.61 1 1

c)

successes 100 0.55 0.55 0.54 0.56 0.55
failures 0 - - - - -

successes 77 0.54 0.55 0.55 1 1
failures 23 0.60 0.61 0.59 1 1

d)

successes 100 0.53 0.53 0.52 0.52 0.52
failures 0 - - - - -

successes 100 0.52 0.53 0.53 1 1
failures 0 - - - - -

As expected, with SPs for AS4 and AS5 not willing to negotiate, the minimum
percent values for the providers of the remaining ASs have to be lower than the
ones obtained for configurations where all the SPs are available to make conces-
sions. In fact, for successful negotiations, the average minimum value of percent is
0.55, while with an average minimum value of percent = 0.63 negotiation failures
are obtained (third and fourth rows in tables 1a, 1b and 1c). The only exception
is table 1d) where, increasing the number of SPs to 16 for each AS, a 100% rate
of successes is obtained with an average minimum value of percent equal to 0.53.
Moreover, in the case of the providers for AS4 and AS5 not willing to negotiate,
there are more failures than successes in tables 1a and 1b, while more successes
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a) b)

Fig. 2 Distance in case of failures (a) and successes (b)

than failures in table 1c. So, by increasing the number of SPs, the chances to suc-
ceed in the negotiation increase. In the case all SPs are willing to negotiate (first two
rows in the tables) more successes than failures are obtained with smaller medium
minimum values of percent. Finally, the higher the computational cost of the AS is,
the smaller the corresponding average minimum value of percent is to have a suc-
cess. This shows that the SC should negotiate essentially with SPs providing higher
computational cost services since they impact more the negotiation success/failure.

In Fig. 2 the distance of the price obtained at each negotiation round from
globalPrice is reported varying the number of available SPs given by:

((∑m
i=1 ∑n

j=1 xi, jPricei, j)− globalPrice)100

globalPrice
(5)

In Fig. 2a the distance for the failure cases is plotted showing that the curve trend
is the same varying the number of SPs. After the 25th round, the distance from the
required price varies very little (0.1%) and there is a failure at the 100th round. This
information can be used at runtime to dynamically set the negotiation deadline (e.g.
in our experiments it can be 30 rounds). In Fig. 2b the distance for the success cases
is plotted, and it shows that negotiation always ends before the 30th round.

4 Conclusions

Several efforts have been carried out in the areas of QoS-based service selection
for SBAs. Some works propose algorithms to select service implementations re-
lying on the optimization of a weighted sum of global QoS parameters as in [8]
by using integer linear programming methods. In [2] local constraints are included
in the linear programming model used to satisfy global QoS constraints. In [1]
Mixed Integer Programming is adopted to find the optimal decomposition of global
QoS constraints into local constraints so the best services satisfying the local con-
straints can be found. Typically, these works rely on static approaches assuming that
QoS parameters of each service do not change during the selection process. Other
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approaches rely on negotiation mechanisms to select services according the QoS
values [5, 6], but usually negotiation is carried out for each required service inde-
pendently from the others. Attempts to propose a coordinated negotiation with all
the providers of the different service in a composition have been proposed [3], but
not empirical evaluation is provided to show that if a solution exists it is found.

This work proposes an approach for QoS-based service selection that takes into
account the variability of service providers provision strategy. The use of an iter-
ative negotiation mechanism allows to address the limitations of assuming static
QoS values that is not realistic in market-based service scenarios, since providers
might change dynamically their provision strategies according to market trends dur-
ing service selection to become more competitive in the market during negotiation.
For this reason, the service compositor negotiates with all available providers so to
not discharge providers that may become more competitive during negotiation. The
proposed mechanism allows to evaluate the progress of the negotiation, so it can be
stopped if the SC utility is not improving. This feature is useful in service-based
application settings since negotiation is computationally expensive. Furthermore,
aggregated offers are evaluated at each negotiation round since the selection of one
service cannot be done independently from the other services. This is even more
crucial in case of multidimensional QoSs.
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D3S – A Distributed Storage Service

Rui Pedro Lopes and Pedro Sernadela

Abstract. The Internet growth allowed an explosion of service provision in the
cloud. The cloud paradigm dictates the users’ information migration from the desk-
top into the network allowing access everywhere, anytime. This paradigm provided
a adequate environment to the emergence of online storage services, such as Ama-
zon S3. This kind of service allows storing digital data in a transparent way, in a
pay-as-you-go model. This paper describes an implementation of an S3 compatible
cloud storage service based on peer-to-peer networks, in particular, through the Bit-
Torrent protocol. This approach allows taking advantage of the intrinsic features of
this kind of networks, in particular the possibility for simultaneous downloading of
pieces from different locations and the fault tolerance.

Keywords: Storage, BitTorrent, Amazon S3, Cloud Computing, P2P.

1 Introduction

Cloud computing has emerged as an important paradigm for managing and de-
livering services over the Internet. The term “Cloud” comes from the data center
hardware and software association and is usually based on a model of payment as-
sociated with the use of resources. This on-demand, pay-as-you-go model creates
a flexible and cost-effective means for using and accessing distributed computing
resources [12, 1, 10].

Several providers have appeared, such as Amazon, Hewlett-Packard, IBM,
Google, Microsoft, Rackspace, Salesforce, on the promise to increase revenue by
optimizing their existing IT infrastructure and personal. According to the abstrac-
tion layer as well as to the type of service, users’ are allowed to access applica-
tions on the cloud (SaaS), to deploy applications to the cloud without the added
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complexity of software and hardware management (PaaS), and access to “low level”
storage and computing capabilities (IaaS) [9].

This paradigm suffers, essentially, from two drawbacks. First, the centralized na-
ture is vulnerable to single point of failure, originated from several causes, such as
fire, lightning storms, hardware failure, and others [3, 17, 11]. Second, it is nec-
essary a considerable investment on the infrastructure and a lot of experience in
Information Technologies (IT). Industry leaders like Amazon and Google take ad-
vantage on the fact that they already possess large infrastructures and knowledge to
fuel their business (Amazon S3 and Google Drive respectively). However, guaran-
tying 99.99% availability requires a huge investment that usually companies resist
to make.

This paper describes a first approach to address centralization related problems in
cloud services, specifically on storage IaaS clouds. We will use Amazon S3 as base,
instantiating an S3 service over a BitTorrent network. In this model, we store objects
in BitTorrent swarms, as a means to achieve throughput, redundancy, scalability,
capacity, and others. Many of these requirements are naturally available in peer-to-
peer networks, although dependent on the number of peers that belong to a specific
swarm, as well as on node availability. This implementation will be used in the
future to assess availability and throughput.

2 Storage on the Cloud

Cloud computing is the result of the evolution of different technologies that allowed
more processing capacity, virtualization of resources and the ability for data storage
in the network. The combination of these factors led to a new business paradigm
that responds to a set of problems, such as scalability, cost reduction, fast operation
of applications and solutions [15].

According to the degree of service abstraction, it is possible to distinguish two
different architectural models for clouds [4]. One is designed to allow the expansion
of computing instances as a result of the increase on the demand (Software-as-a-
Service and Platform-as-a-Service). The other model is designed to provide data and
compute-intensive applications via scaling capacity – Infrastructure-as-a-Service.
Regarding the deployment model, a cloud may be restricted to a single organization
or group (private clouds), available to the general public over the Internet (public
clouds), or a composition of two or more clouds (hybrid clouds) [4, 10, 14, 18].

Among the multitude of services available on the cloud, storage services are
rather popular. Services such as Dropbox1, Amazon S32, Google Drive3 and others,
provide an easy to use, flexible way to store information and easy access anytime,
anywhere.

1 http://www.dropbox.com
2 http://aws.amazon.com/s3
3 https://drive.google.com

http://www.dropbox.com
http://aws.amazon.com/s3
https://drive.google.com
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2.1 Amazon S3

The Amazon Simple Storage Service (Amazon S3) is an online service that en-
ables storing data in the cloud. This service is designed to provide 99.999999999%
durability and 99.99% availability of objects over an year. Amazon S3 adopts the
pay-per-use model: the prices are based on the data location (region) and the request
count (GET, PUT, COPY, POST, and LIST) and the data transfers into and out of an
Amazon S3 region.

Data is organized in two levels. At the top level, there is the concept of buckets,
similar to folders, identified by unique global name. Buckets are needed to organize
the Amazon S3 namespace and to identify the account responsible for storage and
data transfer charges.

Each bucket can store a large number of objects, each comprising data (blob) and
metadata. The data portion is opaque to Amazon S3 and has a limit of 5 terabytes.
The metadata is a set of name-value pairs that describe the object (Content-Type,
Date, . . . ), with a limit of 2 kilobytes. An object is uniquely identified within a
bucket by a key (name) and a version ID. The key is the unique identifier for an
object within a bucket. Users can create, modify and read objects in buckets, subject
to access control restrictions.

When users register an Amazon Web Services (AWS) account, AWS assigns one
Access Key ID (a 20-character, alphanumeric string) and one Secret Access Key
(a 40-character string). The Access Key ID uniquely identifies an AWS Account.
AWS uses a typical implementation that provides both confidentiality and integrity
(through server authentication and encryption).

These kind of service, typically provide a specific, SOAP or REST based, inter-
face. The S3 REST API4 uses a custom HTTP scheme based on a keyed-HMAC
(Hash Message Authentication Code) for authentication. Standard HTTPAuthoriza-
tion header is used to pass authentication information.

To authenticate a request, selected elements of the request are concatenated to
form a string with the following form: “AWS AWSAccessKeyId:Signature”. In the
request authentication, the first “AWSAccessKeyId” element identifies the user that
make the request and the secret key that was used to compute the “Signature”. The
“Signature” element is the SHA1 hash of the request selected elements [7]. In the
Amazon S3 Request authentication this algorithm takes as input two byte-strings:
a key and a message. The key corresponds to the AWS Secret Access Key and the
message is the UTF-8 encoding of one string that represents the request. This string
includes parameters like the HTTP verb, content MD5, content type, date, etc.. that
will vary from request to request. The output of HMAC-SHA1 is also a byte string,
called the digest. The final “Signature” request parameter is constructed by Base64
encoding this digest. When the system receives an authenticated request, it fetches
the AWS Secret Access Key and uses it in the same way to compute a “Signature”
for the message it received. It then matches signatures to authenticate the message.

4 http://docs.amazonwebservices.com/AmazonS3/latest/dev/
RESTAuthentication.html

http://docs.amazonwebservices.com/AmazonS3/latest/dev/RESTAuthentication.html
http://docs.amazonwebservices.com/AmazonS3/latest/dev/RESTAuthentication.html
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The S3 architecture is designed to be programming language-neutral providing
REST and a SOAP interfaces to store and retrieve objects. REST web services were
developed largely as an alternative to some of the perceived drawbacks of SOAP-
based web services [6]. With REST, standard HTTP requests are used to create,
fetch, and delete buckets and objects. So, this interface works with standard HTTP
headers and status codes (Table 1).

Table 1 HTTP operations with URI pattern that can be performed in S3

Operations Description
GET / get a list of all buckets
PUT /{bucket} create a new bucket
GET /{bucket} list contents of bucket
DELETE /{bucket} delete the bucket
PUT /{bucket}/{object} create/update object
GET /{bucket}/{object} get contents of object
DELETE /{bucket}/{object} delete the object

3 Distributed S3 Storage Service

The low-level usage patterns of Amazon S3 are, essentially, storing, updating and
retrieving sequence of bytes through SOAP or REST WS, having in mind the dura-
bility and availability defined in the SLA. In this pattern, the access speed depends
on the end-to-end throughput to where buckets and objects are stored (Amazon’s
data centers).

We implemented the S3 REST services as a loop-back to a BitTorrent swarm,
providing locally the same functionality as Amazon’s interface – the Distributed S3
Storage Service (D3S). From now on, we will identify the locally available gateway
between S3 server-side interfaces and the BitTorrent swarm as a D3S node.

According to the usage patterns, the D3S node will receive requests through the
REST WS and translate them to BitTorrent operations. Storing data will create a
.torrent file and distribute it among a set of peers, that will define the swarm associ-
ated to these pieces of data. Updating data will require that the corresponding piece
on the file to be updated. Retrieving data will require that the peer will download
and make available the corresponding file by contacting a set of peers from the same
swarm.

In a typical, centralized, client-server architecture, clients share a single server.
In this case, as more clients join the system, fewer resources are available to each
client, and if the server fails, the entire network fail as well.

Peer-to-peer networks are intrinsically distributed, where each peer behaves as
a client and as a server simultaneously. In other words, “A distributed network ar-
chitecture may be called a Peer-to-Peer (P-to-P, P2P,...) network, if the participants
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share a part of their own hardware resources (processing power, storage capacity,
network link capacity, printers,...). These shared resources are necessary to provide
the Service and content offered by the network (e.g. file sharing or share workspaces
for collaboration): They are accessible by other peers directly, without passing in-
termediary entities” [16].

3.1 Overall System Architecture

BitTorrent became the third generation protocol of P2P networks, following Napster
and Gnutella, where the main difference between the previous generations is the
creation of a new network for every set of files instead of trying to create one big
network of files using servers. Nowadays, BitTorrent is actually one of the most
popular protocols for transferring large files, with over 150 million active users5.

Storing and organizing objects in D3S requires the creation and distribution of
files in a set of BitTorrent peers. Each object, in the context of S3, will correspond,
in our architecture, to a single file, which is registered in the swarm through a shared
.torrent.

The overall architecture is depicted in Figure 1. The file that corresponds to an
object is created in the local host, through the interface provided by a D3S node. The
file is sliced up in pieces by the BitTorrent peer, to get small amounts of verifiable
data from several peers at a time. Each time a piece is fully downloaded, it will
be checked (using the SHA1 algorithm). The pieces are then spread in the swarm,
following the “tit-for-tat” characteristic of BitTorrent [2].

Fig. 1 Overall architecture implemented

5 http://www.bittorrent.com/intl/es/company/about/
ces 2012 150m users

http://www.bittorrent.com/intl/es/company/about/ces_2012_150m_users
http://www.bittorrent.com/intl/es/company/about/ces_2012_150m_users
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Clients involved in a torrent cooperate to replicate the file among each other
using swarming techniques. A user who wants to upload a file first creates a torrent
descriptor file (with the extension .torrent) that has to be made available to the
other peers – this operation is called seeding.

Peers that want to download the file must first obtain the associated torrent file
and connect to the specified tracker, which makes it possible to connect to other
peers to download the pieces of the file (typically 256 KB but other piece sizes are
possible too).

The tracker is not involved in the distribution of the file, it only coordinates the
file distribution by keeping track of the peers currently active in the torrent – the
tracker is the only centralized component of BitTorrent.

Pieces are typically downloaded non-sequentially and are rearranged into the cor-
rect order by the BitTorrent client. Those peers download it by connecting to the
seed and/or other peers that has the file – acting as leechers.

Active peers report their state to the tracker and each time a peer obtains a new
piece, it informs all the peers it is connected to. Interactions between peers are
based on two principles [8]. First, the choke algorithm that encourages coopera-
tion among peers and limits the number of peers a client is simultaneously sending
data. Second, the rarest first algorithm that controls the pieces a client will actually
request in the set of pieces currently available for download. The more peers join the
swarm, the access speed and availability increases, contributing to the overall user
experience [13].

3.2 Bucket and Object management

The role of a bucket is to organize objects in a namespace. In our implementation,
this translates to a file name prefix. In turn, each object is associated to a single
file, that will be uploaded to the BitTorrent swarm. Adding a bucket corresponds to
defining a prefix that will be used in all files belonging to that bucket. Adding and
object corresponds to creating a file and making a .torrent available to other
peers.

Removing a file corresponds to removing the file from all the peers and elim-
inating the .torrent. This is performed through the User Manager and, when
signaled, the peer will eliminate them consequently.

D3S nodes contact the tracker when needed, to manage the overlay network. In
our implementation, each peer will also contact the User Manager, which maintains
a database of user credentials, to authenticate each user’s peers. The User Manager
also maintain a relation of each user’s .torrent files, residing in the .torrent
repository.

The .torrent Manager receives .torrent files from the peers and asso-
ciates them with the user that originated the request. .torrent files are gener-
ated when the user uploads a file to the S3 service. Peers will periodically pool the
.torrentManager to check for new additions, so that each one of them can repli-
cate the file, thus making it available to the other peers as well as locally. Anytime
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that the user requests a file, it is already available locally. If the file is not available
locally, it is downloaded from several replicas simultaneously, increasing the access
speed.

As stated, we took advantage of RMI that provides the mechanism by which the
server and the client communicate and pass information. Then we show the remote
interface methods that can be invoked by the User Manager and the Torrent Manager
to interact with the tracker.

This approach constitutes a bottleneck and a single point of failure. We intend, in
the future, to move the User Manager to a Distributed Hash Table (DHT), to provide
scalability and fault tolerance.

In sum, BT networks natively supports resource sharing, which requires self or-
ganization, load balancing, redundant storage, efficient search of data items, data
guarantees, trust and authentication, massive scalability properties and fault-toleran-
ce (i.e., if one peer on the network fails the whole network is not compromised)
[5]. These characteristics are thus imported to our implementation, meeting many
of the requirements of cloud storage services. Moreover, it intrinsically copes with
scalability, redundancy and availability: the more replicas there are, the higher the
redundancy, access speed and availability.

4 Conclusions and Future work

With the emergence of cloud computing, many cloud storage services have been
offered and provisioned to customers. The pay-per-use model is, nowadays, an at-
tractive solution to the traditional storage solutions. One well known example is
Amazon S3, providing a transparent, fault tolerant and scalable storage service.

On the other hand, the BitTorrent protocol has made a big agitation on the file
sharing community, and is nowadays one of the most used protocol in Internet.
The advantages of this protocol are well know, particularly in terms of supporting
distributed storage and efficient transfer of large files. The possibility to download
(and upload) a file from several locations simultaneously allows excellent transfer
speeds and the replicas allow for good availability.

Integrating an S3 compatible REST interface to a BitTorrent network allows us-
ing the scalability, openness and transfer speed in S3 compatible applications, with-
out the need to rely on a single network connection to the provider.

In future work, we will investigate the relative performance of this approach to
the cloud based service.
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Evaluation of the Color-Based Image 
Segmentation Capabilities of a Compact  
Mobile Robot Agent Based on Google  
Android Smartphone 

Dani Martínez, Javier Moreno, Davinia Font, Marcel Tresanchez,  
Tomàs Pallejà, Mercè Teixidó, and Jordi Palacín 

Abstract. This paper presents the evaluation of the image segmentation 
capabilities of a mobile robot agent based on a Google Android Smartphone. The 
mobile agent was designed to operate autonomously in an environment inspired in 
a soccer game. The pixel-based color image segmentation capabilities was 
performed by testing different two-dimensional look up tables created from two-
dimensional color histograms of the objects appearing in the scenario. The best 
segmentation alternative was obtained when using of a two-dimensional look up 
table based on the H (hue) and V (value) color image description. The final 
conclusion is that a Google Android Smartphone has enough potential to define an 
autonomous mobile robot agent and play a game that requires color-based image 
segmentation capabilities. 

Keywords: segmentation, mobile robot agent, Android, Smartphone. 

1 Introduction 

The development of a mobile robot ready to play a game is an application that 
requires the application of challenging technologies. The main goal of this work is 
the evaluation of the color-based image segmentation capabilities of a compact 
mobile robot based on Google Android Smartphone. The application scenario is 
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inspired in the common game called soccer (in USA), football (in Europe), or 
futbol (in Spanish). This paper proposes the development of a comparative study 
on fast color-based image segmentation performed in a Google Android 
Smartphone. This paper has been developed in the direction of the creation of a 
full autonomous mobile robot agent based on this platform and with different 
potential game capabilities. In this paper, the mobile robot has to operate in a 
predefined scenario with the following color-based objects (Figure 1): floor, in 
green color; the field line limits, in white color; the ball, in a yellow main color; 
the goals, in red (red team) and blue (blue team) colors; and the mobile robots, 
also in red and blue colors. The main hypothesis is that current Smartphones have 
enough capabilities to perform fast color-based image segmentation and 
autonomously control the evolutions of a game oriented mobile robot. 

 

Fig. 1 Image showing the ground field, the ball, one goal and two mobile robot agents 

2 Background 

The Android operating system is based on the Linux core and was developed by 
the Open Handset Alliance, led by Google. The creation of applications for 
Android based Smartphones and Tablets can be performed with the free Android 
SDK [1] that is based on the high level Java language with other specialized 
functions optimized for the specific hardware written in C. The main difference 
with the standard Java programming style is the use of events instead of a classic 
main function. The Integrated Development Environment (IDE) used in this work 
was the Eclipse 3.7.1 Indigo [2], the most popular IDE for Android which also 
includes the Java developer package. 

2.1 Soccer Mobile Robots 

The Robocup [3] domain and their leagues are the most popular reference for 
mobile robots which are designed to play a team game. This game domain define 
robots sizes and designs and up to 8 colors to define objects. Also it has different 
leagues; some of them are Small Size league, Medium Size league and Humanoid 
league. Nevertheless, the fulfillment of the rules defined by the Robocup domain 
is not the main goal of this work. Instead, we have defined a simplified game 
environment (Figure 1) containing one ball, two robots and two goals. 
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2.2 Fast Color-Based Image Segmentation 

The image segmentation techniques applied in this paper are inspired in [4] which 
proposed an optimized threshold algorithm applied to the YUV color space to 
perform image segmentation and object color classification with a limited 
hardware; and in [5] and [6] which proposed the use of a YUV/RGB LUTs or 
other derived color spaces for color indexing based on specific calibration 
techniques to improve color segmentation and avoid the problems caused by 
lightning conditions. In this direction, this paper proposes the use of a two-
dimensional LUT to define a fast segmentation methodology in order to take 
advantage of the limited number of colors defined in the proposed game. 

3 Mobile Robot Implementation 

Figure 1 shows an image of the mobile robot implementation based on a Google 
Android Smartphone. The mobile robot is a cylindrical box that supports the 
Smartphone and an additional battery and also contains the wheels, DC motors, 
and one electronic board to control the motors. The rear camera of the Smartphone 
is used to obtain images of the soccer playfield in low resolution (320x240 pixels) 
and high color quality. In this mobile robot the Smartphone analyzes the images 
acquired and sends basic commands: forward, back, turn left, turn right to the 
electronic board to drive the evolutions of the DC motors of the mobile robot. The 
additional battery is used to power directly the DC motors, the electronic board, 
and the Smartphone trough the USB connection. Then, the Smartphone can 
operate even when the external battery of the mobile robot is fully discharged, for 
example, to send a message to request a battery change. 

The Smartphone used in this proposal is the HTC Sensation powered by a dual-
core 1.2 GHz processor, 768 MB of RAM memory, and Android 4.0.3. The 
Smartphone has several embedded sensors: GPS, ambient light sensor, digital 
compass, three-axial accelerometer, gyroscope, multi-touch capacitive touch 
screen, proximity sensor, microphone, and a frontal and a rear camera. An 
important feature of one Smartphone is its high resolution screen that will be very 
useful to show some real-time information of mobile robot internal operation. The 
Smartphone device runs an agent APP which includes three basic capabilities: the 
main functional threads, the graphical interface, and the sensor managers. There 
are many specific threads defined, one thread has to receive the camera images 
and implement different color-based segmentation functions, two threads sends 
and receives high-level movement orders with the electronic board that control the 
motors of the mobile robot. The definition of different threads in Android requires 
the initialization of an instance of extended thread class and override the run() 
function which contains the code that the thread will execute. Normally this 
function contains the main code with the computational load of the application. 
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3.1 Image Processing Implementation 

Once the camera of the Smartphone is initialized a preview callback function  
is called each time that a new image is generated. This function is uses to 
implement the color-based image segmentation capabilities of the mobile robot 
agent. Figure 2 shows the execution timeline required by the preview callback 
function to process the current image. The blue line in the figure shows an 
irregular behavior for the frame processing time. This effect is caused by the 
internal implementation of the Android camera functions and probably by other 
background applications running simultaneously in the Smartphone. After a 
careful analysis, the cause of the problem was identified as the Android’s garbage 
collector module that operates very frequently to dynamically allocate different 
memory requested.  

This problem can be solved on Android version 2.2 (or later) by using a new 
callback implementation setPreviewCallbackWithBuffer that avoids memory 
demands for each frame using the same static buffer to allocate image data, and 
thus, preventing frequent calling to the garbage collector (see Fig. 2 red line). 
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Fig. 2 Time lapse between consecutive calls to the preview callback function (blue line) 
and to the preview callback function with static buffer (red line) 

3.2 Influence of the Image Color Space 

The development of this work requires the use of different color spaces to evaluate 
with one has the best segmentation performances when applying a two 
dimensional LUT to classify the colors of the images. Figure 3 shows the 
histograms of the time lapse between consecutive calls to the preview callback 
function (with static buffer) for different color spaces. The red histogram shows 
the time lapse values when applying a LUT by using the original YUV color space 
image. This process is performed in most of the cases by spending 30 ms. The 
green histogram shows the time lapse spend when converting the original YUV 
(equivalent to YCbCr) color image into the RGB color space and then applying a 
LUT to classify the pixels of the image. This process is performed in most of the  
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Fig. 3 Histograms of time lapse between consecutive calls to the preview callback function 
when classifying images in the YUV, RGB, and HSV color spaces 

cases by spending 40 ms. Finally, the blue histograms showing the callback 
processing time when converting the original YUV image into the HSV color 
space and then apply a LUT to individually classify the pixels of the images. This 
process is performed in most of the cases by spending 67 ms. These poor results 
are caused by the difficult conversion between of the YUV and HSV image color 
spaces using high level procedures. 

4 Fast Image Segmentation 

The proposed methodology to perform fast image segmentation is the definition of 
a LUT for each specific color space used. In this analysis, the LUTs are computed 
off-line and the evaluation of the classification performances requires the 
development of the following steps: 1) acquire several images of the game 
playfield with the rear camera of the Smartphone, 2) manually label the different 
elements and objects of the images, 3) compute a two-dimensional histogram of 
all pixels of the same color, and 4) combine the histograms of the different objects 
in a two-dimensional LUT. Figure 4 also shows three examples of two-
dimensional histograms corresponding to the ball and to blue and red color. These 
histograms have been computed by using the RG color spaces with 256 bins in 
each axis. These histograms can be joined in a unique LUT according the different 
pertinence probabilities of each object. 
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Fig. 4 Example RG histograms computed with the pixels corresponding to the ball, blue 
robot and goal team, and red robot and goal team (see figure 1) 
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Table 1 shows the results of a complete analysis performed to evaluate different 
color space combinations in the definition of a two-dimensional LUT optimized 
for the high quality images obtained with the Smartphone. The number of bins 
was limited to 32 after a trial and error test to simplify the final implementation in 
the Smartphone. The relative error shown in Table I is computed as the difference 
between a manually labeled image and the same image automatically classified 
with the LUT which was automatically obtained from the selected pixels of 
different images. The results in the column labeled as H have been obtained by 
creating the LUT from the conventional histograms and the results in the columns 
labeled as Ĥ have been obtained after convolving the histogram with a disk of 2 
pixels radius (to expand the color-space area covered by each object in the 
histogram). 

The analysis performed in this work has been developed by considering all 
combinations between the color spaces RGB, Gray, HSV, and YUV (labeled as Y-
Cb-Cr). Additionally, the areas outside the game playfield field have been 
discarded and not compared. Figure 5-a shows the best LUT automatically 
obtained in this experiment, corresponding to the HV color spaces (case: 
histogram not convolved), and figure 5-b shows the image classification results 
obtained with this LUT. The average segmentation error obtained after comparing 
pixel by pixel the manual and automatic classification performed was 0.87%. The 
next best alternatives were based on the use of the HY, and the HG color spaces. 
Probably these results are strongly correlated with the high quality of the image 
acquired with the camera and all auto-adjusted photo-image features included in 
the Smartphone. The LUT shown in figure 5-a is very small (32x32 bins) and can 
be easily incorporated into the application of the Smartphone. 

Figure 5-b also shows that there is an empty area in the LUT (0.7<H<0.95) that 
can be used, if required, to define a new color-based object (this area corresponds 
to the violet or purple color). Additionally, the results of figure 5-a also suggest 
that the basic classification information of the LUT could be expressed directly as 
different interval rules (as proposed in [4]) but it must be noticed that this 
alternative color classification will have always lower time-classification 
performances than the use of a LUT. 
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Fig. 5 Best segmentation LUT obtained in the HV color space (a) and its image 
classification results (b) 
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Table 1 Automatic image classification results 

Color 
Spaces 

Object segmentation relative error (%) Average 
error (%) Ball         Field Lines Red Team Blue Team 

H Ĥ H Ĥ H Ĥ H Ĥ H Ĥ H Ĥ 

R-G 1.18 1.38 3.34 3.43 0.91 0.92 1.15 0.73 1.63 1.68 1.64 1.63 
R-B 5.35 7.55 2.33 2.20 0.69 0.65 5.74 7.56 0.94 0.85 3.01 3.76 
R-H 0.41 0.77 2.19 2.08 0.79 0.73 0.56 0.54 0.57 0.51 0.90 0.93 
R-S 2.84 4.41 2.67 2.45 0.71 0.66 3.35 4.25 1.26 1.13 2.17 2.58 
R-V 2.16 2.48 2.97 3.07 0.90 0.93 1.88 2.42 1.26 1.26 1.83 2.03 
R-Y 1.09 1.49 3.42 3.31 0.72 0.76 1.00 0.79 1.67 1.62 1.58 1.59 
R-Cb 0.46 0.22 2.29 1.91 0.89 1.07 1.17 1.45 0.70 0.65 1.10 1.06 
R-Cr 1.03 1.38 3.21 3.21 0.76 0.83 0.94 0.73 1.54 1.65 1.50 1.56 

R-Gray 1.00 1.42 3.28 3.31 0.71 0.76 1.02 0.76 1.61 1.63 1.52 1.58 
G-B 0.95 0.75 2.32 2.55 0.83 0.71 1.96 2.12 0.91 0.78 1.39 1.38 
G-H 0.42 0.80 2.19 2.08 0.65 0.63 0.75 0.60 0.45 0.45 0.89 0.91 
G-S 6.41 4.20 14.46 13.11 1.43 1.41 8.76 9.68 1.57 1.59 6.53 6.00 
G-V 3.31 3.64 3.04 2.83 1.70 1.89 3.21 2.54 3.24 2.69 2.90 2.72 
G-Y 3.26 2.75 3.61 3.73 1.38 1.39 0.91 0.73 2.31 2.80 2.29 2.28 
G-Cb 1.08 0.27 5.50 6.26 0.63 0.60 4.94 5.13 0.72 0.54 2.57 2.56 
G-Cr 1.00 1.46 3.03 3.19 0.78 0.73 1.01 0.73 1.33 1.43 1.43 1.51 

G-Gray 4.40 3.04 3.97 3.80 1.95 1.97 1.00 0.72 2.21 2.80 2.71 2.47 
B-H 0.41 0.77 2.25 2.04 0.66 0.56 0.75 0.61 0.41 0.45 0.90 0.89 
B-S 17.20 20.73 17.28 19.03 0.77 0.93 5.34 5.54 0.81 0.68 8.28 9.38 
B-V 5.61 7.37 2.07 2.92 0.83 0.72 5.78 7.34 0.58 1.62 2.97 3.99 
B-Y 0.52 0.35 6.95 8.34 0.79 0.61 5.82 7.16 0.68 0.57 2.95 3.41 
B-Cb 0.43 0.32 13.58 10.51 0.75 0.59 12.27 9.26 0.71 0.53 5.55 4.24 
B-Cr 1.16 1.73 5.17 4.96 0.69 0.61 0.95 0.78 3.59 3.61 2.31 2.34 

B-Gray 0.36 0.32 8.60 8.13 0.65 0.65 7.44 6.95 0.71 0.54 3.55 3.32 
H-S 0.42 0.74 2.30 2.10 0.63 0.60 0.72 0.66 0.61 0.53 0.94 0.93 

H-V 0.42 0.69 2.18 2.10 0.77 0.72 0.56 0.57 0.41 0.46 0.87 0.91 

H-Y 0.42 0.78 2.20 2.08 0.68 0.67 0.71 0.61 0.45 0.47 0.89 0.92 
H-Cb 0.39 0.29 14.85 14.95 13.78 14.94 0.48 0.65 0.48 0.44 6.00 6.25 
H-Cr 0.36 0.51 2.86 2.51 1.74 1.79 0.57 0.53 0.44 0.50 1.19 1.17 

H-Gray 0.43 0.73 2.24 2.10 0.67 0.68 0.72 0.61 0.48 0.47 0.91 0.92 
S-V 5.09 7.44 4.24 5.17 1.43 1.12 4.75 5.43 1.30 1.34 3.36 4.10 
S-Y 3.84 3.94 4.55 5.89 1.29 1.04 5.02 6.82 1.76 1.69 3.29 3.88 
S-Cb 1.25 0.37 12.36 22.54 0.70 0.69 11.69 21.26 0.65 0.57 5.33 9.09 
S-Cr 0.99 1.43 2.86 2.78 0.67 0.69 0.98 0.83 1.20 1.05 1.34 1.36 

S-Gray 3.77 3.38 4.97 5.96 0.83 0.79 4.98 5.73 1.72 1.67 3.25 3.51 
V-Y 2.58 2.51 3.30 3.03 0.91 1.17 2.57 2.17 1.76 1.56 2.22 2.09 
V-Cb 0.55 0.51 5.68 5.92 0.85 0.86 4.75 5.11 0.71 0.58 2.51 2.60 
V-Cr 1.11 1.36 7.85 13.43 0.83 0.80 0.94 0.73 6.18 11.60 3.38 5.58 

V-Gray 3.64 3.16 3.91 3.03 1.53 1.76 2.57 2.13 1.64 1.52 2.66 2.32 
Y-Cb 0.27 0.29 14.10 13.19 0.69 0.64 12.78 11.96 0.73 0.55 5.71 5.33 
Y-Cr 1.07 1.42 3.31 3.68 0.73 0.74 0.91 0.75 1.53 2.01 1.51 1.72 

Y-Gray 2.28 1.78 12.73 12.63 1.93 1.33 10.88 10.88 2.88 2.88 6.14 5.90 
Cb-Cr 0.39 0.49 2.54 2.33 1.34 1.46 0.53 0.49 0.49 0.44 1.06 1.04 

Cb-Gray 0.31 0.27 13.12 11.14 0.66 0.64 11.82 9.91 0.71 0.54 5.32 4.50 
Cr-Gray 1.08 1.64 3.32 3.78 0.76 0.80 0.96 0.89 1.53 2.18 1.53 1.86 
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5 Conclusion 

This paper presents the evaluation of the image segmentation capabilities of a 
compact mobile robot based on Google Android Smartphone. This proposal of a 
mobile robot takes advantage of the quality of the images provided by such 
devices. The time required to apply an image processing algorithm to the image 
acquired by the Smartphone has been analyzed and the effect of using a buffer in 
the preview callback function has been evaluated. Results show that the original 
YUV image can be classified in 30 ms whereas the converted RGB and HSV 
images in 40 and 67 ms respectively. 

The best classification LUT was obtained from the two dimensional histograms 
of the H and V color spaces with an average error in the classification of the pixels 
of only 0.87%. The objection of using the HSV color space is that the conversion 
of the original images in the YUV color space to the HSV color space doubles the 
time required to classify an image. The time results obtained must depend largely 
on the Smartphone used but the time ratio is expected to be similar. 

Future work will be focused in image calibration, algorithm optimization, and 
in additional image analysis procedures designed to estimate the relative distance 
to the different objects located in the playfield. Then the next efforts will be 
focused in the definition of the basic operational agent required to convert a 
Google Android Smartphone into a gaming mobile robot. 
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Distributed and Specialized Agent Communities 

Jesús Ángel Román, Sara Rodríguez, and Juan Manuel Corchado 

Abstract. SCODA (Distributed and Specialized Agent COmmunities) is 
presented, like a new modular architecture for multi-agent systems development. 
By means of SCODA, multi-agent systems development is allowed under 
specialized modular philosophy, through it, the functionalities of the system can 
be extended in scaled form, according to the objectives. SCODA is composed by 
small subsystems of agents called, Specialized Intelligent Communities (CIE), 
which provide the necessary functionalities to solve the objectives needed across 
distributed services. By means of these CIE, scalability of the systems is allowed, 
so that they could be re-used in different developments, independently of his 
purpose. 

Keywords: multi-agent systems, virtual organizations, dynamic architectures, 
specialization. 

1 Introduction 

The development of increasingly complex systems entails the need for develop 
capable components to be reused, so that the functionality that they provide can be 
used in other developments, keeping a compatibility between them. This 
philosophy is one that follows the object-oriented technology [1][2], where objects 
are encapsulated independently and can be reused in different developments  with 
very different purposes, giving developers a significant advantage in terms of time 
spent in developing the system. This approach focused on Multi-agent Systems 
(Multi-Agent Systems, MAS) involves that, the development of an application 
based on multi-agent systems can be used in other developments, even with the 
overall purpose very different. For carrying out this approach, we need think that 
the set of agents that form a multi-agent system has to keep certain standardization 
and size, to be reused. 
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The concept of organization has been studied extensively in sciences such as 
economics, sociology and psychology, and have also been several authors who 
have applied the concept of organization to development of multi-agent systems 
[3][4][5]. Applying the concept of organizing on multi-agent systems further 
increases the efficiency of itself having in account there is a check on the 
objectives to be met, both individual and collective, are established norms of 
behavior among agents, somehow there is a  tasks division or specialization, that 
is, the function of the system is normed [6][7][8][9][5] If it also wants that a 
multi-agent system has the ability to be used in different developments regardless 
of their overall purpose, it would be necessary to define a new modular 
architecture and specialized, based on some sort of minimum size organization 
that establishes coordination norms between agents. The architecture would have a 
high degree of specialization at the organizational level, because the architecture 
of a multi-agent system determines the composition of the system itself, and the 
mechanisms used by agents to interact with their environment [10]. 

The main idea is design and implement a standard multi-agent architecture that 
meets the necessity of be reused in several developments in an efficient way. This 
architecture is based on a philosophy of business organization to improve the 
integration and development of multi-agent systems, where it is improved the 
distribution of the agents involved in the system and the services they implement. 
For this reason, is introduced the concept of community of agents as an 
organizational unit, and the concept of specialization applied thereto in order to 
obtain an optimization in the management and implementation of the system to be 
developed. 

The article is structured as follows: Section 2 introduce several concepts, 
important for this work. Section 3 introduces SCODA, the architecture developed 
in this work. Finally, some experimental results and conclusions are given in 
Section 4 and 5. 

2 Related Work 

A multi-agent system is composed by a group of agents which act as some kind of 
organization. The main properties to characterize the internal behavior of the 
agents are: the type of reasoning and how they act, for example, reactive, model-
based, based on goals. Its adaptability, its perception and characterization the 
environment in which they are situated, including its computer infrastructure and 
their relationships with other agents, and the degree of autonomy in the actions 
they take [29]. The organization is used to describe this group of agents that are 
coordinated through a series of patterns and the establishment of some roles to 
achieve the objectives of the system. There are various approaches that exist in 
this area [6][11][4][7][8], depending on the structure and internal organization of 
the organizational structure. The behavioral, the objectives and the interaction of 
the agents are features that mark its global behavior and the aims. 
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The concept of community differs from concept of organization that is more 
spontaneous and natural. The community relies on the common interests of those 
who work in a facility, and to carry out its regulation requires a system of co-
management contract [12][13] [14] In the work of [15][16] the term community is 
used to define a group of heterogeneous agents. Another agent community 
approach is given in [11], which defines the structure of the Cougaar agents. 

This paper presents the definition of Intelligent Communities (CI). These 
communities, adopt features defined in other organizations of agents besides the 
features defined in Cougaar. Intelligent Communities are composed of a small 
number of agents, so that the communication between the agents is 
multidirectional, and not entail added computational effort. Decision making is 
centralized in decisions relative of whole community and will be independent for 
each agent in the work they perform individually, always to the benefit of the 
community. For this there is a formalization of the tasks thus providing a tool for 
agents for individual decision making. In an Intelligent Community there will be a 
two-level hierarchy as to the work of community control. One agent will be 
involved in the control over the work of other members having account as based a 
series of community rules that ensure the proper functioning of the same. This is 
because, although the members of the community are presupposed benevolent, in 
a community of agents, we have to take into account individual goals and 
deviations that may occur on the overall goals of the community. 

Something remarkable is that, the Intelligent Communities must possess the 
ability to function in a distributed way at the community level and the services 
they provide should not be embedded in the members of it, but is necessary they 
are implemented in a distributed way, with the propose to  free the community 
structure, and the member agents, of computationally load. 

Specialization is a feature that gives to an individual belonging to a group, a 
peculiarity within that group. This specialization is observed within organizations 
as a means to achieve greater efficiency in the objectives pursued by it. The 
specialization, in the field of agents has been discussed in depth by [17][18][19] 
among others. This specialization aims to provide a multi-agent system more 
efficient, so that there is an improvement in the achievement of its overall 
objectives. One aspect to consider is the type of specialization needed that adapts 
to a group or organization. This typology must implement improvements in 
processes and objectives.   

We define the specialization of tasks as the number of different tasks to develop 
in a working place, and how often they are repeated, and the power of decision 
exercised by the working place over the design of itself. The specialization of tasks, 
in turn, is divided into horizontal and vertical specialization of tasks [20]. The 
relationship between these two types of specialization is too narrow, since, a job in 
which there is a high horizontal specialization also requires a high vertical 
specialization, because the person performing a given task can lose the overview of 
objectives, and therefore it is necessary that another person, who has the vision, 
plan, organize and control the work [20]. 
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The organizative specialization approach can be seen as a unit, across 
enterprise networks. In literature, the concept of enterprise network is found in the 
works of authors cited in [22], for which, a set of groups, institutions or 
organizations can interact with each other, getting favorable results, as much 
individual units in the network, as a whole. Thus, a corporate network can be 
considered as an association of companies working together so that there is a 
specialized complementation between them, with the aim of resolving situations 
which could not resolve individually, in the most efficient way possible. 

3 SCODA 

SCODA (Distributed and Specialized Agent Communities) [21] is a new 
architecture that focuses on the development of multi-agent systems. It is based on 
five principles: standard, specialization, ease of implementation, reuse and 
distributed computing. SCODA integrates one or more Intelligent Communities 
provided specialization, which we call Specialized Intelligent Communities (CIE) 
[21]. These CIE have the ability to function as an multi-agent system, independent 
and specialized, where the services offered are implemented in a distributed way, 
so as to pursue a global goal. This structure allows to different CIE collaborate in 
achieving objectives, that individually they cannot reach. This philosophy is based 
on the "Enterprise Networks" [22] through which a set of groups, institutions, or 
organizations interact, to obtain good results as much individual units in the 
network as a whole. It is precisely this approach that makes SCODA is based on 
the concept of Intelligent Community, as an organizational unit, with the features 
needed to carry out their development in these terms. 

Table 1 Principles of SCODA 

Principle Description 

Standard 
Different Specialized Smart Communities have the same structure, 
that is independent of the purpose to be achieved in the multi-agent 
system to implement 

Specialization 
This principle is based on human specialization, and in the Enterprise 
Networks, so that there is cooperation between Specialized 
Intelligent Communities. 

Facility of Implementation 

The multi-agent systems, within the context of architecture SCODA, 
must be easy to implement. This is achieved because the structure of 
the Specialized Intelligent Communities is standard, being the 
services they offer, which they have to be programmed. 

Reusing 

Having in account that, within SCODA, each Specialized Intelligent 
Community is adopted, as an independent multi-agent system, the 
reuse of these Intelligent Communities Specialized has to be viable in 
any SCODA based development. 

Distributed Computation 

The required services are not provided directly by agents of 
Specialized  Intelligent Communities. They are running in a 
distributed way so that the computational load associated with 
agents, decreases,   and structure of the architecture has no variations. 
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SCODA is an architecture that can be implemented on any platform for multi-
agent systems that support BDI agents [23][24]. To carry out the development and 
implementation of this architecture is selected JADEX [25][26] because it is 
considered a reasoning engine and can be executed independently. SCODA 
architecture is based on five principles, through which seek greater efficiency of 
multi-agent systems developed with it.  

SCODA is structured in a modular way, so that the agents, who compose it, can 
manage and coordinate the architecture and its functionality. It defines six basic 
modules: External Applications, Communications Protocol, Control, platform of 
agents, Specialized Intelligent Communities, and Services of the Communities. 
External applications are programs and users that use SCODA, requesting the 
services offered. The communication protocol is responsible for meeting the 
demands of external applications and request a response to the Specialized 
Intelligent Communities. The Control Module realises the follow-up  of the 
coordination and functionality of the architecture, taking in account  a fault 
tolerance policy in operation. The Specialized Intelligent Communities are the 
core of SCODA. Through by them are effective requests and responses, 
deliberately and of optimized form. The Community Services that running in a 
distributed way, is where find, the ability to processing each Specialized 
Intelligent Community. Finally, the agent platform, represents the environment 
where SCODA runs, and is composed of the agents that make up the architecture,  
and of the Specialized Intelligent Communities.  

The agents that compose SCODA are deliberative agents BDI [23][24][27][28] 
and the services offered by CIE are managed by this type of agents. Another 
feature that is applied to all agents that make SCODA, is that being deliberative 
BDI agents, they can make use of reasoning mechanisms and learning techniques 
to perform the manage functionalities and coordination of them,  depending on the 
particularities of the context where they run. 

4 Results  

To evaluate the system, we have the support of a company named Bahia Príncipe 
Congelados, which is specializing in the sale and distribution of frozen products. 
The services we have developed on SCODA, have been sales forecasting, 
inventory management and route optimization. The assessment raises a number of 
issues that affect both the architecture and in the result of the execution of the 
services associated with each community and its integration from SCODA. The 
system evaluation was performed for five months between 01/01/2012 and 
31/05/2012, during which the deployed multi-agent system has worked as 
proposed in this section, so that allowed us to gather the information necessary to 
perform an analysis of their performance and draw a number of conclusions. 

Over these five months, the system shows an optimal performance, in terms of 
integration, since it has been found that there have been only sporadic errors that 
correspond to failures in services of the communities. These failures have been 



38 J.Á. Román, S. Rodríguez, and J.M. Corchado 

produced by unexpected errors in the server hosting the services of CIE, because 
taking account on the principle of distributed computing, services are hosted on a 
different server to the CIE. 

The specialization of the CIE, allows them to be functional individually, and by 
themselves solve simple problems, for which, its associated services are qualified. 
Also, the union of the specialization of each one of CIE, emulating an enterprise 
network, will obtain the benefit of solving more complex problems so that each 
contributes its capabilities, being SCODA binding common framework and 
orchestrating them. This translates into the ability of the CIE implemented, to 
cooperate together and produce the result of the target system, taking account that 
these implementations can be used in other systems, independently of their targets. 

In Table 2 are show the results of applying route optimization over SCODA. 
The benefits obtained are important, due to daily fuel saving, that multiplied by a 
large fleet of trucks, has a positive effect on the company. The subsystem of 
inventories management, and the prediction subsystem, they do not obtain a 
results as good as routes optimization. 

Table 2 Results on Route Optimization 

Route Actual Km Optimized Km Improved Km 

Route A 390,4 383,9 6,5 

Route B 329,8 283,7 46,1 

Route C 147,9 113,8 34,1 

Route D 89,8 89,8 0 

Route E 356,1 279,2 76,9 

5 Conclusions 

The concept of community as a type of organizational unit joined to the concept of 
specialization, applied to multi-agent systems, have allowed to develop an 
architecture, named (SCODA), for developing, distributed multi-agent systems, 
regardless of the end that they pursue. The implementation of a system that can 
resolve logistics problems, has allowed us to test the operation of the architecture 
in a live environment, yielding promising results as much in, its integration as in 
terms of solving the given problems. 

From these results it intends to continue working in this direction, and getting 
future developments in other areas. 
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A Gateway Protocol Based
on FIPA-ACL for the New Agent
Platform PANGEA

Alejandro Sánchez, Gabriel Villarrubia, Carolina Zato,
Sara Rodŕıguez, and Pablo Chamoso

Abstract. Communication is one of the cornerstones of the intelligent agents
paradigm. There are different forms of communication between agents, just
as there are many platforms for creating them. However, one of the problems
we encountered when using the agent paradigm is the actual communication
between platforms. That is, to have a gateway of communication between
different types of agents regardless of the platform has been used to create
them. To this end, a new way of communication between PANGEA and
other multiagent platforms is presented in this paper. In this communication
process the FIPA-ACL standards are used.

Keywords: PANGEA, Multi-agent systems, Gateway, Communication
agents, ACL messages, FIPA-ACL.

1 Introduction

Currently, multi-agent systems (MAS) have become an efficient mechanism
for the development of tools and distributed applications with strong needs of
scalability, interaction and of course, gifted with intelligence at different lev-
els. The main problem is that each tool is built on a different agent platform
and in most cases it is difficult to communicate with each other platforms
despite the FIPA [7] standards. This drawback forces to build middlewares
or frameworks to enable this interaction between systems running on differ-
ent platforms. This paper presents the development of a gateway to exter-
nal communication with the platform called PANGEA [28] using FIPA and
IRC standards. This gateway allows external agents to get some result from
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PANGEA. Next section introduces the problem and explains why there is
a need of agents communication between different platforms. The following
section describes the main features and capabilities of the system. Finally we
will present the results and conclusions, including the future work.

2 Background

When discussing MAS, the idea of a single agent is expanded to include an in-
frastructure for interaction and communication. Ideally, MAS include the fol-
lowing characteristics [13]: (i) they are typically open with a non-centralized
design; (ii) they contain agents that are autonomous, heterogeneous and dis-
tributed each with its own personality (cooperative, selfish, honest, etc.).
They provide an infrastructure specifically for communication and interac-
tion protocols. Multi-agent systems allow the participation of agents within
different architectures and even different languages [27] [5]. The development
of open MAS is still a recent field of the multi-agent systems paradigm and
its development will allow applying the agent technology in new and more
complex application domains. Open MAS should allow the participation of
heterogeneous agents with different architectures and even different languages
[27]. However, currently, most of the multi-agent platforms (JADE [2],JACK
[11], Jadex [13], Jason [3], S-MOISE+ [12], J-MOISE [14], Janus [9], Mad-
Kit [10], Cartago [24], NetLogo [26], SeSAm [19], Magique [25], MALEVA
[4], Malaca [1]), are not able to communicate with agents of other platforms
different than their own. Nowadays, the agent communication standard is
characterized by ACL standard [6] (Agent Communication Language) of the
Foundation for Intelligent Physical Agents (FIPA). This language marks a
type of message, which contains the necessary fields for a good communica-
tion between agents [8]. The message structure has the following fields:

• Participants in communication: sender, receiver, reply-to.
• Performative.
• Content.
• Description of content: Language, encoding, ontology.
• Control of conversation: Protocol, conversation-id, reply-with, in-reply-to,

reply-by.

All these fields have been defined by FIPA for a complete agent communica-
tion and any parameters will not be missed for the coherence of the message.
Almost all existing multi-agent systems are using the standard FIPA-ACL
for communication between agents, such as JADE [2],Jadex [23], JACK [11],
Janus [9], MadKit [10], and NetLogo [26]. There are previous studies that try
to create middleware for heterogeneous communication such as [21]. Other
studies focus on a gateway platform with web services [22](not a middleware).
In our case, the implementation is to join several platforms with PANGEA
[28]. PANGEA allows us to create virtual organizations of agents, and
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therefore, agents, regardless of platform and language. Since FIPA is the
standard, the work presented in this paper, it also allows interaction between
players who use this means of communication used in many other agents
platforms.

3 Pangea Overview

PANGEA is a service oriented platform that allows the implemented open
MAS to take maximum advantage of the distribution of resources. To this
end, all services are implemented as Web Services [29]. Due to its service
orientation, different tools modeled with agents that consume Web services
can be integrated and operated from the platform, regardless of their phys-
ical location or implementation. This makes it possible for the platform to
include both a service provider agent and a consumer agent, thus emulating
client-server architecture. The provider agent (a general agent that provides
a service) knows how to contact the web service, while the remaining agents
know how to contact with the provider agent due to their communication
with the ServiceAgent, which contains information about services. Once the
client agents request has been received, the provider agent extracts the re-
quired parameters and establishes contact. Once received, the results are sent
to the client agent. Using Web Services also allows the platform to introduce
the SOA (Service-oriented Architecture) into MAS systems. SOA is an archi-
tectural style for building applications that use services available in a network
such as the web. It promotes loose coupling between software components so
that they can be reused. Applications in SOA are built based on services.

Using PANGEA, the platform will automatically launch the following
agents:

• OrganizationManager: this agent is responsible for the actual management
of organizations and suborganizations. It is responsible for verifying the
entry and exit of agents, and for assigning roles. To carry out these tasks,
it works with the OrganizationAgent, which is a specialized version of this
agent.

• InformationAgent: this agent is responsible for accessing the database con-
taining all pertinent system information.

• ServiceAgent: this agent is responsible for recording and controlling the
operation of services offered by the agents.

• NormAgent: this agent ensures compliance with all the refined norms in
the organization.

• CommunicationAgent: this agent is responsible for controlling communi-
cation among agents, and for recording the interaction between agents and
or-ganizations.

• Sniffer: manages the message history and filters information by controlling
communication initiated by queries.
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The platform agents are implemented with Java, while the rest of the agents
may be implemented in other programming languages. Communication be-
tween agents has been based on the IRC protocol. The IRC protocol was
used to implement communication. Internet Relay Chat (IRC) is a real time
internet protocol for sim-ultaneous text messaging or conferencing. This pro-
tocol is regulated by 5 standards: RFC1459 [20], RFC2810 [15], RFC2811
[16], RFC2812 [17] and RFC2813 [18]. It is designed primarily for group
conversations in discussion forums and channel calls, but also allows private
messaging for one on one communications, and data transfers, including file
exchanges [20]. The protocol in the OSI model I located on the application
layer and uses TCP or alternatively TLS [16]. An IRC server can connect with
other IRC servers to expand the user network. Users access the IRC networks
by connecting a client to a server. There have been many imple-mentations
of clients, including mIRC or XChat. The original protocol is based on flat
text (although it was subsequently expanded), and uses TCP port 6667 as
its primary port, or other nearby ports (for example TCP ports 6660-6669,
7000) [17]. The standard structure for an IRC server network is a tree config-
uration. The messages are routed only through those nodes that are strictly
necessary; however, the network status is sent to all servers. When a message
must be sent to multiple recipients, it is sent similarly to a multidiffusion;
that is, each message is sent to a network link only once [15]. This is a strong
point in its favor compared to the no-multicast protocols such as SimpleMail
Transfer Protocol (SMTP) or the Extensible Messaging and Presence Pro-
tocol (XMPP). One of the most important features that characterizes the
platform is the use of the IRC protocol for communication among agents.
This allows for the use of a protocol that is easy to implement, flexible and
robust. The open standard protocol enables its continuous evolution. There
are also IRC clients for all operating systems, including mobile devices.

3.1 Gateway Pangea-ACL Messages

The gateway arises from the need to communicate external agents with
PANGEA multiagent system. The external agent must send an FIPA-ACL
object to the IP ad-dress of the PANGEA MAS, through the 6668 port. The
object must have all the necessary fields for a good communication. This is the
case of the ontology, content, sender, etc. The responsible for making inside-
outside communication is the ACLAgent, which is deployed in PANGEA.
This special agent is the responsible of converting FIPA-ACL messages in
PANGEA messages. In addition to this, it also makes the demanded opera-
tions and it must return the results by an ACL object. At first, it takes cares
of the operations based on the request, inform, subscription, and contract-net
protocols. The subsections below shows these operations based on the pro-
tocols. We use JAVA introspection to differentiate the protocols mentioned
before. The ACLAgent manages the input object via Java introspection as
follows:
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Request Protocol

This kind of operation is used in order to get a result of a known web service
which it is offered in PANGEA platform. In Figure 1 it is possible to observe
the workflow that is followed in this protocol. First of all, the external agent
sends the object to the ACLAgent, The ACLAgent sends a message to Or-
ganizationManager to get a service result. The OrganizationManager talks
with the InformationAgent if there is a service with a specific name. If there
is not a service with the same description, the OrganizationManager ask to
execute the service and get the result. Finally ACLAgent sends the response
to the external agent.

if object.protocol equals REQUEST then
send request to ServiceAgent;
receive Response;
send Response to external agent;

end

Fig. 1 Request workflow

Inform Protocol

The inform protocol is used to inform PANGEA that a new service is offered.
So, the external agent sends a message with the content right format and it
will receive an answer (refuse, failure, inform-done). In Figure 2, the inform
workflow is shown. The external agent wants to register a new service to
Pangea MAS. It sends an object to the ACLAgent with the service descrip-
tion. The ACLAgent sends it to the OrganizationManager and it registers
the service. Finally, ACLAgent sends a response to the external agent.

if object.protocol equals INFORM then
send new Service to OrganizationManager;
send Response to external agent;

end
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Fig. 2 Inform workflow

Subscription Protocol

External agent makes the request of a subscription. The ACLAgent will re-
turn it every news or modifications made in that subscription. In Figure 3
we can see the subscribe workflow.

if object.protocol equals SUBSCRIPTION then
create subscriptionHelperAgent;
if message received from subscription is TRUE then

send Message to external agent;
end

end

Fig. 3 Subscribe workflow
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Contract-Net Protocol

In this protocol, the external agent can search, find and execute a specific
service. For this purpose, sending multiple messages is needed. Firstly, the
name of the service which will be executed, must be known, so, a CFP message
(Call for proposals) is sent with a little description of the service needed in
the content field. Several answers will be sent to the external agent. The agent
will choose one of them, and the chosen one will be executed. In Figure 4, we
can see the contract net protocol workflow.

if object.protocol equals CONTRACT-NET then
send request to ServiceAgent;
receive service names;
send response to external agent;
if response from outside then

send request to ServiceAgent;
receive Response;
send Response to external agent;

end

end

Fig. 4 Contract-net workflow

In JADE, sending a message is instant, the programmer gives the order, and
the message is sent ipso facto. The ACLAgent does not it in this way. It has
a messaging queue, so that when a programmer gives the order to send a
message, the message is automatically inserted in the scheduled queue and
manages the input object via Java introspection. In Figure 5, a comparative
picture between JADE and the changes made in the gateway with PANGEA
is shown.
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Fig. 5 (a) Sending a message in JADE. (b) Sending a message incorporating
PANGEA

4 Case Study

The case of study consists on the communication between the PANGEA
platform and some agents developed in the JADE platform. Three computers
are involved in this test; they are connected to the same LAN. In one of these
computers, PANGEA has been deployed with all the control agents, including
the ACLAgent, which is the responsible for the external communication. In
a second machine, we have other PANGEA agents which offer services to
PANGEA multi-agent system. One of these agents offers solutions for basic
arithmetical operations (addition, multiplication, division, and substraction).
The other agent offers news from a RSS channel. These are the agents that are
asked for the services. The external agents are deployed in the last computer.
These agents are developed in JADE platform. The only thing we have to do
in these agents, for being able to send messages to PANGEA platform, is to
send a jade.lang.acl.ACLMessage object by 6668 port. Tests have consisted
in the execution of the four different options we can make. We can divide the
test in two groups:

• Simple workflow tests: These the tests of the protocols INFORM and RE-
QUEST are. In these tests, the workflow consists in question-answer. There
are one only input, and one only output. Both tests have been satis-factory,
because, correct outputs have been obtained.

• Complex workflow tests: These the tests of the protocols SUBSCRIBE and
CONTRACT-NET are. In the first case, it is composed by one input and
several outputs (one per event done in the subscription). In the other hand,
the other protocol consists on a communication between both parts, in
which there are several input and output messages. Both parts must have
to be listening for possible answers of the other agent. The obtained re-
sults of these tests have been satisfying, especially the part of the gateway,
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which has work perfectly. On the other hand, if the external agent does
not control the flow of the messages, some of these will be lost and the
communication will be incomplete.

5 Results and Conclusions

With the development of this gateway, the communication between different
architectures has been achieved. The gateway allows several multi-agent sys-
tems work jointly for a common target, and share all its knowledge. After
the made tests during its development, obtained data has been significantly
positive, because communication between both parts is very fluid and fast,
so you hardly notice they are working on different machines. This is in that
way because of the low weight of the packet sent through the LAN and the
PANGEAs message management. Thanks to the use of the gateway, new
communication ways are opened. External agents will benefit from the ser-
vices of the PANGEA platform, and vice versa. PANGEA agents will ask for
some tasks to the outside of the platform. The implementation of the rest of
the FIPA-ACL communication protocols have been proposed as future work.
The rests of the protocols will make a complete com-munication, and all kind
of queries would be made to PANGEA platform. It is also though to port
and develop this idea in mobile environments.
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Rebate, C., Cabo, J.A., Álamos, T., Sanz, J., Seco, J., Bajo, J., Corchado,
J.M.: PANGEA – Platform for Automatic coNstruction of orGanizations of
intElligent Agents. In: Omatu, S., Paz Santana, J.F., González, S.R., Molina,
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Applying Classifiers in Indoor Location System  

Gabriel Villarubia, Francisco Rubio, Juan F. De Paz,  
Javier Bajo, and Carolina Zato 

Abstract. Research in indoor location has acquired a growing importance during 
the recent years. The main objective is to obtain functional systems able of provid-
ing the most precise location, identification and guidance in real time. Currently, 
none of the existing indoor solutions have obtained location or navigation results 
as precise as the ones provided by the analog systems used outdoor, such as GPS. 
This paper presents an indoor location system based on Wi-Fi technology which, 
from the use of intensity maps and classifiers, allows effective and precise indoor 
location. 
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1 Introduction  

Nowadays, indoor location is one of the most promising research fields in mobile 
computing [7], and it is possible to find several studies. To obtain precise informa-
tion about the location of objects or people inside building can provide very useful 
information to develop services. Some of the most relevant of these services are 
those oriented to identification-based access control, location-based security, loca-
tion-aware computing, etc.. These services are deployed in indoor environments, 
such as hospitals, factories, shopping malls, or even as complementary systems to 
GPS (Global Positioning System). The main challenge in current indoor location 
systems is to obtain precise measures with a reasonable cost in infrastructure.  
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The main reason to explain why it is not possible to find effective indoor solu-
tions is due to technical and financial reasons. If we take into consideration a GPS 
system, we simply need a physical device that connects to a finite number of satel-
lites in open spaces. However, in an open space, it is required to make use of a 
technological infrastructure with a considerable number of fixed devices that are 
used as beacons or readers, and notably improve the cost of the system. Amongst 
the technologies that are currently used most in the development of Real-Time 
Location Systems are, RFID (Radio Frequency IDentification) [8] [10], Wi-Fi y 
ZigBee [8] [9]. Nowadays, some of the existing indoor location engines make use 
of 802.11 technology also known as Wi-Fi, and have acquired a growing impor-
tance due to the reduced and reasonable cost of these systems compared to the 
alternatives. Moreover, Wi-Fi provides a good number of advantages: easy dep-
loyment and is integrated in most of the current electronic devices, wide range of 
existing networks installed in several buildings and locations.  

This paper presents a study aimed at obtaining the design of an innovative Wi-
Fi indoor location engine, able of providing location-aware Information of people 
or objects inside a building. The use of Wi-Fi technology for location systems is 
mainly based on intensity maps constructed from RSSI levels in different zones. 
The maps are used as a basis to obtain classifications. The classifiers use the data 
of the maps and the data obtained from the devices to determine the position of a 
person inside a building. The system presented in this paper has been adapted to 
be installed in resource-constrained devices. In this way it is not necessary to con-
nect to databases to obtain information for the classification, which notable im-
prove the performance of the system and the fault tolerance.  

This article is divided as follows: section 2 describes the state of the art;  
section 3 presents the proposed model; section four describes the results obtained 
and the conclusions respectively. 

2 Background 

There exist three main algorithms that are used by real-time location systems to 
determine the location of the mobile nodes (tags): Triangulation, Fingerprinting 
and Multilateration [4]. Triangulation allows obtaining location coordinates by 
means of the calculus of the length of the sides of the triangle from the angles of 
the received signal in each of the antennas, which requires at least 3 reference 
points. Fingerprinting, also known as signpost or symbolic location, is based on 
the study of the characteristics of the each of the location zones, obtaining mea-
surements of the radiofrequency characteristics and estimating the influence area 
of each tag.  [5]. Multilateration estimates the distances between readers and tags, 
taking into account parameters as RSSI (Received Signal Strength Indication) or 
TDOA (Time Difference Of Arrival) [6], in such  way that the intersection of the 
estimated distances from each tag to three or more fixed nodes determines the 
point where the tags are identified. Multilateration provides better results that  
triangulation when it is used outdoors, but its performance is notably reduced  
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indoors. The reason is fluctuation of the RSSI levels in indoor environments due 
to the presence of different elements (people, objects, animals). Besides, multilate-
ration is based on the estimation of distances, and it is necessary a previous  
estimation of the RSSI values, which is difficult because the RSSI values change 
constantly.  

Location techniques based on triangulation and multilateration cannot be consi-
dered as efficient because the signals suffer several attenuations caused by the 
elements present in the rooms. In these cases, it is recommended to use heuristics 
for the classification process and perform training to obtain location algorithms 
that improve the precision. The heuristics allow the collection of possible mea-
surements in specific positions and to use these measurements to calculate the 
most probable position. 

3 Proposed Reasoning System  

Classification techniques facilitate the association of cases to the existing groups. 
The behavior of these algorithms is similar to the algorithms used for clustering, 
but they are too much simple in most of the cases. The existing techniques can be 
grouped in the following categories depending on the nature of the algorithms: 

• Decision rules and decision trees. 
• Probabilistic models: Naive Bayes [11], Bayesian networks [1] [2] [3]. 
• Fuzzy logic: K-NN (K-Nearest Neighbours), NN (K-Nearest Neighbours). 
• Function search: Sequential Minimal Optimization (SMO) [12]. 
• Artificial neural networks. 

Specifically, the proposed system has integrated a bayesian network to estimate 
the probabilities of belonging to the points previously scanned in the intensity 
maps. The intensity maps obtained indoors are created using the parameters shown 
in Table 1. Each of the rows in Table 1 contains the information of all the Wi-Fi 
networks scanned in that moment and identified by a coordinate  (x,y). The rows 
can contain more or less columns depending on the scanned intensities. 

Table 1 Format of the measurements in the intensity maps 

x y SSID BSSID RSSI SSID … 

 
The scanned measurements, represented using the format shown in Table 1, are 

used to obtain the distances that are used by the bayesian network which is trained 
and configured for further estimations. In order to build Bayesian networks, it is 
first necessary to establish search mechanisms that can generate the DAG (Di-
rected Acyclic Graph) using a set of heuristics that can reduce the number of com-
binations and generate the final Bayesian network. There are various Bayesian 
network search mechanisms, including tabu search [1], conditional independence 
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[2], K2 [1], HillClimber [1], TAN (Tree Argumented Naive Bayes) [3]. In this 
work, we have used conditional independence. This algorithm is based on the 
calculation of the conditional Independence test for the variables to generate a 
DAG that can obtain the probability estimates. If the variables being studied are 
independent, it will not be possible to generate a Bayesian network with good 
results, but in this work this is not a problem with the independence of the va-
riables. The attribute for the classification in the bayesian network is defined as 
the union of x and y. 

4 Results and Conclusions 

To analyze the overall performance of the system, we defined a case study in the 
University of Salamanca. The first step was to calibrate the map for the first floor 
of the Physics building at the Faculty of Sciences. During the calibration process, 
we obtained different signal measurements in the corridors of the floor. The clas-
sifier was constructed from these data. The total number of measurements was 
380, as shown in Figure 1a. The area of the floor of the building was 
approximately 1700m2. The floor was equipped with 4 fixed access points spread 
across the floor of the building. Moreover, some signals emitted by access points 
that went out and lit corresponding to offices and laboratories were detected. The 
access points were the infrastructure nodes available in the university, and it was 
not necessary to introduce any additional access points to reduce the system  
error. Figure shows a screenshot obtained from the mobile device used for the  
experiment. 

 

Fig. 1 A) First floor of the Physics building. B) Mobile interface of the system. 

 

     



Applying Classifiers in Indoor Location System 57 

 

The system was evaluated obtaining measures in different points and estimating 
the position. We obtained 332 new measurements and estimated the corresponding 
positions. The results obtained are shown in Table 2. The absolute mean error 
obtained is shown in the first column and, as can be seen in Table 2, the bayesian 
network provides the best value for the error, 2,4 meters. The average time to 
estimate the position is 0,65 milliseconds, which is good enough to be used in a 
mobile device. It is necessary that the average time has been obtained in a laptop.  
It has not been possible to measure the time in a mobile device, but the system 
perfectly worked in the mobile during the experiment. 

Table 2 Errors and time to estimate positions using different classifiers 

Error meters Time millisecond Classifier 

2,414 0,652632 .BayesNet 

3,040 2,126316 NaiveBayes 

3,040 1,957895 NaiveBayesUpdateable 

4,147 37,989475 SimpleLogistic 

8,890 22,660526 SMO 

3,945 0,281579 Ibk 

8,299 11,03421 LWL 

2,857 14,047368 KStar 

9,430 0,078947 AdaBoostM1 

3,830 0,281579 AttributeSelectedClassifier 

5,035 1,452632 Bagging 

4,256 6,481579 ClassificationViaRegression 

12,605 0,042105 CVParameterSelection 

4,325 0,2 FilteredClassifier 

4,306 8,652632 LogitBoost 

12,624 7,476316 MultiClassClassifier 

12,605 0,052632 MultiScheme 

3,826 0,4 RandomCommittee 

3,560 0,768421 RandomSubSpace 

12,605 0,047368 Stacking 

12,510 5,247368 DecisionTable 

4,572 1,760526 JRip 

13,370 0,044737 OneR 

6,488 1,639474 PART 

12,605 0,039474 ZeroR 

9,430 0,068421 DecisionStump 

7,819 0,255263 J48 

14,142 90,007896 LMT 

3,346 0,415789 RandomForest 

2,918 0,092105 RandomTree 

2,649 0,194737 REPTree 
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As a conclusion, it is possible to say that the work presented in this paper faci-
litates a new technique to locate objects and people using Wi-Fi signals in indoor 
environment, making use of the existing infrastructure networks. The system does 
not require the installation of additional access points or any other hardware to 
improve the system performance. Thus, the implementation cost is notably re-
duced compared to most of the existing systems. Our future work focuses on the 
incorporation of new measurements into the algorithm, such as GSM or 3G that 
can be combined with the Wi-Fi signals and improve the overall performance of 
the system. 

Acknowledgments. This work has been supported by the Ministry of Economy and Com-
petitiveness (INNPACTO)  IPT-2011-0726-430000.  
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Geo-localization System for People
with Cognitive Disabilities

João Ramos, Ricardo Anacleto, Paulo Novais,
Lino Figueiredo, Ana Almeida, and José Neves

Abstract. Technology is present in almost every simple aspect of the people’s daily
life. As an instance, let us refer to the smartphone. This device is usually equipped
with a GPS module which may be used as an orientation system, if it carries the right
functionalities. The problem is that these applications may be complex to operate
and may not be within the bounds of everybody.

Therefore, the main goal here is to develop an orientation system that may help
people with cognitive disabilities in their day-to-day journeys, when the caregivers
are absent. On the other hand, to keep paid helpers aware of the current location of
the disable people, it will be also considered a localization system. Knowing their
current locations, caregivers may engage in others activities without neglecting their
prime work, and, at the same time, turning people with cognitive disabilities more
independent.

Keywords: Cognitive Disabilities, Mobile Communication, Localization, Orienta-
tion, Persons Tracking, Ambient Intelligence.

1 Introduction

Increasing people, elder and sick, is becoming a real problem to the social security
systems of developed countries. Indeed, due to the rise of life expectancy and the
reduced number of births, the population is getting older [13], therefore requiring
more care, which means more costs to the health system’s. To reduce the impact of
this situation there are a few protection services and facilities, like nursing homes
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or caregivers. This type of services involves a significant loss of mobility by the
patient. This means that the elder leaves his/her house and/or that a person (that
may be a family member) moves in.

To prevent or minimize this independence loss there are smart houses [11], which
are considered a good alternative, since they use embedded devices that control
the patient health and enable remote access to such data by the physician or other
caregiver [3, 12, 5]. But outside his/her home this technology isn’t available and the
patient can not be monitored.

In the medical arena there have been a number of absorbing developments; in-
deed some diagnostic techniques have been enhanced and others have been cre-
ated/discovered. Thereby the well-being of individuals and societies suffered a
change, for the better. However, there are some diseases that still do not have a
cure, such as the ones known as cognitive disabilities. To this type of people it is
very complicated to go out alone, to whom orientation may become a very difficult
task and help is needed.

Since 1988 assisted technologies have gain attentiveness. As expected, field ex-
perts turned their attention on how it may improve the people’s quality of life with
cognitive impairments [1]. Nevertheless, a set of devices have been developed, but
the problem with such tools is that they were advanced to be embedded in the home
environment (e.g., smart houses). Like an ordinary person, people with cognitive
disabilities may leave their premises and, once outside, this technology may not
able to be used or obtained.

However, there are researchers that have been developing new ways to use the
available technology outside a premise, i.e., looking at new tools. Such devices need
to be easy-to-use, small, lightweight and resistant, otherwise they may not last for a
long time [7, 6].

Our development described in [10] not only enables the positioning for this type
of people but also allows the caregiver to know the current location of persons with
cognitive disabilities. Thus, the independence of people with cognitive disabilities is
increased and the same occurs to their caregiver(s) that may have other work without
neglecting the care provision.

In section 2 is presented work developed by other authors. Section 3 describes
the proposed system, including all its features. Finally, at section 4 a brief reflection
about this work is presented.

2 Related Work

A system that may help people with cognitive disabilities outside their premises was
developed by Carmien et al. [4]. The authors, based on traditional orientation meth-
ods, developed a system that enables human beings to use the public transportation
system. The person with cognitive disabilities with a smartphone may make use of
the bus to travel from one particular place to another. The reduced number of routes
that were drawn in a simple map is surpassed and the user may travel to a greater
set of destinations.
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This project had two main goals. The former had in mind to provide assistance to
the user through just-in-time information about the travel path (including routes and
the bus that should be reached for and hold). The extra goal aims to a simple and fast
way of a process of communication between the user and a caregiver. The position
of each bus is given in real-time by a GPS module previously installed on it. This
position is then sent to a server. The route is calculated based on the information
presented on the server.

Besides the previous described system the authors also developed a second pro-
totype that did not need a support structure. Using an end-user programming tool
the caregiver could create scripts according to the activities to be carried out by the
person with cognitive disabilities.

In 2009, Liu et al. [9] developed an orientation system for handicapped people.
On their study the players freely use the prototype, while being remotely controlled,
i.e., the users could walk and explore all the system functionalities.

Liu et al. look at two different studies. The former tries to identify which features
of the indoor system should be extrapolated to the outdoor one. Combining pictures
with overlaid arrows, audio and text messages, the user could successfully attain
a particular destination. Outside the premises, the orientation is more complicated
since it is a more dynamic environment (e.g., traffic and the determination of the
relative position of something or someone passing by), which may turn the system
unreliable. The second study examines the usability of landmarks in orientation of
people with cognitive disabilities. The obtained results show that there are a few
considerations that must be taken into consideration when orientation is provided.
For example, a near landmark should be used instead of a marker that is outside the
user view (e.g., behind a tall building). This landmark should also be presented as a
picture in the user’s prototype to help him/her to identify it. If the image is hard to
associate to the real landmark, the user may become stressed and confused and the
orientation system may fail.

AlzNav from Fraunhover Portugal [8] is an open project that intends to familiar-
ize elder people and people in general within their early stages of dementia. This
system presents the positioning to the user through an arrow that rotates like a com-
pass indicating the travel path. AlzNav also provides a localization system that al-
lows the caregiver to send a Short Message Service (SMS) and receive the location
of the person with needs of care.

3 System Description

One of the simplest ways to establish communication between caregivers and people
with cognitive disabilities is through written messages. As an alternative, cellphones
may be used and caregivers act as reminders to people with cognitive disabilities.
Nowadays, cellphones are being replaced by smartphones. These devices may have
several applications installed that help the user in almost every task of his/her life.
However, there is a flaw when referring to applications specifically developed for
people with disabilities.
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This work describes a system that is being developed for this group of people.
It is a localization system that helps not only the patient but also his/her caregiver.
The main goal is to provide an application easy-to-use that helps the user that moves
from one location to another. The localization capability lets the caregiver be aware
of the user’s current location. This feature may allow the caregiver to develop an-
other activity without neglecting the care provided to the user.

The framework of this system (Figure 1) is divided into three major parts accord-
ing to its destinated user: the application for the person with cognitive disabilities
(designated by Cognitive Helper Mobile Solution, Section 3.1), two applications for
his/her caregiver (Caregiver Applications - Mobile and Web, Section 3.2) and the
server.

The server is composed by two modules: database and Communication Software.
The database stores all the important data that is necessary for the correct operation
of the system (like usernames and locations). The Communication Software ensures
the communications established between the applications and the server.

3.1 Cognitive Helper Mobile Application

The person with cognitive disabilities has access to a mobile application that runs
on Android Operative System, aiming at two main objectives: route the user so
he/she may end at the pretended target (without getting lost) and locate the user, so
caregivers may be aware of his/her actual location.

The detailed framework of this application is present in Figure 2 and it is divided
into three parts. The localization of the user is retrieved through a smartphone’s GPS
module and by an Inertial Navigation System (INS) presented in [2]. The system,
once it get the user location, may start the routing since it is possible to calculate the
journey between the present location and the destination point.

To turn easier the user routing it is used augmented reality (Figure 3). To create
this specific environment it is necessary to use the image captured from the smart-
phone’s camera and using the sensors of the device (accelerometer and gyroscope);
it is therefore possible to figure the direction the user is pointing the device. These
three elements enable the augmented reality environment, letting the application
know to where the user is turned to. A simple green arrow shows the travel path and
the distance to be traveled to the next turn. With the localization and augmented re-
ality is then possible to orientate the user and ensure that he/she is moving correctly.

Fig. 1 Simplified framework of the system
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Fig. 2 Detailed framework of the mobile application for people with cognitive disabilities

The Decision Algorithm (Figure 2) is responsible for this last task, creating alerts
whenever necessary. If the user is at an intersection and is confused on where to go
then he/she has to horizontally rotate the smartphone from one side to another and
the green flag appears when the smartphone is pointing to the right path.

To interact with the user it is required to use an interface. This module shows, in
an interactive way, the information to the user. The selection of a destination is exe-
cuted through few menus and options. According to the type of destinations stored
on the database the user may choose a fixed destination (more common location,
like work place or home) or a normal one (generic location, like the mall). To keep
this information confidential it is necessary to securely store this information in the
database and guarantee that only the user has access to it.

The Communication Software establishes the connections between the applica-
tion and the server. Through this module the application may update the user desti-
nations, update his/her position or receive/send messages from/to his/her caregiver.

Fig. 3 Orientation system using augmented reality



64 J. Ramos et al.

This application intends to create a navigation system that is easy-to-use, espe-
cially by people that may not be able to perform a complex mental task. When the
caregiver believes the person with cognitive disabilities is capable to correctly use
the application, it is possible to allow him/her to manually insert the destination
address and not be limited to those that were previously created by the caregiver.

3.2 Caregiver Applications

Caregivers have two different applications with similar functions: a mobile appli-
cation for Android OS and a Web application. The main goal of both applications
is to let the caregiver be aware of the current location of the person with cognitive
disabilities; it also presents all the walking paths accomplished from the starting
point. The Web application has more capabilities since it is through it that a care-
giver registers himself/herself on the platform and creates/adds usernames for the
person with cognitive disabilities by whom is responsible.

The framework for these applications (Figure 4) is divided into four modules.
The Communication Software ensures the transmission of the information between
the applications and the server. This data includes not only caregiver’s personal
information (like his/her username, password, name) but also important data of the
patient that he/she is responsible for (like location points, name, destinations stored
on the database).

The caregiver is also in charge of the creation of the destination points (through
Travel Path Designer) that may be used by the patient. This creation may be done
by two different methods, i.e., either directly by selecting a point on a map or by
searching a location through its address and, if necessary, adjusting the point on the
map. Besides the creation of destinations it is the caregiver that specifies if they are
starred (which is considered favorite and will be more used) or common ones.

Notifications Creator enables the caregiver to send simple messages of Yes or No
type. This feature allows an easier and fast communication between caregivers and
the people with cognitive disabilities. This feature may be useful when the caregiver
is watching the traveling path, when it sees, for example, that the patient is passing
by a grocery and asks if he/she can buy fruit. Instead of calling and pausing the

Fig. 4 Detailed framework of the applications for caregiver
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Fig. 5 Location system - a) Android application; b) Web application

navigation, this feature intends to enable a fast answer without interfering with the
person routing.

The last module, Alert Receiver, receives all the alerts generated by Cognitive
Helper Mobile Solution. This module informs the caregiver about any events created
by the person with the cognitive disabilities, e.g., if the patient successfully reached
his/her destination.

Figure 5a) represents the mobile application and shows a travel path that was
already done by the person with cognitive disabilities. Figure 5b) represents the Web
application and shows a travel path that is being done (the line is updated when the
person with cognitive disabilities changes position). To indicate starting and ending
points there is a marker on each one.

4 Conclusion and Future Work

Medicine allied to technology is being improved in the last years, but there are some
diseases that still do not have a cure. Cognitive disabilities are an example of this
situation and physicians tries to reduce the disease progression through medicines.

When it is diagnosed, the patient usually suffers from a reduction of his/her in-
dependence. This person is then not allowed to go outside his/her home alone and
having a normal live. One of the major problems to people with cognitive disabili-
ties is the lack of orientation, so the risk of getting lost once they go outside alone
is very high.

This problem is being studied by several researchers that have been developing
some applications/prototypes that route the user when he/she is outdoors.

The lack of orientation of these patients is then having a solution but caregivers
still have a problem: when they are not present how do they know where the person
with cognitive disabilities is? To answer this question the proposed system is being
improved. Besides being an orientation system it is also a localization system.

The use of augmented reality in the orientation system turns it easier to use and
surpass the limitations of similar systems, since it does not need static pictures that
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must be in the same landscape as that of the user, otherwise the way to understand
the situation may be very complex.

The system is currently in a development stage and it is expected to do field tests
in a near future with users, adding more features (e.g. detect preferred routes).

Acknowledgements. This work is funded by National Funds through the FCT - Fundação
para a Ciência e a Tecnologia (Portuguese Foundation for Science and Technology) within
project PEst-OE/EEI/UI0752/2011.
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Adding Sense to Patent Ontologies:  
A Representation of Concepts and Reasoning 

Maria Bermudez-Edo, Manuel Noguera, Nuria Hurtado-Torres,  
María Visitación Hurtado, and José Luis Garrido 

Abstract. At present, information regarding patents is usually represented and 
stored in large databases. Information from these databases is commonly retrieved 
in the form of files with a CSV- or XML-based codification but with little seman-
tics that enable the inference of further relationships among patents. In these  
databases, each patent is associated with a technological field by a code for a hie-
rarchical classification. Although the codes assume a hierarchical classification 
approach, inclusion/subsumption relationships are not explicitly specified such 
that computers can process them automatically. This paper presents an approach to 
automatically translate the hierarchies found in the patent classification codes into 
ontologies of concept hi-erarchies. This proposal also enables the automatic infe-
rence of implicit knowledge of patent information. A case study is presented to 
illustrate the applicability of the proposal. 

Keywords: Ontology; OWL; Patent; International Patent Classification. 

1 Introduction 

Patents are legal documents that protect the rights of the inventor of an industrial 
property. A patent document provides valuable information related to the patent 
innovation, such as, the firm that generates it, location, date, technological field 
and information about the other patents that it cites. The technological field is 
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widely used in searches of the databases to determine the field(s) in which a firm 
may infringe upon another company’s industrial rights or where there is an exist-
ing gap in the technology in which a company could innovate. All of these data 
that describe or are related to patent documents are called patent metadata [1]. 

Patent documents are usually stored in large databases that exhibit a rigid struc-
ture. Likewise, these databases often use different data structures that make it 
difficult to automatically and efficiently process the information contained therein. 

Several works have proposed the use of an ontology-based approach to 
represent patent metadata using the Web Ontology Language (OWL) (e.g., [2, 1]). 
The main objective of these works is to provide a semantically well-defined and 
homogeneous representation for the major types of patent metadata. The use of 
ontologies enables the representation of knowledge and allows for the identifica-
tion of context and dependency information more easily than using database-
centric structures and interfaces [1]. Previous patent ontologies have also included 
technological field codes in their concept ontologies; however, they do not fully 
exploit the formal representation of the patent code classification hierarchies of 
these technological fields. 

This paper proposes to enrich the previously proposed ontologies by providing 
additional meaning to the patent classification codes of technological fields, by 
representing the hierarchy of the technological codes. This additional meaning 
enables to analyze the technological activities to identify new context and depen-
dency information by means of description-logics-based reasoning. However, in 
the patent databases, the technological codes hierarchy is not explicitly described, 
and it cannot be used in automatic processing by computers. Furthermore, when a 
new patent classification code is introduced, the database must be changed as well 
as the applications running on top of the databases. This paper proposed a more 
flexible and easier way to evolve and maintain patent information repositories so 
that adding a new code only involves changing the patent ontology. This approach 
allows the automatic creation of ontologies from the patent databases. To illustrate 
the applicability of our proposal, this paper presents a practical application in 
which new information is inferred from the hierarchy of concepts. A case study 
demonstrates an automatic mechanism for reclassification of patents when a new 
patent classification code appears. 

The remainder of the paper is organized as follows. Section 3 describes the re-
lated work. Section 2 explains the translation of hierarchical patent codes into 
ontological hierarchies of concepts. Section 3 presents the case study. Finally, 
Section 4 concludes the paper by discussing the contributions of the research. 

2 Related Work 

The most prominent examples of patent metadata ontology are Patexpert [1] and 
PatentOntology from Stanford University [2]. Patexpert was created to bring pa-
tents from all patent databases into a common format and to provide them  
with semantic meaning. PatentOntology merges information from patents with 
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information from patent court cases. Both ontologies make use of the a technolo-
gical classification from patents, but have not implement a full hierarchy of con-
cepts implicit in the technological codes. This field is widely used to delimit the 
scope of the searches and is one of the most used items of patent metadata [3]. 
These ontologies basically define a concept for each patent code without leverag-
ing further reasoning capabilities. Specifically, these proposals do not take into 
account the context of the intermediate parts of each technological code. 

3 Analysis of Hierarchical Classification Codes 

In this section, we present an analysis based on the hierarchical patent classifica-
tion codes ontologies. The method begins by splitting the codes for the technolo-
gical fields into structural parts (pieces of codes) that aid in inferring a hierarchy 
of concepts as a final output. To automatically create a classification hierarchy of 
concepts in the patent ontology, this approach includes the following steps: 

1. Study the International Patent Classification (IPC) codes and identify certain 
restrictions. 

2. Provide a mechanism to address these features for using a patent ontology for 
the analysis of the hierarchical classification code. 

3. Automatically populate the patent ontology. 

3.1 Restrictions of the Patent Classification Codes 

Importance of the Parts of the Codes 
The first relevant feature found in the IPC codes is related to the meaning of parts 
of the codes. When dividing the code into its parts, the meaning of the individual 
parts could be different although their representations are the same. For example, 
the IPC code H03K3/03 is defined as “dealing with astable circuits for generating 
electric pulses”. This code can be split into the following parts: section (H), class 
(03), subclass (K), main group (3), subgroup (03). In this example, the class and 
the subgroup have the same representation (03), but they have different meanings 
because of their position in the code. One represents the class (“basic electronic 
circuits”), and the other represents the subgroup (“astable circuits for generating 
electric pulses”). Therefore, when translating IPC codes into a hierarchy of con-
cepts, one restriction is that the same individual (in the example, 03) has different 
meaning depending on the part of the code to which it belongs (in the example, the 
class or the subgroup). 

Importance of the Context of the Codes 
Another relevant feature found in the study of IPC codes is that the meaning of the 
representation of one part of the code depends on the previous parts of the code. 
For example, the IPC code H02K3/02 and IPC code H03K3/03, both of them have 
the subclass (K), although the meaning of this subclass is different in each case 
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because the meaning of the subclass depends on the previous parts of the code. 
This fact must be also taken into account when translating IPC codes into a hie-
rarchy of concepts; that is, the need to put the code into context to understand the 
meaning of each part. In particular, it is necessary to consider not only the value of 
a particular part of the code, but also the values of the previous parts. 

3.2 HTCOntology: A Proposed Transformation of Hierarchical 
Codes into Concepts 

This subsection provides a method for translation of the hierarchy found in the 
patent classification codes into a hierarchy of concepts of an ontology. 

First, we have designed and implemented a hierarchical classification in the on-
tology with all of the IPC sections (IPC_A, IPC_B, IPC_C, IPC_D, IPC_E, 
IPC_F, IPC_G and IPC_H). Next, for each IPC section, we have created sub-
classes for all of the possible IPC classes of the corresponding section (e.g., 
IPC_H03). In the same way, we have created the IPC subclasses (e.g., IPC_H03K) 
and main groups (e.g., IPC_H03K03) (see Figure 1) and the subgroups should be 
the individuals (e.g., H03K03_03), creating a large hierarchy of classes (HCOn-
tology). The ontologies in the example have been created with the ontology editor 
Protégé [4]. Thus, we make the hierarchy found in the patent classification codes 
explicit and enable automatic processing, filling the gaps in the previous patent 
metadata ontologies. 

 

Fig. 1 HCOntology in Protégé for the IPC code H03K03 

This design is intended to address the two relevant features mentioned above in 
this section. The hierarchy of classes in HCOntology solves the first restriction 
(Subsection 2.1) because one part of the code is a child class belonging to the 
previous part of the code, and therefore, the meaning of both parts are different.  

The proposed HCOntology also addresses the second restriction. In the exam-
ple of Subsection 2.1, the class IPC_H03K inherits the meaning of the superclass 
IPC_H03, and another class, IPC_H02K, inherits the meaning of the superclass 
IPC_H02. Therefore, the meanings of the two codes are well differentiated be-
cause the hierarchy of classes takes into account the values of the previous parts of 
the code. 
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Furthermore, HCOntology allows reasoning and exploiting the semantics of its 
hierarchy to create relationships between patents with the same parent technologi-
cal field. For example, the individual H03K03_03 inherits all of the properties 
from its parent classes, IPC_H03K03, IPC_H03K, IPC_H03 and IPC_H. Hence, 
this individual will be found in the searches of IPC codes H03 because it belongs 
to this parent class. 

3.3 Populating the Patent Ontology and HTCOntology 

Patent databases available on-line, provide their results in different formats, one of 
which is XML. We have implemented an automatic mechanism that populates the 
ontology from the query responses of the patent databases. Following [5], with a 
style sheet, we created the correspondence between the XML tags and the OWL 
classes, and therefore extracted the individuals used to populate the ontology. 
Additionally, this automatic mechanism allows the extraction of each part of the 
code one-by-one, navigates inside HCOntology, and inserts the IPC code in the 
class to which it belongs. Figure 2 provides an overview of the translation scheme 
[6]. The style sheet developed in this work allows population of the ontology au-
tomatically. Even when new codes appear, the style sheet can create the new 
classes and individuals automatically, without any further modification. 

 

Fig. 2 Method Overview 

4 Case Study: Introducing a New Patent Code 

The classification hierarchy of concepts can be exploited to infer new knowledge 
through a reasoner. As the technology evolves, new fields are discovered and pa-
tents must represent these new technological fields with their codes. Usually, the 
need for new codes appears after a group of patents in a field have been filed and 
classified in other related technological fields. For example, beginning with the 
Y02 term “technologies or applications for mitigation or adaptation against cli-
mate change”, the European Patent Office (EPO) has new ICO (In-Computer-
Only) [7] classification codes to cover green patents. The EPO have implemented  
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these ICO codes reclassifying patents by searching for particular IPC codes com-
bined with keywords found in patent documents. In this section, we will present a 
case study that will show how to automatically reclassify patents when a new 
classification code appears. Specifically, the case study proposes to reclassify 
patents into this new technological code (green patents) that have not yet been 
classified as green patents by the patent authorities. With this approach, we will 
infer new information (ICO codes) derived from other information available in the 
patent documents (IPC codes and keywords). 

To this end, we use OWL [8] as the ontology language together with the rea-
soner Pellet [9], and we make use of the Protégé tool for the implementation. We 
have applied this approach in PatentOntology. PatentOntology does not implement 
ICO codes and certain terms for the concepts and relationships are misleading. For 
example, there is a property called “hasIPCClass” that links the patent with its 
IPC codes (individuals) and not the IPC Class (classes) as one might think. There-
fore, we create the class ICO and for the sake of clarity, we introduce an equiva-
lent object property called “hasIPCCode”. 

In this case study the reasoner will infer a new re-classification of green patents 
based on the IPC code H04 (and all the subcodes of H04) and keywords related to 
“bit reduction” because the energy consumed in the transmission of data in com-
puter networks depends on the number of bits transmitted, among other things, 
and energy consumption is related to environmental issues. We will link these 
patents to the ICO code Y02_H04_BitReduction. The ontological representation 
of hierarchical classification of the IPC codes can serve to reason and infer patents 
pertaining to Y02 codes. In this case, by only selecting the class H04, all of the 
patents with IPC codes that begin with H04 will be retrieved. This process in-
volves the following steps: 

1. Create the classes: Y02_H04BitReduction (a subclass of Y02_code-pending) 
and PatentH04BitReduction (a subclass of Patent). 

2. Populate the ontology with the individuals with IPC codes beginning with H04 
and keyword ‘bit reduction’. Add to them the property ObjectHasValue 
(hasKeyword bit-reduction). 

3. Define the equivalent classes for the class PatentH04BitReduction (see Fig. 3). 
With the first equivalent class, as it is shown in description logics [10] in axiom 
1, the reasoners will search for the patents with the IPC codes H04 and key-
word “bit-reduction”. The second equivalent class, axiom 2, will add the value 
Y02_ H04BitReduction to the patents found. 02_ 04_  . 02_ 04     (Axiom 1) 02_ 04_   . 04                                          .                                     (Axiom 2) 
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Fig. 3 Equivalent classes that classify patents H04 related to bit reduction as green patents 

The reasoner has classified all of the patents with the IPC code H04 and the value 
“bit-reduction” in the class Keyword into this new class of PatentH04_ 
BitReduction. Hence, when someone searches for Y02 patents, because this indi-
vidual is in a subclass of Y02, the re-classified patents will show-up. Next, all of 
the patents that are in the class PatentH04_BitReduction will be linked with the 
individual Y02_H04-bit-reduction of the class ICO. 

We have populated the ontology with more patents, with a number of them 
meeting the criteria of the case study, such as the patent US20080107132 (see  
Fig. 4) with the title “Method and apparatus for transmitting overhead informa-
tion”, and classified them with the IPC code H04J3/24. The patent addresses a 
method that attempts to reduce the overhead in the transmission. This IPC code, 
H04J3/24, is defined as “multiplex communications in which the allocation is 
indicated by an address”, and therefore an a priori non-green concept is appre-
ciated. However, the patent belongs to the more general code H04 and has certain 
keywords such as “bit-reduction”. Therefore, the patent meets the criteria shown 
in Figure 3. 

 

Fig. 4 Patent US20080107132 reclassified 

We have run the reasoner Pellet, and the patent has inferred the class Y02-H04-
bit-reduction (see Figure 4). Therefore, the reasoner has reclassified patents as 
green patents making use of part of the classification codes, i.e., using the seman-
tic meaning of the hierarchy found in HCOntology combined with transversal 
relationships such as keywords and patent classification. Thus, we enable the au-
tomatic reclassification of patents based on a combination of patent classification 
codes and text found in patents (keywords). 

5 Conclusions 

A patent document provides valuable information about the innovation it protects 
such as its location, date or technological field. The technological field is one of 
the most used patent metadata item for innovation research. 
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While the previous patent ontology literature has mainly used the same tech-
nological field codes as in the databases, the analysis of the transformation of 
these hierarchical codes into hierarchical concepts with semantic meaning remains 
to be addressed. This work introduces an approach to transform the representation 
of the IPC patent codes into a hierarchy of concepts. It provides a method that 
automatically makes that translation, also enabling the automatic translation of 
future emerging codes without the necessity for any reimplementation. The hie-
rarchy of concepts allows exploitation of the information represented in each part 
of the technological codes. Particularly, we have exploited the patent ontology, 
and especially the information represented in the hierarchical classification pro-
posed (HCOntology), to create transversal relationships between concepts auto-
matically processed by computers and without the need for changes in any  
other application that makes use of the ontology. This proposal enables to auto-
matically update the patent classification of the technological fields (IPC) in an 
efficient way. 

In particular, we have illustrated our proposal with a case study that simulated 
the introduction of a new code (“green code”) into a technological patent classifi-
cation. This opportunity is especially appealing in the context of steadily increas-
ing technological change, in which multiple technologies (e.g., green technology) 
are developing quickly. Although we have applied this approach to PatentOntolo-
gy, it could be used in any other patent ontology. Future studies might explore 
additional ways to generate and exploit hierarchies of concepts to analyze data in 
different contexts. Extensions of the proposed patent ontology to analyze other 
information (not provided in the patent database) are also planned as future work. 
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Representation of Clinical Practice Guideline 
Components in OWL 

Tiago Oliveira, Paulo Novais, and José Neves 

Abstract. The objective of clinical decision support systems is to improve the 
quality of care and, if possible, help to reduce the occurrence of clinical 
malpractice cases such as medical errors and defensive medicine. To do so they 
need a machine-readable support to integrate the recommendations of Clinical 
Practice Guidelines. CompGuide is a Computer-Interpretable Guideline model 
developed in Ontology Web Language that offers support for administrative 
information concerning a guideline, workflow procedures, and the definition of 
clinical and temporal constraints. When compared to other models of the same 
type, besides having a comprehensive task network model, it introduces new 
temporal representations and the possibility of reusing pre-existing knowledge and 
integrating it in a guideline. 

Keywords: Clinical Practice Guidelines, Ontology, OWL, Clinical tasks, Decision 
Support. 

1 Introduction 

Among the healthcare community the occurrence of medical errors and defensive 
medicine are top concerns [1][2]. Medical errors refer to mistakes during the clini-
cal process that may lead to adverse events, i.e., alterations in a patient’s health 
condition for the worse [1]. They include errors of execution, treatment and plan-
ning, and their incidence rates, although not very high, are synonymous with in-
creased spending and loss of life quality for both physicians and patients [2]. To 
prevent these situations from happening, healthcare professionals often adopt 
another type of harmful behavior, defensive medicine. Defensive medicine  
consists in avoiding the treatment of difficult clinical cases to prevent possible 
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lawsuits or ordering additional complementary means of diagnostic motivated by 
the sense of self-preservation of healthcare professionals. This behaviour is also 
motivated by the overreliance on technological means for diagnostic purposes 
which in turn is responsible for driving up healthcare costs [3]. If one wants to 
reduce the impact of medical malpractice, it is necessary to standardize healthcare 
delivery and provide adequate evidence-based recommendations for clinical en-
counters [4]. Clinical Practice Guidelines (CPGs) are the current medium of 
choice to disseminate evidence-based medicine. 

According to the definition of the Institute of Medicine (IOM) of the United 
States (US), CPGs are systematically developed statements that contain recom-
mendations for healthcare professionals and patients about appropriate medical 
procedures in specific clinical circumstances [5]. They are regarded by healthcare 
professionals as vehicles through which they can integrate the most current evi-
dence into patient management [6]. However, some limitations are detected in the 
current format of CPGs. They are available as very long documents that are diffi-
cult to consult, since only a small part of these documents are actually clinical 
recommendations. Moreover, there are some issues concerning the ambiguity that 
these documents may have [7], namely: the misunderstanding of medical terms 
(semantic ambiguity); conflicting instructions (pragmatic ambiguity); and the 
incorrect structure of statements (syntactic ambiguity). Additionally, some forms 
of vagueness may occur in the text, mainly due to the use of temporal terms (e.g. 
always, sometimes), probabilistic terms (e.g. probable, unlikely) and quantitative 
terms (e.g., many, few). A structured format for CPGs that is, at the same time, 
machine-readable would help to solve these issues by providing an adequate sup-
port for guideline dissemination and deployment, at the point and moment of 
healthcare delivery [8].  

This work presents a representation model for CPGs developed in Ontology 
Web Language (OWL) capable of accommodating guidelines from any category 
(diagnosis, evaluation, management and treatment) and medical specialty (e.g., 
family practice, pediatrics, cardiology). As for the organization of this article, it 
presents in section two the fundamentals about OWL along with some observa-
tions concerning the advantages of choosing this knowledge representation for-
malism over traditional ones, like relational databases. The model, which was 
named CompGuide, is presented in section three with the different requirements 
that were taken into consideration during the development phase. Section four 
presents a discussion about the advantages of the model in comparison with the 
existing ones and provides some conclusion remarks as well as future directions 
for this research. 

2 Advantages of Ontology Web Language 

The OWL Web Ontology Language is a standard developed by the World Wide 
Web Consortium (W3C) and its current version is OWL 2 [9]. OWL 2 is an  
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update to OWL with increased expressive power with regards to properties, 
extended support for data types and database style keys. OWL is designed for use 
by applications that need to process the content of information rather than just 
presenting information to humans. This formalism facilitates machine 
interpretability and is built upon other technologies such as XML, RDF and RDF-
schema. The advantages of this knowledge representation formalism over RDF are 
related with the fact  that  OWL, despite being based on RDF, adds more 
vocabulary for describing properties and classes (e.g., disjunction, transitivity, 
simmetry).  OWL is composed of three sublanguages: OWL Lite, OWL DL and 
OWL Full. The sublanguage used for this work was OWL DL and it is named this 
way due to its correspondence with description logics. An ontology is used to 
describe the concepts in a domain as well as the relationships that hold between 
them. To accomplish this task OWL ontologies define three basic components: 

• Classes: sets that contain individuals described using formal (mathematical) 
descriptions that state precisely the requirements for membership of the  
class; 

• Individuals: objects of the domain and instances of classes; and 
• Properties: binary relations on individuals that may be used to link two 

individuals (object properties) or an individual to a data element (data 
properties). 

The advantages of OWL reside in the manner a system uses the information. Ma-
chines do not speak human language and, sometimes, there is content that escapes 
their grasp. For instance, a human knows that in some cases some words are 
definitely related, although they are not synonyms. A machine does not recognize 
these relationships, but semantics are important. The idea of OWL is to provide a 
machine with a semantic context. So the advantage is the creation of a better 
management of information and descriptions.  

In OWL, semantic data is assembled in a graph database that is unlike the more 
common relational and hierarchical databases (nodes and tables). The 
relationships in OWL assume a greater importance and are the carriers of the 
semantic content of individuals. Moreover, it is possible to describe or restrain 
class membership using these relations and thus accurately delimit their scope. In 
relational databases this would be a hard task to perform. In fact, there is several 
software engines developed to reason about the semantic content of ontologies, 
called reasoners, which check the integrity of the constraints posed on individuals 
in order to assert if they belong or not to a certain class. Such reasoners are Pellet, 
FaCT++ and HermiT which are available as plugins for Protégé, the ontology 
editor and knowledge acquisition system used in this work. The reasoner used in 
this work was FaCT++. As the objec-tive is the development of a standard 
machine-readable representation of CPGs, OWL seems to be most suitable. 
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Fig. 1 Diagram of the main primitive classes of the model for Computer-Interpretable 
Guidelines 

3 CompGuide Ontology 

There are essentially two ways of developing Computer-Interpretable Guidelines 
(CIGs): by consulting domain experts in order to get the representation primitives 
or by researching different CPGs and determine the information needs of clinical 
recommendations. The method followed in this work was a hybrid one in the 
sense that it included opinions from healthcare professionals and the observation 
of guidelines collected from the National Guideline Clearinghouse (NGC).  

The main primitive classes of the model are depicted in Fig. 1 and will be de-
scribed in detail in the following subsections. 

3.1 Representation of Administrative Information 

As it may be seen in Fig. 1, a CPG is represented as an instance from the Clini-
calPracticeGuideline class. To keep track of different guideline versions and to 
provide rigorous descriptions of guideline content and objectives, the individuals 
of this class have a set of data properties that represent administrative information.  

OWL has built-in data types that allow the expression of simple text, numeric 
values and dates. As such the string and date-time properties defined for  
administrative purposes were: Authorship, guidelineName, guidelineDescription,  
DateOfCreation, DateOfLastUpdate and VersionNumber. There are also additional 
properties that specify in which conditions and to whom the CPG should  
be applied, such as ClinicalSpecialty, GuidelineCategory, intendedUsers and  
targetPopulation. 

3.2 Construction of Workflow Procedures 

CPGs are, essentially, clinical recommendations that are usually presented as sets 
of tasks that must be performed during clinical encounters, and/or disease man-
agement processes. To represent these tasks, CompGuide proposes three main 
primitive classes, defined under ClinicalTask: Plan, Action, Decision and Ques-
tion. The tasks of an individual from ClinicalPracticeGuideline are all contained 
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in an individual from Plan, to which it is linked through the hasPlan object prop-
erty, as it may be seen in Fig. 2. This is an excerpt of the Standards of Medical 
Care in Diabetes guideline from the American Diabetes Association, extracted 
from the NGC. A Plan contains any number of instances of the other tasks, includ-
ing other Plans, and it is connected to its first task through the hasFirstTask prop-
erty. In turn, this task is linked to the following task in the workflow by the next-
Task property and so on. This assures the definition of a sequence of tasks in a 
manner similar to a linked list, like it is shown in Fig. 2.  

The remaining task classes represent different types of activities. Starting with 
the Action class, it represents a step performed by a healthcare agent that includes 
clinical procedures, clinical exams, medication recommendations and non-
medication recommendations. The hasClinicalActionType object property con-
nects an Action to the different action types defined in ClinicalActionType, with 
appropriate data properties to describe each one. 

To express decision moments in the workflow, there is a Decision class. The 
use of this class entails a bifurcation in the clinical workflow and a choice between 
two or more options. The association of a Decision with options and rules is done 
through object properties that connect them to instances from the ClinicalCon-
straintElement subclasses. The next task in the clinical workflow is selected ac-
cording to the outcome of the Decision. As so, the connection between these tasks 
is done using the alternativeTasks property. This assures that a task is executed 
instead of another as the result of an inference process guided by trigger condi-
tions. 

On the other hand, there may be cases when some tasks must be executed si-
multaneously, like the procedures of a treatment plan that act synergistically to 
produce a certain result. For these cases, CompGuide provides the parallelTasks 
property. 

The Question class is used to obtain information about a patient’s health condi-
tion, more specifically about the clinical parameters necessary to follow the guide-
line. In order to fulfill this requirement, there are data properties created to specify 
the name of the parameter to be obtained and the units in which it should be  
expressed. Such properties are string data types named Parameter and Unit,  
respectively. 

The End class is used to signal the termination of the execution thread that is 
being followed and to indicate that the guideline reached its finishing point. 

3.3 Definition of Temporal Constraints  

The importance of time in clinical observations is paramount [10]. When assessing 
a patient state, a healthcare professional must take into consideration for how long 
the patient is manifesting his symptoms and try to fit this knowledge in the one he 
already has about possible causes and solutions. The recommendations of CPGs 
contain specifications about their temporal execution, namely intended duration, 
number of repetitions and cycles.  
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To represent all the temporal constraints, CompGuide provides the Tempora-
lElement class. This class contains the two main temporal constructs, Duration 
and Loop. The Duration class specifies how long a task should last and is defined 
exclusively for Plans and Actions. It has a double data type property called Dura-
tionValue where a value for the intended duration of either Actions or Plans is 
provided. The TemporalUnit class, also defined under TemporalElement, contains 
individuals that represent the different time units in which the Duration can be 
expressed, namely second, minute, hour, day, week, month and year. In the Loop 
class it is possible to define cycles for the executions of certain tasks (Plans and 
Actions). Each instance of Loop has a data property called RepetitionValue which 
is an integer that expresses the number of repetitions that a group of tasks is sub-
jected to. Moreover, each instance also has a hasPeriodicity object property that 
connects it to individuals from the Periodicity class (another subclass of Tempora-
lElement) which has the appropriate constructs, namely the hasTemporalUnit 
object property and the PeriodicityValue data property, to define the regular inter-
vals at which the task is repeated.  

 

Fig. 2 Excerpt of the Standards of Medical Care in Diabetes clinical guideline from the 
American Diabetes Association represented according to the CompGuide model 

Another feature of the temporal properties is the possibility to define temporal 
restrictions in clinical constraints. For this purpose one associates a TemporalRe-
striction and a TemporalOperator to clinical conditions that must be met for a  
task to be executed.  The temporal operators are based on the theory for quality 
checking of clinical guidelines by Peter Lucas [11] and include the following  
individuals: 

• Somewhere in the past: the condition manifested itself at some point in the past; 
• Always in the past: the condition manifested itself continuously during a time 

interval in the past; and 
• Currently: the condition is manifesting itself during the medical observations. 
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The TemporalRestriction bounds the TemporalOperator to a certain period of 
time. It possesses a double data property called temporalRestrictionValue and the 
hasTemporalUnit object property. For instance, if an Action requires the verifica-
tion if a patient has been doing is medication correctly for the last 3 months, then 
TemporalOperator is set to always in the past, temporalRestrictionValue is set to 
3 and  finally TemporalUnit is set to month.  

3.4 Definition of Clinical Constraints 

As it was mentioned previously, a Decision implies the choice between two and 
more options. The association of individuals from Option  to Decision is done by 
the hasOption property. The number of times this property is used in a Decision is 
equal to the number of options the task presents. Each Option has a Parameter 
data property and a NumericalValue or QualitativeValue data properties. The rules 
that dictate the option selection are provided by the hasConditionSet property, 
linking the individuals from this task to ConditionSet. The last one gathers all the 
necessary conditions through hasCondition. In Condition, it is possible to define 
the clinical parameter whose value will be compared, the unit it should be in and 
the operator that should be used. The hasComparisonOperator property connects 
individuals from Condition to ComparisonOperator. There, the following individ-
uals were created: equal to, greater than, greater or equal than, less than, less or 
equal than and different from.  

After a medical decision, it is necessary to select the next task in the clinical 
workflow. Therefore there must be some kind of reference in the tasks that are up 
for selection (connected by the alternativeTasks property) to the possible results of 
the Decision. This is done through the TriggerCondition class that also uses the 
ConditionSet.  The execution of an activity is triggered when the conditions match 
the decision output, the selected option. There other classes in ClinicalConstrain-
tElement that also use ConditionSet in a similar way, namely PreCondition and 
Outcome. PreCondition is used for all types of tasks to express the requirements 
of the patient state hat must be met before the execution of a task. For instance, 
when administering some pharmacological agent it should be known that the pa-
tient is not allergic to it. The Outcome class puts a restriction to Plans and Actions 
that are oriented by therapy goals, like the case of Fig. 2 in which the Plans will 
only be considered completed when the desired levels of SBP and  DBP are 
achieved.  

4 Discussion and Conclusions 

Although this work draws some inspiration from pre-existing models [8], such as 
Arden Syntax, PROforma, GLIF3, Asbru or SAGE, it also introduces different 
views about the definition of clinical constraints, temporal properties, clinical task 
scheduling and how all these aspects connect with each other. Taking as a  
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reference the oldest, and probably, the most widely (academically) used model, 
Arden Syntax (now a standard of Health Level 7), which represents knowledge for 
only one clinical decision, CompGuide provides more expressive power by allow-
ing the definition of a clinical workflow, similarly to GLIF3 and PROforma. 
However, these models do not have native methods for expressing temporal con-
straints, using a subset of Asbru temporal language to deal with this issue. Asbru, 
is, by far, the model that has more temporal constructors and the most complete in 
this regard, but, at same time, is considered very complex and, in some cases, 
impractical. The temporal constructs presented in this work are intended to be a 
compromise between expressivity and complexity that better suits the necessities 
of clinical decision support systems and thus of healthcare professionals. Another 
important aspect is the possibility of reusing knowledge from other ontologies  
in CompGuide by merging the two. This way, the scalability of knowledge is  
assured. 

None of the current formalisms for CPGs is used in a large scale for real  
context clinical decision support systems. Yet, there is evidence that CIG based 
decision support could in fact improve the quality of care and address the pre-
viously mentioned problems [12]. By using OWL to represent CPGs, one intends 
to benefit from the advantages of this knowledge representation formalism and if 
possible, increase the penetration of CIGs into routine medical care. 
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Dynamically Maintaining Standards
Using Incentives

Ramón Hermoso and Henrique Lopes Cardoso

Abstract. Standards have had much importance in different fields of re-
search in order to assure a certain quality of service in bilateral contracts.
More specifically, in multi-agent systems performance standards may be used
in order to articulate contracts among partners in environments dealing with
uncertainty. However, little effort has been made on how to ensure standards
compliance over time. In this work we put forward a learning-based mecha-
nism that attempts to maintain performance standards by applying incentives
and/or punishments to agents identified as specialised for certain tasks. We
present some empirical results supporting our approach.

Keywords: multiagent systems, standard, incentive.

1 Introduction

A number of research proposals have been made recently concerning the de-
velopment of infrastructures for supporting interaction in open multi-agent
systems. In such systems agents enter and leave the interaction environment,
and behave in an autonomous and not necessarily cooperative manner, ex-
hibiting self-interested behaviours. Even when agents establish commitments
among them, the dynamic nature of the environment may jeopardize such
commitments if agents are not socially concerned enough, valuing more their
private goals when evaluating the new circumstances.
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Moreover, in open systems one cannot assume that agents will behave
consistently along time. This may happen either because of agent’s ability or
benevolence. In some cases, an agent may not be capable of maintaining a
certain behaviour standard throughout its lifetime. In other cases, the agent
may intentionally deviate from its previous performance. It is therefore im-
portant, when considering open environments, to take into account also the
evolution of an agent’s internal skills or motivations, besides the dynamics of
the interaction environment as a whole.

Looking at the society from a role-specialization perspective, Hermoso et
al. [3] propose a coordination mechanism, based on role evolution, that assists
agents in selecting good partners to whom to delegate specific tasks. The
authors look at the agent society and identify “run-time roles” that cluster
agents with similar skills for (sets of) tasks. This allows one to identify the
role that labels agents most suitable to perform a specific task.

Building on this work, in this paper we associate roles with performance
standards and address their maintenance: given the dynamics of agents’ be-
haviour, how can performance standards be guaranteed? Two different poli-
cies can be used when agents start under-performing. One is to update the
role taxonomy and to measure new standards. But assuming that this reor-
ganization may be costly, another option is to influence agents’ reasoning by
employing incentives, as an attempt to keep them on track.

In Section 2 we put forward a model to establish and adjust incentives in
order to maintain standards over time. We present some empirical results in
Section 3. Finally, we sum up the paper and point future work in Section 4.

2 Incentive-Based Mechanism to Maintain Standards

While the work in [3] focused on providing a role specialization taxonomy
enabling better trust estimations of agents when performing specific tasks,
in this paper we assume that such roles may be used to assess performance
standards that provide a clearer picture of agents’ skills. The path from roles
to standards is described in [4]. These measured standards are then to be
maintained through an incentive-based policy.

In order to devise an incentive mechanism, we model our interaction sce-
nario according to the well known principal-agent model [5, 1] from eco-
nomics, in which a principal (a service requester) requests an agent (the
provider) to perform a specific task. The principal is interested in influencing
the efforts that the agent puts when performing the task: efforts correspond
to available actions with different execution costs. The exact actions executed
by the agent are unobservable to the principal; instead, the latter observes
some performance measures. Actions determine stochastically the obtained
performance, which is therefore a random variable whose probability distribu-
tion depends on the actions taken by the agent. By establishing an incentive
schedule, the principal aims at encouraging the agent to choose actions better
leading to an intended performance standard.
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Fig. 1 A standard as a target

2.1 Targeting Standards

Standards are generated using an averaging function applied to task exe-
cution outcomes of a group of provider agents (as explained in [4]). Since,
according to our model, standards allow requesters to identify expected val-
ues for task executions, we consider a standard as a target that agents should
meet. Any deviation from the standard is seen as a sub-optimal outcome. Fig-
ure 1 illustrates this idea, where ς represents the expected target standard,
and each concentric circle labelled with δi denotes equidistant performances
to the target. These concentric lines highlight the fact that deviations in any
direction are considered equally harmful in terms of expected values. The
arrow pointing towards the centre discloses the aim of our incentive-based
approach: to encourage providers to better target the standard.

We assume each provider has a set of actions at its disposal, each with a
cost and a probability function for obtaining different performance outcomes.
As follows from Figure 1, an outcome is seen as a distance to the standard.
This allows us to think of actions as efforts the provider puts in when exe-
cuting a given task: the more effort is invested, the higher the likelihood that
the obtained outcome will be closer to the standard. Naturally, expending
more effort also means bearing a higher cost.

2.2 Actions, Outcomes and Incentives

More formally, using a finite model for actions and outcomes, we have that:

• The provider has an ordered set of possible actions A = {a1, ..., an}, where
ai ≺ aj if i < j. This means that Cost(ai) < Cost(aj).

• The possible observable outcomes the provider may obtain is an ordered
set X̄ = {x̄1, ..., x̄m}, where x̄i ≺ x̄j if i < j (x̄i is a worse performance than
x̄j). For simplification, we assume that x̄i ∈ [0, 1], for all i ∈ [1,m]: each
x̄i denotes the percentage of the target standard that has been achieved.

• There is a probability distribution function for X̄ given an action in A,
where p(x̄k|ai) is the probability of obtaining outcome x̄k ∈ X̄ when per-
forming action ai ∈ A. We have that

∑m
k=1 p(x̄k|ai) = 1, for all i ∈ [1, n].
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We assume that the monotone likelihood ratio property (MLRP) [1], relating
actions with outcomes, holds for every provider. MLRP states that greater
efforts are more likely to produce better outcomes: for any ai, aj ∈ A with
ai ≺ aj , the likelihood ratio p(x̄k|ai)/p(x̄k|aj) is non-increasing in k.

Incentives are specified through an incentive schedule function mapping
possible outcomes to values to be collected or paid by the provider: I : X̄ → I.
We take I to be non-decreasing, that is, I(x̄1) ≤ ... ≤ I(x̄m), meaning that
higher outcomes must have at least the same incentive as lower ones. More-
over, we look at incentives as producing some change in the utility the agent
would get if no incentives were in place; in this sense, I = {ι : ι ∈ [−1, 1]},
where positive (negative) values denote percentage increases (decreases) in
utility. When ι = 0 there is no incentive in place.

Based on the stochastic model of action outcomes explained above, each
provider is taken to be expected utility maximizer. Therefore, when choosing
the action to perform it will maximize expected utility [9]:

argmax
a∈A

Ea =

m∑
i=1

p(x̄i|a)u(I(x̄i))− Cost(a) (1)

where u(I(x̄i)) is the utility the agent gets from obtaining performance out-
come x̄i and consequently incentive I(x̄i). Function u : I → [0, 1] is taken to
be strictly increasing. We assume provider agents are risk averse. We define
function u using a sigmoid:

u(I(x̄)) =
1

1 + e−I(x̄)·B+κ
(2)

where κ ∈ R represents a parameter to tune the center of the sigmoid function
and B ∈ N

+ allows us to tune the sensitivity to received incentives.

2.3 Deviations and Responses

Given the previous performance of each provider, on which standards have
been defined, we identify two possible causes for agents to deviate from those
standards, in the sense that they are not able to meet them anymore. Such
causes naturally come to surface from analysing Equation 1: i) action costs
have changed, leading an agent to choose actions that stochastically obtain
lower outcomes; ii) probabilities for an action’s performance outcomes have
changed, e.g. due to environmental factors not under the control of the agent,
meaning that a specific action is not as effective as before.

These deviations in performance may make a role taxonomy and its pre-
viously measured performance standards inaccurate to represent agents’ cur-
rent capabilities. In order to maintain standards, the system may determine
and employ an appropriate incentive schedule I : X̄ → I, which is based on
measurable outcomes of task execution. As mentioned before, an outcome is
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a percentage of the target standard that has been met. Unlike typical ap-
proaches in game theory, we do not assume any knowledge of the incentive
policy maker regarding action costs and probability distributions over out-
comes, or provider utility functions. Thus, we see the problem of searching for
an optimal incentive schedule as a reinforcement learning (RL) [8] problem.

In the following we briefly describe how states, actions and rewards are
addressed in the problem faced by the incentive policy maker.

States. The state entails recently obtained performance outcomes. States
exhibiting performances farther away from the target standard need to be
addressed with stronger incentive policies, while states denoting abidance to
agreed standards need no intervention from the policy maker.

Depending on how performance quality is to be interpreted, we may ag-
gregate recent task executions in different ways. In this paper we rely on an

average: perf =
(∑t

i=t−Δ x̄i
)
/Δ, where t is the current time step, x̄i is the

outcome obtained at time step i and Δ is the size of the time window, i.e.
the number of task executions to consider.

In order to reduce the size of the state space, states are discretized accord-
ing to the number of levels of deviation that are to be addressed differently,
as illustrated in Figure 1. We define a δ parameter specifying in how many
intervals to split the distance to target standards:

state =

{
1 if perf = 1
	perf · δ
 /(δ − 1) if perf < 1

This function gives us δ different states, represented by values within [0, 1].

Actions. Available learner actions concern incentive schedules I that specify,
for any x̄ ∈ X̄ , an incentive value ι ∈ I. Following [1], each action can be
seen as a non-decreasing incentive vector (ι1, ..., ιm), where m is the number
of possible outcomes. In order to reduce the action space, we consider only
incentive values in the set 	I · 10
 /10 (discrete values with 0.1 steps). Yet,
depending on the number of outcomes to consider, this may still give us a
huge number of actions to experiment with.

The heuristic we use to tackle with this problem is to explore the action
space by generating incentive schedules that consist of minor changes to the
currently employed schedule: we step-change one of the incentive values and if
needed fix the rest of the schedule to guarantee the non-decreasing property.
A softmax policy [8] is used to select among the actions considered.

Rewards. An optimal incentive schedule should take into account both the
obtained provider outcomes and the cost of applying the incentive schedule.
In our approach, these costs are associated with the actual performances that
such a schedule has led to, since incentives are paid (if positive) or collected
(if negative) according to actual outcomes. Considering that the mechanism
does not seek profit, but rather to intervene as least as possible, we sum the
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absolute values of actually applied incentives when computing the incentive
schedule cost.

A reward is computed as a weighted difference between the sum of obtained
outcomes and the cost of the incentive schedule. Using weights allows us to
define the relative importance of providers’ performance and incentive cost.

In RL, Q(s, a) values are computed to determine the expected return for
executing action a in state s. We update these values using the simple update
rule Q(s, a) = Q(s, a)+α·(reward−Q(s, a)), where α is a step-size parameter
(we use α = 0.3 for the following experimental evaluation).

3 Experiments

We have implemented a simulation environment by using the Repast frame-
work. In order to calculate actual outcomes when a task is requested,
providers’ behaviour is defined in terms of possible outcomes. In order to
do that, we need to set a relationship between efforts and actual outcomes.
We have modelled this issue by using beta distributions. There exists a dif-
ferent beta distribution for every different possible effort, in order to be
able to calculate actual outcomes. We consider as possible outcomes the set
x̄1, x̄2, . . . , x̄7, where x̄i are different equidistant values in [0, 1]. For the sake
of simplicity, the number of different efforts available to providers is the same
(although it needs not be): a1, a2, . . . , a7. We set the centre value for each
effort as the outcome value with the same index: each effort ai will obtain an
outcome modelled as a beta distribution centred in x̄i. In the experiments
reported in this paper, all providers share the same beta distributions.

We also need to define a function for effort costs. These costs are used in
the provider’s decision making (see Equation 1). For that purpose, we use
Equation 3 to define different profiles of providers. This means that different
providers may have different costs for the same efforts.

Cost(a) = α · (ρ+ (1 − ρ) · a1/β) (3)

In this set of experiments we have a heterogeneous population of 100
providers, with random values for α, β and ρ, thus obtaining individuals
with a different curve relating efforts to their costs. We set values κ and B
to 0 and 10, respectively (see Equation 2). Those values fix the sensibility of
providers to incentives in their decision-making processes.

We simulate task requests from customers, one to every different provider
in every time step. We show average results from 10 different runs.

In Figure 2(a) we observe how our approach progressively learns an appro-
priate incentive schedule, which induces providers to behave better: they get
progressively closer to the standard. We can also see that this process takes
some time, since there exist a high number of possible new (unexplored)
incentive schedules that can be generated in each step of the learning pro-
cess. Once the approach converges to an (almost) optimal achievement of the
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Fig. 2 Experimental results

standard, an appropriate incentive schedule makes providers select the most
reliable action (in terms of standard achievement).

Figure 2(b) shows the evolution of the incentive schedule employed. Incen-
tives applied to each possible outcome are shown.

4 Conclusions and Future Work

Standards are used as a means to articulate contracts in social interactions.
In this paper we have proposed a mechanism that provides incentives to
make agents maintain a level of performance as close as possible to the stan-
dards. Some possible applications of this approach cover from manufacturing
systems, in which agents playing different roles when building a craft are sup-
posed to meet and maintain a standard during their work, to social systems
such as ruled electronic markets, where while standards may not be known a
priori, they can be discovered at runtime and artificially maintained for the
sake of the overall market community.

There are economic approaches also founded on the emergence of stan-
dards. Sherstyuk [7] proposes a method to set appropriate performance stan-
dards to develop optimal contracts, in which the provider’s best choice is to
keep the standard through its action. In this paper, however, we are not pur-
suing optimal performance standards; instead, we are concerned about how
to maintain the level of those standards once they have been created.

In the same line Centeno et al. [2] present an approach on adaptive sanc-
tion learning by exploring and identifying individuals’ inherent preferences
without explicit disclose of information – the mechanism learns over which
attributes of the system should modifications be applied in order to induce
agents to avoid undesired actions. In our case, we adhere to a more formal
scenario, in which interactions are regulated by means of contracts. Moreover,
we assume that the attributes that may be modified by means of incentives
are already known by the mechanism.
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The approach taken in [6] also assumes that the mechanism knows which
attributes it should tweak in order to influence agents’ behaviors, namely
by adjusting deterrence sanctions applicable to contractual obligations that
agents have committed to. The notion of social control employed there is
similar to our notion of role standard maintenance; however, instead of a
run-time discovered standard, a fixed threshold is used to guide the decisions
of the policy maker. Moreover, only sanctions (seen as fines) are used to
discourage agents from misbehaving, while here we are also interested in
incentivating agents to do their best (by using appropriate actions) while
executing the tasks they are assigned to.

We intend to pursue the mechanism presented in this paper, namely by
refining the learning model of the incentive policy maker. We also intend
to combine the approach with the decision on when to reconfigure the role
taxonomy from which standards have been generated.
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Self-organizing Prediction in Smart Grids 
through Delegate Multi-Agent Systems 

Leo Rutten and Paul Valckenaers 

Abstract. This paper discusses a contribution to software and system engineering 
for smart grids, which comprises multi-agent application domain modeling and 
delegate multi-agent systems. In this contribution, domain models are software 
components – agents offering executable services –  that become part of the multi-
agent software as it will be deployed. These domain models crystalize relevant 
power engineering knowhow and expertise, thus building bridges between the 
power engineering and the software engineering communities. The longevity of 
the real-world counterparts of these domain models ensures their technical feasi-
bility and economic value. By mirroring real-world counterparts throughout their 
full life cycle, re-configurability is ensured and, in combination with the evapo-
rate-and-refresh mechanisms of the delegate multi-agent systems, even becomes 
business-as-usual. The paper’s main contribution originates from research ad-
dressing self-organizing prediction of smart grid operations. 

Keywords: Delegate multi-agent systems, smart grid, self-organizing prediction, 
Holonic systems.  

1 Introduction 

Smart grid software design and development faces some unique challenges; it is 
indeed a highly demanding problem domain for software engineering. Conversely, 
translating and applying the state-of-the-art in software engineering to smart  
grid development is vital to cope with smart grid complexity, diversity and  
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heterogeneity. A continued lagging of the state-of-the-art in software engineering 
(which unfortunately is quite common in industrial automation) would represent a 
significant loss to society.  

A key challenge is bridging the gap between the power engineering and the 
software engineering communities. Jackson [1] claims that a software develop-
ment team needs to master the problem domain — in casu, power engineering — 
to be able to successfully develop mission-critical software systems.  

In contrast, Jackson pointed out at the IBM Chair in 1985 in Leuven (B) that 
the problem domain is the most stable aspect in software developments. Using 
administrative software as a sample problem domain, Jackson rightfully men-
tioned that the employee life cycle remains largely unchanged during decades, 
whereas functional requirements (i.e. detailed specifications of the management 
reports) are likely to change almost on a weekly basis. 

This observation equally applies to the smart grid. Grid components will not 
change overnight. The development and introduction of transformer technology, 
power generating technologies, power consumption devices, transmission cable 
materials all require significant amounts of time and effort while the technological 
changes rarely have an impact concerning properties that impact grid coordination 
and control. Likewise, the grid itself will not change overnight. Installing or re-
placing transformers, generators, transmission lines happens slowly from an ICT 
perspective. 

This paper presents a conceptual design on how to capitalize on Jackson’s in-
sight and observation by emphasizing problem domain models as an important 
element in the software systems that are to be developed and deployed for the 
smart grid. Because of the presence of a multitude of stable elements in the prob-
lem domain, crystallizing power engineering knowhow and expertise within soft-
ware components will be possible, both in the technical and economic sense. 

This paper first discusses its scope: the specific problem domain that it ad-
dresses within the smart grid context. Next, it present its software system engi-
neering approach and software mechanism (patterns) that enable to adapt to 
changes in the world of interest. Specifically, a delegate multi-agent system is 
used to collect, process and disseminate relevant information, which is “not local 
to a stable element in the problem domain” but needed or relevant for managing 
the smart grid operations. Finally, the contribution to smart grid research is dis-
cussed. 

2 Scope 

The research discussed in this paper is complementary to smart grid real-time 
control. It focuses on a time window beyond the reach of grid control systems that 
manage the grid operations in (hard) real time; its time window starts from minutes 
into the future. On the other hand, its time window is bounded by the build-up of 
uncertainty when looking farther into the future. Typically, uncertainty about  
wind and sun renders predictions useless beyond a number of days into the future 
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(i.e. the software system adds nothing to the commonly available statistical  
information). From a control system perspective, the envisioned software systems 
aims to bring and keep the grid into a comfortable state when the control performs 
its task. For instance, intelligent refrigerators refrain from starting their cooling 
when electricity supply is scarce. The envisaged software system therefore does 
not compete with control systems (research). Smart grids evolve in dynamic envi-
ronment and so the control is done relatively to a prediction at short term. 

Furthermore, the design addresses the need to anticipate (hours and days into 
the future) in a smart grid. Indeed, renewable energy sources dictate when they are 
able to supply power (e.g. wind, solar) or have complex constraints (e.g. CHP) 
whereas intelligent consumers are able to shift and even adapt their consumption 
provided that they receive relevant information ahead of time (e.g. to cool down 
before a peak in demand). 

Importantly, the multi-agent design will predict the impact of future interac-
tions. For instance, when e-vehicles intend/plan to start charging their batteries 
simultaneously, the software predicts the peak in demand, which allows the intel-
ligent consumers to take notice of this prediction (of an undesirable future state), 
adapt in time and spread their load over a longer time period. This happens in a 
decentralized, self-organizing manner. Note that the prediction mechanism copes 
with situations that may never have occurred before. 

Moreover, the envisaged system emphasizes precise modeling of whatever is 
relevant in the problem domain:  

• Full paths: every entity on the path1 from energy source to sink is taken into 
account. E.g., the system will predict the temperature of the transformers in the 
grid, assuming the current intentions or plans are executed.  

• All relevant attributes of the energy flows: power, reactive power (cos Φ), bal-
ance across phases… will be covered by the prediction mechanism when and 
where relevant.  

•  Control laws and policies: the prediction mechanism accounts for the prevail-
ing decision and control mechanisms in the grid. In fact, they are treated as 
elements belonging to the problem domain.  

• Dispatch-ability: the ability of a consumer or producer to react to external 
commands or controls. This information enables a control system, for instance, 
to minimize the impact of a disruption by dispatching the least-effected con-
sumers and producers. It also allows the application to monitor and manage the 
margins to handle disruptions dynamically. 

• Negligible discretization errors: the system does not impose time buckets or 
other discretization that may impact the applicability of its models. 

                                                           
1 This part of the research presently copes with distribution (i.e. the grid is not meshed at 

any given instant in time although grid connectivity may change over time) whereas 
meshed transmission networks remain to be addressed in future work. Currently, the 
meshed subnets within a transmission net are considered to be single copper plates.  
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• Refresh and evaporate: the system regular regenerates information, including 
the predictions, to account for any changes and disturbances. 

• Flexible mechanisms to collect compute and disseminate information: the de-
sign allows application developers to add what they need (e.g. pricing for dis-
patching rights).  

3 Self-organizing Prediction in Smart Grids 

This section discusses the system architecture and design that provides a self-
organizing prediction service in smart grids while handling grid re-configurations.  

3.1 Structural Decomposition 

The approach is centered on problem domain modeling, where these models be-
come part of the finally deployed software. Accordingly, structural decomposition 
comes naturally and, as a consequence, the software system design scales with  
the size of the underlying grid in the real world. The main classes of problem  
domain entities are: Resource types; Resource instances; Activity types; Activity 
instances. 

Typical resources are generators like wind mills, consumers like a refrigerator, 
power transport lines and transformers. 

The resource type (model) for e.g. a power transformer mirrors its technical 
characteristics. An important part of this model reflects how its temperature 
changes in function of an electric current profile, an initial temperature and the 
environmental conditions. It also models the impact of this temperature on the life 
expectancy of this transformer. 

The resource instance of such a transformer tracks the state of a physical in-
stance. This model also comprises connections to the resource instances connected 
to this transformer. Resource instances (models) thus allow to discover the entire 
grid to which they are connected. Through a regular refresh, any reconfiguration 
will be detectable. Resource instances also offer a capacity reservation service, 
which the delegate MAS (multi-agent systems) use to generate the predictions. 

Activity type models reflect the manners in which tasks (e.g. ensuring that a re-
frigerator stays cold enough) can be performed. Note that this typically will be 
non-deterministic models capable of generating alternative courses of action (e.g. 
shifting power consumption in time).  

Activity instances mirror an actual task, which includes its state but also its in-
tentions. A refrigerating activity instance thus knows the current state (tempera-
ture, content) and a prediction of future cooling periods. 

Resource and activity instances also model any policies that they apply. Indeed, 
decision making mechanisms are considered to reside in the domain model. E.g. a 
dump refrigerator will have a fixed temperature at which it switches cooling on or 
off. The more intelligent ones will use several delegate multi-agent systems to 
coordinate on a system-wide scale. 



Self-organizing Prediction in Smart Grids through Delegate Multi-Agent Systems 99 

 

Fig. 1 Agents represent real life entities 

The approach makes the distinction between types and instances within the ap-
plication domain, not the software. 

3.2 Single Source of Truth 

The above structural decomposition applies the single source of truth principle, 
which is closely related to database normalization. Importantly, whenever some-
thing changes in the world of interest, only a single model needs to be updated 
(preferable by an automated tracking mechanism). 

This principle simplifies operations radically and eliminates many sources of 
errors and problems. For instance, any attempt at double bookings will be resolved 
by the allocation policy of the affected resource. Indeed, its resource instance 
model is the only source of truth concerning its state and intentions (about future 
states). 

This approach, however, leaves an issue unresolved: how to collect, compute 
and deliver information that is not collocated with a domain entity (resource or 
activity)? How does the system predict the future states of resources and trajecto-
ries of activities, which obviously involve other resources and (interactions with) 
other activities? That is addressed through delegate multi-agent systems [2],[3]. 

3.3 Delegate MAS 

A D-MAS (delegate multi-agent system) is a software pattern — implementing  
a mechanism to make non-local information remotely available (i.e. where  
the information is needed). A forget-and-refresh mechanism ensures that such  
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information is updated regularly such that changes and disturbances are accounted 
for within a short delay. This pattern is a bio-inspired design — by ant colony 
food foraging — turning the above single-source-of-truth model of the grid into a 
major part of the overall solution.  

A delegate MAS consists of a stream of lightweight agents called ants or ant 
agents, which perform an information gathering and/or dissemination task on be-
half of their creator (typically a resource or activity). The delegate MAS preserves 
the computational efficiency of its natural inspiration (i.e. complexity of computa-
tions and communication is low-polynomial). 

Without being exhaustive, every grid activity instance utilizes an exploration 
D-MAS and an intention-propagating D-MAS. The exploring D-MAS discovers 
and collects possible solutions for the task-at-hand. The intention-propagating D-
MAS reserves capacity at the selected resources (i.e. full path from generator to 
consumer). These reservations make the expected future interactions (conten-
tion) visible. Forget-and-refresh allows the activities to adapt as the situation 
evolves and develops. The traveling of ants is shown in fig. 1. This figure also 
shows how returning ants carry extra advice added by intermediate resources. 
Consumers use this advice to refine their decision taking rules. 

3.4 Smart Grid as a Dynamic Environment 

As stated above, to cope with dynamic changes and disturbances in the smart grid, 
information has only a limited life time. It evaporates (is forgotten) and must con-
sequently refreshed. Resource capacity reservations are regularly reconfirmed by 
intention-propagating ants. During such refresh, any changes are discovered (e.g. 
an overly optimistic windmill unable to deliver the promised power). Likewise, 
the exploration D-MAS may discover superior solutions relative to the current  
intentions. 

As a consequence, activities may need or want to change intentions. If such 
change happens too easily, the predictions will suffer (as they reflect these inten-
tions). If such change happens too rarely, system performance suffers when oppor-
tunities are lost and disturbances are not addressed. Hadeli [4] has investigated 
this matter and proposed mechanisms to balance responsiveness against stability. 

4 Software Engineering for Smart Grids 

This paper addresses the challenge of building bridges, in a figurative sense, be-
tween the power engineering and the software engineering domains. It comprises 
the elaboration of executable software models that capture the relevant domain 
knowhow and expertise to address this challenge in a durable manner. The envi-
sioned software systems do not longer rely exclusively on specialized — in the 
application domain —human development teams (cf. Jackson in [1]) to account  
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for the specific nature of the smart grid domain. And, the resulting systems are 
able to account for power grid concerns that are ignored elsewhere, such as by 
electronic markets matching producer and consumer without accounting for 
transmission or distribution. 

The envisioned solution includes the delegate MAS pattern allowing to use a 
single-source-of-truth design. Single-source-of-truth permits to extend every entity 
in the grid with a software extension as its only point of reference whilst the non-
local information is generated and refreshed by the appropriate delegate MAS. 

For future research in software engineering for the smart grid, this implies the 
elaboration of executable domain models and delegate MAS variants. This is ana-
logous to a map technology where the map’s legend needs to be filled with all 
elements occurring in the world-of-interest. In fact, the research aims to build a 
base, mirroring the power grid, on which applications are realized and maintained 
swiftly and with little effort, analogous to navigation on top of a suitable map. 
Another analogy is to consider the domain models and delegate MAS as a ‘grid 
operating system’ responsible for a predictive resource allocation layer on top of 
which applications execute. 

5 Conclusion 

5.1 Contribution  

This paper discusses how to build bridges between the power engineering and the 
software engineering communities. It applies a core achievement in software en-
gineering — domain modeling — and discloses the extent of what can be 
achieved with this approach in smart grids: 

• Single source of truth designs capable of collocating their problem domain 
models with their real-world counterparts, offering their services inside  
deployed software systems. Thus, the models may accompany their real-world 
counterparts where a single model can be reused wherever its domain entity  
exists. 

• A delegate MAS pattern to collect, compute and disseminate relevant informa-
tion that cannot be collocated with a long-lived domain entity. 

• Delegate MAS combined with domain model services that generate, and regu-
larly update, predictions of resource states and activity trajectories accounting 
for properties and attributes as needed. Among others, power transport and 
transformation between generator and consumer are accounted for. 

Overall, the research aims at and enables to capture power engineering expertise 
into software, complementing expertise in brains of software developers. 
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5.2 Future Research 

The current research results cover only a small subset of the problem domain 
models needed to cope with and contribute to smart grid operations. The base 
mechanisms have been established but the collection of executable models is in-
complete. Moreover, one important problem domain aspect remains future re-
search: meshed power networks. The base architecture puts forward staff holons 
whenever a non-local concern needs addressing. The smart grid needs such a ho-
lon that computes the available capacities in between connection points of a 
meshed network. This staff holons needs to recompute and refresh this informa-
tion regularly. 

Finally, the delegate MAS pattern needs to be applied to building up commit-
ments gradually within the time window. Farther in the future, commitments are 
weak while exploration dominates. Closer to the present, these commitments have 
to be firm. In the presence of multiple independent organizations, commitments 
involve pricing and contracts. Pricing needs to induce proper behavior (i.e. prevent 
cheating and manipulation). For a gradual commitment buildup, pricing mechan-
isms need to cover options, cancelations, dispatch-ability rights, etc. Here, market 
deregulation will be key.  
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Holonic Recursiveness with Multi-Agent System
Technologies

Sonia Suárez, Paulo Leitao, and Emmanuel Adam

Abstract. Recursive Systems are often needed or recommended for automatically
deploy or build a software system composed of multiple entities on a large network,
or on distributed locations, without a central control. We use the recursive defini-
tions proposed in holonic systems, as the recursiveness is an elemental structural
property of their structure. Holonic systems are used to be implemented using MAS
technologies (platforms) on the basis of the shared functional properties of auton-
omy and cooperation of agents and holons. This paper discusses the adequacy of
the actual MAS technologies for holonic recursiveness implementation. A compari-
son of MAS platforms is done through a framework that will guide the decisions of
designers and developers.

1 Introduction

The development of a solution for supporting large and complex systems requires to
follow a non-centralized and recursive approach. Herbert Simon (see “Sciences of
the Artificial”, [11]) proposed to use a recursive and hierarchical model of problem
decomposition, and to follow a bottom-up approach to build a solution. The main
idea is that in complex systems that evolve in dynamic environments, the entities
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have finite computation and communication capacities. Thus, the building of these
complex systems arises from cooperation and coordination of the basic elements,
following a kind recursive hierarchical architecture. Moreover, having a recursive
architecture allows to use the same engine to build sub-entities and to delegate to
these sub-entities the building of sub-sub parts of the system.

The holonic systems are typically a example of recursive systems.
According to A. Koestler [8], the term holon is used to refer to entities that be-

have autonomously - as a whole - but are not self-sufficient, as they behave as a part
of a bigger whole, they need to cooperate with other holons. In this way, cooperating
holons are able to establish a structure called holarchy. A holarchy can be defined as
a system of self-regulated holons, which, depending on the circumstances, cooper-
ate and/or collaborate in order to achieve a final goal. A holarchy can be conceived
and handled as a single holon by abstracting its internal composition. Likewise, a
holarchy may be made up of several holarchies. Accordingly, holarchies are simul-
taneously wholes and parts. Thus, holarchies follow a fractal structure, whose main
characteristic is self-similarity, implying recursiveness or pattern-inside-of-pattern.
In fact, the concept of fractal factories is used by [10] to propose a company com-
posed of small components exhibiting autonomy and cooperation properties and the
wholes-parties structure or recursive structure where the whole is more than the sum
of the parts.

Holarchies are nowadays a well-known and wide-spread concept. In fact, they
have been and still are being used in the manufacturing world to develop Holonic
Manufacturing Systems (HMS) (see e.g. [9, 12]). But the use of holonic structures
is not restricted to the manufacturing world and they are being extended to other
fields (e.g. virtual enterprises [7]).

Irrespectively of the application domain, holonic systems are usually imple-
mented using multi-agent systems (MAS) technologies, like in [9, 13] for example.

One of the main issue of the implementation of holonic systems remains their
recursive architectures. Indeed, Calabrese et al. [3] concluded that holons natively
show an architectural recursiveness that is a priori non defined in agents. This struc-
tural difference between holons and agents is the reason of this paper.

The work in this paper is motivated by the little effort dedicated in the litera-
ture to check the MAS technology adequacy for holonic implementation from the
structural dimension, that is, to satisfy the inherent recursive structure of holonic
systems. Most of the work is dedicated to justify the adequacy of MAS technology
for holonic implementation based on the shared functional properties of autonomy
and cooperation of agents and holons, but there is no discussion regarding these
properties since they are natively properties of both holons and agents. This way,
the paper analyses the concept of recursiveness and discusses how well and easily
it can be implemented by using the most popular MAS technologies. As a result,
a framework to compare MAS technologies (platforms) for the implementation of
holonic structures is obtained that will guide the decisions of the designers and de-
velopers of this type of systems.
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This paper is organized as follows. Section 2 discusses the concept of recursive-
ness and Section 3 presents the recursiveness implementation facilities with popular
MAS frameworks. Section 4 exposes the synthesis and, lastly, section 5 presents the
first conclusions of this work.

2 Holonic and MAS Recursiveness

Recursive systems are applications composed of similar entities. When recursive-
ness is discussed, functional or structural recursiveness can be considered. In func-
tional recursiveness, definition of a recursive element contains a call to itself. For
example: “exp(n) = n× exp(n− 1), with exp(0) = 1”. In structural recursiveness, the
definition of an element contains links to elements of the same type. For example:
“chainedList = {elt : int;nextElements : chainedList}”

In this work, we consider recursive system that refers to a system showing
structural recursiveness. We take as example of recursive system a manufacturing
company. It presents an organizational structure comprising different layers, as il-
lustrated in Figure 1. It is typically a recursive system, each entity receives propose
offers of services and receives orders that it takes in charge or not. Each entity de-
composes an order into sub-orders proposed in its sub-parts.

Recursiveness is a widely accepted property for holarchies. Gerber et al. [5] say
that manufacturing holons can be built recursively out of other holons and they
give the name holonic agents to the recursive agents (i.e. agents consisting of sub-
agents with the same inherent structure). They proposed tree generic possibilities
for modeling holonic structures with MAS that differ in the degree of autonomy the
sub-holons have and cover the spectrum from full sub-holon autonomy to a complete
lack of autonomy. These possibilities are: (i) A holon as a federation of autonomous
agents, where every sub-holon is fully autonomous and each super-holon is a new
conceptual instantiation (e.g. HMS), (ii) several agents merge into one, that requires
to terminate the participating sub-agents and to create a new agent as the union of
the sub-agents (right way to model inanimate systems governed by physical laws
like galaxies or organs), and (iii) a holon as a moderated group, where holons give
up only part of their autonomy to the super-holon or head of the holon (e.g. virtual
enterprises).

Fig. 1 Layered organization in manufacturing companies
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As we focus in tis paper on animate systems (where entities are proactive), we
consider in the following the first and third options. Regardless of which option is
chosen, a holonic system is so a recursively enumerable set of holons.

As it was said previously, holonic systems (i.e. holarchies) have two main func-
tional properties, namely autonomy and cooperation (as they are holons) and the
structural property of recursiveness. The implementation of holonic systems by us-
ing the MAS technologies allows the truly implementation of the holonic functional
properties, since both holons and agents are autonomous and not self-sufficient.
Nevertheless, the truly implementation of the structural property of recursiveness
is not an easy and clear task as agents are not natively recursive. Having this in
mind, this section discusses the possibilities to implement that structural character-
istic with the mostly used MAS development frameworks. In particular, it will be
discussed Jade (Java Agent DEvelopment framework [2]) and Jack1 and its exten-
sion JackTeams2 as they are the most used for the implementation of MAS. Janus
platform [4], MadKit (MultiAgent Development KIT [6]) and its extension Madkit-
GroupExtension3 will also be briefly discussed. In all cases, the attention is devoted
to recursiveness.

For each framework, we study how we can define groups of agents; and how
it is possible to develop a recursive structure and what kind of recursiveness is
generated. We study also the notion of roles allowing to identify if it is possible for
groups of agents to play roles in other groups of agents.

Thus, when implementing recursive structures (i.e. holarchies) it is important to
bear in mind that: (i) holons are independent from holarchies, (ii) a holon exists
without belonging to any holarchy, (iii) a holon can dynamically join a holarchy
without stop being independent and (iv) a holon can join more than one holarchy at
the same time.

In this paper, we propose a small study to compare the implementation of recursiveness
with MAS development frameworks applied to an example in the field of the HMS and
we try to implement the example following the first and the third possibilities described
previously. We consider a Shop Floor that receives orders to assemble products; this
shop floor is composed of an Assembly Cell and a Transport Cell. The assembly cell
is composed of four Resources (workstations); the transport cell is composed of three
resources (AGV for AutoGuided Vehicle).

Jade (Java Agent Development Framework)
The framework Jade is based on the notion of empty agents, that can communicate
between them through protocols of communication, and in which some behaviour

1 Jack platform web site is : http://aosgrp.com/products/jack/
2 JackTeams extension web site is : http://aosgrp.com/products/jackteams/
3 Madkit Group Extension web site is :
http://madkitgroupextension.free.fr/

http://aosgrp.com/products/jack/
http://aosgrp.com/products/jackteams/
http://madkitgroupextension.free.fr/
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can be added (initially, or at run time). Implementing a recursive system (holarchy)
with this framework implies that this holarchy extends the Jade class Agent. It is
possible by defining a particular class (‘JadeHolon’) that extends the Jade class
Agent and that defines the notion of: supervisors (set of the super holons AIDs4);
assistants (set of sub-holons AIDs); and a list of holonic behaviours guiding theirs
actions relatively to the environment, and to theirs acquaintances.

In [1], the notion of functional roles is used to develop holonic systems. A list
of roles is associated to a ‘JadeHolon’. A role represents here a set of behaviours
that identify a type of agent. So JADE allows to define a federation of agents, and,
if roles are implemented, it allows to define set of agents playing the same roles.

The Janus platform [4] is a FIPA compliant platform, in some points similar to
JADE, but enhanced with the notion of functional roles and that uses the concept
of groups. When a Janus agent could implement a Holon predefined interface, it
can contains a list of groups where are situated other agents. Thus the notion of
recursiveness developed like a federation of agents is also possible in Janus.

To apply JADE to the example (we choose to present an application of Jade because
it is more used at the moment than Janus), the following tree classes were imple-
mented by extending the ‘JadeHolon’ class (that extends the Jade class ‘Agent’): ‘Re-
source’, ‘AssemblyCell’ and ‘TransportCell’. The first one represents a single holon,
and the second and the third classes represent holarchies, i.e, holons with component
parties. Four roles have been implemented: ‘TransportResourceRole’, ‘AssemblyRe-
sourceRole’, ‘AssemblyCellRole’ and ‘TransportCellRole’.

To have an implementation compatible with the first modelling possibility, an
instance of a ‘Resource’ contains in its ‘supervisors’ attribute the AIDs of the in-
stances of the ‘AssemblyCell’ and ‘TransportCell’ to which it is linked; and these
instances store in their ‘assistants’ attribute the AID of the of the associated instance
of‘Resource’.

To have an implementation compatible with the third modelling possibility, only
the definitions of the roles link the agents that play the ‘AssemblyCellRole’ and ‘Trans-
portCellRole’ to agents that play the ‘xxxResourceRole’.

Jack and Jack Teams
The philosophy of Jack is comparable to that of JADE. The main difference is that
Jack works with Belief-Desire-Intention (BDI) agents architecture.

Particular attention needs to be paid to its extension JackTeams. The main struc-
tural classes in Jack Teams are ‘Team’ and ‘Role’. Every agent (single or composed)
is an instance of the class ‘Team’ (extension of Jack class ‘Agent’).

A team instance defines the roles that it can play in other teams and the own roles
that are required to be played by other teams. These sub-teams have their own roles,
with the same structure. As a result, a nested structure of teams and roles is created.
For team structure formation, it is necessary to indicate which teams are capable of
perform which roles in the structure (the structure can be modified in runtime).

4 An agent AID is its Identifier inside the Jade platform.
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This way, a holarchy is defined as a team instance with a set of roles. Each role
is played by others holons/holarchies; that is, others team instances (in JackTeams
everything is a team instance).

Schematically, for the manufacturing example a ‘Team’ class ‘ShopFloor’ represents
the entire holarchy. This class requires the roles ‘AssemblyCellRole’ and ‘Transport-
CellRole’.
In addition, the teams ‘AssemblyCell’ and ‘TransportCell’ require the role ‘Resource-
Role’. Specifically ‘AssemblyCell’ requires four players for the role and ‘Transport-
Cell’ requires three. The Team class ‘Resource’ performs the roles ‘AssemblyCellRole’
and ‘TransportCellRole’ without requiring any new role.
This is an implementation compatible with the first and the third modelling possibili-
ties, according to whether a role head is defined or not in the team instances.

Madkit, MadKitGroupExtension
The main structural classes in MadKit are ‘Agent’, ‘Group’ and ‘Role’. An agent is
only specified as an active communicating entity which plays roles within groups.
The agent designer is responsible for choosing the most appropriate agent model as
internal architecture. Groups are defined as atomic sets of agent aggregation. Each
agent is part of one or more groups. A group may be founded by any agent, and
an agent may request the admission to any group. Lastly, the role is an abstract
representation of an agent function, service or identification within a group. Indeed,
the working mechanism of an agent is stored inside its class, not in its roles. The
notion of roles for an agent allows it to be identified by other agents. Each agent can
handle multiple roles, and each role handled by an agent is local to a group.

MadKitGroupExtension allows the creation of advanced group representations.
In MadKit a group contains a set of agents playing roles. In MadKitGroupExtension,
a group can be contained in others groups. Alike, a group can contain subgroups.

Continuing with HMS example, some details about Madkit and, specifically, Madkit-
GroupExtension are given. Three ‘Group’ classes (‘ShopFloor’, ‘AssemblyCell’ and
‘TransportCell’) are defined. The last two classes are subgroups of the first one.
At the lowest level the ‘Agent’ class ‘Resource’ appears. Thus, the group ‘Assembly-
Cell’ includes four ‘Resource’ instances and the group ‘TransportCell’ includes three
instances, playing different roles. Note that ‘Resource’ is the unique functional unit.
The rest of the classes are structural units (similar to the list of folders and subfolders
in a directory).
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3 Synthesis

In the Jade implementation, the ‘AssemblyCell’ and ‘TransportCell’ instances know
the AIDs of their components and the instances of ‘Resource’ know their holarchies
(i.e. their super-component). At the same time, instances of ‘Resource’ can join
other holarchies and/or they can work autonomously. However, these component
agents themselves are not really structural components of a bigger whole. This is a
structure quite similar to the recursive structure (like in holonic systems), but it need
to define a specific ‘HolonAgent’ class and its associated behaviour like developed
in [1] for example.

In Madkit and, more specifically, in MadkitGroupExtension the groups are like
folders or containers with agents, but a group can not be seen from the outside as
an agent (i.e. as a new holon). In other words, a group can not play a role in other
group. This is because the functional unit is not the group but the agent; the group is
only a representation artefact. Thus, it does not represent a recursive structure like
in holarchies.

In Janus, it is possible to use both functional roles, and the notions of roles like
in Madkit. But in Janus, agents contains list of roles that regroup other agents.

Jack Teams allows the creation of a nested structure of teams and roles. This way,
a holarchy is defined as a team instance with a set of roles. Each role is played by
other holon/holarchy; that is, other team instance. That is to say, single holons and
holarchies are not instances of different classes, all of them are team instances. If we
want to know if a given team instance is a single holon or a holarchy we have to look
inside the object and find if it both requires and performs roles or if it only performs
roles. In the first case it is a holarchy (it will include other holons playing the roles)
and in the second case it is a single holon (it will not include other holon). From an
external point of view the entire structure (i.e. any team, single or composed) is seen
as an unique holon. This is absolutely in accordance with Koestler’s ideas about the
whole-part structure or recursive structure of holarchies. Thus, both the teams and
the single holons are functional entities behaving as a whole and/or as a part of a
bigger whole. Thus, with JackTeams the resulting system is inherently and naturally
recursive as this is a consequence of the classes themselves. Nevertheless, with Jack
and JADE, developers must try to simulate this recursive structure explicitly and
ad-hoc, as these tools are not equipped with the right mechanisms to modelling
recursive structures.

Table 1 presents a short summary of our evaluation, focusing on the frameworks
Jade/Jack, JackTeams, MadKitGroupExtension, and Janus. The term ‘Recursivity
implementation facilities’ resumes the way to develop a recursive system with each
framework, and ‘Holonic recursivity’ refers to the pertinence of the framework to
implement recursiveness as described in the holonic paradigm.
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Table 1 Summary of MAS platforms adequation to recursive systems

Platform Agent
sets

Roles Recursivity im-
plementation
facilities

Recursivity Model Holonic recursivity

JADE, JACK Services Functional roles
(to be developed)

Need specific
classes

Federation of au-
tonomous agents

Implementation ad-hoc

JACKTEAMS Teams,
Roles

Functional roles Teams defined by
roles played by
teams . . .

Federation of au-
tonomous agents and
by moderated groups

Natively, by the classes
Team and Role

MADKITGroup Groups,
Roles

Artifact (that just
helps to group
agents)

Groups contain
groups

By moderated groups Not available (a group
can not play a role in
other group)

JANUS Services Functional roles Agents contain
groups of agents

Federation of au-
tonomous agents

Natively, by the classes
Group and Role

4 Conclusion

In order to manage and develop complex and large systems, it is often needed or rec-
ommended to build recursive systems, in order to easily define and deploy a large
number of entities on a network. As recursiveness is an elemental structural property
of the holonic systems, often used to represent complex manufacturing systems, we
tried to find the best MAS development framework able to support holonic systems
development, and specifically the notion of recursiveness. For this, we compare in
this paper the most used MAS development frameworks and add-ons of them re-
garding the notion of recursiveness; but the evaluation strategy is applicable to any
new framework. We think that the evaluation results will help designers and devel-
opers of holonic systems to select the appropriate MAS development framework for
their own needs. Thus, we think that this first study will allow the responsible selec-
tion of MAS development frameworks useful for the implementation of these type
of recursive systems.
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Intelligent Energy Management System  
for the Optimization of Power Consumption 

Vicente Botón-Fernández, Máximo Pérez Romero,  
Adolfo Lozano-Tello, and Enrique Romero Cadaval 

Abstract. This paper describes a Smart Storage System capable of managing 
energy and smart home devices to optimize the local power consumption of a 
house. The proposed model consists of two main systems; the Local Energy Man-
agement Unit (LEMU) and the Central Energy Management and Intelligent  
System (CEMIS). On the one hand, the LEMU is able to maintain the power con-
sumption under a maximum reference value and to switch on/off the devices by 
using domotic protocols. On the other hand, the CEMIS receives operation data 
remotely from several devices, analyzes them using intelligent techniques and 
determines the best operation strategy for each LEMU, communicating the opera-
tion references back to them. 

1 Introduction 

Nowadays, the availability of having Energy Storage Systems (ESS) [1, 2] is a key 
factor for establishing new operation strategies in electric distribution grids. Such 
systems would help to integrate distributed generation systems based in renewable 
energies into houses and also would contribute to get some control on the load 
profile, and so achieving a better overall performance of the distribution grid. 

This kind of system is typically associated with distributed generation plants 
but an ESS could also be used in the absence of an energy generation system, with 
the aim of smoothing the load curve or even controlling the consumption of  
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energy depending on its price-by-hour [3]. An important feature that these systems 
need to possess is the ability to adapt themselves to the users’ consumption profile 
and have the versatility to support decision-making in different situations. Identi-
fying consumption patterns within a sequence of events in order to forecast future 
peaks on the load curve, can help us achieve energy optimization.  

An appropriate way to understand the load profile of a building and infer new 
information can be through the use of ontologies and SWRL (Semantic Web Rule 
Language) [4] to classify the types of appliances and sensors and their operation. 

In this paper an Intelligent Energy Management System (INTELEM) is pre-
sented. This system comprises LEMUs, which are located in houses, and a central 
unit that receives data from a group of LEMUs via TCP/IP connections. This cen-
tral unit analyses the information using behavioral algorithms in order to design a 
strategy that can optimize the load curves. We introduce the grounds we will take 
as a starting point for the development of those algorithms.  

2 Data Mining for Forecasting Power Consumption 

The development of data mining techniques to forecast usual behavior and provide 
feedback in context constitutes a key factor to empower users to take control over 
residential power consumption. There are several factors that drive household 
power consumption behavior, such as energy-related attitudes, socio-demographic 
factors, energy prices, etc. van Raaij and Verhallen [5] suggest that habits can 
become alternative predictors of power consumption, because habits may resist 
the cognitive and financial drive and still prevail over rational alternatives. 

In this sense, Joana M. Abreu et al. [6] propose a methodology which demon-
strates that it is possible to use pattern recognition methodologies to find habitual 
power consumption behavior given the intrinsic characteristics of the users.    

The proposed work aims to achieve similar objectives but with a different ap-
proach. It presents the design of an intelligent system that will recognize power 
consumption patterns to automate the grid behavior in an efficient way, providing 
electricity supply when needed and saving as much energy as possible. The beha-
vioral algorithm will take as starting point the analysis of temporal energy con-
sumption data and the use of the building resources.  

3 INTELEM 

The Intelligent Energy Management System presented in this paper, is built upon 
an existing project called IntelliDomo1 [4]. It is a smart system able to control the 
devices of a home automation system automatically and in real time using SWRL 
rules and learning algorithms. 

                                                           
1 http://www.intellidomo.es 
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Figure 1 shows INTELEM architecture. As it can be seen, the CEMIS can take 
control of several LEMUs and is composed by two main modules: the Information 
Management Module (IMM) and the Energy Optimization Module (EOM). It’s 
important to remark that these LEMUs are distributed over different houses or resi-
dential buildings whereas the CEMIS is located at a central server, using a conven-
tional connection via TCP/IP to exchange information with all these LEMUs. 

  

 

Fig. 1 This figure shows the components of INTELEM architecture and their relations 

On the one hand, the CEMIS receives data from a group of LEMUs and stores 
it into a central database called EM_DB. On the other hand, the CEMIS will ana-
lyze the data logs with a behavioral algorithm in order to find energy consumption 
patterns and use this information to generate production rules which can optimize 
the use of the grid and save energy. Then these rules are stored into the QDS_DB 
database and managed through the IntelliDomoRules tool. Finally, once the rules 
are fired, the corresponding changes are transmitted to the affected LEMUs. 

3.1 Local Energy Management Unit 

The main function of this device is to control the energy consumption of a house 
or residential building. A LEMU is able to limit the power consumption peaks, 
which can take place due to start-up transients or high power devices operating 
during short-time intervals, by supplying extra energy from the ESS. As a result, 
the user could contract with the electric power company to reduce the level of 
contracted power that they would normally have without this device. As this con-
tracted power is usually included as a fixed cost in the electricity invoice, the user 
could have direct benefits. 

Apart from that, a LEMU can also decouple the consumed energy from the 
energy demanded to the grid. As far as time-of-use (TOU) rates are concerned, it 
would be possible to charge the ESS from the grid during the off-peak hours and 
then supply its energy to the devices during the peak hours. This way, a LEMU 
could work as a constant power load, by using the ESS to put the difference of 
energy between the energy demanded from the grid and the current level of energy 
consumed by the devices into the house. Figure 2 describes its main structure. 
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Fig. 2 This figure shows the structure of the Local Energy Management Unit 

Moreover, a LEMU is able to switch on/off the devices by using the X10 proto-
col to maintain the power consumption under an established limit, and it can also 
receive the X10 events sent by X10 sensors such as motion sensors. 

Finally, the LEMU has been designed to be integrated into an energy manage-
ment network, and it has the possibility of being connected to a central system in 
order to send local data, such as electrical magnitudes, the state of charge of its 
ESS or X10 events. The LEMU receives operation references from the central 
system such as power consumption limits, or some X10 commands. 

3.2 Central Energy Management and Intelligent System 

This central unit is in charge of coordinating the group of LEMUs which are dis-
tributed over the grid. It’s designed to be hosted in a remote server and its main 
objective is to efficiently manage the power consumption of a house through data 
mining algorithms. Basically, the LEMUs gather power consumption data through 
the sensors that are connected to the grid, sending that information to the CEMIS. 
Then the CEMIS can analyze it and use it to send control signals back to the LE-
MUs to coordinate their behavior and save energy. As stated in Section 3, the 
CEMIS has two modules to achieve those objectives: the IMM and the EOM. 

3.2.1 Information Management Module 

This module is continuously reading and storing into a database the information 
provided by the LEMUs. The data sent by the LEMUs can be values of electrical 
magnitudes, X10 events or the state of charge of an ESS. The electrical magni-
tudes are often sent every 5 seconds, whereas the other values are sent when a 
certain event takes place (e.g. an X10 sensor detects motion).  In order to better 
identify each type of information, it has been defined three different message for-
mat, all of them with the following structure: header field plus data field. 
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The X10 message format is as follows: header = “X10”, data = {house code, 
unit code, value}. The data field uses one character to represent the house code 
(A-P), two characters to describe the unit code (1-16) and three more characters to 
identify the value. The ESS message format has the following fields: header = 
“BAT”, data = state of charge (%). Finally, the power consumption message 
format uses the data field to store the value of electrical magnitudes (kW) and its 
header is “CON”. 

Otherwise, these messages are transmitted through a socket between each 
LEMU and the CEMIS. In this case, it’s the LEMU who takes the client role and 
the one who initiates the communication session with the CEMIS, which is wait-
ing for incoming requests. Once the socket is established, the LEMU will send  
data packets continuously, and then the IMM will process them and save the in-
formation into the EM_DB. This way, the database keeps a log of everything that 
happens inside the houses. Obviously, after each packet reception the IMM will 
response with an acknowledgement message. 

3.2.2 Energy Optimization Module 

The main objective of this module, whose algorithms are still in development, is 
to coordinate a group of LEMUs, optimizing the use of the grid and saving energy. 
To that end, this module incorporates data mining algorithms with the purpose of 
controlling the ESS charging time. These algorithms aim to discover the resident 
power consumption patterns and try to have the ESS prepared for those moments 
where the consumption is considerably high. With this information, the system 
could predict future demands on the grid and manage them with the best strategy. 
Figure 3 sums up the operation of this module. 

 

Fig. 3 This figure shows how the Energy Optimization Module works 

First of all, the EOM reads the log entries from the EM_DB database. These 
entries are composed of three fields; power consumption value, timestamp of the 
event and IP of the associated LEMU. Then the EOM selects a specific LEMU 
and sends the corresponding entries to the data mining algorithm (see section 4). 
After that, the algorithm will analyze this data set and look for frequent peaks in 
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the load curves, designing a strategy to coordinate the LEMUs and optimize the 
use of the resources. The way to carry out this strategy involves generating SWRL 
rules that automate the corresponding actions. As a result, the EOM will send the 
outcomes of the data mining process to the IntelliDomoRules tool. This one can 
build the rules and save them into the ontology and the database. 

The Signal Processing Unit (SPU) monitors the rules of the QDS_DB database. 
When a rule affecting a LEMU is fired, it sends a control signal to the associated 
LEMU. There are two types of control signal: one to control the charge of the ESS 
and another one to manage X10 devices. The control signals for X10 devices fol-
low the same format as that used in the IMM-LEMU communication, but now 
these signals can remotely modify the physical state of an X10 device. This type 
of signal is usually used to switch low-priority X10 devices off when the con-
sumption curve reaches a peak and there is not enough power supply in the ESS. 
Otherwise, the first type of signals has a header value of “BAT” and it uses the 
data field to store the ESS command, which would be “on” if the EOM wants to 
start the charge of the ESS or “off” if it wants it to stop the charge. To communi-
cate the SPU with a LEMU it’s necessary to create another socket. However, this 
time it’s the CEMIS who takes the role of the client and each LEMU will work as 
a server, listening for new requests. The SPU sends a control signal and then rece-
ives an acknowledgement response from the LEMU. Once the control signal has 
been transmitted, the socket is closed and the LEMU waits again for new requests. 

4 Data Mining Algorithm 

Data collected in a smart environment consist of readings by sensors and resident 
manual manipulation of devices. Each event from the data set is considered an 
action; the goal is to find relationships between them to better explain the circums-
tances that cause consumption peaks. The following algorithm is inspired in both 
Apriori’s Algorithm [7] and the Episode Discovery Algorithm [8]. 

Given a set E of events types, an action is a pair (A, t), where A ∈ E is an event 
type and t is the timestamp of the action. Each event type contains two attributes: 
the data source and the value of the source. An action sequence s on E is a triple 
(s, Ts, Te), where s = {(A1, t1), (A2, t2), …, (An, tn)} is an ordered sequence of ac-
tions such that Ai ∈ E ∀ i = 1, …, n, and ti ≤ ti+1 ∀ i = 1, …, n – 1. Further on, Ts 
and Te are timestamps, where Ts is called the starting time and Te the ending time, 
and Ts ≤ ti < Te ∀ i = 1, …, n.   

The main objective of this analysis of sequences is to find all frequent behavior 
patterns from a class of patterns with a suitable error rate. We are interested in 
those classes of patterns whose events involve power consumption peaks. The user 
defines the threshold that determines if a power consumption value can be consi-
dered as a peak. This threshold is referred as minimum consumption min_cp. Oth-
erwise the actions of a frequent pattern must take place close enough in time. The 
user defines how close is close enough by giving the width of the action range 
within which the pattern must occur. An action range is defined as a slice of an 
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action sequence. Formally, an action range on an action sequence s = (s, Ts, Te) is 
also a sequence of actions r = (r, ts, te), where ts < Te and te > Ts, and r consists on 
those pairs (A, t) from s where ts ≤ t < te. The length of the action range is te – ts 
and it is denoted length(r). Given a data set, the user provides an integer len and 
then the algorithm looks for frequent patterns using an action range r such that 
length(r) = len. To be considered interesting, the algorithm must focus on those 
action ranges containing a pair (A’, t), where A’ ∈ E is a type of event that 
represents a power consumption peak. 

The periodicity α represents the regularity of occurrence of patterns. In order to 
compute the frequency of a class of pattern, this algorithm considers several types 
of periodicity: daily, weekly, monthly, annual... 

A pattern p is described as a frequent and well-defined collection of actions oc-
curring together. It consists of a triple (N, ≤, g) where N is a set of nodes and g : N 
→ E is a mapping associating each node with an event type. The events in g(N) 
have to occur in the order described by ≤. The size of p, denoted |p|, is |N|. The 
nodes of the pattern need to have corresponding actions in the sequence such that 
the event types are the same, the order of the pattern is respected and it happens in 
the given action range.   

A group of actions is considered frequent when its frequency reaches a certain 
threshold referred as minimum support min_sp. It is the user who specifies how 
many times a collection of actions has to occur in a period of time to be consi-
dered frequent. Given an action sequence s, a periodicity α and an action range 
length len, the frequency of a pattern p in s is 
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where h(Ts, Te, α) is a function that counts the number of days of the time interval 
[Ts, Te) according to the periodicity α; e.g. if α represents a weekly periodicity, 
then for each week in [Ts, Te) it only counts one day. Therefore, a group of actions 
is a frequent pattern if f ≥ min_sp. As it was mentioned before, our system is inter-
ested in discovering all frequent patterns from a specific class of patterns, which 
are those related with power consumption peaks.  

Once the patterns are learned, the CEMIS could use them to obtain production 
rules that describe relations between different actions and forecast future con-
sumption peaks. The conversion of these patterns into rules was described in [4]. 

5 Conclusions and Future Works 

There are many opportunities to use INTELEM in Smart Houses or Buildings to 
achieve economic benefits and an optimized use of the distribution grid. These 
opportunities increase if the house or building has a distributed generation system, 
which is another factor that must be taking into account when defining the  
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operation strategy. In this sense, this work presents the bases of an intelligent 
energy management system that aims to achieve these objectives, describing the 
relations and the main features and functions of each component.  

At the present time, INTELEM can control several LEMUS to optimize the 
power consumption and manage smart home devices remotely. In our ongoing 
work, we’re building data mining algorithms upon the grounds presented here in 
order to coordinate the behavior of a set of LEMUS in an efficient way, so that we 
can optimize the use of the distribution grid in different houses at the same time 
while saving energy altogether. We will test these behavioral algorithms in differ-
ent scenarios to better understand their strengths and weaknesses.  
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Find It – An Assistant Home Agent

Ângelo Costa, Ester Martinez-Martin, Angel P. del Pobil,
Ricardo Simoes, and Paulo Novais

Abstract. Cognitive impaired population face with innumerable problems in their
daily life. Surprisingly, they are not provided with any help to perform those tasks
for which they have difficulties. As a consequence, it is necessary to develop sys-
tems that allow those people to live independently and autonomously. Living in a
technological era, people could take advantage of the available technology, being
provided with some solutions to their needs. This paper presents a platform that as-
sists users with remembering where their possessions are. Mainly, an object recog-
nition process together with an intelligent scheduling applications are integrated in
an Ambient Assisted Living (AAL) environment.

1 Introduction

Countries and societies evolve at a high rate leading to new social problems to be
dealt with. One of these problems is related to the population undergrowth in de-
veloped countries. The reason for that undergrowth lies on the fact that birth rate
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Guimarães, Portugal, Life and Health Sciences Research Institute (ICVS),
School of Health Sciences, University of Minho, Campus de Gualtar,
4710-057 Braga, Portugal, Polytechnic Institute of Cávado and Ave,
Barcelos, Portugal
e-mail: rsimoes@dep.uminho.pt
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is continuously decreasing, while life expectancy is increasing. For that reason,
from the current society model, two problems arise: medical response and economic
stability.

Speaking in terms of cognitive problems, the increase in elderly people implies
that the common problems affecting them, grow in incidence. Regarding economy,
country production has a severe setback: population cannot get the necessary in-
come to support everyone. Therefore, expensive services are beyond most of the
population.

In addition, the cognitive problems are very crippling in terms of independence.
What is more, these problems can lead to other health problems. So, for instance,
it is common to lose balance and, consequently, fall down. This fact could result in
broken bones and other diseases that can affect severely the elderly life, resulting
even in death (in extreme cases). In terms of daily life, a person needs constant
attention when the cognitive impairment is severe. That attention can be provided
by a personal caregiver or by living at a specialized institution. Consequently, these
people need little help in their everyday activities, allowing them to live alone, as
well as more cognitive aids like refreshing their memories, are required.

Elderly population does still not have all the help they need. For that, designing an
agent aiding people to remember where their possessions are at home is imperative.
This paper addresses the general directions for the design and implementation of
an intelligent agent aimed at this issue. We present a modular architecture such that,
from visual information gathered at home by a set of cameras, the agent will provide
the user with the location of their most common possessions like their keys.

2 General Directions of AAL-Related Research

Ambient Intelligence can be defined as the research focused on sensitive and res-
ponsive electronic environments, involving the user. That is, it is aimed to provide
people with technological solutions to help them from perceiving and analyzing
their environment. As part of the AmI area, we can find the Ambient Assisting Li-
ving (AAL). In particular, the AmI covers all the electronic devices, while the AAL
is focused on any user with disabilities and his/her home.

Despite the AAL progress, it is still a diffuse area because each project is aimed
at solving a particular task, but not at being part of a whole integrated environ-
ment of services. Consequently, the lack of cooperation between the developed
projects results in a group of services that do not communicate each other, loosing
precious features that could outcome from projects’ fusion. Furthermore, without
well-established standards, it is nearly impossible to integrate different projects into
a more complete, practical system. On this matter, Norgall et al. [20] analyzed the
latest developments and standards on this topic. In this study, they proposed some
advices on development as well as future global standards. Among them, it should
be pointed out the architecture, communication and physical implementation. The
AAL4ALL project is a pioneer on this topic. It is a consortium of technological
and medical partners that work on producing and implementing complete AAL
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platforms. These platforms can be used in user’s home, in a hospital or at a day-
centre [26]. The multi-agent system is able to connect different developments in
the same platform, integrating them in a unified service. So, information can be
exchanged and linked resulting in more complex and sophisticated services [1].

From this starting point and keeping in mind the user’s needs, we propose a
complete, modular system to assist a user in remembering his/her activities as well
as all the required possessions before leaving his/her home (e.g. home keys) and
where they are, if necessary. With that aim, we present a multi-agent home platform
where a vision module for object recognition and location is integrated. So, the
implemented multi-agent platform is presented in Section 3, while the vision module
is described in Section 4. Finally, some conclusions and future work is discussed in
Section 5.

3 Multi-Agent Home Platform

The multi-agent home platform, which consists of a HAN (Home Area Network)
and BAN (Body Area Network), monitors and helps a person to perform their
daily tasks. Every module contains, at least, two agents: one for action control;
and another for communication. Note that, in a further stage, some sensors could be
attached to user clothes for capturing their body signs.

The iGenda project is one part of this system [7, 8]. It offers a mobile system
(on a Smartphone), in terms of interface, to the user, that is, it provides an intel-
ligent schedule system and an appealing interface. The scheduling system handles
new events sent from different users or platforms, and leisure events. In addition, a
profiling system has been integrated to improve the decision module. The module is
connected to the server framework for sending and receiving information about the
operations and actions occurring within the platform, as shown in Fig. 1.

Fig. 1 iGenda modules and systems overview

Since the mobile platform is implemented over the Android operating sys-
tem [22], it has full support to the Google services, including calendar, email and
chat. With the aim of a successful performance, the system must be permanently ac-
tive, even when there is no connection with the server. Therefore, the system is com-
posed of different agents managing each feature. Mainly, these agents are divided
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into communications, logic decisions, interface bridging and database management.
Among all these features, the profiling system is the most important to this project
merging action.

The profiling system consists of an agent integrated in the scheduling module.
This agent is in charge of controlling the module learning process by keeping all the
information relative to user interactions. That is, all the received user edits and sends
of events are registered in an event history [13]. Two types of learning systems are
used to emulate the user preferences: Case Based Reasoning (CBR) and Bayesian
Networks (BN) [17, 27].

With the aim of making the concept clearer, think about the traveling salesman
problem. It has the same implementation foundations, evolving to a multi-level
weighted graph. Thereon, heuristic compounds allow to creating probabilistic com-
putational tree for each event. In terms of tree limitation or pruning, a trust value of
80% is used to constrain the fractal evolution. That is, the sum of three or less tree
vectors must be above 80%, where the vectors refer to the number of times an event
has been used to modulate the user’s decision. Another highlighting feature of the
profiling agent is keeping the overall user’s preferences since this information could
be useful for other modules. For instance, tracking the common user’s objects and
their location makes easier to provide information about them to the user. Therefore,
when an object is required for performing an activity, the object recognition system
could be used to remind where it is.

The goal is to open a path to connect other projects with the iGenda. That is,
opening a way to share the information that both projects have. As previously stated,
our perspective relays on joining developments, not on building a new project. Due
to the nature of the iGenda project and its aim, an object recognition feature is the
best solution to aid the user locating objects. Thus, it can result in the following
scenario: if the user needs to exit its home he/she has to take the house keys, thus,
the platform can warn the user that the keys are needed and, at the same time, show
where they are.

4 Object Recognition and Location

Object recognition is one of the most important problems in Computer Vision. For
decades, researchers have introduced many algorithms in the hope of building sys-
tems with the ability of visually perceiving their surrounding environment. In recent
years, with the advances in neuroscience and the discoveries about how the hu-
man vision system processes visual information, computer scientists got focused
on mapping those findings to build computational models emulating human object
recognition [11]. Some developed models as those based on the visual primate sys-
tem [18], have produced admirable results. However, it could not perform well in
some situations as cluttered scenarios and/or with partially occluded objects.

So, the issues to be solved can be summarized as: object recognition at any time;
and object location within the whole home. Therefore, any time a user enters his/her
home, the agent is surveilling his/her possessions such that they are recognized and
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tracked along the time. In that way, in the case the user forgets where he/she has left
a certain possession, the developed module can accurately provide its location.

In this context, the first issue to be solved refers to object recognition. Basically,
it implies two different tasks: object detection and object identification. So, on the
one hand, object detection refers to the ability of identifying the presence/absence
of certain objects in an image. Given its importance for a wide range of visual ap-
plications, research on this topic has taken a number of forms. For instance, several
approaches have built models of the objects to be detected (e.g. [9, 24]). Mainly,
these techniques consist of learning a model of the interest objects in advance from
a large set of training images. These saved images show the object in different
poses and from different viewpoints. Although it could be a good solution for some
kind of objects, it is difficult to learn models of objects with a high dimensiona-
lity and/or with a rich variability in their motion. On the contrary, other approaches
have been proposed depending on the considered visual features such as shape [21],
colour [19, 23], texture [4], appearance [5], motion [6], patch [12] or gradient [10].
Nevertheless, it is difficult to design a robust method based on visual features when
working on real scenarios where different factors such as occlusions, changes in
illumination, different viewpoint, or dynamic backgrounds (e.g. waving trees, mo-
ving curtains, or blinking screens), can make them miserably fail. As a solution,
background removal algorithms have been developed (e.g. [2, 25, 16]). Basically, a
statistical background model, built after observing a scene during several seconds,
is used to identify objects of interest. Nevertheless, these techniques present some
drawbacks to be overcome such as everything seen when the background model is
being built is considered background; no sudden changes in illumination occur du-
ring the whole experiment; an object which appeared in the scene and then stopped
moving for a period of time can be modelled as a part of the background; and, the
resulting binary image segmentation of the image only highlights regions of non-
stationary objects.

As a consequence, a mechanism for object detection in real-life scenarios has
to be deployed. Keeping in mind that objects to be identified are left to any place
by a person, motion is considered the primary cue for object detection. That is,
this method is based on the idea that a person is leaving their possessions while
they are moving around their home. Therefore, we have implemented a new ap-
proach [15, 14] able of managing a training period with foreground objects, adap-
ting to minor dynamic, uncontrolled changes (e.g. the passage of time, blinking of
screens or shadows), adapting to sudden changes in illumination and distinguishing
between target objects and background in terms of motion and motionless situations.

On the other hand, once objects are detected in a captured image, object iden-
tification is the next step. On this matter, the key issue is determining which cha-
racteristic visual information allows us to uniquely identify such target objects. For
that reason, although motion allows the system to robustly detect possessions in
an image sequence, other features must be used. Despite the wide variety of exis-
ting approaches based on visual features [3], they are inappropriate for our purpose
because they provide a variable number of features to describe an object. Thus,
a high number of features results in a high space-consuming application, whilst a



126 Â Costa et al.

Fig. 2 iGenda and Object Recognition system overview

low one would provide inaccuracy. Moreover, the detection of substantial occlusion
levels requires a large number of key points leading to a high computational cost.
What is more, the relationship existing between the number of visual features and
the number of objects to be tracked constrains the application. For that reason, in
this work, shape, colour and size are used. Consequently, our object representation
is composed of these three visual features that are modelled taking into account
the variability of their values due to viewpoint changes and different illumination
conditions.

The final stage of this process refers to object location within user’s home. In this
case, the geometry of multiple cameras is exploited to obtain the 3D object pose.
Therefore, considering the most common lost objects (i.e. the keys, the wallet, the
glasses, etc.), a distinctive representation of each of them is being designed and used
by the visual agent. So, it can extract information about possession location from
the visual input provided by a heterogeneous set of cameras composed of colour
traditional and fisheye devices.

5 Conclusions and Future Work

In this paper, a modular system to aid people in remembering their scheduled tasks
as well as all the objects required to perform those tasks, is presented. For that,
a vision module for object recognition and location is integrated in a multi-agent
home platform. This integration is based on the agent concept, which allows to
overcoming the great difference between the module internal data-flow. In that way,
the proposed system lays the foundations for a compliant AAL ecosystem aimed at
assuring the fusion of singularly developed projects with the purpose of getting new
features in different environments and platforms.

Therefore, on the one hand, the multi-agent home platform will handle the in-
formation about the requested object, searching relations in the user information
database, and managing the user interfaces to accommodate new information. An
aftereffect can be the introduction of a user’s home map in the interface where the
object in need can be easily located by showing in which part of the house it is.
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On the other hand, the vision module will recognize and locate the target ob-
jects. So, while object recognition considers object shape, colour and size from a
segmented image based on a background model, the object location exploites the
geometry of the camera set to properly estimate 3D object poses.

The future work will be in terms of developing the communication structures and
the intergration with the scheduling system. New agents and modules must be built
to process the new incoming data and the bilateral trade of information. The key
issue of the development is that the current core systems of both modules do not
have to be changed to receive the new agents. The technological aim is to change
the least possible the developed systems and to implement new features. Therefore,
validating the proposal of building a stable AAL platform establishes two different
projects.
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Efficient People Counting from Indoor
Overhead Video Camera

Juan Serrano-Cuerda, José Carlos Castillo,
Marina V. Sokolova, and Antonio Fernández-Caballero

Abstract. This article introduces a system for real-time people counting. People
counting is a challenging topic in the surveillance domain. The proposed system
is built from INT3-Horus, a multi-agent based framework for intelligent monitor-
ing and activity interpretation. The system uses an indoor overhead video camera
that detects people moving freely in a hall or room. The people counting system is
flexible in detecting individuals as well as groups. Counting is independent of the
trajectories and possible occlusions of the humans present in the scene. The initial
results offered by the system are very promising in terms of specificity, sensitivity
and F-score.

Keywords: People counting system, Overhead video camera setup, INT3-Horus
framework, Multi-agent system.

1 Introduction

People counting has been widely addressed during the last few years, mainly for
surveillance applications [1], [11]. This paper is focused on a system that calculates
in real-time the number of people that are present in a given scenario, monitored
by an indoor overhead video camera overlooking a scenario such as a hall or room
[13]. People move freely, as there is no clear entrance/exit at the monitored scene.
Also, there is no initial limitation in the number of people to be detected; single
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Departamento de Sistemas Informáticos & Instituto de Investigación
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humans appear in the scenario and also groups of people are allowed. An uncali-
brated overhead camera is used to avoid the majority of occlusions present in lateral
video camera installations.

The people counting system described in this paper has been developed from
INT3-Horus, a multi-agent based framework for intelligent monitoring and activity
interpretation. The paper introduces a description of the INT3-Horus framework, its
particularization to develop the people counting system, and some promising results
of the setup of the indoor overhead camera application.

2 From INT3-Horus Framework to People Counting System

This section starts with a general description of INT3-Horus. Then, the general
structure of the people counting system is described. Finally, each level used for
people counting from an indoor overhead camera is described extensively, with spe-
cial focus in the algorithms developed to perform this specific task.

2.1 The INT3-Horus Framework

INT3-Horus is conceived as a multi-agent based framework to carry out monitoring
and activity interpretation tasks [6, 7, 8]. This is an ambitious goal given the huge
variety of scenarios and activities that can be faced [10, 3, 16]. The framework
establishes a set of operation levels where clearly defined input/output interfaces
are defined. Inside each level, a developer places his/her code, encapsulated in a
module in accordance with the operation performed. Although a set of levels are
proposed in INT3-Horus to cover all the steps of a generic multi-sensor and activity
interpretation system [12, 15, 5], the philosophy underlying the framework allows a
flexible set of levels to be adapted to a given final system [2, 4].

The framework infrastructure as well as the modules layout is based on the
Model-View-Controller (MVC) paradigm [14], which allows to isolate the user
interface from the logical domain for an independent development, testing and man-
agement. The MVC paradigm divides an application into three main entities, defin-
ing their main roles as well as the connections among them. Model manages the
application data, initializes objects and provides information about the application
status. In event-driven systems, the Model informs the View and the Controller about
information changes. View provides a representation of the Model information (per-
forming just simple operations) to fit user requirements. Finally, Controller receives
the inputs to the application and interacts with the Model to update its objects, and
with the View to represent the new information.

Despite of the many benefits provided by the MVC paradigm, the union of the
business logic and the data model presents a drawback when it comes to add new
functionalities to the framework. To solve this issue the traditional MVC is extended
for INT3-Horus, creating a new component to house each module’s specific opera-
tion (see Fig. 1 on the right). This way, each framework user receives a template with
a series of components which are already integrated into INT3-Horus. The main task
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Fig. 1 Model-View-Controller representation. The left image shows the traditional MVC
layout. The right image shows the extended MCV.

for the integration is to introduce the code into the component named “Algorithm”
and tune up the rest of components if needed (e.g. adding controls to the module’s
View or data structures to the local Model). The module’s controller provides the
connections to the framework and the access to the global data model as well as the
signals to control the execution.

In this sense, the framework allows easy code integration, providing users with
module templates to put their code into them. These templates already have the
necessary connections to access the rest of INT3-Horus components, not only the
data model or the user interface, but also the controller to trigger each module’s
execution.

Together with the easy addition of new functionalities, a state of the art frame-
work for monitoring and activity detection must take into account several informa-
tion sources (sensors) and INT3-Horus is not an exception. These sources are mainly
related to image sensors since they are the most widespread for monitoring tasks;
but other sensor technologies, like commercial sensors and wireless sensor networks
(WSNs), are also integrated to show the generic purpose of INT3-Horus.

2.2 INT3-Horus Levels for People Counting

The main goal of an efficient people counting system is to obtain the number of
humans inside the field of view of a camera. In this particular case, we describe
a system based on an indoor overhead camera with the highest possible accuracy
when counting people. For this purpose, four processing levels are selected from
INT3-Horus framework. The lower one is in charge of collecting data from a over-
head camera (acquisition). The next level, segmentation, uses an approach based
on background subtraction to isolate the humans in the scene. Some filtering and
heuristics are applied in the next level, blob detection, to enhance segmented hu-
mans, dealing with false positives and splitting groups of people into individuals.
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2.2.1 The Data Acquisition Level

At acquisition level, a specific module is in charge of capturing images from
Axis cameras. This module uses VAPIX (http://www.axis.com/techsup/
cam servers/dev/index.htm), an HTTP-based application programming
interface that provides functionality for requesting images, controlling network
camera functions (pan-tilt-zoom, relays, etc.) and setting/retrieving internal param-
eter values. The proposed people counting system only needs images obtained from
a networked camera.

2.2.2 The Segmentation Level

The main objective of the segmentation level is to perform the initial detection of
the humans present in the scene. An adaptive Gaussian background subtraction is
performed on input image IZ obtained from the indoor overhead camera, as shown in
Fig. 2(a). The subtraction is based on the OpenCV implementation of a well-known
algorithm [9]. The algorithm builds an adaptive model of the scene background
based on the probabilities of a pixel to have a given color level. An example of this
model is shown in Fig. 2(b). A shadow detection algorithm, based on the computa-
tional color space used in the background model, is also used. After the background
segmentation is performed, an initial background segmentation image IB is obtained
as shown in Fig. 2(c).

However, the resulting image contains some noise which must be eliminated. For
this, an initial threshold θ0 (experimentally fixed as a 16th of the number of possible
gray levels in the image) is applied, as shown in equation (1):

IT h(x,y) = { min , if IS(x,y)≤ θ0, max , otherwise (1)

and

θ0 =
max
16

(2)

where min is fixed to 0 (since we are obtaining binary images) and max is the max-
imum gray level value that a pixel can have in IB (e.g. 255 for an 8-bit image).

After this operation, two morphological operations, namely opening and closing,
are performed to eliminate the remaining noise of the image, obtaining IS as shown
in Fig. 2(d). After the first noise reduction, the number of white pixels (correspond-
ing to possible humans) is counted in the image. If this value is greater than a 50% of
the area of the image during a predefined amount of time Δ t (usually one second), it
is estimated that a big lighting change has occurred in the scene (e.g. a light switch
turned on/off or a door was opened/closed). In this case, the algorithm is initialized
to build a new background based on the new lighting conditions of the scene.

http://www.axis.com/techsup/cam_servers/dev/index.htm
http://www.axis.com/techsup/cam_servers/dev/index.htm
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Fig. 2 Images generated by the segmentation level. (a) Current frame. (b) Background model.
(c) Foreground. (d) Segmented image.

2.2.3 The Blob Detection Level

Now, human candidates must be extracted from binary image IS, paying special
attention to the existence of groups of people. For this purpose, the concept of region
of interest (ROI) is explained. A ROI is defined as the minimum rectangle containing
a human. It can be characterized by a pair of coordinates (xmin,ymin),(xmax,ymax),
corresponding to the upper-left and lower-right limits of the ROI, respectively. All
detected ROIs are used to annotate the humans detected in the scene in a list LB.

In first place, human candidates are extracted from the scene. With this objective,
connected components (blobs) are extracted from IS. Next, blobs with a ROI area
lower than Amin (with a value experimentally fixed according to scene features such
as the scene area or the height where the camera is placed) are discarded. A new
area threshold AG is also established based on similar factors. Blobs with a ROI area
lower than AG are considered to contain a single human and the ROI containing it
is enlisted in LB. Otherwise, blobs BG with a ROI area greater than AG are analyzed
separately, since they are considered to possibly contain a group of humans. Now,
each human belonging to these groups is extracted individually. To do so, a new
subimage IG is created containing the ROI delimiting BG, as shown in Fig. 3(a).
Then, a new series of morphological openings are performed, since occlusions are
less frequent in an overhead view than in a lateral view, obtaining a new image IG.
An example of the result of these operations is offered in Fig. 3(b). Next, blobs are
searched in this new image. Now, blobs with an area greater than Amin are annotated
in a list of group blobs LBG , whilst the others are discarded. If, at the end of the
search, LBG is empty, the original ROI with the blob BG is enlisted as a single human;
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Fig. 3 Results of the blob detection level. (a) Original ROI. (b) Separated ROIs. (c) Final
Result.

but, it will be marked as a possible group that could not be separated. Finally, the
blobs from LBG are enlisted in LB, where the number of humans in the scene (people
counting) is the number of blobs contained in LB. The detected humans in the scene
are shown in Fig. 3(c) for this running example.

3 Data and Results

Three different video sequences were recorded from an Axis camera to test our pro-
posal. The first sequence shows different people walking along a hallway (individu-
ally or in groups of two or three individuals). Generally, the people do not stop and
do not cross their paths, except for the final frames of the video, where two people
meet and talk for a while in the center of the scene and another person approaches
them (see Fig. 4(a)). The second sequence is similar to the first one, although more
occlusions appear as different people intersect their paths. Another meeting takes
place in this second video; this time, there are three people remaining still in the
scene for a minute without being added to the background model. An example of
the group separation in this sequence is shown in Fig. 4(b). The final sequence is
the most complex one. In this video, up to five people appear in the scene, crossing
and intersecting their paths, which results in a greater amount of occlusions than
in the previous sequences. They also meet for two minutes without being added to
the background, and partially occluding themselves. Nevertheless, they are detected
most of the time as shown in Fig. 4(c).

Table 1 shows some quantitative results extracted from the three sequences. In
order to evaluate the performance, we have used measures of specificity, sensitivity
and F-score. These are usual statistics in image processing, calculated as shown in
equations (3), (4) and (5) respectively.

speci f icity =
TP

TP+FP
(3)
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Fig. 4 Qualitative results for the three recorded sequences. (a) Video 1. (b) Video 2. (c)
Video 3.

Table 1 Results of people counting in different video sequences

Sequence Humans
in the
sequence

Humans
detected

T P FP FN Specificity Sensitivity F-score

1 1060 1024 1001 23 59 0,944 0,978 0,960
2 1698 1702 1656 46 42 0,975 0,973 0,974
3 3199 3274 3128 146 71 0,978 0,955 0,966
Total 5957 6000 5785 215 172 0,971 0,964 0,967

sensitivity =
T P

TP+FN
(4)

F − score =
2 ∗ speci f icity∗ sensitivity
speci f icity+ sensitivity

(5)

where T P (true positives) is the number of correct detections in the scene, FP (false
positives) is the number of humans detected but actually not present, and FN (false
negatives) is the number of humans present in the scene that have not been detected
by our algorithm.

Notice that the results are really outstanding. The first sequence shows worse
results since several small lighting changes took place during the recording. Also
small misdetections have greater impact in the final statistics as less humans appear
in this sequence than in the later ones. It is also important to highlight that the results
of the final sequence show the difficulty of the video, since a lot of humans appear
and they are occluding themselves most of the time.
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4 Conclusions

This paper has introduced an efficient people counting system. The system based on
an indoor overhead camera counts the number of people that are present in a given
scenario in real-time. There is no restriction in the motion of the people. Even, there
is no limitation in the number of people to be detected. The people counting system
accepts individual as well as groups of people.

The people counting system described in this paper has been developed from
INT3-Horus, a multi-agent based framework for intelligent monitoring and activity
interpretation. The paper has demonstrated the usefulness of the framework and the
accuracy of the developed system.
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Abstract. ICU units are a good environment for the application of intel-
ligent systems in the healthcare arena, due to its critical environment that
require diagnose, monitor and treatment of patients with serious illnesses.
An intelligent decision support system - INTCare, was developed and tested
in CHP, a hospital in Oporto, Portugal. The need to detect the presence or
absence of the patient in bed, in order to stop the collection of redundant
data concerning about the patient vital status led to the development of an
RFID locating and monitoring system - PaLMS, able to uniquely and unam-
biguously identify a patient and perceive its presence in bed in an ubiquitous
manner, making the process of data collection and alert event more accurate.
An intelligent multi-agent system for integration of PaLMS in the hospital’s
platform for interoperability (AIDA) was also developed, using the character-
istics of intelligent agents for the communication process between the RFID
equipment, the INTCare module and the Patient Management System, using
the HL7 standard embedded in agent behaviours.
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1 Introduction

HealthCare is an area of constant development towards better patient treat-
ments and better quality of service provided. New demands are constantly
arising, and computer technology is in the frontline of the responses to those
demands, not only in the field of medical assistance, but also in an administra-
tive and organizational point of view. Yet, classical computation paradigms
fall short when trying to model an environment with a large number of
users and complex processes and interactions [4].Multi-Agent Systems (MAS)
stands as an emerging technology focussing on the modelling, design and de-
velopment of complex systems. The use of intelligent agents in Medicine has
been shown as a complementary technique to improve the performance of
computer-based systems, in terms of interoperability, scalability and recon-
figurability. Moreover, it is one of the main topics of international conferences
in Artificial Intelligence (AI). Centro Hospitalar do Porto (CHP), a hospital
facility in Oporto, in the north of Portugal, has developed and implemented
INTCare [7] an intelligent decision support system (IDSS) for the Intensive
Care Unit (ICU), aiming the real-time monitoring of patients, predicting the
dysfunction or failure of six organic systems within a short period of time,
and the patient outcome in order to help doctors deciding on the better
treatments or procedures for the patient. This system fails when the patient
is out of bed. The data generated by the monitoring system becomes redun-
dant when there is no one to monitor, and computational resources can be
spared. INTCare uses the agent paradigm in the process of collection, analysis
and process of data acquired in each bed from the unit.

This article is divided into five sections. Besides this introduction section
where a brief description is given about the problem being dealt with and the
project description, in section 2 we talk about the technologies that stand on
the basis of the project, presenting some literature background and state-of-
the-art of the interoperability and HL7 as a standard to overcome that issue,
and the characteristics of intelligent agents and multi-agent systems. Section
3 relates to the INTCare project developed in CHP, its main characteristics
and goals. PaLMS system is described in Section 4, where the method of mes-
sage exchange between agents driven by different events, triggered according
to specific situations is explained and detailed. Section 5 presents some con-
clusions about the project and the future work expected to be done in order to
improve the project itself, and some hospital developments achievable using
RFID technology and HL7 messages embedded in intelligent agents.

2 Background

Even with the ongoing increase in hospitals use of computerized tools such
as powerful hospital information systems and connected laboratory results,
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these tools are not sufficient and new technologies should support a new way
of envisaging the future hospital [2].

2.1 Multi-Agent Systems

Agents and the Agent-Oriented Programming are concepts correlated to the
field of Artificial intelligence, and their importance is growing in the health-
care environment, namely in the ”quest” for interoperability. Shoham, Y. de-
scribed in 1993 [10] an agent as ”an entity whose state is viewed as consisting
of mental components such as beliefs, capabilities, choices and commitments”.
The use of intelligent agents in Medicine has been shown as a complementary
technique to improve the performance of a computorised system in terms of
interoperability, scalability and reconfigurability [5].

2.2 Interoperability

One of the medical informatics’ concerns nowadays is to ensure interoperabil-
ity. With the grow of medical organizations, the need to manage information
between many components also increases, and the most common scenario is to
find such organizations with specialist sub-domains, each with its own vocab-
ulary, knowledge base and software applications. These sub-domains contain
multi-platform, multi-vendor application wrappers built around multi-variate
data sources further adds to the complexity [6]. Besides, citizens move nowa-
days more often from one country to another for work or leisure fact that
made the semantic interoperability1 of electronic healthcare records (EHR)
systems a major challenge in eHealth. The semantic interoperability was, in
fact, the target of recommendations from the European Commission [3].

2.3 AIDA

AIDA stands for Agency for Integration, Diffusion and Archive of medical
information, and was created by researchers both from University of Minho
and CHP. AIDA can be described as an agency that provides intelligent
electronic workers (agents) that present a pro-active behaviour, and are in
charge of tasks such as: communications among the sub-systems that make
the whole one, sending and receiving information (e.g. medical or clinical
reports, images, collections of data, prescriptions), managing and saving the
information and answering to information requests, in time [1].

1 Semantic interoperability of clinical information can be defined as the ability of
information systems to exchange and understand clinical information indepen-
dently of the system in which it was created.
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Fig. 1 Illustration of the five differ-
ent types of input data to the INTCare
system

Fig. 2 ICU equipped with RFID an-
tenna and screens to data consult and
analysis from the medical staff

3 INTCare

INTCare is an Intelligent Decision Support System (IDSS) developed for
Intensive Medicine, with the main goal of predicting the organ failure and
outcome in real time, improving the health care by allowing the physicians to
take a pro-active attitude in the best interest of patients. INTCare, developed
and fully implemented in CHP, is capable of predicting organ failure proba-
bility, the outcome of the patient for the next day, as well as the best suited
treatment to apply. Due to the new fine-grained time response requirements,
it is very useful to have models to predict values for the next hour, which
means that the system should be adapted to real-time data [9] [7].

INTCare project has five data sources concerning about the patient mon-
itoring process and data management, described in Figure 1 [7] [11].

This system uses a Knowledge Discovery in Databases (KDD) process. In
order to model information for KDD processing, there are some requirements
that should be met: [9] [7]: Online Learning, Real-time, Adaptability, Data
Mining Models, Decision Models, Optimization and Intelligent Agents.

4 PaLMS

When patient leaves the ICU for an exam, for the operating room, or any
other place while technically he hasn’t discharged the unit, a problem occurs.
The alert system developed inside the INTCare to alert the medical profes-
sionals about the patient condition enters in a warning state, but no patient
is in the bed. One of the causes is that some patient vital data collected gets
out of the normal parameters when analyzed, thus starting the alert process.
Other problem related to the patient’s absence concerns about the compu-
tational resources used to analyze data in the case described earlier, when
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the patient is not in the unit. Analysis of vital signs are made, information
is stored, but this data is simply redundant.

A system that perceives the patient presence in bed is needed. This per-
ception of the physical environment by computation entities invokes Ambient
Intelligence. We propose an intelligent system embedded in the environment,
able to detect the patient presence in bed through a wireless technology: the
radio-frequency identification. At this first stage of implementation, a sin-
gle antenna is installed on the bedside of each bed in the ICU, assuring the
full-bed coverage by the RFID beam emitted by the antenna. A study may
be realized in order to test the RFID accuracy using a single antenna, and
the possibility of placing two antennas to optimize the process is also to be
considered, depending on the study’s results. In both cases, a patient in the
bed can be monitored, by simply using a bracelet containing one RFID tag.
This way, the patient can be identified uniquely and unambiguously.

This method of patient identification and his detection in the unit must
have a way to be connected to the hospital’s Patient Management System
(PMS)2, so that the process of patient admission and discharge, the RFID
reading tag process, the INTCare data acquisition and the alert system all
work together, in a synchronous way. When a patient is in the bed, the whole
system must: 1) gather the patient vital sign data in order to be monitored
and processed; 2) have its alert system enabled to detect abnormalities in the
patient’s vital signs; 3) have the RFID monitoring the patients presence in
the bed, and if not, stop the earlier processes.

4.1 Event-Based Model

To manage all the communication between the different systems, we have
chosen a multi-agent system, using intelligent agents and their unique capa-
bilities to handle the information exchange. A system of messages are in the
basis of the communications, informing each system about possible changes
about the patient. These changes were considered in the present work as
events. The five far most usual events occurring in the patient cycle inside
the healthcare facility, since the patient arrival until his departure, are con-
sidered to be admission, discharge, transfer, leave of absence and return from
leave of absence.

4.2 Multi-Agent System

The process of communication chosen, as it was said before, was a message
exchange between entities, receiving and reacting accordingly to the char-
acteristic of the message. This was the main reason under the option for
intelligent agents. Their behaviour capabilities enable them to have different

2 In Portugal, the patient management system adopted and implemented in almost
all of healthcare institutions is SONHO [8]
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Table 1 Description of the events used in PaLMS

Event Description

Admission Event (AE) Event sent by AIDA to the ICU informing the ad-
mission of a patient, and an unused EPC code to be
inserted in the RFID tag, to place in the patients’
arm.

Discharge Event (DE) Event sent by AIDA to the ICU informing the dis-
charge of the patient, and the corresponding RFID’s
EPC code.

Transfer Event (TE) Event sent by AIDA to the ICU informing the transfer
of a patient to another unit, and the corresponding
RFID’s EPC code.

Leave of Absence Event
(LoAE)

Event sent by AIDA to the ICU informing the leave
of absence of the patient, as he goes, for instance, to
take an exam outside the ICU, and the corresponding
RFID’s EPC code.

Return from Leave of Ab-
sence Event (RLoAE)

Event sent by AIDA to the ICU informing the re-
turn of the patient to the ICU, and the corresponding
RFID’s EPC code.

Warning Event (WE) Event sent by the RFID equipment to the ICU warn-
ing about the fail to detect the tag in the ICU bed,
and the corresponding RFID’s EPC tag.

Fig. 3 Description of the communication of the three modules inside AIDA

reactions according to the need expressed to them. In our case, when we send
a message informing the admission of a patient, the entity must react in a
different manner than if we are dealing with a discharge event.
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5 Conclusions and Future Work

Being still in a development stage, PaLMS brings together many emergent
technologies in healthcare in order to solve the problem we were dealing
with: the need to recognize and monitor the patient presence in a specific bed,
optimizing another system for medical assistance. Further to the development
stage, tests will be done to evaluate the potenciality of such type of monitoring
system and the possible failures. Although, multi agent systems bring many
advantages if properly adapted, assuring the system persistence, versatility
and reliability. Having HL7 embedded in the process of message exchange
has so far bring no disadvantages nor problems in the process.

This type of monitoring system using RFID can be applied and tested in
other units, to monitor the patients movements inside the hospital or in any
particular unit, to track a specific doctor needed at that time, etc. As the
main framework is developed, such RFID systems are able to be inserted and
implemented in the hospital facility, speeding up the process. The fact that
intelligent agents are evolved with the hospital core of information, such as
the patient management system, enables the hospital to get this kind of infor-
mation collected by RFID systems available and capable of communication
with any other system or unit, making the whole process interoperable.

An aspect that will require attention is the data persistence between the
agent communications. Since we are dealing with patients, specially in the
ICU, having their life at risk, such system cannot be unprepared to possible
failures, systems containing the agents being shut down, losing the informa-
tion about the start or stop or readings of the RFID or INTCare. Therefore,
a way to store information about the agent status, agents received and sent
messages, etc, is being prepared through data storage in databases.
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Abstract. We advocate Self-Explanation as the foundation for the Self-* properties.
Arguing that for system component to have such properties the underlining foun-
dation is a awareness of them selfs and their environment. In the research area of
adaptive software, self-* properties have shifted into focus pushing ever more de-
sign decisions to a applications runtime. Thus fostering new paradigms for system
development like intelligent agents. This work surveys the state of the art methods
of self-explanation in software systems and distills a definition of self-explanation.

Keywords: Self-Explanation, Self-*, Intelligent Agents, Self-CHOP.

1 Introduction

The development of distributed systems in heterogeneous environments is a chal-
lenging task for humans [12]. As a matter of fact, the management of such sys-
tems where different parties at different times make use of different technologies to
reach their goals becomes ever more difficult. Additionally, systems can dynam-
ically change due to the presence or absence of agents, services and/or devices
leading to configuration problems as well as to the occurrence of emergent behav-
ior meaning behavior which are not pre-programmed into the systems. To address
the arising issues, developers attempt to shift evermore details to the application’s
runtime enabling the system to adjust their internal states as a result to exogenous
and/or endogenous influences [14, 13]. In this process, the exogenous influences
can be identified as the context the system is embedded in, whereas the endoge-
nous influences stem from the system itself. Here, the identification and reaction
as response to an influence depends on several self-* properties [23], where the
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initial set is known as self-CHOP (configuring, healing, optimizing, protecting) [11].
Admittedly these properties are rather high-level and can be distinguished into sev-
eral basic properties, where one of this is Self-Explanation. Self-Explanation is in-
spired not only from biological systems but also by the field of social science. In
this context, self-explanation is defined as an ability “of explaining to oneself in
an attempt to make sense of new information, either presented in a text or in some
other medium” [4]. Commonly, explaining events, intentions and ideas is a well-
known way of communicating information in everyday life. On the one hand, the
explaining entity is able to impart knowledge to some audience. On the other hand,
the audience is able to understand and comprehend the explainer’s intentions and
they may even understand the explainer’s course of actions. The goal of this work is
to foster the understanding about the self-explanation property, specialized on multi
agent systems where the description an agent can provide about itself, is interpreted
as a explanation. Therefore we will provide an overview about the research field
and the requirements we identified. In addition, we will introduce a formal defini-
tion of self-explanation and a metric enabling to decide which description is more
self-explanatory.

2 Self-Explanation in a Nutshell

In the Cambridge Dictionary1 the term to explain is defined as “to make something
clear or easy to understand by describing or giving information about it”. By ex-
amining this definition we notice that explaining is the act of giving information
about an subject of interest to an audience with the intend to foster both the know-
ing and the understanding of the subject of interest. Going back to the initial set of
self-* properties one can imagine that self-explanation injects momentum not only
to the self-configuration but also to the other properties. Indeed, these properties can
not be considered independently. Consequently, the term self-explanation has differ-
ent meanings, too. Taking into account the different parties involved – agents (the
system itself), developers and (end)users – we can distinguish between two sides
of self-explanation. To start with, the system side aiming to integrate new agents
autonomously into the existing infrastructure [22, 15]. Following the idea of self-
explanation this means that new agents as well as existing ones are able to learn the
capabilities of each other and to comprehend in which way they are able to interact
(e.g. which data format and expressions match). One can imagine this process in the
way a new human introduces itself into a prior unknown group of other humans by
explaining its name and capabilities. Further we refer to the human side aiming to in-
tegrate the user into the system. As those systems are typically goal-driven, humans
should be enabled to set the pursuit goals, to restrict the systems using constraints
and to observe the results of the self-organization process [21, 22, 3].

However, several definitions of explanations have been proposed. Each one spe-
cialized for the needs of some domain. We will look at some of them to see how
they can help defining the term. To start with, in statistics we can identify evidence

1 Cambridge Dictionary Online, visit http://dictionary.cambridge.org/

http://dictionary.cambridge.org/
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weights in a Bayesian believe network as explanations [10]. These weights represent
the logarithmic likelihood ratio of the influence of an observation on a specific vari-
able. Therefore they can and indeed are used to explain in which way the occurrence
of an event influences the current systems state [6]. To ease the access of humans
to these statistical explanations different classes of techniques can be applied (e.g.
verbal explanations [8] and graphical explanations [5]). In addition, Druzdzel [6]
identified two categories in which such explanations can be separated: Explanation
of Assumptions focusing on the communication of the domain model of the system
and Explanation of Reasoning focusing on how conclusions are made from those
assumptions. It might be worthwhile to transfer these categories to self-explanation
since the meaning of concepts used might differ depending the exogenous or en-
dogenous origin of the fact explained. Therefore the reasoner has to distinguish
between the explanation of the system itself and how it can be interpreted related to
the current context. This work focuses on the explanation of assumptions, since the
audience of such an description is seen as an external system component. As those
approaches are quite fundamental and thus general we further want to list more
practical approaches in the agent community:

• Braubach et al. [2] uses the beliefs, desires and intents to formulate goals, knowl-
edge and capabilities for a multi-agent system

• Grüninger et al. [9] uses First-order Logic Ontology for Web Services (FLOWS)
to describe the functionalities of a service

• Sycara et al. [25] formulates agent and service capabilities utilizing the Input,
Output, Precondition and Effect (IOPE) approach

• Martin et al. [19] uses the Ontology Web Language to structure the description
of services

Those approaches all explain something about the subject of interest in specific do-
mains but all lack the ability to measure the amount of information transfered by
such an explanation, making it impossible to distinguish the quality of such ex-
planations. In this work, we want to subsume those approaches in an theoretical
framework building the foundation for a measure of the amount of self-explanation.
For the reminder of this work we will utilize the following definition for the term
self-explanation:

Definition 1. Self-explanation identifies the capability of systems and system com-
ponents to describe themselves and their functionalities to other systems, compo-
nents or human beings.

3 Towards Self-Explanatory Descriptions

In order to enable a system to be self-explaining the system has to provide informa-
tion about its capabilities, interaction ways and current state. Nowadays this infor-
mation are provided by e.g. service descriptions. The problem at hand here is the
semi-optimal performance of AI algorithms using currently available descriptions
like service matcher and planner [16]. As there are multiple improvement points
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(for example the reasoner, the knowledge-base, the used languages and the for-
malisms), self-explanatory descriptions try to improve the description side. To ex-
tend the current available description to self-explanatory description, we distinguish
between three different types of information: Syntax, concerning the interpreta-
tion of signals, Semantics concerning the meaning and relationship between entities
and Pragmatics concerning the interpretation of statements [20]. Sooriamurthi and
Leake [24] follow this fragmentation and present in an early work their view point
on explanations in the Artificial Intelligence (AI) research domain. The authors em-
phasize that the context should be incorporated in the interpretation and creation of
explanations to enable systems to adapt to dynamic situations and therefore intro-
duce the use of pragmatics as context-dependent interpretation of meanings. This is
important since the explaining system might have to cope with partial observable
situations while creating an explanation. In such situations the proposed approach
suggest to take former explanations to guide the search for information to create a
new explanation. Leake [17] underpin this finding while arguing that with changing
system goals the interpretation of an explanation should change to. The author also
emphasizes that this requirement holds in different research fields like Psychology,
Philosophy and AI. At the same time, Leake [18] uses the factors plausibility, rel-
evance and usefulness for explanations concerning anomalies in regard to a given
goal. Coming to the conclusion that “(m)any explanations can be generated for any
event, and only some of them are plausible” [18]. The requirement we identify here
is that a self-explanatory description must include not only regular information but
also semantic information (about the meaning of the regular information) and con-
text information for the context dependent meaning. This correlates with the overall
goal of self-explanation proposed by Müeller-Schloer et al. [21] to enable systems to
explain its current state, which seams to be impossible without providing contextual
information.

4 Formal Foundation

Explanation of assumptions might informally be defined as a description to reveal
the identity of some subject of interest. This might for example include informa-
tion about its functionality. Imagine that we want do identify different boat types
for tax reasons. We might not use the appearance to identify the difference of a
rowing-, sailing- and a motor boat, because there might be different appearances in
each class of boats. Instead, to identify the different boat classes, we need to de-
scribe some other details like the propulsion method and the tonnage of the boat.
In contrast, if somebody wants to describe the different boat types to a child the
functionality might be the detail separating the identities. In AI this fact is well
known, since we seek different metrics to decrease intra class scatter and increase
inter class scatter [7] (p. 121). Further, the explanation we must provide depends
not only on the context but also on the reasoner how infers about it. With this in
mind, an explanation should help the audience, to identify the classes a Subject
of Interest SOI might be part of and with that better describe its identity to foster
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understanding of the explanation whereas the understanding determines the good-
ness of an explanation [17].

We now formalize these definitions, easing the creation of measurable properties
of explanations to determine the quality of an explanations.

We define the amount of information transfered to the audience as a measure of
quality of the explanation. First we want to define a domain as a set of information
concerning this domain:

Definition 2. The information available in one domain D with D⊂ I and I bing all
information available.

Here, the basic assumption we follow is, that in computer science where information
is digitalized, information is a discrete entity. For example the chess move “Qxd4”
(e.g. as move in the center game of a Danish Gambit) in the domain of playing
chess is one piece of information i ∈ I in the domain of chess Dchess. Where I is the
amount of information available and D is the formal description of a domain as a
proper subset of the information space I. Consequently, a domain D contains those
information necessary to create fully observable planing for the given domain. The
following definition express what a reasoner is:

As illustrated in the boat example, the quality of explanations depends on the
reasoner how infers about this explanation. Therefore we first need to define what a
reasoner is.

Definition 3. A reasoner r is defined as an entity which includes new information
i ∈ I into its knowledge-base Ir ∈ D where D is a σ -Algebra over D.

This does not mean that all elements of D are available to each reasoner r. This
offers the advantage that reasoners are able to infer in both fully and partial observ-
able problems. To elude the problem of domain overarching knowledge, we define a
domain as a σ -Algebra introducing the characteristic that all unions of information
of one domain with information of the same domain is always part of the domain
again. Later on we will utilize this and other characteristics of σ −algebras to define
a measure for explanations. Now, let R be a σ − algebra of sets over all reasoners
of concern where r ∈ R. Further let e ∈ E be an explanation in some domain D.
Then we can define how an explanation maps to information by defining how the
information in an explanation is transfered to the audience as follows:

Definition 4. e −→
r

i the explanation e ∈ E holds information i ∈ I⇔∃r ∈R which

is able to integrate i into its knowledge-base Ir ∈ D with the observation of e.

With this definition an explanation holds and transmits information to an audience if
a reasoner of the audience can integrate new information into its knowledge-base. To
avoid a philosophical discussion, we define that an explanation has to be understood
by someone. Now that we have some definitions about a explanation, we will look
at self-explanation to determine more specifically what exactly a explanation is.

The dictionary defines self-explanatory as: “easily understood from the informa-
tion already given and not needing further explanation” [1]. This definition leads
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to the conclusion that the information given by self-explaining descriptions is suffi-
cient for some reasoner in the audience to understand the SOI and that the explana-
tion is given by the SOI. Taking this definition into account, we define a degree of
explanation as follows:

Definition 5. Let μ : E → R̄ be a measure with the σ -algebra E over E as some
explanations to a affine extension of the real numbers R̄ := R∪ {+∞,−∞} with

μ(E) := ∀i ⊆ I | supr⊆R( ∑
∀e⊆E:e−→

r
i
(δi,ir)). With δi,ir =

{
1, if e−→

r
i and ir∪i�=ir

0, if e−→
r

i and ir∪i=ir

−1, else

where E ∈ E is the set of explanation, R ∈ R is the audience observing the explana-
tion and I ∈ D is the set of pieces of information which should be explained in this
domain. We acknowledge, that this is a practical measure, since the degree of expla-
nations drops when a explanation is repeated in front of the same audience several
times. Further we chose the supremum instead of an average since for a scientific
”proof of concept” we need one reasoner able to reason upon the explanation. With
this definition of a measure for the degree of explanation, we can conclude that
a theoretical complete self-explaining explanation with μ(E) =| D | for some ex-
planation E ∈ E could exist, so that no other explanation ei ∈ E could explain the
information i better to the audience. In practice such an explanation misses an exam-
ple. But for a specific domain D, an explanation e might be self-explanatory if the
information space of Ir1 , . . . , Irn ∈D of the audience r1, . . . ,rn,n ∈N of a domain d,
is filled in that way, that the audience might reason to extract the entire information
i hold by e by observing e.

On the one hand, the degree of self-explanation can be interpreted as the addi-
tional information needed to create understanding. On the other hand, as a measure
depending on the reasoning capability of the audience and how the explanation fits
to those capabilities. If no further information/capability is needed for some reasoner
to understand the SOI, then the degree of self-explanation rises. The more informa-
tion is needed the less the degree of self-explanation becomes, where in the worst
case no useful information about the SOI can be extracted from the explanation.

In a domain, the information about the domain might be limited, and with that,
the possibility for a good explanation might be given. To come back to our chess
example the move: “Qxd4” probably needs further explanation. First we could ex-
plain the steno-notation syntax: The first element represent a chess piece here Q for
the queen. The second element represents an optional action, here x which stands
for making a capture and the last element d4 concerning the location on the chess
board where the move ends. Further we could additionally explain the meaning of
”queen” or ”making a capture”. If e.g. the audience has watched the move of the
chess game, the first explanation of the move given above has μ(E) = 0. Under the
assumption that the audience of this explanation does not know the steno-notation,
the first explanation of the move given above could have μ(E) =−1. Because there
is one explanation and it is not understood. Now the second more detailed explana-
tion can be of hight or lower quality. Since we have added multiple sub-explanations
(Q,x,d4, queen and capture), if the audience still does not understand the explanation
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the measure of explanation can become, μ(E) = −6. In this case all explanations
did fail to transport information to the audience.

Further this explanation does not contain information about where the move
started from, thus not being completely self-explanatory, since this depends on the
context of the chess game. As we argued above, such contextual information is
needed in self-explanatory descriptions for the effect of this example move. This
reaches in the explanation of reasoning (the description of effect) and thus is out of
scope of this work.

5 Conclusion

We can conclude that an explanation e transports information i to an audience of
reasoners. The quality of an explanation can be measured by how much information
the audience can extract from the explanation. So far, we define that an explanation
becomes of higher quality if the degree of explanation rises. Our future work will
be concerned with properties of explanation, in the attempt to make the definition
more tangible. Further we want to integrate the existing structures of explanations
like BDI and IOPE into explanations, to become able to represent an measure of
self-explanation for existing descriptions.
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Semi-automated Generation of Semantic Service
Descriptions

Nils Masuch, Philipp Brock, and Sahin Albayrak

Abstract. The increasing complexity and dynamics of distributed systems make the
management and integration of new services more and more difficult. Automation
processes for the definition, selection and composition of services for goal achieve-
ment can produce reliefs. However, a high degree of self-explanation of the services
is obligatory for this. Today’s multi-agent frameworks only provide insufficient so-
lutions to this. Within this paper we will outline an approach, which enables the
integration of semantic service descriptions into multi-agent systems with reason-
able effort.

Keywords: OWL-S, Multi-Agent Framwork, Semantic Service Description, JIAC.

1 Introduction

In the past, the demand for modular, distributed and dynamic computer systems
has increased rapidly. The reasons for this are manifold, ranging from maintainabil-
ity and reliability to adaptability aspects, just to name a few [14]. In the field of
multiagent systems (MAS) many of the current approaches try to account for these
requirements. However, these systems usually are characterised by a high degree of
complexity, which makes it difficult to provide a transparent way to define, lookup
and invoke functionalities of software entities, such as agents. A promising approach
to this is the service paradigm which leads to the development of service-oriented
architectures (SOA) and is an ideal complement to multiagent systems [13]. One
of its inherent strengths is typically the definition of a clear autonomy of each ser-
vice, which means that it is represented as a separate module. Further, services are
designed for enhancing the interoperability which is one of the key issues for dis-
tributed systems. Especially when talking about huge computer systems with differ-
ent providers and parties involved these parameter are essential.
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Beyond that, these systems also require mechanisms to adapt their behaviour to
the environment or to current offers, since software services might be added or re-
moved dynamically. In many approaches of current software systems the dynamic
aspect is not regarded sufficiently. In order to encounter these challenges automated
techniques that minimize the necessary intervention by developers are a promising
approach [10]. One important issue in the automation process is the automated in-
terpretation of services, allowing for a discovery of suitable services. Therefore the
system has to be able to understand specific service parameters such as precondi-
tions or effects. In practice a lot of so-called semantic service matcher components
have been developed (e.g. [7], [9]), but, to the best of our knowledge, none of them
has been fully integrated into a multi-agent framework. Doing so, the basic function-
ality is provided for the next step, which is the autonomic composition of services
to reach a certain goal. The basic condition to develop these automation processes is
a knowledge representation that enriches descriptions semantically, often described
as ontologies. In practice the enrichment of real applications, which are more and
more developed based on the agent-oriented programming paradigm (AOP), by on-
tologies is currently very troublesome if available at all. This means there is a clear
lack of concepts combining the AOP world, which is widely used for program-
ming, and the world of standardized formal semantics not only at runtime but also at
design time.

In this paper we present a conceptual approach for integrating semantic service
information into a MAS, taking the first step towards standard-based, dynamic and
automatic service matching and composition systems.

In the remainder of this paper we will give some background information about
the semantic service description language OWL-S. Thereupon we will introduce
JIAC V (Java Intelligent Componentware, Version 5) [5], our own Java-based multi-
agent development framework. Based on this framework, we will then present our
approach of integrating semantic service descriptions into the development method-
ology of dynamic, distributed systems based on JIAC. Consequently we will present
a use case, in which the dynamic invocation of services can be gainful. Finally, we
will conclude with a short outlook of our next steps.

2 Background

In the context of semantic enrichment of services the semantic web community
developed multiple approaches, such as SAWSDL1, WSMO [2], hRests [3] and
OWL-S [1] which are focusing on many identical aspects but are at the same time
distinct in some relevant attributes. Due to the lack of space we are not able to
discuss them thoroughly and refer to [8]. In the following we will focus on one of
the most comprehensive ones, namely OWL-S, and describe it in more detail.

1 http://www.w3.org/2002/ws/sawsdl/

http://www.w3.org/2002/ws/sawsdl/
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2.1 OWL-S

OWL-S is based upon on the Web Ontology Language (OWL)2, more precisely it is
a specific OWL ontology, which is structured for describing service attributes. The
ontology is split up into three parts, namely Service Profile, Service Grounding and
Service Model.

The Service Profile describes all relevant parameters of the service for searching
components. The most important attributes are the so-called IOPEs, which stands
for Input, Output, Precondition and Effects. The Service Model enables the descrip-
tion of the service’s processment. It defines how the service works, and if necessary
which interactions will take place. For example a Service Model can combine mul-
tiple atomic processes to more complex components using constructs like loops or
conditional expressions. The Service Grounding defines the invocation details of
the service. The OWL-S standard leaves the kind of invocation technique open,
allowing the integration of different transport protocols. For the definition of pre-
conditions and effects OWL-S does not adhere to a specific rule language. One of
the propositions to use is the Semantic Web Rule Language (SWRL) [6].

SWRL has been designed to formulate implication rules, which can be used on
entities from OWL ontologies. A SWRL rule consists of two parts, the antecedent
(body) and the consequent (head). For the evaluation of the rules the information
from the head will be added to the knowledge base, if the conditions in the body
are fulfilled. SWRL rules are comprised of any number of conjugated atoms. In
order to evaluate the rules in acceptable time, the language must remain decidable.
Therefore all variables which are required in the head part, have to be already present
in the body part and further no complex class constructs may be used. Using SWRL
according this way, it can be used together with OWL-DL and remains decidable.

2.2 JIAC V

Java Intelligent Agent Componentware V (JIAC V) is, as the name indicates, an
open Java-based multi-agent framework currently being developed at Technical
University of Berlin. The framework combines the agent-oriented with a service-
oriented view. Services can either be invoked via explicit invocations of specific
services or via an incomplete service description that leads to a service matching
process returning the most appropriate one. Agents in JIAC V are located on Nodes.
These nodes can be executed on different machines and are also responsible for
middleware management and communication issues. For example each node man-
ages the dynamics via a service- and an agent-directory according to FIPA Agent
Management Specification3.

The agents in JIAC V are component-based. Their structure can be very roughly
divided into an execution cycle, a local memory and Agent Beans. The memory is
a tuple space implementation, and provides parallel access of the data to all agent

2 http://www.w3.org/2004/OWL/
3 http://www.fipa.org/specs/fipa00023/XC00023H.html

http://www.w3.org/2004/OWL/
http://www.fipa.org/specs/fipa00023/XC00023H.html
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components. The components also have the opportunity to sign up for listeners on
memory data, in order to be informed about every change. The execution cycle is the
heart of JIAC agents. This main thread processes existing events at regular intervals.

The different functionalities and behavioural rules of an agent are encapsulated
in Agent Beans. These functions are defined as actions and can be made available in
different scopes. Thus, an action can be defined as being visible to the agent itself,
to all agents of one node or globally to all nodes.

One central component of JIAC V is the Semantic Service Matcher SeMa2 [9],
which enables the system to match OWL-S based service requests and advertise-
ments. The matching process follows a hybrid approach, which considers both syn-
tactic and semantic elements. For the evaluation of rules SeMa2 utilises a OWL-DL
Reasoner named Pellet [11], which is able to reason over SWRL constructs. The
overall evaluation result is composed of multiple matching algorithms, namely Ser-
vice Name Matching, Text Similarity Matching, Taxonomy Matching, Rule Struc-
ture Matching and Rule Reasoning. As a result the service matcher provides the
requester with an assessment of all suitable service options in a ranking order.

3 Approach

As described within the previous chapter, OWL-S is a very comprehensive service
desciption ontology with a huge flexibility in describing the IOPEs. However, this
complexity leads to a significant drawback when it comes to the creation and inte-
gration into an application environment, since there are no sufficient tools available.
In the following we propose our conceptual approach of integrating OWL-S into
JIAC V by describing the different methodological steps towards a dynamic service
platform.

The first essential step for an efficient interoperability is the definition of a do-
main ontology (see Figure 1). When developing project applications based on JIAC
V often Eclipse Modeling Framework (EMF4) is being used. EMF comes with a di-
rect transformation into Java. Further, there is an intensive research in transforming
EMF models into OWL ontologies [12, 4]. Consequently, EMF is an ideal candidate
to describe ontologies and transform them to the implementation language (Java)
and the service description language (OWL / OWL-S).

As described in the JIAC V section, Java methods developed within Agent Beans
can easily be declared as JIAC Actions by annotating the method heads. Figure 2
shows such a method head exemplarily. During runtime all relevant service infor-
mation is being extracted and added to the agents service directories. Therefore the
developer can fully concentrate on the implementation of the service’s functionality.

However, what is missing here is the semantic enrichment of services for a de-
tailed analysis of their functionality. Figure 3 shows a process diagramm illustrating
the workflow of how semantical information should be enhanced to the core service
data. At first the annotation head will be extended by a further tag named semantify,
which specifies that the service should be descibed via an OWL-S ontology. Then,

4 http://www.eclipse.org/modeling/emf/

http://www.eclipse.org/modeling/emf/


Semi-automated Generation of Semantic Service Descriptions 159

Fig. 1 Service integration methodology

Fig. 2 The JIAC V annotation mechanism

at compile time, the system checks whether a service description for this action
has already been created. If not, a component named OWL-S Generator extracts all
available information of the method head and the comment part (for now service
name, service description, Java input params, Java output param) and maps the in-
put and output parameters to the concepts of the corresponding ontology, which has
to be defined as the reference ontology within the JIAC application settings. Conse-
quently, a first OWL-S description will be created and loaded into an Eclipse based
Editor. The developer is now able to modify and extend the service description (e.g.
preconditions and effects). After the adaption phase the OWL-S description is stored
persistently and a reference from the service to the description is being stored in the
service header. At runtime the framework deploys and registers the service within
the agent’s service directory.

In order to find and integrate an appropriate service into a new application, the
developer has to be able to specify the desired functionalities. Therefore there has to
be some sort of Semantic Service Search Editor at design time, which is supporting
the definitions of IOPEs and further restrictions, such as QoS parameters. The search
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Fig. 3 Workflow of the OWL-S generation process

algorithm is then based upon the semantic service matcher SeMa2 and returns all
suitable and available services. The developer can select the most appropriate one,
which is then hard coded into the invocation details. In a next step a hybrid approach
is intended, in which the developer defines a specific service, but at times the service
is not available, SeMa2 is searching for an alternative and, if available, invokes it
instead. Finally, the service matcher should be able to compose multiple services to
reach a specific goal.

Our main intention with this approach is to enable the developer to easily utilise
semantic service descriptions in order to have an increased flexibility and automa-
tion in highly dynamic application environments. In the next chapter we will identify
a use case in which the additional overhead is justified.

4 Example

A domain that is well-suited for the integration of service automation techniques
into huge computer systems is the field of mobility and transportation. Especially
when thinking about urban traffic, people are asking for more flexible solutions
regarding their personal needs. Therefore intermodal solutions or new approaches
such as spontaneous car- or ride-sharing become more and more popular. Integrat-
ing different mobility providers into a distributed platform is an ideal use-case for
an assistance system where dynamic aspects such as the availability of resources
and context information (e.g. traffic jams) have to be considered for creating a user-
specific solution. The combination of these offers can lead to composite services that
support the user with intermodal and adaptable travel assistance. In this scenario ser-
vices will be dynamically added or removed. Having a platform with comprehen-
sive, but distributed information about mobility and routing options together with
value added services offers the opportunity to develop a highly automatic service
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assistance planner. However, it requires an architecture which enables the develop-
ers to easily extend their services with semantical information, which is interpretable
for standard-based matching and composition components. The concept described
in the paper shall be a basic step towards this goal.

5 Conclusion

In this paper we presented a methodological and procedural approach of integrat-
ing semantic service descriptions into a multi-agent framework, in order to address
the challenges of highly dynamic and complex application platforms. Our approach
shows how OWL-S descriptions can be semi-automatically generated via standard
Java method information and multi-agent framework specific annotations and inte-
grated into the running system. Doing so, the software developer will be unburdened
from declaring all service description information manually.

In a next step, we will implement the described concept within the JIAC V agent
framework and upon that we aim to develop an open, intermodal mobility service
platform as a first evaluation use case within a national government funded project.
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Patience in Group Decision-Making
with Emotional Agents

Denis Mušić

Abstract. Intense and usually stressful group decision-making has become a daily
activity in the modern business environments which caused the emergence of in-
terest in systems that allow simulation of group decision-making with agents as
human representatives (surrogates). Development of representative agents is signifi-
cantly enhanced through the use of methods that allow mapping of some of the most
important human traits in the world of agents. These traits are emotions, personality
and mood which gain importance by their direct effect on the process of individual
and group decision-making. This paper presents the research results of applying the
concept of patience to the emotional agents which should provide more stable and
efficient group decision-making.

Keywords: emotional agents, patience, self-regulation coefficient.

1 Introduction

Development of representative human agents primarily requires an efficient way
for mapping human traits into the world of agents. Recent research results have re-
ported successful implementation of methods for mapping some of the most impor-
tant traits like emotions, personality and mood. The enumerated properties of agents
not only have great significance for the individual, but it is particularly interesting
their impact on group decision making. Analysis of the modern business environ-
ments imposes the conclusion that there are a number of reasons why group deci-
sion making can result in failure and some of them are: the disturbed interpersonal
relationships between participants, subjectivity, impatience, etc. These restrictions
can be simulated by using multi-agent system that allows agents with emotions,
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personality and mood to become human representatives in simulating real life meet-
ing and produce a realistic meeting outcome.

Current studies are focused on creating an environment for intelligent interaction
that can provide support for formal business meetings, tutorials, project meetings,
discussion groups and ad-hoc interactions [1]. Context-aware emotion-based agent
model presented in [2] ensures that clusters of agents bearing emotion-based fea-
tures achieve agreements more quickly than those without such features. This model
provides possibility to design intelligent agents with emotional awareness in order
to simulate group decision-making processes. Aiming to improve the agent-based
negotiation process, authors [3] have successfully incorporated affective character-
istics such as emotions, personality and mood. Application of the aforementioned
characteristics has also been presented in research [4] which introduced concept of
virtual humans with a personality profile and real-time emotions and moods.

Model presented in this paper supports group decision-making realized by ex-
changing different types of arguments described in [5], where agents try to con-
vince other participants to adopt their preferences. However, depending on the type
of used arguments, the agents experience different kinds of positive and negative
emotions that directly affect mood, and therefore the rest of the decision-making
process [3].

The contribution of this work described in the following sections is integration
of the concept of patience with the emotions as an important component for group
decision making process. Introduction of patience is just one more step towards
complete simulation of human qualities in order to assign owners’ (human) char-
acteristics to an agent which could make them realistic human representatives. By
reducing intensity and undesirable emotional transitions, component of patience is
entrusted with the task of acquiring the control over negative agent emotions and
sudden emotional changes that can occur during group decision-making.

The paper is organized as following. Section 2 briefly describes methods for im-
plementing personality, mood and emotions in world of agents. Section 3 intro-
duces concept of patience and describes its integration with existing agent model. At
the end, Section 4 presents model testing results aquired from multi-agent platform
developed at GECAD1.

2 Agents with Personality, Emotions and Mood

This paper is based on research described in [2] [3], according to which the agent
structure is consisted of three layers: knowledge, reasoning and interaction layer. In
this contex, Figure 1 plainly identifies position of patience as the newly proposed
component inside agent structure.

1 Knowledge Engineering and Decision Support Research Center, Polytechnic Institute of
Porto.
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2.1 Personality, Emotions and Mood

Psychology clearly defines interrelationship between emotions, personality and
mood. Personality can be regarded as a set of predictable behavior by which people
can be recognized and identified [6]. Personality types are identified by using well
known FFM (Five Factor Model) model composed of a set of factors (dimensions)
which describe specific personality traits that are rarely changed in the context of
time and state [7]. Categorization of individual differences is carried out through
the following five dimensions (called OCEAN): Openness, Conscientiousness, Ex-
traversion, Amenity and Neuroticism.

Mood is defined as a feeling or a prolonged emotion that influences the complete
state of the personality, and thus the perception of the environment [8]. Mood com-
ponent presented in model from Figure 1 is in charge of generating agents mood
based on the emotion intensity. Mood modelling is achieved by using PAD model
[9] which consists of three dimensions: Pleasure (P), Arousal (A) and Dominance
(D). These dimensions are fully independent, and can be presented in the PAD 3D
space [10] as demostrated in [11] [12].

Fig. 1 Structure of the agents with emotions, mood, personality and patience

Emotions are considered as one of the indispensable components of the decision-
making process. Agent emotions (Em) are defined as reactions to events, agents or
objects, where the reaction is directly dependent on interpretation of certain situ-
ations [13]. Ortony, Clore and Collins presented the OCC model which describes
total of twenty-two emotions that can be found in humans [14], after which they
presented a shortened version of the original model [13] that contains the positive
and negative emotions.

Emotions from OCC model can be mapped to the PAD space based on the values
presented in [4]. Emotional system of agent presented in 1 provides a mechanism
for selecting the most dominant emotions that have arisen as a reaction to some
stimulus from the environment (event, action or object). Dominance is determined
by the value of the difference between intensity and threshold (activation) of certain
emotions. Considering its direct association with positive and negative reactions, the
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activation threshold value is obtained as the difference of Extraversion and Neuroti-
cism of the OCEAN model.

As in real life meetings, agents with human traits such as emotion and mood can
easily cause group decision-making process to fail. One of the reasons is appear-
ance of negative emotions caused by actions of other agents which results in mood
change and thus affects the argument selection process. Therefore, patience can be
considered as an adaptation mechanism for group decision-making that will ensure
its continuance in critical stages and reduce failures.

3 Patience within Emotional Agents

In everyday life, patience is considered the capacity to accept or tolerate trouble
or delay without getting angry or upset. Very scarce number of papers deals with
the narrow structure and methods of measuring patience. This can be confirmed by
the fact that the model for measuring the patience presented in [15] is based on
unpublished works that have set the fundamental theoretical structure of patience
described in [16][17]. They proposed three mechanisms for understanding patient
behavior: frustration-aversion, self-regulation, and temporal-altruism. Considering
complexity of patience structure, this research is focused on self-regulation mech-
anism which is necessary when an individual experiences negative emotions (reac-
tion), in order to behave in a patient manner, and must make appropriate cognitive
or behavioral adjustments.

According to [18], self-regulation can be considered as any effort by the hu-
man being to alter any of its own inner states or responses. Therefore, integration
of patience is based on research [19] which distinguishes primary and secondary
emotional responses. Primary emotional response is immediate and completely un-
regulated, while secondary emotional response is driven by emotion regulation. The
transition between these emotional responding is usually so fast that people hardly
notice it, and therefore the focus of this research is on secondary emotional response.

In order to incorporate patience as the new component of emotional agents, we
introduce the self-regulation coefficient (β ) which is applied in two stages. The
first stage of self-regulation coefficient application affects the intensity of negative
emotions (em∈ Em−) as shown in Equation 1. The original Equation for calculating
intensity of emotion is presented in [3] and based on the level of self-regulation
capacity (SRC) described in a Equation 2, an agent is able to reduce the intensity of
emotion.

Iem =

√
P2 +A2 +D2

√
3

∗β (1)

As described in [20], strategies for measuring self-regulation have proliferated and
can be divided into three categories: rating-scales, indices derived from behavior and
personality inventories. In order to define the value of the self-regulation coefficient,
we used a form of rating-scale category called Self-Regulation Questionnaire (SRQ)
developed by [22]. Based on the SRQ score, we recoginzed three types of self-
regulation capacities: High (β =0.65), Intermediate (β =0.75) and Low (β =0.85).
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The values of self-regulation capacity presented in Equation 2 were obtained by
experimentation, taking into account two stages of β application.

β =

⎧⎪⎪⎨
⎪⎪⎩

1 iff em ∈ Em+

0.65 iff em ∈ Em−; Iem > activation; SRC = High
0.75 iff em ∈ Em−; Iem > activation; SRC = Intermediate
0.85 iff em ∈ Em−; Iem > activation; SRC = Low

(2)

Besides the self-regulation coefficient, one more component supports implemen-
tation of patience. The aforementioned component is based on the research [21]
which reports that self-regulation of the secondary emotional response is imple-
mented through monitoring and operating processes. During the monitoring pro-
cess, an agent compares current state with a desired state and after that an operating
process reduces any discrepancies between these two states. In this research we
consider emotions of Tranquility as desired emotional states.

Algorithm 1. Alogrithm for reduction of discrepancies between emotions
emnew ← monitor(Em)
i f¬ positiveEmotion(emnew) then
remoteness ← emotionalDistance(emnew ,emdesired)
emproposed ← operationProcess(emnew,emdesired ,remoteness,β )
Em ←Em ∪ generateEmotion(emproposed )

The monitoring process is implemented, based on the distance or the correlation
between certain emotions presented in [23] [24] [25]. Aforementioned researches
have investigated the hypothesis that emotions that co-occur frequently within a
certain period of time may be relatively accessible to one another; while those that
co-occur infrequently may be less accessible. They constructed a remoteness in-
dex of emotional states that yielded shortest paths between different emotions. The
remoteness score between two emotions, they argued, provides a quantifiable repre-
sentation of how much emotion management it takes to move from one emotional
state to another. Therefore, as presented in Algorithm 1, the remoteness index is used
inside emotionalDistance for calculating distance between two emotions. Remote-
ness index describes distances between emotions and Dijkstra algorithm is used to
find the shortest path between them. As an example of emotional transition we found
that the shortest path from Tranquility to Distress includes transition through emo-
tions of Joy and Fear., while the shortest path from Joy to Anger requires transition
over emotion of Pride. After finding the shortest distance between two emotions,
operationProcess is in charge of reducing discrepancies between a new (emnew) and
a desired (emdesired) emotional state. Discrepancies between emotions are realized
by using Equation remoteness∗SRC which shoud produce recommended emotional
remoteness after supressing distance with β value. As an example of using Algo-
rithm 1, we can use a situation when agent, with Intermediate level of SRC, experi-
ences emotion of Distress . Since the path cost from the new emotion of Distress and
the desired emotion of Tranquility is 12 and β = 0.75, affected path cost is closest to
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the emotion of Fear which should be generated by generateEmotion instead of Dis-
tress. In addition to the intensity of emotion, the impact of self-regulatory coefficient
at the emotional transition represents the second phase of its implementation.

4 Model Evaluation

This research is based on the assumption that the component of patience combined
with the component of experience, which is subject of our future work, will con-
tribute faster reaching of an agreement. In the simulation environment, agents rep-
resent surrogates of the university professors during the meeting where they need
to make a decision about the best student to participate in one of the world’s most
prestigious software development competitions. The easiest way to solve the afore-
mentioned dilemma would be to select the student with the highest average. How-
ever, during selection process professors had to consider the students knowledge
in different fields of science such as: System modelling, Databases, Programming,
Web technologies and English language. In addition, each of the agents (professor)
has different criterias when it comes to selecting the best student. the method which
agents use for decision-making is known as MCDM (Multi-Criteria Decision Mak-
ing). Based on the established criteria, this decision-making process allows to make
a selection of alternatives that best match the goals and desires of the individual
agent[26].

Fig. 2 Effect of applying patience on group decision-making with emotional agents

In order to fully evaluate the application of patience in group decision-making,
we performed 10 simulations (SM) with four agents and each of them has different
profiles (briefly described in Table 1). During the simulation, we observed the oc-
currence and intensity of negative emotions as well as their impact on the number
of exchanged arguments in context of reaching an agreement. Previous research [3]
has reported that the combination of agents with avoider and submissive person-
laity type results in a reduced number of exchanged arguments while the number
of exchanged arguments tends to increase with the combination of negotiator and
aggressor agents. Therefore, the majority of the agents in the simulation had per-
sonality of negotiator and different values of the self-regulation capacity.
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Table 1 Agent profiles

Simul. Features Agent1 Agent2 Agent3 Agent4

SM1 Personality negotiator negotiator negotiator aggressor
SM1 SRC high intermediate low high
.... .... .... .... .... ....
SM10 Personality aggressor aggressor aggressor avoider
SM10 SRC intermediate intermediate low low

During the analysis, we summarized the intensity of negative emotions in each
simulation. Number of exchanged arguments and intensity of negative emotions
with patient (PA) and impatient agent (IA) during 10 simulations is presented in
Figure 2. The results of model testing showed that patience is certainly desirable
and implementable component in multi-agent group decision-making.

5 Conclusion and Future Work

Research results clearly confirmed that the introduction of the self-regulation coef-
ficient and emotional transition regulation directly affects the reduction of negative
emotions and number of exchanged arguments which should affect the speed of
reaching an agreement within the group. However, one of the major limitations of
the tested model is certainly a number of arguments that can be used within partic-
ular types of personality. This limitation prevents further testing of influence of the
new coefficients in the specific situations of group decision-making. Also, we be-
lieve that component of patience will achieve its full potential in combination with
component of experience which is subject of our future research. Component of ex-
perience will be realized by using a special form of Reinforcement learning called
Q-learning in combination with Self-organizing neural network. Besides aforemen-
tioned, we plan to examine the relationship between self-regulation and the Neuroti-
cism in order to affect emotional transitions.

Acknowledgements. Special thanks go to Carlos Ramos (Vice president of the Polytechnic
Institute of Porto) and Goreti Marreiros (Knowledge Engineering and Decision Support Re-
search Center-GECAD) on their generous assistance and provided opportunity to collaborate
with them.
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Analysis of Web Usage Data for Clustering
Based Recommender System

Shafiq Alam, Gillian Dobbie, Patricia Riddle, and Yun Sing Koh

Abstract. Implicit web usage data is sparse and noisy and cannot be used for usage
clustering unless passed through a sophisticated pre-processing phase. In this paper
we propose a systematic way to analyze and preprocess the web usage data so that
data clustering can be applied effectively to extract similar groups of user. We split
the entire process into analysis, preprocessing and outlier detection and show the ef-
fect of each phase on Java Application Programming Interface (API) documentation
usage data that is collected from our server logs. We use the extracted clusters for
web based recommender systems and present the accuracy of the recommendations.

1 Introduction

Web mining, a sub domain of data mining, uses standard Knowledge Discovery
(KDD) techniques to extract patterns from web data. Web data is composed of the
content, structure and usage of the web pages. Web structure mining aims to find
patterns in the structure of web pages. Web content mining deals with the contents of
web pages and Web Usage Mining (WUM) explores patterns in web usage data [10].

Understanding the web usage data is very important to comprehend the behavior
of individual web-users, who usually follow a particular sequence while browsing
the web. Discovery of such patterns is the ultimate goal of WUM. One of the recent
applications of web usage patterns are recommender systems. Recommender sys-
tems are tools that assist users to find a particular resource based on prior knowledge
about the behavior and usage of similar users and resources. Recommender sys-
tems based on implicit data; where users do not actively participate, and the data is
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gathered implicitly from the usage logs is a typical example of WUM based recom-
mender systems. On the one hand, development of implicit recommender systems
need huge amounts of data about users’ interests while on the other hand the size
of the data causes inefficiencies in near real time pattern extraction. Studies have
shown that nearly 60% of web usage data contains irrelevant information, which
includes image files which are automatically generated with page hits, web bots’
and crawlers’ requests which are machine generated activities, and some document
formatting information. The analysis of web usage data and the subsequent prepro-
cessing of the data are important tasks that need to be carried out before the actual
pattern discovery starts. In this paper we present a systematic way of analysing and
preprocessing the data prior to pattern extraction. As a case study, we examined web
usage data from the University of Auckland, Department of Computer Science web
log (CS-WebLog), which contains users’ requests to access the Java Application
Programming Interface (API) documentation.

2 Related Work

Research work in web usage analysis and preprocessing has significantly improved
the quality of the patterns generated from web usage data. However, there has been
little research on the analysis and preprocessing of weblogs. Castellano et al. [6]
proposed a weblog data preprocessor which generates sessions of web users’ from
the user requests in the log, whereas, [12, 13] focus on detailed weblog analysis
and preprocessing for mining association rules from web usage data. Cooley et al.
[8] suggested different approach by using user identification, session identification,
path completion and formatting to enable the weblog to be used for mining purposes.
Another work in the area of web usage data analysis and cleaning is in [2, 3] where
preliminary analysis and preprocessing is carried out for web usage data clustering
and recommender systems. Previous reported work lacks both systematic analysis
of the web usage log and a phase-by-phase transparent preprocessing approach.
The contribution of this paper is twofold. We propose a step-by-step procedure for
analysis and preprocessing for WUM-based recommender systems, and present a
practical scenario of web usage data cleaning. Due to the page limitation we only
present the results which are most relevant. The following two issues are central to
the proposal of the analysis approach. (1) Presenting a case study of real world raw
data that is large enough to be used for WUM based recommender systems, and (2)
splitting of the cleaning process into sub areas such as analysis, preprocessing, and
outlier detection.

3 Web Usage Data Analysis

Web usage data comes from web server logs, cache servers, and cookies. Web logs
are the main repositories which provide users’ activity data for WUM in Common
Log Format (CLF). Log data needs to be passed through different preprocessing
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steps such as selection of relevant attributes, privacy preservation, cleaning and
transformation. Primary attributes of web users can directly be obtained from the
log such as IP address, date, time, page requested, page size, response and referrer.
Secondary attributes such as user visit, sessions, session length, episode, sequence
of navigation, and semantic information are extracted by manipulating the primary
attributes and web documents. For details of WUM preprocessing one can refer
to [12]. We divide the preprocessing for WUM into three sub-phases, analysis of
the log, general preprocessing and algorithm specific preprocessing.

Our experimental data is composed on Java API documentation usage from the
Department of Computer Science’s web logs containing raw requests from 2006 to
2010, comprising 5.2 million Java API requests. We pass this data through a sophis-
ticated preprocessing phase to extract usage sessions. The preprocessing method
with preliminary results can be found in [2] and [3]. Analysis of data provides in-
formation about population size, number of potential patterns, and applicability of
data mining techniques to the data and helps users to plan which pattern extraction
method should be used. Simple statistics such as number of data vectors, number of
attributes of each data vector, number of users, number of pages, mean and standard
deviations for different measures are calculated in this phase. In the case of the Java
API usage data, analysis identifies which part of the API is of interest for building
a recommender system. For our particular case we divide the analysis phase into
three phases. Pre-analysis preparation collects simple statistics, tokenizes the re-
quests, analyzes the broken request strings, and fuses different logs together into one
log. In our case the raw data provided was time stamped and divided into monthly
and weekly data. We tokenize all the CS-WebLog data, remove all broken strings,
and fuse it into one single log. Log-based analysis provides information about the
overall structure of the log including total requests in the log, requesters and their re-
quests, distinct IP’s and requests, image requests, and CSS requests. This phase can
be performed without designing sophisticated queries. Once the web log is analyzed
as a whole, the subject-based analysis phase starts which targets information of dif-
ferent subject areas in the web logs such as requester (distinct, active, non-active IP),
page (distinct pages, active page, non-active page), and time (year, semester, month,
day, and time).

Web users with very low numbers of requests do not contribute much towards
pattern generation. We found that out of 70,000 different IPs, 60% of them have 4
or fewer requests and their requests are quite diverse so their contribution is very
small, so we removed such requests. Web pages which have fewer requests, also do
not contribute to the pattern discovery process. So we pruned all pages that have
been browsed by fewer than 10 users. Another important entity of usage data is the
time domain. The entire time span of our data is broken down into years, months,
weeks and days. Each of these time spans was then analyzed separately to see how
they relate to each other. For example all weekends have low request hits while
working days have a high number of requests. Figure 1(a) shows the number of
requests for Java API documentation by date. Spikes show the peak dates of the
academic calendar. Figure 1(b) shows a month of usage (Dec-Jan 2007) of the API
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Fig. 1 Overall request count against dates and one month analysis (a) Number of requests
from 2006 to 2009 (b) Number of requests for Dec-Jan 2007

Fig. 2 Monthly analysis and daily average (a) Page requests per month (b) Page requests per
week

documentation depicting the holiday seasons. Figure 2(a) shows average requests
per months highlighting the trend amongst different months of the year. Figure 2(b)
shows the average requests per week.

4 Data Preprocessing for Recommender Systems

We divided the preprocessing for recommender system into two phases. In general
processing, the data is anonymized, filtered and transformed into relational database
tables while pruning of irrelevant data takes place during algorithm specific prepro-
cessing. Below we explain the activities of each preprocessing phase.

General preprocessing: General preprocessing transfers the data from a raw for-
mat to relatively cleaner data. It does not necessarily clean the data enough to be
directly used by every data mining technique as each data mining algorithm has its
own requirements. The steps of general preprocessing are listed below.

• Privacy preserving : It deals with anonymity, hiding the identity and personal
information of the users. The aim of this step is to avoid compromising sensitive
information about the user’s interest and ensure his privacy.

• Filtration : Filtration is the process by which useful data vectors are extracted
from the repository and non-helpful requests are removed, such as already known
web robot requests and image file requests.
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• Transformation: For effective querying of the data, data is mapped into a rela-
tional database. In the usage database semantic concepts are stored and divided
into different but dependent concepts. The relationship between these concepts
is used to compute secondary information.

To extract web users’ secondary attributes, the log has to go through some manipu-
lation such as finding session, semantic topic, visit, and episode information. These
operations are performed in algorithm specific preprocessing. Grouping the primary
data and secondary data gives us a format where queries can be directly applied and
data can be mined for patterns.

Algorithm Specific Preprocessing: Algorithm specific preprocessing prepares the
data for an individual mining algorithm i.e. for clustering, classification rule mining,
and association rule mining. Further details of algorithmic specific preprocessing on
a case study from NASA weblog can be found in [2] and [3]. Below we outline some
of the important tasks of algorithm specific preprocessing.

• Semantic identification: Semantic analysis deals with finding content similarity
by using different similarities such as text similarities and graph similarities. In
our preprocessing we did not perform semantic identification and only consid-
ered the sequence and visit time similarities of the users.

• Image request treatment: It identifies the image requests and treat them appro-
priately. We removed all the image requests during the preprocessing phase.

• Secondary attribute extraction: Secondary attributes extracts attributes such as
sequence of visits, session information, and episode information. We extract sec-
ondary attributes such as session length, pages per session, and amount of data
per session from the web log.

• Aggregation of attributes to form data vectors: In this phase the attributes about
the data are aggregated and put in a format which gives sufficient information
about an entity.

Overall the analysis of web logs gives an overview of the visit distribution of the
web users. Once the data passes through preprocessing and mining, there can be
two major issues with the extracted patterns. Firstly, whether the extracted patterns
are useful, and secondly, can the patterns be interpreted correctly and efficiently to
be used in a real time application. For instance, for an application area, clustering
based recommender system; these problems can be as follows. Are the clusters gen-
erated accurate, and can they be used for a recommender system? To solve the first
problem, different clustering validation measures such as intra-cluster distance, in-
ter cluster distance, and clustering indices could be used. These measures are greatly
affected by noise, classification error, and outliers in the data.

Outlier Detection for Recommender Systems: While building explicit recom-
mender systems, noise and web bots generated data skews the pattern extraction
process. Although there are some known crawlers, i.e. http://www.iplists.com/, but
the list is out of date and there are a number of bad bots that are unknown. Outlier de-
tection can be used to detect web-bots based on their features rather than relying on
the provided list. We used our HPSO-clustering based outlier detection method [5]
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Fig. 3 (a) Distance threshold and length of sessions (b) Distance threshold vs number of
outlier session, average length of outlier session, and average time of outlier session (log-
scaled values)

to detect the web-bots and removed them from the data to be used for recommender
systems. For detecting sessions from web-bots, we followed the same experimen-
tal steps as we followed for outlier detection with the same parameters [5]. Fig-
ure 3(a) shows the number of detected outliers and the average length of the session
(pages per session) against different threshold values of Dt (the distance threshold
value). Figure 3(b), shows the relationship between the value of Dt and the num-
ber of suspected outliers, number of pages per session, and average amount of time
per session. For larger values of Dt the average session length is lower and pages
per session is higher. This shows that the detected web-bots visit a large number of
pages in a smaller amount of time. For a genuine web user, the average number of
pages per session is 28 pages, while the suspected outliers identified by our method
have 180 pages per session. Similarly, the average session length for genuine users
is 28 minutes, while for the suspected outliers it is 36 minutes. Denoising and Du-
plicating: After the preprocessing phase data is relatively cleaner but sparseness
could not be eliminated completely due to the large number of distinct pages in Java
API. The analysis shows that almost 90% of the total data goes into only two of the
clusters. Due to space limitations, we omit the figure showing these clusters. With
such clusters the goals of accurate clustering based recommender systems cannot
be achieved as highly populated clusters with many data elements per cluster cause
inefficiencies in generating recommendations. To alleviate the problem of sparsity
we removed those API pages which have fewer hits received during a specific time
period (month), and termed this process as denoising. Figure 4 shows the results
when a threshold of 20 pages was selected. In Figure 4, the data is distributed into
many clusters which have clear boundaries between different clusters and can be
used for generating recommendations. The CS-WebLog data lacks density of simi-
lar sessions so the intra-cluster distance before denoising across the generation was
relatively flat. This means that there is no difference in the intra-cluster distance in
subsequent generations. To overcome this problem we duplicated the data to mimic
a denser problem space, which could provide enough patterns for recommender sys-
tems. We performed a complete duplication of the data, which artificially boost the
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Fig. 4 Percentage of cluster membership after denoising (a) 30 clusters (b) 27 clusters (c) 23
clusters (d) 19 clusters (e) 15 clusters (f) 11 clusters

Fig. 5 Precision of our proposed clustering based recommender system

clusters, however it enabled the generation of well-defined clusters for the recom-
mender system. Complete duplication does not significantly change the clustering
configuration of the data but it increases density in each cluster, which is one of the
requirements of recommender systems.

5 Recommender System: An Application

After analysis and preprocessing, different data mining techniques such as clustering
can be applied on the data. The extracted clusters can then be used to build a knowl-
edge base for recommender systems. A number of recommender systems based on
WUM have been proposed [7] [9] [11]. To generate recommendations, we analyzed,
preprocessed web usage data, and removed web bot from the data. In the second
phase the cleaned data was clustered using our proposed clustering technique. For
an active user, recommendations based on nearest neighbours were generated and
ranked based on the distance of the neighbours to that active user. Figure 5 shows
the precision of the proposed recommender system based on the analysis presented
in this paper. More details of modelling and experimentation of our proposed rec-
ommender system are given in [1] [4]. The average precision achieved is between
60% to 70%, while in some cases we achieved more than 90% precision. Our recom-
mender system takes Java API usage requests as an input and passes them through
the analysis phase to identify a region of interest, performs both preprocessing steps
and transforms the data into a database. The preprocessed data is then used for
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clustering of usage behavior. An active user can now be compared with these clus-
ters. Depending on the cluster to which the user belongs, a number of recommenda-
tions are generated for that user. Web usage clustering for recommendation reduces
the problem space and increase the efficiency of generating recommendations and
filtering based on the distance of the active user’s session to the neighborhood. The
same distance measure is also used to rank the recommendations.

6 Conclusion

Analysis of data is very important to gain the domain knowledge. We propose a
step-by-step process of analysis for Java API usage mining and results are explained
where needed. We also include some statistics about general preprocessing and algo-
rithm specific preprocessing required for recommender systems. We aimed to focus
our analysis on our overall goal; to build a recommender system which guides the
user of the Java API documentation to a particular element of the API documenta-
tion. One of our future goals is to provide clean, and focused web usage data to be
used as a benchmark for testing implicit recommender systems.
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Multi-label Classification  
for Recommender Systems 

Dolly Carrillo, Vivian F. López, and María N. Moreno 

Abstract. Multi-label classification groups a set of supervised learning methods 
producing models capable of classifying examples in more than one class. These 
methods have been applied in diverse fields; however, the field of recommender 
systems has been hardly explored. In this work, books’ recommendation data are 
used to evaluate the behavior of the main multi-label classification methods in this 
application domain. The experiments carried out demonstrated their suitability to 
provide reliable recommendations and to avoid the grey sheep problem 

Keywords: Web Mining, Recommender Systems, multi-label classification. 

1 Introduction 

Providing users with individualized suggestions about goods and services by 
means of recommender systems is a form of web system personalization. The web 
sites offering good recommendations attract and retain more clients than tradition-
al ones. Recommender systems can be categorized in two main approaches: con-
tent-based and collaborative filtering. In content-based methods web items are 
recommended to a user based on those he has been interested in the past. On the 
other hand, collaborative filtering methods are not only based on preferences of 
the user who is the target of the recommendation but they are also based on opi-
nions about items given by other users (neighbors) who have similar preferences. 

The data mining techniques are propitious for this kind of systems since they 
allow to discover patterns in big collections of information, which can be useful 
for inducing user profiles, correlation between items, prediction of preferences and 
so on. With this purpose, diverse data mining methods have been investigated in 
the application domain of recommender systems. In this context, these techniques 
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are categorized as Web Mining methods, because they must be adapted in order to 
process Web data. Some of them, used for building classifications models, are 
association rules, neural networks, decision trees and Bayesian networks. The 
main methods of multi-label classification combine the above mentioned tech-
niques and they have demonstrated to be efficient in a wide variety of application 
fields but their use in the recommender system domain is scarce. The aim of this 
work is to explore this area and make a contribution to relieve this lack. Due to the 
fact that multi-label classification methods are used to produce models capable of 
assigning a set of labels to new examples, their application might be of great inter-
est to classify a user in one o more profiles and to predict the ratings he could give 
to some products in order to recommend them to him according to these predic-
tions. In this way, the grey sheep problem, which is presented by many recom-
mender systems, can be avoided. 

The rest of the paper is organized as follows: Sections 2, 3 and 4 includes the 
fundamentals of multi-label classification and recommender systems and some 
related works. In section 5 the empirical study carried out with the BookCrossing 
dataset is presented and finally the conclusions are given in section 6. 

2 Multi-label Classification 

Nowadays multi-label classification methods are needed in multiple applications 
such as classification of proteins, music categorization, semantic classification of 
scenes or classification of educational content in e-learning environments. In all 
these applications the objects to be classified can belong to more than one class. 
For example, a photography can represent more than one concept as late afternoon 
and beach at the same time. In the same way, several labels can be assigned to a 
learning object and their characteristics can be used to improve the experience of 
students and teachers in the search and classification of educational contents. Mul-
tiple similar cases can be found in the literature. 

For a formal description of multi-label classification task,  L = {λj : j = 1...q} 
can be used to denote the finite set of labels and D = { (xi; Yi), i = 1...m} to denote 
the set of training instances, where xi is the vector of characteristics and Yi ⊂ L is 
the subset of labels of the instance i. 

The subset of labels of the instance i is defined then as a binary vector, Yi = {y1, 
y2...yq}, where every yj = 1 indicates the presence of the label λj in the set of rele-
vant labels for xi. Using this convention, the output space can be also defined as Y 
= {0, 1}q. Finally, the aim of the classification multi-labels it is to assign the cor-
rect set of labels for a new instance x, that is, to predict if the label λj must be as-
signed or not to the example x. 

There exist two main tasks in supervised learning from multi-labeled informa-
tion [21]: multi-label classification (MLC) and label ranking (LR). MLC refers to 
learning models providing as output a bipartition of the label set into relevant and 
irrelevant labels, however LR involves learning models providing labels ordered 
according to their relevance for a given instance. 
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Multi-label classification and ranking methods can be arranged in two ap-
proaches [21]: Problem transformation methods, and algorithm adaptation me-
thods. The first group of methods are algorithm independent. They transform the 
multi-label classification task into one or more single-label classification, regres-
sion or label ranking tasks. Some methods in this group are: Binary relevance 
(BR)[23], Label Powerset (LP), ranking by pairwise comparison (RPC) [7], multi-
label pairwise perceptron (MLPP) [10] and Calibrated label ranking (CLR) [5]. 
Algorithm adaptation methods extend specific learning algorithms in order to 
handle multi-label data directly. There are several proposals for different learning 
techniques: 

• Decision trees and Boosting. C4.5 [4], AdaBoost.MH and AdaBoost.MR, have 
been adapted for the treatment of multi-labeled data. 

• Probabilistic methods. This approach encloses proposals as [9] Parametric Mix-
ture Models (PMMs)[24] and Conditional Random Field (CRF) [6]. 

• Neural networks and support Vector Machines (SVM). The most representative 
algorithms in this category are Back-Propagation Multi-Label Learning 
(BPMLL) [28], Radial Basis Function Neural Networks for Multi-Label Learn-
ing (ML-RBF) [29] and multi-class multi-label perceptron (MMP) [23]. 

• Lazy and Associative Methods. In this group, Multi-Label k Nearest Neigh-
bours (MLkNN) [27] extends the k Nearest Neighbors (kNN) lazy learning but 
using a bayesian approach, BRkNN [16] is an adaptation that uses BR (Binary 
Relevance) in conjunction with the kNN algorithm, Multi-class multi-label as-
sociative classification (MMAC) [17] is based on class association rules and 
CBMLC is a clustering based multi-label classification method [16]. In addi-
tion, Tsoumakas et al. propose the algorithms Random k labELsets (RAkEL) 
[23] and Hierarchy Of Multi-label classifiERs (HOMER) [22] to be applied in 
domains with large number of labels and training examples. For hierarchical 
multi-label classification problems (HMC) the methods HMC4.5 and Clus-
HMC, HMC-LP [2] have been proposed. 

3 Recommender Systems 

There is a great diversity of procedures used for making recommendations in the 
e-commerce environment. As introduced in section 1, they can be classified into 
two main categories [8]: collaborative filtering and content-based approach. Near-
est neighbor algorithms were originally the basis of the first class of techniques. 
These algorithms predict product preferences for a user based on the opinions of 
other users. The opinions can be obtained explicitly from the users as a rating 
score or by using some implicit measures from purchase records as timing logs. In 
the content based approach text documents are recommended by comparing be-
tween their contents and user profiles [8]. Currently there are two approaches for 
collaborative filtering, memory-based (user-based) and model-based (item-based) 
algorithms. Memory-based algorithms, also known as nearest-neighbor methods, 
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were the earliest used [14]. They treat all user items by means of statistical tech-
niques in order to find users with similar preferences (neighbors). The prediction 
of preferences (recommendation) for the active user is based on the neighborhood 
features. A weighted average of the product ratings of the nearest neighbors is 
taken for this purpose. The advantage of these algorithms is the quick incorpora-
tion of the most recent information, but they have the inconvenience that the 
search for neighbors in large databases is slow [15]. Model-based collaborative 
filtering algorithms use data mining techniques in order to develop a model of user 
ratings, which is used to predict user preferences. 

Collaborative filtering, specially the memory-based approach, has some limita-
tions. Rating schemes can only be applied to homogeneous domain information. 
Besides, sparsity and scalability are serious weaknesses which would lead to poor 
recommendations [3]. Sparsity is due to the number of ratings needed for predic-
tion is greater than the number of the ratings obtained because usually collabora-
tive filtering requires user explicit expression of personal preferences for products. 
The second limitation is related to performance problems in the search for neigh-
bors in memory-based algorithms. The computer time grows linearly with both the 
number of customers and the number of products in the site. The lesser time re-
quired for making recommendations is an important advantage of model-based 
methods. This is due to the fact that the model is built off-line before the active 
user goes into the system, but it is applied on-line to recommend products to the 
active user. Therefore, time spent on building the model has no effects in the user 
response time since small amount of computations is required when recommenda-
tions are requested by the users. On the contrary, the memory based methods 
compute correlation coefficients when user is on-line. Model based methods 
present the drawback that recent information is not added immediately to the 
model but a new induction is needed in order to update the model.  

The grey-sheep problem is another drawback associated with collaborative fil-
tering methods. This problem refers to the users who have opinions that do not 
consistently agree or disagree with any group of users. Multiclassifiers can address 
this drawback by means of assignment of more than one label to the active user. 

Several data mining algorithms have been applied in model based collaborative 
filtering; however, multi-label classification is hardly used in this application  
domain. 

4 Multi-label Classification in Recommender Systems 

Multi-label classification algorithms have been studied for the recommendation in 
some systems as Bibsonomy (http://www.bibsonomy.org), [20]. Quevedo [12] 
proposes a tag recommender system (TRS), which is based on SVM and uses 
logistic regression to solve the multi-label problem. In Bibsonomy every resource 
has multiple labels, thus, in order to help users of the social network in the labe-
ling of the resources they handle, the system learns the labels better adapted  
to each specific resource and provides them to the user arranged according to the 
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relevance that the system assigns. An algorithm based on Naive Bayes (NB) for 
multi-label classification of text [25] has been proposed in a visualization system 
for a search engine. The aim is to provide users with interesting documents among 
a great quantity of results. 

Another example in a different application domain is the Medical Text Indexer 
(MTI) of the US National Library of Medicine (NLM), a tool that recommends 
more than a label for the interface used by indexers in charge of creating cites in 
MEDLINE, Medical Subject Headings(MeSH) [13] [11]. In [1] SVM method is 
applied in order to classify documents represented by vectors of weighted terms. 
In this work the Naïve Bayes classifier is also applied in order to compare the 
performance. 

The music and the emotions it can evoke at the same time is a further research 
field. Multi-label classification methods such as CLR and RAkEL are useful for 
classifying great collections of music with multiple emotions. In that way multi-
label classification has been applied in music information retrieval [18] systems 
and music recommender systems based on user emotions. 

Most of the works in the literature are focused on labeling contents in order to 
recommend them later; however, multi-label classification is not applied in colla-
borative filtering context, which is the aim of our work. 

5 Empirical Study 

This study was carried out with a dataset about recommendation of books, specifi-
cally the BookCrossing database (http://www.bookcrossing.com). BookCrossing 
is a social network which aims at connecting people of the whole world across 
books. Since it was thrown in 2001, the web site allows in an entertaining way to 
trace and to share the books by users while they share experience with people 
from diverse levels. Readers can assess the books with a rating between 1 and 10 
stars, where a value of 10 indicates a highly recommended book. 

In the induction of the model that allows to predict the books of interest for the 
users, available demographic and geographical information about the user (age, 
condition and country) was used. Additionally, the reading habits of the user 
(attributes of the books evaluated by him: category and author) were taken into 
account. In the study ten classes were considered, a label for every value of rating 
given by the BookCrossing users. Other data needed for the study as book catego-
ry were obtained from other databases as Dewey code obtained from 
ISBNdb.com. After some preprocessing tasks focused mainly on reducing data 
sparsity we made up a dataset of 5372 evaluation cases corresponding to 1222 
different books, 551 authors and 203 users. Finally, the users were grouped by 
their demographic attributes, retaining their evaluations about the books. In this 
way, 3638 multi-label cases were obtained. 

In the comparative study, some of the main multilabel classification  
algoritms were applied using the implementation available in the Mulan library 
(http://mulan.sourceforge.net/starting.html). The following packages were used: 
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mulan.classifier.transformation (methods: BR, LP), mulan.classifier.meta (me-
thods: CBMLC, HMC, HOMER, RAkEL), mulan.classifier.lazy (methods: 
BRkNN, MLkNN) and  mulan.classifier.neural (methods: BPMLL, MMPLearn-
er). The empirical validation was carried out using stratified cross validation with 
ten folds. 

Table 1 contains a summary of the results of the performed experiments for the 
methods that presented a better behavior. The values of the main metrics based on 
bipartition (Hamming Loss and Micro-averaged F-Measure, F1), and those based 
on ranking (Average Precision, Coverage, OneError and Ranking Loss) are 
showed in the table. 

Table 1 Values of some metrics for four multi-label classification algorithms 

Metric RAkEL MLkNN BRkNN CBMLC 

Hamming Loss 0.1262+0.0044 0.1127+0.0025 0.1131+0.0020 0.1259+0.0047 

F1 0.2017+0.0142 0.1336+0.0229 0.1660+0.0112 0.2143+0.0193 

Average Precision 0.5338+0.0166 0.5839+0.0171 0.5858+0.0178 0.5358+0.0245 

Coverage 2.0233+0.0782 1.7842+0.0675 1.8032+0.0679 2.0022+0.1206 

OneError 0.6831+0.0264 0.6212+0.0240 0.6193+0.0274 0.6814+0.0326 

Ranking Loss 0.2046+0.0098 0.1766+0.0078 0.1784+0.0089 0.2019+0.0141 

 

Fig. 1 Ranking metrics results 

The values of Loss Hamming do not present a significant difference, which in-
dicates the methods add not relevant labels in the same proportion. Thus, in addi-
tion the higher values of the metrics F1 were considered. They indicated that RA-
kEL and CBML are better than MLkNN, BRkNN for assigning relevant labels to 
the instances. Besides, they present low values of Hamming loss. In addition we 
can deduce that CBMLC improve the behaviour of RAkEL because the increasing 
of F1. For the ranking metrics these four algorithms presented similar behavior and 
the obtained values were better than the ones obtained with other algorithms such 
as HOMER or BPMLL (Figure 1).  
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6 Conclusions and Future Work 

Multi-label classification has been hardly applied in the field of recommender 
systems and its application is limited to label contents for later recommendation 
but it has never been used in a collaborative filtering context. In this work we have 
demonstrated that this kind of methods can be applied for predicting user ratings 
about products by means of multi-label classification models that involve product 
and user attributes as well as ratings given by other users. Once demonstrated the 
utility of the main multi-label classification methods the following step will be 
their adaptation to this specific context and the development of a methodology for 
dealing with characteristic problems of recommender systems. 
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If It’s on Web It’s Yours!  

Abdul Mateen Rajput  

Abstract. The large amount of information available on web is difficult for ma-
chine processing until or unless it is readily available in certain forms. To make it 
convenient for different processes and in standard pattern, it is often required that 
the information is available locally and as a dataset. On the web it’s mostly for 
human use and scattered in different forms and on different locations. In this pa-
per, we have described a method by which one can easily transform scattered in-
formation into large datasets and able to process it with different tools to get more 
meaningful insights. 

1 Introduction 

Text mining is an emerging field and there are many applications of this field 
since the rate of information production has increased many folds in recent past. 
Despite exponentially rate of data production we are still struggling for the answer 
of the question which can satisfy our needs as it has been said that we are drown-
ing in sea of data while dying of thirst for knowledge. One important area which 
seeks answer from massive datasets is biomedical sciences, where text mining 
facilitates to add value and provides different procedures to analyze bulk data 
being produced either after each new experiment of microarray, fMRI etc or by 
scientific publications.   

To explore the knowledge from data one needs to have access to it to get valua-
ble information [datasets may vary in size and it depends upon the questions  
you are going to ask from it]. The availability of some datasets is usually restricted 
to the provider and user may sometime doesn’t find the correct dataset he/she is 
interested in, though it may be browsable on the web but not available as reposito-
ry to apply natural language processing and text mining tools and user finds  
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difficulties to achieve what is required. There are many web crawlers (HTTrack1, 
GRUB2 etc) but the problem with these programs is they bring too much noise and 
uncleaned data. The cleaning of this data is also an issue and usually takes more 
time than downloading.  In the current paper we discuss a smart approach to make 
clean dataset from any online website. The resultant dataset could be any file for-
mat you are interested in and the method will provide you different possibilities to 
extract from many layers of web pages. The methodology we are going to discuss 
is freely available and following programs are required for it: 

• Mozilla Firefox[1] 
• DownThemALL, Firefox Plugin[2] 
• Notepad++[3] 
• Linkgopher, Firefox plugin[4] /GREP (shareware) [5] 

 

 

Fig. 1 A perspective from user interface. The actual dataset was below 3 web pages after 
searching the term. The dataset was scattered and linked beneath many different web pages. 

2 Methods 

The initial steps of the corpora creation requires to look for the pattern of the 
hyperlinks of the data you are interested in and if the links of data is available on 
one page then DownThemALL can automatically detects the links and you can 
start downloading instantly. If the actual data is under few layers of web pages 
then you can download the source pages and then actual data by combining all the 
source html pages and extracting links via LinkGopher or by using Grep program. 
The good feature of Grep is that it will also bring the data within the proximity of 
upto 5 lines from the actual search term.  

In presented scenario the dataset was under many different pages and the links 
of the actual files were scattered on different pages. As mentioned above, we used 
DownThemALL to collect the top pages (all the three layers) and different term 
associated with the same disease (Fig. 2). The first layer contains the name of  
disease with different order/synonyms. There were 11 pages on second layer 

                                                           
1 http://www.httrack.com/ 
2 http://www.gnu.org/software/grub/ 
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which refer to 175 pages (third layer) of relevant data files but in html format. The 
third layer also contains the link of actual data file (in RDF format) as hyperlink. 
We gathered all the 175 pages and observe the pattern of links linked to the actual 
data files. The manual work would have taken too long for this simple task as one 
has to click forward and backward thousands time and spend quit some time. With 
the help of tools mentioned above we were able to perform this task in less than an 
hour and without extra effort. 

3 Use Case 

The use case discusses the task we did with linkedCT.org [6], which is a RDF 
processed repository of clinicaltrials.gov [7]. We needed to download all the clini-
cal trials associated with a particular disease and those clinical trials were stored 
under 4 different names (Multiple sclerosis Relapsing-Remitting, Relapsing-
remitting Multiple Sclerosis, Relapse-Remitting Multiple Sclerosis, Relapsing 
Remitting Multiple Sclerosis). The actual data we were looking for was stored 
under 3 html pages where all the label of clinical trials associated with the disease 
state was mentioned (see figure 1). We stored the source html pages of actual 
clinical trials (4 pages associated with the disease titles) and then merge them 
together so we can have all the names of files on one html page. We found that the 
pattern of RDF storage and the page where it contains the link of it doesn’t differ 
much and there is a similar pattern for each RDF file associated with the webpage 
link. Further we extracted all the links by using LinkGopher from the merged page 
and then looked at the patterns of RDF and html page. After finding out the pat-
tern we simply replace the keywords with the one which was associated with RDF 
and then downloaded all the RDF files by simply using DownThemALL.  

 

Fig. 2 The overall view of the dataset. We needed many different RDFs (in green box) 
stored under different pages, description page of clinical trial, label page of different clini-
cal trial and on top the disease page. 
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4 Conclusion 

We have used this method with several different websites and collect a large repo-
sitory for using different text analytics tools. However, the procedure also has 
some limitation (doesn’t work with Java links) and you have to carefully find out 
the patterns of dataset etc. On the contrary the good thing is that it is freely availa-
ble and very quick rather than clicking the links and saving it manually.  

5 Legal Liability 

The method above describes only the technique to collect large amount of web 
data but it is obvious and in some cases mandatory to check the rights given to 
users by websites. It may be that the contents of the websites are only for human 
reading/visibility and prevent users to run automated procedures to aggregate in-
formation. The author doesn’t take any responsibility if there will be consequences 
after misconduct by users and they are sole responsible for their actions. 
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User Assistance Tool for a WebService ERP

Israel Carlos Rebollo Ruiz and Manuel Graña Romay

1 Introduction

Companies are increasingly complex requiring increasingly complex software man-
agement systems. For that reason, they resort to ERP systems, which are becoming
wildly complex in an attempt to cover all the needs of the companies. They tend
to have extensive menus with endless options to anticipate and try to satisfy all the
information management situations. However, this software complexity taxes the
human resources in the company. Complex ERP require that employees of these
companies receive intensive training, and extensive further support is required of
the ERP tool manufacturer.

Another problem facing companies is the increasingly common use of ERP sys-
tems over the Internet, allowing access to ERP’s programs to many more users.
These newcoming users often lack the necessary training to use efficiently the soft-
ware resources, producing ERP failures, delays or even system shutdown, interrupt-
ing other users to receive support.

To solve this problem, Informática 68 Investigación y Desarrollo S.L. is devel-
oping a user assistance tool, aka recommender system, so that the ERP can guide
users through the various programs that comprise it. Thus, we obtain two advan-
tages. First, we reduce training requirements because the system provides a process
of on-line training helping the user to know better the various programs available
to him. Nevertheless, the user must have sufficient training to know what to do
with the programs, because the recommender makes suggestions about the next pro-
gram choice, but does not provide guides on how to use the programs. Second, we
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enhance productivity because the system saves time by guiding the user through the
steps to follow to perform their tasks, without having to navigate through endless
menus.

The user assistance tool will make recommendations based on a database that
will be storing each user’s behavior, called User Behavior Data Base (UBDB) so
that it is possible to keep track of what a particular user do at every moment. The
recommender system tries to learn from the user’s daily behavior taking into account
the moment of the day, the day of the week, or month, because users tend to perform
the same tasks in different but regularly spaced moments.

However, users can be misleading. If a user does not make a proper use of the
ERP, it may cause the recommender to suggest unsuitable options for performing
the required tasks. For this reason, we will create a Social Network of application
users, so that some users become guides of others performing the tasks. This Social
Network is not going to take into account grouping based on roles assigned by the
system administrator. Using the USDB we are going to build a behavior based Social
Network. Through this Social Network we can get a more accurate information
using the user programs and users performing similar tasks. An additional benefit is
obtained, users with bad habits redirect become more aligned with best practices in
the company.

Recommender Systems

In recommender systems the Collaborative-Filtering (CF) and Content-Based Filter-
ing (CBF) are the most used approaches. The CF [16, 2] is a method of processing
the information or patterns using techniques involving collaboration among mul-
tiple agents, user points of view and any other information. The method is very
usefull with big databases allowing to give good recomendations [11, 15]. The CBF
method focuses more in the items than in the users [12, 9]. This method try to of-
fer recommendation based on similar item used, or buy by the user, instead of user
features.

There is no established methodology to test a recommender system. We need
a way to verify the addecuation of a recomender measuring the reliability of the
recommender [10] or using a especial framework [1]. Trust is a key requirement for
recommender systems [32, 28].

A user’s profile can be modified to fool the recommendation system to give ad-
vice concerned. We can see the problem of a user Malicious Rating Profiles rec-
ommendings in[5, 26]. This problem is not relevant for our system, because user
profiles are automatically extracted from the user behavior while performing its job,
instead of the user specifications.

There are a lot of fields where recomender systems can be used, like in electronic
marketplace [4], in health [14], in the movie industrie [3], Web pages [7] and in new
devices, such as mobile phones [30].

The rest of the paper is organized as follow: Section 2 presents ERP through
the web-service. In Section 3 we discuss the user behavior data base. Section 4
introduces the previously generated Social Network. Finally, section 5 present the
user assistance tool or recommender. The last section is for conclusions.
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2 ERP

Enterprise Resource Planning (ERP) systems are software packages that assist an or-
ganization to manage information across finance/accounting, manufacturing, sales
and service, customer relationship management, and any other task in the organiza-
tion needing information processing. Usually, ERPs work on a computer or group of
computers integrated in a company’s network. But nowadays, with the importance
that is acquiring internet, the ERP software tend to move towards the net offering
agents and services accessible all over the world.

The ERP integrates all company facets, including real-time planning, manufac-
turing, sales, and marketing. These processes produce large amounts of enterprise
data that are, in turn, used by managers and employees to handle all sorts of busi-
ness tasks such as inventory control, order tracking, customer service, financing and
managing human resources [24, 25].

The user can connect to the ERP through an internet access. The user exchanges
information with the internet ERP’s user interface, that get the information needed
from databases hidden in the cloud. The system has to provide all the security fire-
walls to keep safe the data and the identity of the user. All the access log of each
user is kept in a special database, the User Behavior Database (UBDB), storing the
time when the program appear in front of the user and the time when the user close
the application. The ERP user interface must be light to allow the system to provide
required data in proper time. The internal task run “in the cloud” so the ERP system
will need big computational and communication resources to keep the safety of the
system and the integrity of the data.

We have implement the recommender system over a commercial ERP that has
more than ten years in the market. The test has been made at one costumer company
the has granted us access to it’s UBDB in order to built the Social Network and
the recommendation application. The costumer has reviewed the result to evaluate
them. The ERP details and the costumer’s identity are confidential information.

3 User Behavior Data Base

The ERP keeps a trace of the system’s usage by the users. The system stores the
program call by the user, the date and time of use. This information is stored in a real
time updated database. Thanks to this database we can create the Social Network of
ERP users, on the basis of the usage patterns of the diverse ERP programs, filling
roles similar to the ones assigned by the system’s administrator [20]. This Social
Network may be time varying, according to the new data in the database.

Information stored in the UBDB is provided by the system, but not all of it will be
useful to build the Social Network or sustain the recommender system. Sometimes
a user opens and closes a program in so short period of time that is doubtful that he
has performed any valid action with this program. Other times, a program may be
open the whole day, so that it is unclear if the user was working the whole day with
it, or simply forgot to close it. For these reasons, a preprocessing of the information
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in the UBDB must be carried out, discarding records which are not useful, or being
cautious with suspecting records.

The recommender system will use all available information in the UBDB to know
the programs that a user will activate by himself or induced by another user. It must
identify if the program is the first one called in the day, extracting this information
from the UBDB, or if the user closes one program to call another one. Therefore, the
recommender will review the historical behavior of the user after closing the current
program.

The UBDB stores the programs call by the user and the date of use, time running
the program, but we do not intend to record all the actions performed by the user
inside the program. This has some disadvantages from the recommending point of
view. For instance, if the user did not perform any action on the program, that means
that the program is not relevant to the task he/she is performing. However, the rec-
ommender does not have the ability to distinguish this situation and would record
this program as relevant to the task performed.

Another problem is the simultaneous use of various programs. In the UBDB,
each time that a program is call, there is a log stored, as well as each time that it is
closed. It is possible that several concurrently opened programs have opening time,
but not closing time. In this situation. The system must be able to identify the pro-
gram that is useful for the accomplishment of the task at hand, in order to compile
and produce adequate recommendations. However, this information is not stored in
the UBDB, because it may originate an excessive data flow to the UBDB, hindering
the recommender system to act in real time. Besides, when there are several pro-
grams opened, the work flow is unclear, so that the recommender will be unable to
select one option as the most adequate for the task at hand. The idea in this paper is
to design a first version of the recommender system that will be progressively up-
graded. This alpha version will consider the sequential use of programs in a single
thread.

4 Social Network

As mentioned before, the system needs a social network of users to properly guide
the user through their work. The user may have little experience so using only his/her
data from the UBDB will not help to advance in the learning process. The user may
have bad habits that are difficult to redirect unless you perform an audit on its work,
which is not the purpose of this work, quite the contrary, we want to guide the
employee to be proficient autonomously, without personal or emotional pressures.
We present the Social Network extracted from the ERP’s logs in the paper [23]
where we explain how we built the social network and how we create the group of
users.

In the ERP, there are methods to aggregate users into groups such as role, de-
partment or location. But these groups are defined by the system’s administrator,
whom does not always know the exact tasks that each user performs. Also, if a
user changes role, department or location, is very easy to forget to update this
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information. This causes that many users are identified in a way in the system while
performing another entirely different task.

Therefore, the system creates a Social Network implicit using information from
the UBDB and as shown in [31]. The Social Network will be implicit since there
is not required of users to register or record in such a network. The Social Network
generates relevant connections between users automatically [33, 18]. Moreover, this
Social Network will be used exclusively by the recommender system being com-
pletely hidden to the system administrator or the user themselves, because it is not
intended to monitor users, but to help them.

In addition, the Social Network will vary over time, because the relationship be-
tween users is recalculated each time a user calls a program, with the result that
some users may leave the group to join another, or go from being lonely users to be-
come part of a group or vice versa. However, to avoid the system to slow down, this
grouping is not computed in real-time, but periodically, i.e. every night. For cluster-
ing, a previously developed graph coloring algorithm based in Swarm Intelligence
[8, 22] is used, although there are many alternative methods like [6].

5 User Assistant Tool

After reviewing the use of recommenders in the literature [27], we have built a
recommender based on the information generated by the ERP recorded in the UBDB
and user groups that also have been generated from the UBDB. The recommender
is able to offer recommendations to the users helping them in their daily work by
shortening the time required to run programs, improving the level of education, and
reducing errors or unnecessary access to programs.

There are generic guidelines to build recommender systems [19]. In the case of
the ERP we analyze its particularities. The system calculates for each user what is
the first thing the user does each time he access the ERP system to make that the first
proposal of the day. Also calculated transitions between programs, to see if being
in a particular program, which one is the program that runs after it most frequently.
The user information is combined in each group to make a recommendation based
on individual experience and that of the rest of his group. The way that the group
experience affects the user can be parameterized so that if an user is a novice or in-
experienced, the group’s influence is bigger than his own experience, and if he is an
experienced user, his experience predominates over the group, although considering
this, to avoid bad practices of veteran users.

The amount of information to be processed is very large so that it will not be
performed in real time, but as the group of users, it will be pre-calculated at specific
moments for recommender response is at all times in real time. The response time
of the system significantly affects the user experience [13].

Once the recommender system is built, it is very important the way it presents the
recommendations to the user [29], because if the system is annoying, users tend to
not use it, losing all its advantages. We should review the typical problems of user
interface design to prevent and improve the user experience [17].
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Finally, the evaluation of the recommendation system is a complex and subtle
process [21]. In the case of an ERP, each user must determine whether the recom-
mendations offered by the system adapts to his needs or not, and whether the system
improves productivity or otherwise is an obstacle to the smooth functioning in their
jobs.

6 Conclusions and Future Work

In the competitive development of commercial ERP the inclusion of recommender
systems based on the actual working profile of the user and the collective social
intelligence is thought as target innovation field.

We have designed a recommendation system for an ERP based on a UBDB and a
Social Network of users based on applications and behavior. The database is updated
in real time, but the system does off-line analysis of the data periodically in order to
respond in real time. The recommendation system receives feedback through UBDB
records that are created after the decisions adopted by the user.

In field tests carried out, we have managed to evaluate with the help of a human
expert the goodness of the recommendations in controlled test cases and a UBDB
with few programs and a small number of records.

As future work, the system is going to be installed and tested in more organiza-
tions using the company ERP, to verify the user experience using extensive surveys.
We want to implement a feedback model for recommender beyond the pure UBDB
log in order to reduce the learning time of the system itself. We should also con-
sider more realistic scenarios such as using multiple programs simultaneously that
have not been considered in this paper. Finally we must design and implement an
interface to show the recommendations to the user following guidelines found in the
literature.
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TV-SeriesRec: A Recommender System  
Based on Fuzzy Associative Classification  
and Semantic Information 

Diego Sánchez-Moreno, Ana Belén Gil, and María N. Moreno 

Abstract. Recommender systems have become essential in many web sites, espe-
cially in the e-commerce area; however, they are not extended enough in some 
domains. In this work, a recommender system for TV series is presented due to the 
increasing interest for this kind of products. The system implements a methodolo-
gy that deals with the most important problems of recommender systems. 

Keywords: Semantic Web Mining, Recommender Systems, Fuzzy Associative 
Classification, TV series. 

1 Introduction 

The growing interest for TV series that exists nowadays remains clear for the pro-
gressive increase of their offer in the broadcast programming of TV channels as 
well as for the high number of downloads from Internet and the birth of web sites 
that allow to organize and to classify them. On the other hand, the great quantity 
of forums arisen recently where the users request and receive recommendations 
from other users about TV series they might be interested in, reveals the need to 
develop systems for recommendation of this type of products. In spite of this  
demand, TV recommender systems are very scarce and the available ones either 
are endowed with very simple recommendation methods or the series constitute 
secondary products in the system.  

In this work, a TV series recommender system based on semantic web mining 
has been developed. It is endowed with a hybrid recommendation methodology 
combining a clustering technique and a fuzzy associative classification algorithm 
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using semantic data from a specific domain ontology. The aim of this methodolo-
gy is to improve the personalization and the quality of the recommendations by 
means of solving some of the most important limitations of current recommender 
systems such as sparsity, scalability, first-rater, cold-start and grey-sheep  
problems. 

The rest of the paper is organized as follows: Section 2 includes the fundamen-
tals about recommender systems and references to some related works. In section 3, 
the recommendation methodology is described. The main characteristics of  
TV-SeriesRec system are presented in section 4 and finally the conclusions are 
provided in section 5. 

2 Background 

Recommender systems provide users with intelligent mechanisms to search  
products or services that fit their preferences. The methods used for making rec-
ommendations are diverse; however, most of them present some important draw-
backs. On the one hand, traditional collaborative filtering methods using nearest 
neighbor techniques present severe performance and scalability problems due to 
the high computer time required for finding the neighbors, which grows propor-
tionally to the number of users and products in the system. Model based methods, 
such as data mining algorithms, do not present this drawback since the recom-
mender model is already built when the user accesses the system; therefore, time 
spent in building the model has no effects in the user response time.  

Another important drawback is related to the low precision caused by the spar-
sity of the data. Sparsity is due to the fact that the number of product evaluations 
(ratings) provided by the users is lesser than the number required for making rec-
ommendations.  

These two problems may be minimized by means of data mining methods, 
however, there are other shortcomings that may occur. The first-rater (or early-
rater) problem arises when it is not possible to offer recommendations about an 
item that was just incorporated into the system and, therefore, has few evaluations 
from users. Analogously, when a new user joins the system the cold-start problem 
takes place because there is no information about his preferences and consequent-
ly it is not possible to provide recommendations. The grey-sheep problem is 
another drawback associated with collaborative filtering methods. This problem 
refers to the users who have opinions that do not consistently agree or disagree 
with any group of users.  

Sparsity and scalability problems can be addressed by means of reducing the 
dimensionality of the database used for collaborative filtering (CF) using a tech-
nique called Singular Value Decomposition (SVD) [8]. Barragáns-Martínez et al. 
[2] have adapted the proposal of Vozalis and Margaritis for a hybrid system com-
bining content-based and CF approaches in the TV program recommendation 
domain. SVD permits increased efficiency in the calculation of the similarities  
for the neighborhood formation used for generating recommendations. However, 
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despite reducing the scalability problem, nearest neighbors methods are in them-
selves very time consuming and they require carrying out the similarity computa-
tion on-line (at recommender time); therefore, they can never achieve the efficien-
cy provided by model-based CF methods that are induced off-line. 

Cold-start problem solution has also been the aim of recent works. Most of 
them focus on finding new similarity metrics for the memory-based CF approach 
since traditional measures such as Pearson’s correlation and cosine provide poor 
recommendations when the available number of ratings is little, a situation that 
becomes critical in the cases of the cold-start and first-rater problems. In [1], a 
heuristic similarity measure based on the minute meanings of co-ratings is pro-
posed in order to improve recommendation performance. Another similarity 
measure can be found in [3]; this is a linear combination of simple similarity 
measures obtained by using optimization techniques based on neural networks.  

A different approach is given in [4], where a hybrid recommendation procedure 
is proposed. It makes use of Cross-Level Association RulEs (CLARE) to integrate 
content information about domain items into collaborative filters. In that way, 
cold-start problem can be solved by means of inducing user preferences from as-
sociations between a given item’s attributes and other domain items when no rec-
ommendations for that item can be generated using CF.  

Hybrid content-based and CF approaches have also been applied to deal with 
the first-rater problem. As a representative framework we can cite RSA (Fusion of 
Rough-Set and Average-category-rating), which integrates multiple contents and 
collaborative information to predict user preferences based on the fusion of 
Rough-Set and Average-category-rating [7]. 

Most of the works in the literature focus on dealing with one specific problem 
without considering the remaining ones.  

3 Recommendation Methodology 

The methodology implemented in the recommender system for TV series consti-
tutes a hybrid approach that integrates different data mining algorithms and  
semantic web technologies in order to address the problems introduced in the pre-
vious sections. The recommendations to a specific user are made by comparing his 
preferences with the ones of other users but also taking into account features of 
users and products, which are structured according to a specific ontology.  

The recommendation framework consists of two clearly differentiated parts 
corresponding to different processes included in the methodology. The first part 
corresponds to the process of construction of the recommendation models by 
means of data mining algorithms, whereas the second one refers to the procedure 
of using these models for the classification of the active user at recommendation 
time in order to provide him with personalized recommendations. The first part is 
executed off-line, before the entry of the active user in the system, whereas the 
second one is executed on-line, when the user requests the recommendation. 
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3.1 Induction of Recommendation Models 

The off-line process is represented in the figure 1 by means of two activity dia-
grams corresponding to the two stages required for inducing the models. 

The first stage involves the generation of groups of users with similar prefe-
rences and characteristics. A clustering algorithm is applied for this task by using 
attributes containing demographic information about users (such as age, city, pro-
fession, …) and also attributes concerning items to be recommended, which users 
have rated. The information about user preferences comes from the transactions 
they have carried out in the system. The examples provided as input to the cluster-
ing algorithm are formed by these transactions and the corresponding attributes 
from users and items.  

The output of the clustering algorithm is a set G = {g1, g2, g3, …, gN} of users’ 
groups, where N is a predefined number of groups which may be set according to 
the number of users and items available in the system. The set G is provided as 
input to the next step, which is responsible for assigning an ordered list of items 
(or products) P = {p1, p2, p3, ..., pm} to each group gi. The top items are the ones 
who received better evaluation from the users of the group, or the most frequent 
ones (taking into account the number of purchases or given ratings) or any other 
criterion defined by an expert in the domain area involving the system. We con-
sider the items' frequency by means of counting the number of accesses to the 
items in the group. The ordered list of items assigned to the user groups will be 
supplied as input to the recommendation process, which constitutes the second 
part of the methodology. 

The second stage in the construction of the recommendation models is the in-
duction of the associative classification rules by means of the CBA-Fuzzy  
algorithm [5]. This technique is used to generate the fuzzy rules composing the 
associative classification model employed for making recommendations. The 
application of CBA-Fuzzy algorithm provide two important advantages: First, 
more reliable recommendations can be obtained since associative classification 
has a better behavior than other methods in sparse data contexts such as those 
from recommender systems [6]. On the other hand, the fuzzy rules allow the clas-
sification of the user in more than one group with different belonging degrees, 
dealing in this way with other important drawbacks of recommender systems, the 
gray sheep problem. These rules will be responsible for classifying every new user 
at recommender time.  

As showed in the second part of the figure 1, the rule generation process has 
two input sets: the groups of users provided as output by the clustering algorithm 
and the same input data set used for building the groups. The first activity for ge-
nerating the list of classification rules is to combine the two inputs. Taking into 
account the examples composing users’ groups, each record of the training set is 
labeled with the identifier of the group giving as a result a new training set, which 
will be the input for the CBA-Fuzzy algorithm. The output provided by the  
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algorithm is a set of classification rules R(gi) = {r1, r2, r3, …, rp}, ∀ gi ∈ G. Thus, 
the classification model is composed of a set of class association rules available 
for each group of users. Before running the CBA-Fuzzy algorithm, a minimum 
threshold value of support and confidence must be set up. It is recommended to set 
a high value for confidence and a low value for the support, especially in a scena-
rio involving recommender systems, where we usually have sparse data 

 

Fig. 1 Building the recommendation models 

3.2 Recommendation Process 

The models built in the previous process are used for recommending items to the 
active user when he is on-line. Firstly, the model of class association rules is re-
quired to classify the active user and predict in this way the group or groups he 
belongs to. Since preferences may change as time goes by, the most recent interac-
tion data of the active user is taken to do the classification. In case of the active 
user has not done any transaction, the recommender procedure considers just the 
user attributes defined by a domain ontology, avoiding in this way the cold-start 
problem. 

Figure 2 shows an activity diagram of this process, which is carried out at  
runtime, when the user is interacting with the system.  
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Fig. 2 Recommendation process 

3.3 CBA-Fuzzy Validation 

Given that associative classifiers present a better behavior than other classifiers in 
sparse data context [6], the validation of the CBA-Fuzzy algorithm has been done 
by comparing its precision to the results obtained with other associative classifiers 
(CBA, CPAR and CMAR). The study was carried out by using two datasets with 
very different levels of sparsity (inverse of density) that are shown in the left side 
graph of the figure 3. The right side graph of the figure presents the precision ob-
tained with several associative classification algorithms for both datasets [5]. As 
we can see, the precision of the CBA-Fuzzy algorithm is only slightly exceeded by 
CMAR with the MovieLens dataset but it decreases drastically for BookCrossing 
dataset, which presents very higher values of sparsity. CBA-Fuzzy maintains good 
precision results even in high sparsity conditions. 

 

Fig. 3 Results obtained with MovieLens and BookCrossing datasets 

4 TV-SeriesRec System 

The methodology described in the previous section has been tailored to the TV 
series domain and implemented in the TV-SeriesRec system.  

The recommendation methodology will allow to predict the preferences of 
every user on the basis of different attributes related to his personal characteristics  
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Fig. 4 Ontology for users and TV series 

  

Fig. 5 Screen captures (A. Information about a series, B. Recommended series) 

as well as to preferences of other users and the own characteristics of the TV se-
ries. All this information is organized according to an ontology defined specifical-
ly for this application domain (figure 4). 

Apart from the recommendation functionalities, the application is endowed 
with catalogue management functions and provides to the users with services of 
search and recovery of series information according to different criteria.  

Only registered users can request personalized recommendations. These users 
must register in order to store his personal information, which is necessary for 
building the recommendation models by means of the web mining techniques. 
Likewise these users have the possibility of evaluating the series and making 

A B
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comments, becoming followers of some of them, receiving notices about news, 
etc. Fig. 5 shows pages with information about a series and the interaction me-
chanisms to get some of these options (A) and recommended series to a user (B). 

The system has been implemented entirely in Java language making use of the 
JSF (Java Server Faces) framework and MySQL as database management system. 

5 Conclusions 

The system presented in this work tries to supply the lack of recommender sys-
tems for TV Series that are nowadays very demanded products. The system incor-
porates a semantic web mining methodology for dealing with the main problems 
of recommender systems. The fact of being a model based approach avoids the 
scalability problem. The loss of precision caused by sparsity is minimized by us-
ing an associative classification method. Fuzzy rules, induced by the CBA-Fuzzy 
algorithm, allow to classify a user in more than a group avoiding in this way the 
grey-sheep problem. Finally, semantic information is used for solving first-rater 
and cold-start problem. 
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Hurtado, Maŕıa Visitación 67
Hurtado-Torres, Nuria 67

Koh, Yun Sing 171

Leitao, Paulo 103
Lopes, Rui Pedro 17
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