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Preface

This volume constitues the proceedings of the Fourth International Conference
on Computer Science and Its Applications (CITA 2013), which was held during
May 4-6, 2013 in Saida, Algeria. CITA is focused on the various aspects of ad-
vances in computer science and its applications and features world renowned
keynote speakers and excellent technical program addressing the technology
landscape and current challenges in different topics distributed into four tracks:
Computational Intelligence, Security & Network Technologies, Information Tech-
nology, and Computer Systems and Applications. This event is a great oppor-
tunity for local and foreign attendees to exchanges knowledge and experience in
various fields of IT.

This year the program committee received 390 papers, each of which was
refereed by two or three reviewers selected by the program committee. Of these
submissions, 42 papers were accepted for presentation at the conference and
publication in this volume.

The organizers are grateful to Yamine Ait Ameur, Frédéric Boniol, Mohand
Boughanem and Abdelwahab Hamou-Lhadj for agreeing to give invited talks
at CIIA 2013. An abstract of each invited talk in included in this proceeding
volume.

We sincerely thank all authors who submitted papers to this conference. We
were pleased indeed by the number and the quality of the submissions. We
congratulate those whose proposal was accepted, and we hope that the comments
of the reviewers have been constructive and encouraging for the other authors.

Given the large number of proofreading and the heavy responsibility, we would
like to thank all the track-chairs and their respective Program Committee mem-
bers for their excellent job during the selection process. Their help in finding and
assigning reviewers is much appreciated. Clearly, all this would not have been
possible without the valuable report provided by sub-reviewers.

This conference could not have been possible without the moral and financial
support from the Taher Moulay University of Saida, la DG-RSDT, and IATRST.



VI Preface

We would like to thank our local organizers at Faculty of Science and Technol-
ogy especially the Department of Mathematics and Computer Science for their
help in many aspects of planning and running CITA 2013.

Finally, we thank EasyChair Team for creating and supporting the outstand-
ing EasyChair Conference Management system.

April 2013 Abdelmalek Amine
Otmane Ait Mohamed
Ladjel Bellatreche
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New Challenges for Future Avionic Architectures

Frédéric Boniol

2 avenue Edaourd Belin
Toulouse, 31055
France
frederic.boniol@onera. fr

Abstract. Electronic sets operated on aircraft are usually summarized as
“avionic architectures” (for “aviation electronic architecture”). Since the 70s,
avionic architectures, composed of digital processing modules and
communication buses, are supporting more and more avionic applications such
as flight control, flight management, etc. Hence, avionic architectures have
become a central component of an aircraft. They have to ensure a large variety
of important requirements: safety, robustness to equipment failures,
determinism, and real-time. In response to these requirements, aircraft
manufacturers have proposed several solutions. This article has a twin
objectives: firstly to survey the state of the art of existing avionic architectures,
including the IMA (for Integrated Modular Avionic) architecture of the most
recent aircraft; and secondly to discuss two challenges for the next generation
of avionic architectures: reconfiguration capabilities, and integrating COTS
processing equipment such as multi-core processors. We believe that these two
challenges will be central to the next generation of IMA architectures (called
IMA-2G for IMA-2d generation).

A. Amine et al. (Eds.): Modeling Approaches and Algorithms, SCI 488, p. 1.
DOI: 10.1007/978-3-319-00560-7_1  © Springer International Publishing Switzerland 2013



Checking System Substitutability: An Application
to Interactive Systems

Yamine Ait Ameur! and Abdelkrim Chebieb’

"IRIT/ENSEEIHT
2 Rue Charles Camichel
31071 Toulouse Cedex 7
yvamine@enseeiht. fr
2ESI
BP 68M OUED SMAR,
16270, EL HARRACH ALGER
k_chebiebResi.dz

Abstract. The capability to substitute a given system by another one is a
property useful for dealing with adaptation, maintenance, interoperability,
reliability, etc. This talk proposes a formally based approach for checking the
substitutability of a system by another one. It exploits the weak bi-simulation
relationship.

In this talk a system is seen as a state-transition system. Two systems are
observed to check if one may be substituted by the other preserving their
behaviour. The weak bi-simulation relationship is revisited to handle systems
that have different sets of labels by defining a relation on labels. A
transformation of the systems to be compared is defined according to the
relation defined on labels. Classical weak bi-simulation is then used to model
check the substitutability property.

The approach is illustrated on the case of plastic interactive systems. We
show how an interactive system supporting a set of interactive tasks can be
replaced by another interactive system that performs the same tasks with
different interaction devices. Relations on labels are borrowed from an ontology
of interaction and of interaction devices. A case study will be used along the
talk to illustrate how the proposed approach practically works.

A. Amine et al. (Eds.): Modeling Approaches and Algorithms, SCI 488, p. 3.
DOI: 10.1007/978-3-319-00560-7_2  © Springer International Publishing Switzerland 2013



The Role of Software Tracing in Software Maintenance

Abdelwahab Hamou-Lhadj

Software Behaviour Analysis (SBA) Research Lab
Concordia University, Montreal, QC, Canada
abdelw@ece.concordia.ca

Abstract. Our society depends greatly on software systems for many critical
activities including finance, health, education, telecommunications, aerospace,
and more. Maintaining these systems to keep up with new user needs and ever
changing technologies is an important task, but also a challenging and costly
one. Research shows that software maintenance activities can take up to 80% of
the time and effort spent during the lifecycle of software. The constant
challenge for software maintainers is to understand what a system does before
making any changes to it. In an ideal situation, this understanding should come
from system documentation, but, for a variety of reasons, maintaining
sufficiently good documentation has been found to be impractical in many
organizations.

In this talk, I will discuss techniques to aid software engineers in
understanding software systems. I will focus on the techniques that permit the
understanding of system behaviour through tracing. Tracing encompasses three
main steps: run the system, observe what it does, and make sense of how and
why it does it in a certain way. The major challenge is that typical traces can be
overwhelmingly large, often millions of lines long. I will present a set of
techniques that we have developed to simplify the analysis of large traces. I will
report on lessons learned from industrial projects in which my research lab has
played a leading role. I will conclude my talk with an outlook on future
challenges and research directions.

A. Amine et al. (Eds.): Modeling Approaches and Algorithms, SCI1 488, p. 5.
DOI: 10.1007/978-3-319-00560-7_3  © Springer International Publishing Switzerland 2013



Information Retrieval and Social Media

Mohand Boughanem

University Paul Sabatier of Toulouse - IRIT lab
Mohand.boughanem@irit.fr

The social Web (Web 2.0) changed the way people communicate, now a large
number of online tools and platforms, such as participative encyclopedias (e.g.,
wikipedia.org), social bookmarking platforms (e.g., connotea.org from the
Nature Publishing Group), public debate platforms (e.g., agoravox.fr), photo
sharing platforms (e.g., flickr.com), micro blogging platforms (e.g., blogger.com,
twitter.com), allow people to interact and to share contents. These tools provide
to users the ability to express their opinions, to share content (photos, blog posts,
videos, bookmarks, etc.); to connect with other users, either directly or via com-
mon interests often reflected by shared content; to add free-text tags or keywords
to content; users comment on content items. All these user-generated contents
need not only to be indexed and searched in effective and scalable ways, but
they also provide a huge number of meaningful data, metadata that can be used
as clues of evidences in a number of tasks related particularly to information re-
trieval. Indeed, these user-generated contents have several interesting properties,
such as diversity, coverage and popularity that can be used as wisdom of crowds
in search process. This talk will provide an overview of this research field. We
particularly describe some properties and specificities of these data, some tasks
that handle these data, we especially focus on two tasks namely searching in
social media (ranking models for social IR, (micro)blog search, forum search,
real time social search ) and exploiting social data to improve a search.

A. Amine et al. (Eds.): Modeling Approaches and Algorithms, SCI 488, p. 7.
DOI: 10.1007/978-3-319-00560-7 _4 © Springer International Publishing Switzerland 2013



Machine Learning Tool for Automatic ASA
Detection

Mohammed El Amine Lazouni'!, Mostafa El Habib Daho!, Nesma Settouti®,
Mohammed Amine Chikh!, and Said Mahmoudi?®

! Biomedical Engineering Laboratory. Tlemcen Algeria
2 Computer Science Department - Faculty of Engineering - University of Mons -
Belgium
mine_lazouni@yahoo.fr, mostafa.elhabibdaho@gmail.com,
{nesma.settouti,mea_chikh}@mail.univ-tlemcen.dz, Said.Mahmoudi®@umons.ac.be

Abstract. The application of machine learning tools has shown its
advantages in medical aided decision. This paper presents the implemen-
tation of three supervised learning algorithms: the C4.5 decision tree
classifier, the Support Vector Machines (SVM) and the Multilayer Per-
ceptron MLP’s in MATLAB environment, on the preoperative assessment
database. The classification models were trained using a new database col-
lected from 898 patients, each of whom being represented by 17 features
and included in one among 4 classes. The patients in this database were
selected from different private clinics and hospitals of western Algeria.

In this paper, the proposed system is devoted to the automatic detec-
tion of some typical features corresponding to the American Society of
Anesthesiolo-gists sores (ASA scores). These characteristics are widely
used by all Doctors Specialized in Anesthesia (DSA’s) in pre-anesthesia
examinations. Moreover, the robustness of our system was evaluated
using a 10-fold cross-validation method and the results of the three
proposed classifiers were compared.

Keywords: ASA score, DSA, Pre-anesthesia consultation, SVM, MLPs,
C4.5.

1 Introduction

Risk is ubiquitous in medicine but anesthesia is an unusual specialty as it rou-
tinely involves deliberately placing the patient in a situation that is intrinsically
full of risks. The Patient’s safety depends on the management of those risks. The
anesthetic risk classification is of prime importance not only in carrying out the
day-to-day anesthetic practice but it coincides with surgical risks and morbidity
condition as well [3].

In Algeria there are about 7000 DSA’s, but this number is insufficient to insure
all the tasks that have to be performed for the patient’s safety [5]. The main
problem is that despite their small number, their presence is indispensable in each
hospital or clinic. Indeed, they have to insure the pre-anesthesia examinations
of all patients who need general or local anesthesia. Moreover, they have to

A. Amine et al. (Eds.): Modeling Approaches and Algorithms, SCI 488, pp. 9 @
DOI: 10.1007/978-3-319-00560-7 5 © Springer International Publishing Switzerland 2013
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be present in the operating room during surgery and after that during the post-
operative period. The realization of these different tasks is really hard to perform.
That is why, we propose in this work an artificial intelligence based approach
allowing to bring assistance to DSA’s.

The related works in preoperative patient classification were carried out by
Peter et al. in [6]. The authors of this work have developed an automatic instru-
ment used for grading the level of the anesthetic patient risk, with a modified
version presented by Hussman and Russell [6]. So far, the risk prediction has been
carried out using statistical analysis tools, which lacks the desired precision [2].

The aim of the study prsented in this work is to apply and analyze three
different machine learning methods: the C4.5 decision tree classifier, the Sup-
port vector Machines (SVM), and the Multilayer Perceptron techniques for the
classification of the ASA physical status.

In this paper, we target two distinct objectives: the database construction and
data classification. To this aim, we divide this work as follows. In section II, we
describe the database used and we discuss its different parameters. After that
in section III, we review some basic theory concepts. Section IV presents the
experimental results and the discussion. Finally, we shall summarize the main
points of our prototype and conclude the paper.

2 Data Collection

In this section we present the creation of the database. The database has been ob-
tained with the help of the DSA’s. The patients in this database were selected from

Table 1. Database parameters

Sex 488 males and 410 females
Age between 2 months and 105 years
Medical backgrounds Hypertension

Diabetes

Respiratory failure

Heart failure (HF)

ECG Heart rate 1 (bpm)
Heart rate 2 (bpm)

Heart rate3 (bpm)

Steadiness of heart rate

Pace maker

Atrioventricular block

Left ventricular hypertrophy

Oxygen saturation Take a measure (%)
Blood sugar or blood glucose level Take a measure (g/1)
Blood pressure (BP) Systole (mmHg)

Diastole (mmHg)
Classes Physical Status according

to the examination by the DSA
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different private clinics and hospitals of western Algeria: TLEMCEN hospital,
ORAN CANASTEL hospital, ORAN HAMMOU BOUTELILIS clinic, ORAN
NOUR clinic, and TLEMCEN LAZOUNI clinic.

We have to note that the unavailability of a standardized database in this
field prompted us to create this personal database. In all, 898 subjects were
introduced in the data collection among whom 488 males and 410 females.

This database is devoted to the detection of the ASA physical status. It is
characterized by 17 parameters presented in tablel.

In table 2, we present the details of the database used according to ASA
physical status.

Table 2. The clinical data related to the 898 patients of the database and their dis-
tribution according to ASA classes

ASA Physical Status 1 2 3 4
Number of patients 219 395 232 52
Mean age (year) 57,62 67,49 65,35 79,07
Mean heart rate 1 (bpm) 79,18 79,05 97,29 109
Mean heart rate 2 (bpm) 78,45 79,67 99,35 110
Mean heart rate 3 (bpm) 79,32 80,32 100,57 109
Mean oxygen saturation 98,58 98,75 93,68 89
Mean blood glucose level 1,25 148 2,89 3,42

Mean blood pressure (systole) 123 135 155 169
Mean blood pressure (diastole) 81 95 102 110

The ASA physical status allows to evaluate the anesthetic risks and to obtain
a predictive parameter of surgical mortality. We have selected patients with ASA
Physical Status 1, 2, 3 and 4. The number of patients where the ASA physical
status is 4 is really small compared to those of ASA physical status 1, 2, and 3
because ASA physical status 4 are subject to a seversystemic disease that is a
constant threat to life.

The output or classes for the database take the values 1’ ’2’, ’3’, or '4’.

1’ means that a patient is in ASA physical status 1.
’2” means that a patient is in ASA physical status 2.
’3” means that a patient is in ASA physical status 3.
4> means that a patient is in ASA physical status 4.

* X X *

In claas ’1’, there are 219 patients that is 24.38% of the cases, in class 2’, 395
patients that is 43.98% of the cases, in class '3’, 232 patients that is 25.84% of
the cases, and in class ’4’ 52 patients only that is 05.80% of the cases.

In 1939, a committee of the American Society of Anesthetists, Inc, composed
of Drs Sakland, Rovenstine and Taylor, was empowered "to study, examine,
experiment, and devise a system for the collection and tabulation of statisti-
cal data" in anesthesia [7]. With foresight, the committee anticipated future
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problems regarding definitions of and uses for the proposed classifications. Con-
sequently, they proposed a system ready to modification that is similar in its es-
sential elements to the one in use today. Their recommendations were published
by the American Society of Anesthesiologists (ASA) in 1941 [7]. The physical
status evaluation of a patient in agreement with the ASA classification is the first
and very important step to predict the perioperative risks to which the patient
will be submitted. The outcomes of surgical treatment and anesthetic methods
are commonly stratified as ASA classes as given in Table 3.

Table 3. ASA Physical Status [3]

ASA Physical Status Patient Status

1 Normal healthy patient

2 A patient with mild systemic disease
(that does not limit activity)

3 A patient with severe systemic disease
(limits activity, but not incapacitating)

4 A patient with severe systemic disease that is a con-
stant threat to life

5 A moribund patient who is not expected to survive
with or without the operation

6 A declared brain-dead patient whose organs are be-

ing removed for donor purposes

In this database, we could not select patients with ASA Physical Status 5 and
6 because they were dying.

3 Methods

In this work we have used three supervised learning algorithms: the C4.5 de-
cision tree classifier, the Support Vector Machines (SVM) and the Multilayer
Perceptron MLP’s classification in order to detect the ASA physical status. The
proposed system was evaluated using a 10-fold cross-validation method and the
results of the three proposed classifiers were compared.

The preoperative assessment data analysis and the anesthetic risk classifica-
tion (detection for the ASA physical status) were carried out using a MATLAB
software. It is designed in a flexible manner to try out existing methods on new
databases.

— The Support vector machines or support vector networks [I] are supervised
learning models with associated learning algorithms that analyze data and
recognize patterns, used for classification and regression analysis. A Support
Vector Machine performs classification by constructing an N-dimensional
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hyperplane that optimally separates the data into two categories. SVM mod-
els are closely related to the neural networks. In fact, a SVM model using a
sigmoid kernel function is equivalent to a two-layer perceptron neural net-
work. The support vector machines are known for their good performance
in a multi-class system.

— The Multilayer Perceptron network is the most widely used neural network
classifier. The MLPs are universal approximators. They are valuable tools
in problems when one has little or no knowledge about the form of the
relationship between input vectors and their corresponding outputs.

— The C4.5 decision tree learner produces decision tree models. The algo-
rithm uses the greedy technique to induce decision trees for classification. A
decision-tree model is built by analyzing training data and the model is used
to classify unseen data. The C4.5 generates decision trees, where the nodes
evaluate the existence or significance of individual features.

The Cross-validation, or rotation estimation, is a technique for assessing how the
results of a statistical analysis will generalize to an independent data set. It is
mainly used in settings where the goal is prediction, and one wants to estimate
how accurately a predictive model will perform in practice. [4]

The database D is randomly splited into k mutually exclusive subsets (the
folds) D1, D2, ... Dk of approximately equal size. The inducer is trained and
tested k times, each time ¢ € 1,2, ...k. It is trained on D/Dt and tested on Dt.

The cross-validation estimate of accuracy=(The overall number of correct
classification)/(The number of instances in the database).

Table 4. Predictive performance of the classifiers

C4.5
Model #1  #2  H#3  H#H4 H#E H6  H#T #8  #9 #10
Accuracy (%) 88.18 84.36 91.55 83.62 93.74 83.67 87.72 93.61 89.54 84.44
Accuracy average 88.01%
Correctly classified instances 765
incorrectly classified instances 133
MLPs
Model #1  #2  H#3  H#H4 H#E H6  H#T #8  #9 #10
Accuracy (%) 86.31 94.25 91.77 95.71 85.49 94.99 93,45 90,71 92,41 89,22
Accuracy average 91.43%
Correctly classified instances 791
incorrectly classified instances 107
SVM
Model #1  #2  H#3  H#H4 H#E H6  H#T #8  #9 #10
Accuracy (%) 90.36 93.61 89.75 96.81 96.59 92.77 95,47 92,11 90,68 94,31
Accuracy average 93.25%
Correctly classified instances 808

incorrectly classified instances 90
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4 Performance Evaluation

The results of the experiments are summarized in table 2. The performances
of the three models were evaluated on the basis of two criteria: the prediction
accuracy, and the error rate. These values and are illustrated in Figures 1, and 2.

As shown in Fig 1, and 2, the Support Vector Machines predict better than
other algorithms. Among the three classifiers used for the experiment, the Multi-
Layer Perceptron algorithm and the Support Vector Machines algorithm provides
more or less the same prediction accuracy. The accuracy rate of the C4.5 decision
tree algorithm is the lowest among the three machine learning techniques.

93.25%
91.43%
e
88.01%
R
et I e
cas MLPs SVM

Fig. 1. Prediction accuracy histogram

Correctly Classified I:l Incorrectly
D instances Classified Instances
90
133 107
808
765 791
c4a.s MLPs SVM

Fig. 2. Error rate histogram
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Fig 2, presents the number of incorrectly classified instances, The SVM ma-
chine learning is the best system for this classification.

The performance of the learning techniques is highly dependent on the nature
of the training data. The confusion matrix (table 5) was used to evaluate the
classification error rate.

Table 5. Confusion matrix of the classifiers

ASA1 ASA2 ASA3 ASA4

C4.5 ASA1 190 22 7 0
ASA2 22 330 43 0
ASA3 3 12207 10
ASA4 0 4 10 38

MLPs ASA1 203 14 2 0
ASA2 23 334 37 1
ASA3 2 13 209 8
ASA4 0 0 7 45

SVM ASA1 210 8 1 0
ASA2 20 339 34 2
ASA3 0 8 214 10
ASA4 0 1 6 45

From Table 5 it is shown that:

— 190 patients with ASA physical status 1 among 219 ones, 330 patients with
ASA physical status 2 among 395, 207 patients with ASA physical status
3 among 232 and 38 patients with ASA physical status 4 among 52 were
recognized correctly by the C4.5 classifier.

— 203 patients with ASA physical status 1 among 219, 334 patients with ASA
physical status 2 among 395, 209 patients with ASA physical status 3 among
232 patients and 45 patients with ASA physical status 4 among 52 patients
were recognized correctly by the MLP’s.

— 210 patients with ASA physical status 1 among 219 patients, 339 patients
with ASA physical status 2 among 395, 214 patients with ASA physical
status 3 among 232 patients and 45 patients with ASA physical status 4
among 52 patients were recognized correctly by the SVM.

In the confusion matrix good results correspond to large numbers down the main
diagonal and small numbers are found off the diagonal. From the confusion ma-
trix given in Table 5, it is observed that SVM classifier gives better results than
the MLP’s classifier which its self gives better results than the C4.5 classifier.
The results strongly suggest that machine learning can aid DSA’s in the pre-
diction of preoperative anesthetic risks. It is hoped that more interesting results
will follow in further exploration of data.
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5 Conclusion

In this paper, we have presented a medical decision support system based on
three supervised learning algorithms: (1) C4.5 Decision tree classifier, (2) Sup-
port vector Machines (SVM) and (3) Multilayer Perceptron for helping Doctors
specialized in Anesthesia to detect the ASA physical status. In particular, the
system has been developed with 898 medical cases collected from patients in
western Algeria.

Furthermore, the robustness of the proposed system was examined using a
10-fold cross-validation method and the results showed that the SVM-based
decision support system is better compared to MLPs and C4.5 classifiers. The
results could achieve average classification accuracy at 93.25%.

In this study, the parameter values related to the number of patients in the
dataset, the distribution of samples and the anthropometric operation errors by
different anesthetists and so on may fluctuate the results. A better solution for
this issue is to get much more medical records to optimize the performance and
stability of the system.

As future work, we also plan to improve the proposed model using some addi-
tional classifiers. We plan also to include more details on the proposed diagnosis
such as accepted or refused patient for surgery, to choose the best anesthetic
technique for surgery either general or local anesthesia, the patient’s tracheal
intubation either easy or hard, and finally the development of a fuzzy-based
computer aided diagnosis for obtaining more detailed results.
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Abstract. Nuclear power industries have increasing interest in using fault de-
tection and diagnosis (FDD) methods to improve availability, reliability, and
safety of nuclear power plants (NPP). In this paper, a procedure for stator fault
detection and severity evaluation on reactor coolant pump (RCP) driven by
induction motor is presented. Fault detection system is performed using unsu-
pervised artificial neural networks: the so-called Self-Organizing Maps (SOM).
Induction motor stator currents are measured, recorded, and used for feature ex-
traction using Park transform, Zero crossing times signal, and the envelope,
then statistical features are calculated from each signal which serves for feeding
the neural network, in order to perform the fault diagnosis. This network is
trained and validated on experimental data gathered from a three-phase squirrel-
cage induction motor. It is demonstrated that the strategy is able to correctly
identify the stator fault and safe cases. The system is also able to estimate the
extent of the stator faults.

Keywords: Self-Organizing Map, Reactor coolant Pump, Fault Detection and
diagnosis.

1 Introduction

The reactor coolant pump (RCP) is one of the kernel components of NPP, which is in
charge of conveying the heat generated in the nuclear reactor core to the steam gene-
rator [1], the coolant pump is a centrifugal pump driven by a three phase induction
motor. In spite of their robustness and high efficiency, the induction motors can be
the seat of an important variety of failures [2]. One of the most widespread faults in
the induction motor is the inter-turn short circuits in the stator winding. These inci-
pient faults, if it left undetected, can lead to motor failure, and its performance will
directly influence the safe and reliable operation of the RCP. Furthermore, if the
pump failed, a hazard would be caused consequently. Therefore, predicting the devel-
oping faults in the pump quite necessary for achieving high reliability and safety [1].

A. Amine et al. (Eds.): Modeling Approaches and Algorithms, SCI 488, pp. 17-26]
DOI: 10.1007/978-3-319-00560-7_6  © Springer International Publishing Switzerland 2013
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Many researchers have focused their attention on fault detection and diagnosis (FDD)
in nuclear power plants [3].

Recently, Artificial Intelligence (AI) techniques have been proposed for the nonin-
vasive fault detection in NPP and its equipment. These Al-based techniques include
neural network [4-5], genetic algorithms [6] and pattern recognition by support vector
machine [1], or the combination of different techniques like neural networks - Genetic
Algorithms [7] and neural nets - Fuzzy logic [8].

The Kohonen Self-Organizing map combined with the current frequency spectrum
analysis is used for identification of mechanical unbalances in [10], and for broken
rotor bar fault of induction motor in [11].

In this paper, we present an automatic fault classification methodology for fault de-
tection and diagnosis based on Self-Organizing Maps combined with signal
processing methods applied to the three phase currents for motor stator faults detec-
tion and severity evaluation in a reactor coolant pump. The current preprocessing
techniques used are extended Park Vector, zero crossing times, and the envelope of
the three phase currents. Then statistical features are calculated from each signal
which serves as input of the SOM. The network is trained and tested using experimen-
tal results on a real induction machine.

2 Self-organizing Maps

The Self-Organizing Map (also known as Kohonen map) is an unsupervised artificial
neural network which is a powerful method for clustering and visualization of high
dimensional data [9]. The SOM algorithm implements a nonlinear topology preserv-
ing mapping from a high-dimensional input data space onto a low dimension discrete
space (usually 2D), called the topological map.

2.1 SOM Architecture

A SOM model is composed by two layers of neurons. One of them, called input layer
(composed by N neurons, one for each input variable), is responsible for receiving and
transmitting information from outside to the output layer. The output layer (formed by
M neurons) is in charge of information processing and the construction of map fea-
tures. Usually, neurons in the output layer are organized in two dimensional map [10],
as shown in Fig. 1. Note that each neuron of the network is completely connected to all
the nodes of the input layer. The number of neurons determines the accuracy and gene-
ralization capability of the SOM and it is determined by the heuristic equation (1).

M =5JN )

Where M is the number of neurons and N is the number of samples of the training
data. According to Eq. (2), the ratio between side-lengths of the map (n; and ny) is the
square root of the ratio between the two biggest eigenvalues of the training data (e

and e3) [11].
n/n, =\le /e, )



Stator Faults Detection and Diagnosis in Reactor Coolant Pump 19
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Fig. 1. SOM Architecture

2.2 Training Algorithm

During training procedure, the weight vectors are adapted in such a way that close
observations in the input space would activate two close neurons of the SOM [12]. The
SOM is trained iteratively. At each training step, a sample input data vectors X is ran-
domly presented from the training data sets, and the distance between the data and all
the weight vectors of the SOM is calculated. The neuron whose weight vector is closest
to the input vector is called the best-matching unit, often denoted bmu:

HX -W mu” = mlnl{ X —WiH} defl..m} 3)

b

Where Wbmu is the best-matching unit weight vector. After finding the bmu, the
weight vectors of the SOM are updated. The weight vectors of the bmu and its topolog-
ical neighbors are moved closer to the input data vector. The weight-updating rule of
the unit i is:

W +)=W.(D)+e®h_ 6D|X@)-W ()] 4)
i i bmu i

where 7is time, £(7)is a learning rate and hb (i,7) 1s defined as the neighbor-
mu

hood kernel function around the bmu. Usually, £(7)is a decreasing function of time
and should be between 0 and 1. The Gaussian neighborhood function is chosen.

3 Fault Detection Strategy

In this work, the analysis of the three stator currents is used for stator fault detection
in induction motor. The adopted procedure of diagnosis calls three tools for pre-
processing of the stator currents, these tools are the magnitude of the Park’s currents,
extraction of the envelope, and the signal of the zero crossing times (ZCT).

To reduce the dimension of data, and to improve the classification performances,
statistical indicators were calculated as a fault features from these three signals.
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The calculated features will serves as input of the Kohonen neural network
(SOM). The algorithm of detecting the stator short circuit using the SOM neural net-
work is depicted by the flowchart in Fig. 2.

Three phase I
7 _ currents

Statistical Features

Fig. 2. Flowchart of the proposed intelligent fault diagnosis system

3.1 Park’s Vector Magnitude

This technique is based on the Park’s Vector Approach; it provides greater insight
into the severity of the faults. The instantaneous line currents of the stator are trans-
formed into the Park’s vector using (5-6) [13].

i =023 —anlei, -arfoi )
i (I/J;)is , —(1/\5)isc (6)

Under ideal conditions, for a healthy motor, Lissajou’s curve isq= f (isd) shows a
perfect circle where the instantaneous magnitude is constant. An unbalance due to
turn faults results in an elliptic representation of the Park’s Vector. The magnitude of
the Park’s Vector given by (7) will contain a frequency that is twice the fundamental
frequency. The amplitude of this frequency is proportional to the degree of unbalance.

For better feature extraction, this resulting signal is normalized by subtracting his

mean value.
. . 2 .. 2
lsdq(t) = lsd(t) +1Sq(t) @)
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3.2  The Three-Phase Stator Current Envelope

An envelope is the geometric “line shape” of a modulation in the amplitude of the
three-phase stator currents due to motor faulty conditions. Inter-turn short-circuits
causes a profile modification of the three phase stator current leading to an envelope
cyclically repeated at a rate equal to the power frequency (f) [14].

The procedures used here to obtain the three phase stator current envelope can be
summarized in the following steps [15]:

e In the first step, the ripple of the three-phase stator current is isolated as shown in
Fig. 3.a.

e The second step, which is the process of “envelope identification”, consists of ex-
tracting from the three phase currents only the positive peak of each period in each
phase, as shown in Fig. 3.b.

e In the third step, these few points are interpolated to smoothly represent the dy-
namic behavior of the three phase stator current envelope, as shown in Fig. 3.c.

e The fourth and last step is the normalization that centers the signal at zero mean.
(Fig. 3.d).
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| |
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Fig. 3. The process used for obtaining the 3-phase current envelope

3.3  Zero Crossing Times

The monitoring of successive zero crossing times method has been successfully ap-
plied in speed measurement and fault detection. The ZCT signal consists of a series of
data values, obtained at each zero crossing time of the 3-phase current. The values of
data are defined as the time difference between two adjacent zero-crossing times (Tn -
Tn-1) minus the natural reference time of the ZCT signal [16]:

I,(m)=T(n)-T(n-1)-T,, (8)

In a real application, it is impossible to find the time that the current is exactly equal to
zero due to the discrete sampling. Thus, Fig. 4 illustrate the algorithm for calculating
approximate zero points [16]. Assume that the current is linear in a small time interval
(i.e. sampling time). At the sampling time (n — I) and (n), I(n — 1) x I(n) < 0. Based on
this assumption, the following equation is given by:

Im-0  _ Tm-Tek) ©)
In)—I(n-1) Tm)-T(n-1)
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Then, the approximate time 7(k) can be calculated by:

T(k)=T(

I)|T(n)-T(n-1)]

n)—

Courants triphasés (ia, ib, ic)

I(n)—I(n-1)

Amplitude (A)

Temps (s)

T(n-1)

T(k) T(m)

Fig. 4. Calculation of approximate ZC times from a stator current

3.4 Feature Extraction

(10)

Feature extraction means transformation of high-dimensional data sets into low-
dimensional features with minimal loss of class separability. In present paper, eight
statistical features are extracted from each signal determined previously, what gives a
totality of 24 indicators; these statistical features are presented in the table I.

Table 1. The extracted Feature parameters

Indicator Expression Indicator Expression
Y , 1 &(x—x
Rms X s = N;(xi ) Kurtosis Xvrr = N; o
m X max X,
Standard 1 2 Crest a = -
Deviation o= Ng(xf —X) Indicator lZ( xt_z )
N3
| a ¥ max |x,
. s - earance = . 5
Variance = ﬁ;(xi —X) Indicator iz X
1&
o ,/—Z(x,- )
& x—x Shape X = NS
Skewness X g =— Z Indicator ST L —

N3
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4 Implementation and Results

4.1  Test Rig and Measurement

In order to verifying the proposed stator short circuit diagnostics technique, the expe-
rimental set up shown in Fig.5 is used. It consists of a 1.5 kW (LS 90 Leroy Somer), 2
poles pairs squirrel cage induction machine. To practically introduce a shorted-turns
fault in the motor, the induction machine has been re-wound and two tapes at 16 and
32 turns in the stator phase winding were soldered, corresponding to 6% and 12% fault
of the global number of turns in one phase as shown in Fig.6. For safety and for con-
nection purpose, the tapes were connected to the motor terminal box. The reactor coo-
lant pump torque is simulated by means of an electromagnetic brake. Current Hall
Effect sensors were placed the line current cables for measuring of the currents in line.
These currents are sampled and recorded on a personal computer at 5 kHz sampling
frequency using the National Instruments USB-6008 data acquisition (DAQ) device.

270 spires (roovyy s

® 32spires (12%)

16 Spires (6%)

5 5

Fig. 5. The laboratory setup for induction motor  Fig. 6. Stator winding with the fault taps
stator faults experiments

In our experimentations, the motor was tested in the healthy case and two faulty
cases with 6% and 12% stator inter-turns fault for three different load conditions (re-
spectively O N.m, 3 N.m and 4 N.m).

4.2  Application of the Diagnostic Strategy

The collected data from experiment consist of 360 samples (120 representatives from
each fault case and from the healthy case). After the acquisition of the stator currents,
the Park’s vector magnitude, ZCT signal and the envelope were extracted from the
currents samples using MATLAB, then, the statistical features were calculated from
each signal to construct a data base (size is 360 x 24). Half of this data base serves to
train the SOM, and the rest were kept for testing of the ANN. The self-organizing map
network was implemented by using the SOM toolbox, for Matlab [11] developed in the
Helsinki University of Technology. The data array was normalized before being admit-
ted to the neural network, by normalization of the variance of vector components to
unity, and its mean to zero. Then, a label and a color is associated to each case: (heal)
green for the healthy, (cc6) yellow for the 6% stator fault, and (cc12) red for the 12%
stator fault case .
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4.3 Results

The result of the SOM can be to interpret either by a topological two-dimensional grid
containing the labels associated to the classes or by the Unified distance matrix (U-
matrix), after the training phase. The first representation offers a topological know-
ledge of the whole data projection, whereas the second provides visualization of the
distance between closest units in the map.

The Figures (7, 8, and 9) show the obtained maps for the studied cases, by using each
signal features separately, whereas figure 10 show the obtained map by using all the
extracted features from the three signals. The U-matrix shows no clear separation be-
tween different cases, but from the labels it seems that they correspond to three clusters.

By visual inspection of the obtained maps, we notice that classification by the ZCT
signal features is better than classification by the envelope features and those of the
Park’s currents magnitude in the quality of the number of activated neurons and the
distribution of the classes on the map. But the use of all the included indicators gives
the best result where we notice a very clear separation between the different classes,
with a minimal number of activated neurons.

Fig. 9. Training using ZCT signal features Fig. 10. Training using the included features

Classification performance can be analyzed by projection of the testing data sets on
the trained maps then find, for each data sample, the best matching unit from the map.
Then, the class label of that unit is given to the sample [11]. Classification accuracy
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can be evaluated as fraction of correctly classified input samples. The classification
performances of the SOMs are given in Table 2. This results show that the ZCT signal
has the best features for stator fault s detection and severity evaluation.

Table 2. Classification results

Output | Healthy 6% SC | 12%SC | Not Total
Features Class %) cation
(%)
Healthy 93.33 0 0 6.66
Park 6% SC 0 98.33 0 1.66 96.11
12% SC 0 0 96.66 333
Healthy 96.66 0 0 3.33
Envelope 6% SC 0 93.33 3.33 3.33 90.55
12% SC 0 11.66 | 81.66 6.66
Healthy 100 0 0 0
ZCT 6% SC 0 95 0 5 97.77
12% SC 0 0 98,33 1.66
Healthy 100 0 0 0
ALL 6% SC 0 91.66 0 8.33 97.22
12% SC 0 0 100 0

5 Conclusion

This study presents a methodology for detection of stator faults in induction motor of
reactor coolant pump by classifying them using self-organizing map (SOM), this me-
thodology incorporates most appropriate features, which are extracted from the three
phase currents. Three pre-processing techniques, Park’s vector magnitude, envelope
extraction, and the zero crossing times signal are investigated to facilitate fault classi-
fication, and to reduce the complexity of the neural network.

The results obtained with this approach show that it possible to detect the stator
fault in an early stage. The system is also able to estimate the extent of the stator
faults. In a future work, the clustering of the SOM is proposed to avoid the not classi-
fied cases. Further investigation will also be conducted to the implementation of this
strategy in a real time application, in order to satisfy the safety requirements of the
nuclear power plants.
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Abstract. We propose in this paper a background subtraction system for image
sequences extracted from fixed camera using Gaussian Mixture Models (GMM)
and the analysis of color histograms. This system can achieve best accuracy
than a simple GMM while maintaining the same computational resources. Im-
ages extracted from the video will first be divided into several areas of equal
size where the behavior of each area is monitored by the analysis of color histo-
grams. For each new frame the color histograms of the zones will be calculated
and parts reported to have significant variation in histogram will be updated at
the background model. Test carried out show that this approach present best re-
sults than a simple GMM. This improvement is important for processing in real
time environment.

Keywords: Machine Vision, Video surveillance, Gaussian mixtures, modeling
the background, image processing.

1 Introduction

Video surveillance is an active area in computer vision that allows analyzing video
sequences and gives vast amount of data storage and display. Surveillance tasks have
been executed by human beings who continually observe computer monitors to detect
unauthorized activity over many cameras [1]. A computer vision system, can take the
place of the human operator and monitor immediate unauthorized behavior and long-
term suspicious behavior. The used methods to solve the problem of the video surveil-
lance in its different levels [2] [3], are namely, extraction, identification and tracking
of moving objects. This process begins first with the extraction of objects that do not
belong in the background [4]. The method most commonly used is the modeling of
the environment [5].

In the literature these approaches are divided into three parts: extraction methods of
the background based on the comparison between the current image and the image of
reference [6], the temporary difference that permits to cutting the video into a set of
fragments separated in a lapse of constant time and the use of the optical flow estimat-
ing movements using a set of points similar to an object through several fragments [6]
[7]; the second step is to classify objects extracted from the first step using techniques
such as contours detection and specific descriptors of an object [6] [7]; the last step is
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the tracking of objects across the scene. In this paper we propose a novel approach for
extracting moving objects based on GMM and Color histograms.

The remaining of this paper is organized as follows. In section 2 we give a brief
description of some background subtraction system. Section 3 summarizes the pro-
posed system. Finally, section 4 reports obtained results on a real challenging dataset.

2 State of the Art

The contributions made in recent years in this area revolve around two main axes: the
features used for image representation and the methods used for modeling the
background. Some others works based on hybrid methods (features / characteristics,
features/models and models/styles) have also contributed to the improvement of video
surveillance.

[8] have used the pixels probabilities to measure the characteristics of low texture
and modeling of local states with invariant scales and an adaptive learning of the
background for a multi-modal representation. [9] proposed an improved modeling of
the background using an approach based on the region and sparse as model characte-
ristics of the background. An adjustment of the algorithm is performed depending on
the dense regions and smooth textured scenes. Another region-based approach was
proposed in [10] where two regions of motion are constructed. The first is a subtrac-
tion between the current frame and it’s adjacent and the second is a subtraction be-
tween adjacent of the next frame. The difference between the regions of movement
and the intersection of neighboring regions is calculated to select the candidate
regions. The update is performed for regions having stable probabilities among the
selected regions. [11] proposed a block modeling combining colors and textures to
represent the background. [12] proposed a similar work with integrating a local binary
pattern, RGB color space, Sobel filter as characteristics and the Choquet's fuzzy
integral to reduce uncertainty effects. [13] used an orthogonal transformation of non-
separable wavelets information frames for modeling the background with a set of post
processing to eliminate shadows and noise. Another use of wavelets is proposed [14],
where each region of the model-based region is represented by multi resolution wave-
lets with K Gaussian mixtures. For a representation and a direct adaptation of the
background from a compressed video [15] have used the discrete cosine transform
and AC coefficients. A non-parametric approach proposed by [16] where they applied
a condensation algorithm to minimize the number of samples used for modeling the
probability density of the background. The detection of moving objects is provided by
Markov random fields. [17] proposed an extension of nonparametric models based on
spatio-temporal modeling of the background, they used 3x3 blocks centered on the
pixel in question and calculated the density of the core relative to 9 neighbors of that
pixel. Other approaches have been proposed for modeling the background such as the
sequential density approximation [18], the median filter on several levels with a
codebook [19] and Bayesian decision [20] [21] . In [20] the posterior probability of
observing a pixel as background or foreground is estimated from the frequency of
application of the pixel, whereas in [21] propose a Bayesian framework using spectral
and spatial-temporal for modeling the background. The background is represented by
the most significant characteristics for each pixel. The Bayesian classification, in both
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approaches, will classify each new fragment in the two classes (foreground and back-
ground) based on the main feature. Gaussian mixtures are among the most widely
used methods for modeling the environment [22]. They are efficient if the video does
not contain any local variation where changes in light [22]. However, learning a clut-
tered background and with multiple moving objects remains the major problem of this
method [22] [23]. The work of [24] showed that GMM offers a compromise between
extraction quality and execution time compared to other methods for extracting the
background. In [25] the authors proposed a model of the background based on mix-
tures of Gaussian and used a real parallel to the implementation of this method on
images of 1024x1280 pixels resolution at a rate greater than 30 frames per second
(fps). To eliminate the problem of sudden changes in brightness, [26] proposed two
different models of the background, the first when the environment is bright and the
other when it is dark by using an analyzer for brightness to choose the most appropri-
ate model for the extraction of moving objects. Another model is proposed in [27]
using as features of tensor fields instead of the color space that are used in the GMM.
For modeling the background [28] proposed hybridization between Gaussian mixtures
and k-means approach. This model is based on the collection of intensities of each
pixel, where each intensity is analyzed by a mixture of Gaussians which is then di-
vided into two clusters by the k-means method. Another hybridization was proposed
in [29] which aims to eliminate problems caused by camera motion by using fuzzy
logic type 2 for treating uncertainty generated by the GMM during the modeling of
the background. The combination of background models and adaptive Gaussian mix-
tures is proposed in [30]. The first model detects changes in the fine textures in the
background using a motion detection algorithm, while the second models the back-
ground using a selective algorithm for estimating the movement hierarchy. Work as
those proposed in [31] [32] apply an alpha rate adaptive learning GMM allowing to
solve the problem of coefficient updating GMM which greatly influences the perfor-
mance of the method.

In this paper, we will focus on the detection of moving objects in video surveil-
lance through a fixed camera using GMM. To overcome the problems of local varia-
tion and variation in brightness, first, proposed system allows segmentation of the
original image, extracted from the video into several areas. Each area will be assigned
to one thread that will monitor the behavior of the area based on the analysis of histo-
grams. Only segments that have undergone a change will be updated by the GMM.

3 System Description

The proposed system transforms the captured video from RGB to HSV frames be-
cause the RGB representation is not adequate due to the influence of light on the de-
scription of objects [33] where HSV model is recognized to be the closest model of
human perception and ensures a better result since the brightness affects only one
component [33].

The first captured frame is divided into N segments of equal size to minimize local
variations. The choice of the number of segments depends on the initial size of the
images, the environment, and the field of use. On segmentation imposes a decrease in
performance and sub segmentation a decrease in quality which implies that the choice
of the number of segments must be a compromise between performance and quality.
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3.1 Background Modeling

This step creates a very stable model of the background due to hybridization between
the individual capabilities of threads lookouts and the power of mixtures of Gaussians.

We use multithread approach to accelerate the operations and to simplify actions.
In fact, each thread will have the role of monitoring the behavior of the area to which
he was assigned. For each area, we create and save the histogram of the latter in his
memory. Thus each new treatment, the agent can detect changes in the area by com-
paring the current state of the histogram with the state memorized.

First, we will create and save the histogram of each area. Then, in each new treat-
ment, we calculate and compare the current state of the histogram with the memorized
state. If the comparison is greater than a certain threshold T, a signal will be triggered
indicating the detection of a change in the area.

In the literature, there are several methods to measure the similarity (dis-similarity)
between two probability distributions P and Q [34] [35], the most used are the Bhatta-
charyya distance (Equation 1, 2)

Dy(p,q) = —In(BC(p,q)) (1)
where
BC(p,q) = Xxex/P(x)q(x) 2)

Gaussian Mixture Models.

This section briefly describes a mixture of the Gaussians-based background subtrac-
tion method proposed in [36]. This method describes the probability of observing a
pixel value, Xt , at time t as (6).

P(X,) = ?:1 wie (P My, 2it) (3)

where K is the number of Gaussians, which is usually set to be between 3 and 7; Wiy,

Hi¢ and X;, are weight, mean and the covariance matrix of the i-th Gaussian in the
mixture at time t, respectively. For computational efficiency, red, green and blue pixel
values are assumed to be independent and have the same variances. To update this
model, the following on-line K-means approximation is used [36]. Every new pixel
value is checked against the K Gaussian distributions to determine whether this value
is within 2.5 standard deviation of one of them. If none of the distributions includes
this pixel value, the least probable distribution is replaced with a distribution that’s
mean; variance and weight are set to the current pixel value, pre-determined high
variance and low weight, respectively. The weights of the K distributions at time t are
updated as (4).

Wit = 1-a): Wie1+ a My, 4

where o is a learning rate, and M, .is 1 for the distribution which includes the current
pixel value within its 2.5 standard deviation and O for the other distributions. After
updating the weights, they are renormalized to make their summation become one.
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The parameters of the distribution which includes the current pixel value within its
2.5 standard deviation are updated as (5) (6).

Pre = (1= @p) * Upp—1+ @ - Py (5)

T
otr =0 =) 0f_, + 0e(Pe — tiee) (Pe = Hier) (6)
@ = an(Pe/uxoy) @)

where ¢, is a learning factor for adapting distributions. The parameters of the other
distributions remain the same. To decide whether X.is included in the background
distributions, the distributions are ordered by the value of wj /), and the first B
distributions which satisfy (8) are chosen as the background distributions.

B = argmin(Xh_; wi, > B) (8)

where B is a measure of the minimum portion of the data that should be accounted for
by the background.

If X,is within 2.5 standard deviation of one of these B distributions, it is decided
as a background pixel.

3.2  Detection of Moving Objects

We performed a localization of objects by analyzing histograms of horizontal and
vertical projection. Using an iterative process, we try at each step to segmenting the
image in parts according to the number of peaks between two minima in the histo-
gram. We apply the same process to each part until attain a non-segmental part. Each
peak between two minimums represents a moving object.

4 Experimental Results

The system presented in this paper is implemented in Java on a computer with an Intel
Core 15 2.67 GHz power and 4GB of memory capacity.

This section seeks to highlight the results obtained from tests carried out on the ba-
sis of videos. The videos used are different from the context, the light intensity, fluc-
tuations in the abundance of objects, number and type of people, movements caused
by the active elements of nature such as wind, clouds, dust, the noise and jostling
movements of the camera.

We use eight videos to evaluate the performance of our system. Database is di-
vided into two categories. We took from the first category three videos, V1 is taken
by the authors in the parking of the computer science department at Guelma Universi-
ty, V2 is taken in a public park and V3 is taken in rooms of computer science depart-
ment. The second category contains public videos (D1, D2, D3, D4 and D5) [37]
representing respectively a campus, highway I, highway II, intelligent room and a
laboratory.
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Table 1. description of used database

Video Frame Number Resolution Environment
V1 1077 352 X288 Parking of department
V2 555 352x288 Public park
V3 616 352 X288 Office department
D1 1178 320 x 240 campus
D2 439 320 x 240 Highway I
D3 499 320 x 240 Highway II
D4 299 320x240 Intelligent room
D5 886 320 X240 Laboratory

Table 1 shows some details about the videos used in system testing. The back-
ground modeling parameters used in our system is set as the flowing, the number of
Gaussians (K), the learning rate (o) and the measure of the minimum portion (B) were
set respectively to 5, 0.001 and 0.3. These parameters were empirically chosen to
have slight and stable system.

(@) (b)
Frame Frame Frame Frame Frame Frame
908(V1) 475(V1) 552(V1) 233(V2) 332(V2) 477(V2)

Original
frames

Simple
GMM

O
System

Fig. 1. A simple comparison between our approach and a simple GMM. (a) is taken in the
parking of the computer science department and (b) is taken in in a public park.

V1 and V2 are taken in an environment with wind and a frequent agitation of trees
as well as the appearance of flying objects and animals.

Fig.1 (a) shows that the system gives very good performance compared to a simple
GMM when operating in an environment with one moving object. Fig.1 (b) shows
that our system has also a good performance when operating in an environment with
multiple moving objects. Fig.2 shows the effectiveness of our system in partially dark
environments with very large variations in brightness caused by the reflection of light
in a narrow environment. Parts of the body not affected by the light remain undetected,
but the quality of the contours allows us to recover the moving object. Fig.2 clearly
shows the contribution of our approach compared to the use of a simple GMM.
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Fig. 3. Comparison between a simple GMM and our system on public videos

5 Conclusion

We presented in this paper a background subtraction system for image sequences
extracted from fixed camera using Gaussian Mixture Models (GMM) and the analysis
of color histograms to overcome the major problem in Gaussian mixtures such as:
brightness variations and local variations. Tests conducted on different environments
with complex background show that this approach can achieve best accuracy than a
simple GMM while maintaining the same computational resources.
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Abstract. Searching information in a huge amount of data can be a difficult
task. To support this task several strategies are used. Classification of data and
labeling are two of these strategies. Used separately each of these strategies
have certain limitations. Algorithms used to support the process of automated
classification influence the result. In addition, many noisy classes can be gener-
ated. On the other hand, labeling of document can help recall but it can be time
consuming to find metadata. This paper presents a method that exploits the no-
tion of association rules and maximal association rules, in order to assist textual
data processing, these two strategies are combined.

Keywords: Classification, Maximal Association Rules, Extraction of Knowledge.

1 Introduction

It’s difficult to determine the exact size of the Web. Some statistics can give an esti-
mate. For example, Google announced in 2008 that they have indexed 1,000 billion
Web pages. Today the number of Web pages indexed by Google is estimated over 50,
000 billion! The Web contains different kinds of textual documents such as books,
technical papers or user reviews. This huge amount of data makes it possible to find
information on any topic. For instance a short navigation on the Web can provide
enough information to properly plan a trip; it is possible to find available hotel rooms,
attractions, transportation etc. Although the size of the Web is an advantage, it adds
some disadvantage during selection of information to consider. In fact, it's impossible
to read the content of all documents. Some documents ignored may contain relevant
information. That is why several strategies are employed to facilitate the exploration
of textual documents.

Labeling is one of the most common strategies even for multimedia documents like
audio documents [1]. This strategy is to add descriptive metadata to documents. The
goal is to find those who promote the recall when searching. The easiest method is
manual labeling. Although this method is relatively efficient, the quality of the results
depends on a priori knowledge of the person responsible for labeling documents.
However, in a context of abundance, labeling cannot be done manually. One of the
solutions proposed to solve this problem is to automate the process. We believe that
association rules and maximal association rules can be used to assist the selection of
relevant metadata.

A. Amine et al. (Eds.): Modeling Approaches and Algorithms, SCI 488, pp. 37-46]
DOI: 10.1007/978-3-319-00560-7_8  © Springer International Publishing Switzerland 2013
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2 Classification of Data

The main goal of classification is to group into classes objects that share similar prop-
erty. Thus, classification can make finding information easier when the classes are
consistent. When a classification is automatically generated, documents are organized
in such a way that documents whose raw data shared similarities are grouped to-
gether. The creation of classes of similarities is strongly influenced by the presence or
absence of significant properties within the data. To perform this task several algo-
rithms are used to extract characteristics from documents. These characteristics are
used as unit of information to represent the properties of documents. Units of infor-
mation need to be enough “discriminant” to support the classification process. Tools
such as neural networks are used to produce classes of similarities. These tools take as
inputs the vector form of the documents and they give as output the classes of simi-
larities. Documents are judged similar when they contain same units of information at
a frequency that is almost identical. Therefore the unit of information selected influ-
ences the results obtained. Unfortunately there is no theory to guide the choice of the
optimal unit of information [2]. The consequence is when classifications are created
automatically many classes of similarities may be produced and many of them can be
noisy. Such classifications may seem insignificant. Despite this, the automated classi-
fication is able to generate interesting pre-arrangements.

When data is grouped into subsets some regular patterns may appear. Studying
these patterns can show unexpected properties of the data. These unexpected proper-
ties are hidden knowledge. Hidden knowledge is a source of information that can be
used to bring out some tags properly describing the content of the data. Discovering
hidden knowledge into classes of similarities is possible when an analysis is done by
an expert. However, the number of classes and the noise contained in these classes are
barriers when analysis is performed on classification automatically generated. We
suggest using the association rules and the maximal association rules to assist extrac-
tion of hidden knowledge. The following section reviewed the definition of associa-
tion rules and maximal association rules as defined respectively in [3].

3 Association Rules and Maximal Association Rules

Association rules are frequently used in data mining. They allow finding regularities
into transactions. The interest for association rules mainly came from the work of
Agarwal on transactional databases analysis [3]. Agrawal has shown that it is possible
to define rules to illustrate the relationship between items that co-occur in commercial
transactions. He showed that association rules can be used to identify which products
are frequently bought together. For instance clients who buy items x and y often buy
item z. In that context the transactions are a list of products. However, the concept of
transactions can be redefined in a more generalized form than the one suggested by
Agrawal. In fact, a transaction can be simply defined as a finite subset of data. This
generalization allows applying association rules to many domains. The only challenge
is to adapt the concept of transaction to targeted domain. When association rules are
applied to classes of similarities then classes themselves are considered as transactions.
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To explain what an association rule is, consider a set of data consisting of multiple
transactions T; = {ty, t,, ts, ..., t,}. An association rule is denoted t; — t;, where t;
is called the antecedent t, is called the consequent. It expresses relationship
tween t; and t;. The quality of an association is calculated using a measure m and a
predefined threshold o,,. Thus, a rule is considered as a good quality rule if
m(t; = t,) = og,. Several measures are proposed in the literature and many stud-
ies are dedicated to their evaluation [4, 5]. Among existing measures support and
confidence are the most common. When association rules are applied to classes of
similarities support and confidence are defined as follow:

Support (X) : Let X be a subset of elements spread in different classes of similari-
ties then the support of this subset is denoted S(X). The support of X is equal to the
number of classes that contain X. The calculation of support is given by equation 3.1
where n equals the total number of classes.

n
0;
SX) = Z Sup(T;) where Sup(T;) = {1
i=1 ’
A subset X is considered frequent when S(X) is greater than a predefined
old o.

X&T,
XcT, 3.1)

Support. (X—=Y) : If X and Y are two subsets of elements suchas X# @ and Y # @
then the support of the association rule X = Y is denoted S(X —Y). The support of
an association rule is equal to the number of classes that contain both X and Y. Thus,
SX—-Y) © S(X UY). The calculation of S(X - Y) is given by equation 3.2 where
n equal the total number of classes.

SX-Y) = z Sup(T;) where dup(T;) = {

O’
1 (3.2)

)

Confidence. C(X - Y) : The confidence of an association rule X - Y is denoted
C(X = Y). The confidence of an association rule is equal to the number of classes that
contain both the antecedent and consequent among the classes that contain the ante-
cedent. The calculation of C(X —Y) is given by equation 3.3.

c (x 5 Y) _ % (3.3)

Typically association rules are extracted using APRIORI algorithm [6]. This algo-
rithm used the support and confidence measures to restrict the number of associations
considered. Association rules provide a significant advantage: they are able to extract
hidden knowledge in classes of similarities even if they are numerous and noisy.
Despite their potential, association rules may ignore relevant associations with low
frequency of occurrence. For example, if an item X often appears with an item Y and
less often with another item Z then it's probable that the association between X and Y
was retained and not the association between X, Y and Z. The reason is that the con-
fidence of the relationship between X, Y and Z would be too low compare with the
relationship with X and Y.

max
A maximal association rules is denoted X — Y. They are proposed to overcome
the constraint related to the frequency of occurrence which applies to association
rules (Feldman et al., 1997). Maximal association rules are used to obtain exclusion
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associations. The form of this kind of association is given by equation 3.4 where
S$1,S, , S3 and S, are subset of data.

S;US,>S;US, (3.4)

Special measures are defined to establish the quality of maximal association rules [7].
These measures are the M-Support and the M-Confidence.

M-Support. S;,q,(X) : The maximal support or m-support of a subset of items X is
denoted S,,.(X). If E; and X be two subsets of elements such as X € E; then
Smax (X) is equal to the number of classes that contain X and no other item from Y.

Ei ﬂ Ti =X (35)
Consider the following elements to illustrate what is the m-support:
Ty ={ty, t3}
T; ={ts, ts5}

T3 ={t3, ty, te}
Ey ={ty, ty, t5,t,}
X ={t3} where X € E;.

Given these elements, S,,,,(X) =1 because:
EiNTy = {ti,tats ta} N{ty,t} ={ty, 2} # X,
E\NT, ={t;,t,t5,t43 N{ts, ts} ={t3} = X
EiNT; ={ty,tytsta} N{ts, ty, te} ={t5,ts} #X .

max max
M-Support. Spax (X — Y) ¢ Smax(X—Y) is the number of classes that S,,,,(X)
and S(Y).

M-Confidence. Cy,qx (X = Y) : The maximal confidence or m-confidence is given

by equation 3.6 where |[D(X, g(Y))| is a subset consisting of the classes that
Smax(X) and that contain at least one item of Y.

max S, (XmaxY)

max\ A
Cmax (3= = i

The algorithm used to extract maximal association rules is similar to the one used to
extract regular association rules. It extracts rules whose m-support and m-confidence
are above predetermined thresholds. Maximal association rules are complementary to
the regular association rules. They highlight associations that regular rules tend to
ignore. However, if only the maximal association rule is used it may result in loss of
interesting associations (Amir et al., 2005). The combined use of association rules and
maximal association rules is very interesting during analysis of classes of similarities
because they are able to bring out various hidden knowledge.

(3.6)

4 Methodology

Association rules and maximal association rules employ measures that are generic
enough and consistent to allow extraction of relevant associations hidden in noisy
classes regardless of the classification method used. An association that frequently
appears in classes generated with different classification methods (different classifiers
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or same classifier with different parameters) is called a strong association [8]. Such
associations are useful to consolidate results obtained using different classification
strategies. In sum, strong associations allow to highlight constant relations that can
well describe the content.

The proposed methodology is to use the association rules and maximal association
rules to extract recurring patterns within classes of similarities produced using various
methods of classification. Captured associations are used like high level descriptors of
the content. The process that leads to the extraction of strong associations is com-
posed of the following four major steps: (1) Preparation of the data; (2) Application of
a classification method; (3) Extraction of strong associations; (4) Evaluation of re-
sults. Steps 1 and 2 can be repeated several times to create a large dataset while steps
3 and 4 are more related to the analysis and data mining.

Preparation of the data: The first step is to create vector representations of data. To
do this, the text data is manually imported into the system. In a future work, a Web
robot would be used to automatically adding data into the system. Imported data are
segmented into sentences, paragraphs or freely depending of the configuration of the
system. One vector representation is created per segment. The unit of information
considered for build these vector representations is n-gram of characters. A n-gram of
characters is defined here as a sequence of n successive characters. For instance, in
the word computer the n-grams are: com, omp, mpu, put, ute and ter when n is fixed
to 3. The choice of n-gram of characters as a unit of information is justified by the
fact that cutting into sequences of n consecutive characters is possible in most lan-
guages. It’s necessary that the unit of information is supported by several languages
due of the multiplicity of languages used on the Web. Also n-grams of characters
tolerate a certain ratio of distortion [10, 11]. To restrict the size of the lexicon, some
processing like deletion of hapax (n-gram that appears only once) can be applied.

Application of a classification method: The second step is to apply a classification
method among those available. Three classification methods are available: Fuzzy-
ART [12], K-Means [13] and SOM [14]). The choice of these methods is not dictated
by specific technical reasons. It is motivated by the interest of these methods in the
literature [15, 16]. In fact, the modular architecture of our system encourages the inte-
gration of new methods of classification. After this step, classifications are produced.

Extraction of strong associations: Extraction of strong associations is carried out
using the method outlined in [9] where the similarity classes are treated as transac-
tions. The vocabulary is used to build the subset E; in which X is selected. In other
words, E; is a subset of the vocabulary and X S E;. In the simplest scenarios E;
coincide with X. Otherwise, the value of X can be chosen by a user related his objec-
tive or randomly selected by the system. Depending on X, the system generates the
subsetE,. This subset is used to define the possible consequents. E, is built by sub-
tracting X of the union of all transactions (classes of similarities) where X appears.
For illustration consider the following elements:

Ty = {ty, ty t3,} Ty = {ty ty, ts} T; ={ty, ts}
Let say X = {t5} then E; equal the union of all transactions who contain t; more
exactly the union of T; and T; or {t,t,,t5,ts}. E, is created by subtracting X
toE; : E, = E; —X = {t,,t3,ts}. Each subset contained in E, is considered as a
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candidate. Thus, the subsets {t,}, {t3}, {ts}, {t2, t5}, {t2 ts}, {t3, ts} and {t,, t3,ts}
may be consequents. Measures of support, confidence, m-support and m-confidence
are finally calculated for each subset. To avoid a computational cost too significant,
the cardinality of the consequents can be fixed.

Evaluation of results: Evaluation is the final step. To support this step, the system
provides an interface for easily navigating between rules, classes of similarities and
their origin.

5 Experimentations

To realize our experimentations we used a system previously developed to assist in-
terpretation of class of similarities [8, 9]. This system was implemented in C#. The
results of the analyses are stored in XML databases.

The experiments we will show (We limit ourselves to show just maximal associa-
tions and scores of each association (M-support and M-Confidence). We assume that
the reader is sufficiently familiar with the methods of classification and we do not
need to show classes of similarities) were applied to a corpus extracted from Tripad-
visor.fr. It consists of 45 guest reviews on a Parisian hotel. Reviews are written in
French. The choice of this type of corpus is dictated by our desire to have a diverse
vocabulary without being too large. The aim of these experiments is not to demon-
strate the relevance of some classifiers or to demonstrate the ability of our approach to
handle large documents but rather to assess the ability of our approach to extract
strong associations between lexical units. To do this, several classifications have been
produced using K-Means, Fuzzy-ART and SOM. The same vector representations
were used as input for the three methods. To support a certain deformation data asso-
ciated with the presence of errors in spelling we used tri-grams of characters as the
unit of information. To reduce the number of tri-grams considered, we removed the
tri-grams that contain spaces, numbers, special characters and those whose frequency
of occurrence was less than 3. The size of the vector equals the number of distinct
trigram enumerated in the corpus after cleaning. A vector was created for each corpus
review. Moreover, to get the same number of classes (even if the classes, because of
their vocabulary, are not similar) and have as much as possible the same basis of
comparison, we set the classifiers in order to obtain 24 classes of similarities. For a
sample of selected words (Hotel, Chambre, Déjeuner), we tried to find in the classes
of similarity obtained with all three classifiers, the words that co-occur with them. We
find that despite the differences we observe in the results of the three classifications,
the process of extracting the maximal association rules allows identifying the strong-
est associations which are spread over all classes obtained for each classification. In
the case of our experiment, these associations appear to be, approximately, the same
for all three classifications. We give in the tables below associations (whose m-
support is greater than 1) extracted from classes obtained with the three classifiers.
Higher are the values of M-Support and M-Confidence, stronger are the associations.

We note that in the case where X = Hotel, the first 3 extracted associations are the
same regardless of the classifier used (tables 1, 2 and 3). In the case where X =
Chambre, 4 of the first 5 extracted associations are the same (tables 4, 5 and 6). In the
case where X = Déjeuner, the first 2 extracted associations are the same regardless of
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the classifier used (tables 7, 8 and 9). However, if we just consider results of Fuzzy-
Art and SOM, we note that 5 of the first 6 extracted associations are the same (tables

8 and 9).

Table 1. First maximal association rules (classes obtained with K-Means)

X Y M-Support M-Confidence
Hotel Gare 3 75%
Chambre 3 75%
Petit 3 75%
Nuit 2 50%
Dan 2 50%
Nord 2 50%
Table 2. First maximal association rules (classes obtained with Fuzzy-Art)
X Y M-Support M-Confidence
Hotel Petit 6 100%
Chambre 5 83,33%
Gare 4 66,66%
Personnel 3 50%
Déjeuner 3 50%
Salle 3 50%
Nord 3 50%
Table 3. First maximal association rules (classes obtained with SOM)
X Y M-Support M-Confidence
Hotel Petit 4 80%
Chambre 4 80%
Gare 4 80%
Table 4. First maximal association rules (classes obtained with K-Means)
X Y M-Support M-Confidence
Chambre Gare 8 57,14%
Petit 6 42,86%
Nord 6 42.,86%
Salle 4 28,57 %
Hotel 3 21,43%
Dan 3 21,43%
Déjeuner 3 21,43%
Table 5. First maximal association rules (classes obtained with Fuzzy-Art)
X Y M-Support M-Confidence
Chambre Petit 8 58.,82%
Hotel 6 29,41%
Nord 6 35,29%
Gare 4 41,18%
Déjeuner 3 23,53%
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Table 6. First maximal association rules (classes obtained with SOM)

X Y M-Support M-Confidence
Chambre Gare 10 62,5%

Petit 9 56,5%

Nord 7 43,75%

Accueil 5 31,25%

Hotel 4 25%

Déjeuner 4 25%

Situer 4 25%

Table 7. First maximal association rules (classes obtained with K-Means)

X Y M-Support M-Confidence
Déjeuner Petit 3 100%
Chambre 3 100%

Table 8. First maximal association rules (classes obtained with Fuzzy-Art)

X Y M-Support M-Confidence
Déjeuner Chambre 4 100%

Petit 4 100%

Gare 3 75%

Nord 3 75%

Hotel 3 75%

Salle 2 50%

Bain 2 50%

Table 9. First maximal association rules (classes obtained with SOM)

X Y M-Support M-Confidence
Déjeuner Chambre 4 100%

Petit 4 100%

Gare 3 75%

Hotel 2 50%

Salle 2 50%

Situer 2 50%

Associations extracted from the classes of similarity are used to identify in the cor-
pus relevant information that may represent the general labels of the object on which
reviews were issued. To do this our system can identify in the corpus all segments
that contain the associations and from which the labels will be extracted semi-
automatically. In the case of our examples: Hotel (hotel) is strongly associated with
Gare, regardless of the classifier used, because the hotel is located next to a railway
station (gare) and this association was often mentioned. It would become a label. It is
important to mention that we show here that association rules approach can extract
cooccurrences common to all three classifications. Therefore, these cooccurrences
are called: strong associations. We completed our experiment with applying the proc-
ess of association rules extraction over all classes obtained without distinguishing
classifiers that allowed get them. Our initial goal was to verify the persistence of
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associations derived from classes in each classification. Our second goal was to test a
process of meta-classification. We obtained the strong associations given in tables 10.

Table 10. First maximal association rules

X Y M-Support M-Confidence
Hotel Petit 11 84,62%
Chambre 10 76,92%
Gare 9 69,23%
Nord 6 46,15%
Déjeuner 5 38,46%
Accueil 4 30,76%
Chambre Petit 22 53,66%
Gare 21 51,22%
Nord 16 39,02%
Hotel 10 24.39%
Salle 8 19,51%
Déjeuner 8 19,51%
Déjeuner Chambre 8 100%
Petit 8 100%
Gare 6 75%
Hotel 5 62,5%
Nord 5 62,5%
Salle 4 50%

We note that the strongest associations are persistent. The “meta-classification”
highlights common associations extracted from classes obtained by the three
classifiers.

With these experiments, we have demonstrated that it is possible to extract strong
associations in classes of similarity, regardless of the classifier used. These associa-
tions are relevant clues due to the regularity of their co-occurrence. The user (which is
not necessarily an expert of the domain or a language engineer) can, according to the
associations rules and their strength (given by the M-Support and the M-Confidence),
select lexical descriptors that he/she thinks appropriate. Thus, in the examples dis-
cussed above, beside to hdtel as descriptor, the user can decide that petit and gare are
important descriptors of the hotel. These descriptors remain clues that allow the user
direct access to the part (or parts) of the text to which extracted associations refer.

6 Conclusion

Several strategies are employed to facilitate the exploration of textual documents. The
labeling is one of the most common. The amount of textual documents available on
networks required some mechanism to assist the selection of tags used. In this paper
we had shown that association rules and maximal association rules can be applied to
extract strong association in a set of classes of similarities. Strong associations can be
considerate like stable descriptors of content. We believe that when the antecedent of
a valuable rule is used as descriptor of a document it can be useful to add the conse-
quent. Following that assumption can assist the selection of metadata. Because the
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proposed method is based on co-occurrence relations, it is not limited to providing
assistance when labeling a document. The proposed method can be used for several
other applications like lexical disambiguation, information retrieval, knowledge ex-
traction and computer assisted reading.
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Abstract. In this paper, we propose statistical and constraint program-
ming approaches in order to tackle the parameter elicitation problem for
the lexicographic ordering (LO) method. Like all multicriteria optimiza-
tion methods, the LO method have a parameter that should be fixed
carefully, either to determine the optimal solution (best tradeoff), or to
rank the set of feasible solutions (alternatives). Unfortunately, the cri-
teria usually conflict with each other, and thus, it is unlikely to find a
convenient parameter for which the obtained solution will perform best
for all criteria. This is why elicitation methods have been populated in
order to assist the Decision Maker (DM) in the hard task of fixing the
parameters. Our proposed approaches require some prior knowledge that
the DM can give straightforwardly. These informations are used in or-
der to get automatically the appropriate parameters. We also present
a relevant numerical experimentations, showing the effectiveness of our
approaches in solving the elicitation problem.

Keywords: Parameter  Elicitation, = Multicriteria ~ Optimisation,
Constraint Programming, Statistics, Lexicographic ordering.

1 Introduction

Many methods for solving multicriteria optimization problems exist, and it is
not so simple to choose a method well adapted to a given problem. Moreover,
even after a multicriteria method has been selected, different parameters (e.g.,
some weights, some utility functions,...) need to be determined. This may be
even more difficult, and elicitation methods are sometimes used to assist the
decision maker in this task.

In this paper, we focus on the lexicographic ordering method [8], which is
appropriate when a strict dominance relation between the criteria can be es-
tablished. The parameter of this method is a total ordering of the criteria. We
assume that we have some sampling data (alternatives or observations) along
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with their outcome values (cf. [I]). For instance, consider a situation in which
a seller wishes to explain/justify the price of his different products, say digital
cameras, to his customers. A digital camera is characterized by several criteria:
its number of mega-pixels, its weight, the maximal zoom range,... The need of
the seller is to have a justification for his customers, which is both simple and
consistent with its products. The customers of this seller do not understand
subtle tradeoffs between criteria. Indeed, they can only understand that one cri-
terion (e.g., zoom range) is more important than another one (e.g., weight). So,
the challenge here consists to find a permutation between the criteria that best
justifies the product’s prices. In this paper, we discuss how the Spearman’s co-
efficients can be used to heuristically elicit a robust permutation of criteria for a
lexicographic ordering method. We have compared this approach with a multiple
linear regression approach, and with an exact method based on Constraint Pro-
gramming [I4]. This comparison was performed by measuring the discrepancy
between the ordering obtained and the ordering given by the outcome.

The rest of this paper is organized as follows. Section [ gives a formulation of
the multicriteria elicitation problem. Section[3illustrates the statistical and exact
approaches on a motivating example. Section @] describes with details the three
proposed approaches. OQur experiments are described and discussed in Sections
& [l Section [§ concludes the paper with some perspectives.

2 Problem Formulation

The problem of parameter elicitation related to the lexicographic ordering
method can be described with the following main elements:

— A set of criteria: X = {Xy,..., X}, where n > 2;
— A set of alternatives A = {A1, ..., A };
— A set of preference relations, given either by:
e An outcome vector (Y), so that one outcome value is associated to each
solution. Values in Y are either gathered experimentally, or collected
from responses of a questionnaire survey of preference (cf. [I]).
e oraset of symbolic preferences: {(AF, A¥) | A} <par A¥,i,j € [L.m]}_,,
where Af <DM A;? means that the DM finds Af better than A;?.

In our approaches we make the assumption that we have prior information about
the preferences of decision maker, and we focus on how to use these information,
rather than how to get them.

Definition 1 (Lexicographic order). [{0] The criteria are ordered by the
decision maker according to their perceived importance. Hence, the solution (al-
ternative) with the best value for the most important criterion is selected. Tied
solutions are evaluated using their performances in the second most important
criterion, and so on. Formally, let x,y € R",

T <jex Y == (2o < Yo) V [(0 = yo) A (w1, s Tro1) <iew (Y1, -3 Yn-1)] (1)



Statistical and Constraint Programming Approaches 49

In order to evaluate and compare fairly between our elicitation approaches, we
have defined an optimality criterion described below.

Definition 2 (Discrepancy measure).

Let Ay = (A4,...,Ay,) be the optimal ordering of the alternatives according
to their outcome values, Y. More precisely, rank(A;, Y1) < rank(A;1,Y "), i =
1.n—1, where rank(A;,YT), denotes the rank of the outcome value of A; in the
sorted outcomes vector, Y. Let now Ag = (Ag(1)s s Ax(ny) be the lexicographic
ordering of the alternatives according to a permutation between criteria 6. Hence,
the proposed discrepancy measure between Ag and Ay, is given by the sum of
truth values:

lif o(i) > o(i+ 1), % violation case
0 otherwise % non-violation case

D(Ay,Ay) = Z v;, where v; = { (2)

Definition 3 (Optimal permutation). A permutation 0* is said to be opti-
mal, if and only if for any permutation 0,

D(Ag, Ay) = D(Ag+, Ay) 3)

Note that for a multicriteria problem with n criteria, we have n! possible permu-
tations. So, the space of possible permutations has a size being exponential in the
number of criteria. Therefore, the challenge consists to find the best permutation
without going into all possibilities.

3 DMotivating Example

Let us reconsider the introductory example, in which we have one outcome vari-
able Y (the price), that the seller wishes to explain/justify to his customers. A
sampling data of eighteen apparatus are shown in Table (), where X; indicates
the weight, Xo the resolution of image sensor, and X3 the zoom of the apparatus.

Table 1. Sample data for the Seller Problem

# 1 2 3 4 5 6 7 8 910 11 12 13 14 15 16 17 18
X1 440 510 470 400 340 390 250 250 360 220 320 280 310 300 280 200 270 210
X, 2 2 4 4 6 8 8 12 14 14 18 20 20 22 24 26 28 30
Xs 5 2 2 412 1 5 6 8 7 7 910 9 3 12 14 13
Y 389 416 421 425 434 449 461 465 468 473 478 484 485 488 527 529 532 566

Our approaches aim to find a permutation between criteria that minimizes
the optimality criterion given by Equation (2)). Following the Spearman-based ap-
proach [5], we compute the correlation coefficient, r, for each criterion. So, we
obtain a vector of coefficients, (—.763,.997,.689) for X1, X5 and X3 respectively.
Underlined values (e.g., .997) means that the result is statistically significant using
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asignificance level of 5%. Next, the sorting permutation of this vector (in decreasing
order), i.e., (X3, X3, X1) heuristically designates the most interesting permutation,
0,5, according to this approach. Similarly, the Multiple Linear Regression approach
[12] seeks to find the most prominent permutation by examining the vector of the
standardized regression coeflicients (so called beta weights). For the studied exam-
ple, the vector of beta weights is equals to (.11, .98, .19). Here, the overlined values
indicates that the result is statistically insignificant according to MLR approach.
The permutation derived from this vector is then 6,,;, = (X2, X3, X1), which is
similar to the permutation, 0,5, given by the Spearman-based approach. Unlike
the MLR approach, the Spearman approach has reported significant coefficients,
which makes this approach much robust compared to MLR approach. Finally, the
result of the exact method based on Constraint Programming hasrevealed the same
permutation, i.e., ¢y, = 0,5 = 01,1, meaning that, for our case study, the results
of the statistical approaches was optimal. In this paper, we would like to highlight
the relevance of the proposed statistical approaches, by comparing them with the
CP approach.

4 Approaches for Parameter Elicitation

In the present work, we propose three approaches to address the problem of
parameter elicitation regarding the lexicographic ordering (LO) method.

4.1 Spearman’s Correlation Coefficient Based Approach

In what follows we focus on how the monotonicity relationship can be exploited
to heuristically determine a robust permutation between criteria.

Definition 4 (Spearman’s Rank Correlation Coefficient). Spearman’s
rank correlation coefficient (ry) [3] is a nonparametric measure of correlation
between two variables X and Y . It assesses how well a monotonic function could
describe the relationship between two ranked variables.

Spearman’s correlation coefficient varies from —1 to +1 and the absolute value of
rs describes the strength of the monotonic relationship. Prior to using the Spear-
man based approach, we should check the Null hypothesis (Hp). This hypothesis
states that there is no association between the variables in the underlying popula-
tion. Usually, a Significance test (p-value) [I7], is used to investigate whether to
accept or reject Hy, according to a significance leveﬂ, «, most commonly equals
to .05 or 5%. So, a low enough p-value (i.e., p-value < «) is considered to be
sufficient to reject Hy, and thus, the result is said to be statistically signiﬁcantE

! Significance levels indicate how likely a result is due to chance.
2 The p-value does not measure the significance of the correlations, but it might be
useful in deciding whether a correlation exists at all.
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The Proposed Algorithm. Algorithm () implements the statistical approach
based on Spearman’s rank coefficient (Spearman’s 7ho). It is described as follows:
First, we start by converting the outcome variable Y to ranks (inst. 1/RANK
function). Then, we iterate over all criteria in X (loop 2—5). So, for each criterion
X, we compute its ranked vector z; (inst. 3). After that, the Spearman’s rho
is computed for the two vectors of ranks (inst. 4/COMPUTERHO function). The
resulting correlation coefficient is added to the list of correlation coefficients
(inst. 5). Instruction (6) sorts the list of correlation coefficients, rhoList, and
stores the result in p. Finally, Algorithm (IJ) returns p as a robust permutation
between criteria (inst. 8).

Algorithm 1. sSTATELICIT finds a Spearman-based permutation between
criteria
Input: A finite set of criteria: X = {Xi,..., Xn}; a vector of outcomes Y
Output: The optimal permutation between criteria, p
y <RANK(Y)
for i <1 ton do

T; < RANK(X;)

rho <—coMPUTERHO(z;, y)

rhoList <— rhoList U {rho}

p < SORT(rhoList)
return p

i <> N B NV I R )

As we will see in the experimental section, this algorithm usually succeeds
to find the optimal permutation. However, we have found some particular cases
where this heuristic approach does not capture the optimal solution.

4.2 Multiple Linear Regression-Based Approach

This statistical approach is based on Multiple Linear Regression (MLR) [12], and
aims to infer a robust parameter (permutation) from the standardized regression
coefficients, most commonly known as beta weights.

Background. Multiple linear regression is a type of regression for predicting the
value of one dependent variable from the values of two or more independent vari-
ables. The matrix representation of the MLR model is: ;.1 = X (ng1) B+
U,n1 where B is the degree of explanation of each predictor, while U is the resid-
ual vector. The optimal solution of an MI:R problem, is computed by minimiz-
ing the sum of squared residuals, Min(U T{ ). Therefore, the optimal solution
is given by the following formula:

B=(XTx)"'xTy (4)

where the hat symbol is used to denote the estimated regression coefficients.
When investigating the MLR approach, several important assumptions should
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be fulfilled, namely, sample siZ(E, linearity, normality, homoscedasticity, auto-
correlation, multicollinearity, outliers (cf. [2]). Moreover, the quality of the mul-
tiple regression is measured using the R? coefficient [16]. It is interpreted as the
proportion of the variance in the dependent variable Y that is predictable (or
explained) from the independent variables. Besides, beta weight coefficients are
heavily relied on to assess variable importance [IT]. A beta weight for an inde-
pendent variable indicates the expected increase or decrease in the dependent
variable, in standard deviation units, given a one standard-deviation increase in
independent variable with all other independent variables held constant.

Elicitation. The idea behind this approach consists to predict the robust per-
mutation between criteria, by looking at the relative importance of each crite-
rion. In the context of this paper, the independent variables consist of the set
of criteria, while the dependent variable refers to the outcome variable. After
the elicitation problem has been transformed to an MLR model, this approach
proceeds through three steps, (i) see whether the MLR assumptions are fulfilled;
(ii) solve the regression model using Equation (@), and check the goodness of the
model fit using R? coefficient; (iii) sort the resulting beta weights in decreasing
order, to heuristically retrieve a robust permutation between criteria. Thus, the
criterion with the highest beta weight corresponds to the most important crite-
rion, and so on. Obviously, the major drawback of this approach is the linearity
assumption, since in practice most relationships are nonlinear. Moreover, even
if all the underlying assumptions are met, this approach may mess the optimal
solutions.

4.3 Constraint Programming Approach

Modern Constraint Programming languages aim at making easy problems for-
mulation and solving [I4]. One of the key success of CP is global constraints
design, such as ALL-DIFFERENT [13] and ELEMENT constraints [9] exploited in
our CP optimization model. This model is described in Algorithm (@), where:

— D, (inst. 1), specifies the domain of variables in p.

— Variables in p, must be pairwise different (inst. 2).

— The preferences are derived from the outcome vector, and are handled using
Reified Constraintd] (loop. 3—4). So, for each preference relation A; <par A4;
we post the reified constraint (A[i] <iez A[j]) <= b, where b € {0,1}. When
A; ~puy Aj nothing is done, since each alternative (A4; and A;) outranks
the other, and hence this case does not affect the discrepancy degree.

— The objective is modelled using a cost function (inst. 5), with which the
number satisfied preferences is maximized.

3 A rule of thumb suggested in [I6] that the sample size should satisfy the equation
m > 50 + 8n, where n is the number of criteria (predictors).
* Reified constraints reflect the validity of a constraint C into a 0/1 finite domain.
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Algorithm 2. LEXMAXCSP finds the optimal ordering between criteria

Input: | preference relations; n criteria; m alternatives: Ay, ..., Am
Output: p: Optimal permutation between criteria

1 Dp <+ {1,..,n}

2 ALL-DIFFERENT(p)

3 for k< 1 tol do

4 preferencelk] < LEXLE(A[i], A[j], p)

MAXIMIZE(Z;:I preferencelk])
6 return p

%]

Algorithm 3. LEXLE finds a permutation between criteria, so that  <je, y

Input: z and y: two vectors of n integer values
Output: A permutation p

lezn—1 + (z[p[n—1]] <y[p[n—-1])V((z[p[n—1]] = ylpln—1])A(z[p[n]] < y[p[n]]))

for k < n — 2 downto 1 do
lexk + (z[pli]] < ylpld]) v ((z[pld] = y(plil]) A (lexk—1))

return lex:

W N

Algorithm (3]) is an iterative version of the recursive Formula (IJ). Thus, given
two vectors X an Y, this algorithm looks for a permutation between criteria,
that allows to X to be less than Y in the lexicographical sense of the term.
Unlike the statistical approaches presented earlier, the proposed CP approach
computes the optimal permutation by construction.

5 Experimental Results

We evaluated experimentally the results of our elicitation approaches on a set of
realistic instances [I6J4]. Experiments were run using the following frameworks:
(i) IBM ILOG Concert C++ and CP Optimizer (version 12.5) to implement and
solve our CP model. (ii) IBM SPSS Statistics (version 20.0) to test our statistical
approaches. These experiments have been done on x86 64 machine with Intel
Xeon (x5460) 4xCores @3.16 Ghz and 8 Gb of free memory. Additionally, we
have used the discrepancy measure using Equation (B to compare between the
proposed approaches.

Now, let us reconsider our motivating example (see Section Bl), for which we
have attempted to apply the MLR approach. This approach proceeds through
three main steps. In the first step, we should verify that the MLR assumptions
are met by interpreting the SPSS output sheet. Because of lack of space, we do
not present details about this step. As a second step, we evaluate the usefulness
of our regression using the R? coefficient, which is given at 94.8%. That is a good
regression. Notice that we cannot proceed to the next step unless this condition
is fulfilled. The final step consists to access the contribution of each criterion in
predicting the variance of the outcome variable, in an attempt to determine a
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permutation between criteria that optimizes the discrepancy measure. Hy hy-
pothesis was accepted for both X; and X3 criteria, since their p-values were above
the significance level at o = 5%. This means that the computed permutation
cannot be generalized to the underlying population. However, the Null hypothe-
sis was rejected for X criterion, because its coefficient is significant (i.e., p-value
< 5%). Now, to heuristically predict a robust permutation between criteria, we
need to sort the obtained vector of beta weights (i.e., (.11,.89,.19)) in decreasing
order. Lastly, we compute the sorting permutation, i.e., (X3, X3, X1), as the ro-
bust permutation between criteria. The major limitation of this approach is the
linearity assumption. Knowing that even if all assumptions are met, MLR does
not give the optimal solution. Therefore, we will allow to use it even if certain
assumptions are not verified, and see the relevance of the solution compared to
optimal solution provided by the exact method.

Table () shows the results of our experiments conducted on a data set of
11 instances. The Column CP reports the solving time (in seconds) of the exact
method, with a timeout (TO) of 3,600 sec in all experiments. Whereas, columns
nbC, nbA, provide the number of criteria, and the number of alternatives respec-
tively. In columns MLR and SP, the right-hand side of the slash symbol refers
to the optimal discrepancy measure computed by the CP approach, while the
left-hand side designates the discrepancy measure of the statistical approaches.
Since both statistical approaches are based on heuristics, their results are not
directly comparable with the results of the exact method. However, we decided
to report the degree of optimality instead of running time. As we can see from
the results, the MLR approach was outperformed by both CP and Spearman-
based approaches in almost all benchmarks. Additionally, compared to the results
of the CP approach, it is worth observing that the Spearman based approach
obtains the optimal value in most of the studied instances.

Table 2. Experimental results for the proposed approaches. nbC, nbA are number of
criteria and alternatives respectively, MLR, SP indicate the discrepancy measure of
both MLR and Spearman-based approaches, compared with the discrepancy measure
of the CP approach, # is the benchmark number.

# nbCnbA  MLR SP CP
1 3 465 226/226 226,226 .10
2 5 465 214/213 213/213 1.22
3 6 465 242/217 219/217  6.34
4 8 465 228/222 222/222 5.77
5 8 369 186/162 162/162  10.97
6 9 434 210/203 206/203 1184.00
7 11 175  84/76  76/76 2.73
8 11 465 231/212 214/212  386.55
9 18 312 148/—  139/— TO
10 19 445 7572 72/72  57.55
11 44 369 176/160 161/160 2,793.69
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6 Discussion

Our constraint programming (CP) approach gives the optimal permutation by
construction. However, the computed permutation is proved to be optimal only
for the sampling data. Instead, the statistical approaches, in particular, the
Spearman’s based approach, are more convenient, due to their inferential power
in drawing a conclusion on the whole decision space. To illustrate this phenom-
ena, let us suppose that for a given multicriteria problem, the optimal permu-
tation, with respect to the discrepancy criteria (see Equation [2]), is given by
(X1, X2, {X3,..., Xi}), with a discrepancy measure of v. Meaning that, what-
ever permutation of (Xs, ..., Xx) we choose, we will find v violations. Whereas
the statistical approaches access the strength of each criterion, and thus return
a single and a robust permutation, according to a specific significance level, in
time linear in the number of criteria and alternatives. As it has been mentioned
before, the MLR approach has a severe drawback, which is in fact, due to the
linearity assumption. Nevertheless, if a nonlinearity appears, one may be able
to incorporate into the model an appropriate linearizing techniques (e.g., log, or
the family of powers and roots transformations).

7 Related Works

The problem of elicitation in multicriteria decision making has been also tackled
by many works in decision making community. The main focus of these works
is on preference elicitation [BIBI7JI5]. These works encompass both (pro)active
and iterative learning procedures, and are advocated as means to restrict the
domain of admissible preferences which enables to make a good decision. Here,
we suppose that the multicriteria decision making is done in the context of a
multicriteria method. For instance, the paper [I] tackles parameter elicitation in
the context of OWA methods. The main contribution of our work is on the use
of the Spearman correlation coefficient, and CP techniques to handle efficiently
the elicitation problem in the Lexicographic method.

8 Conclusion and Perspectives

In this paper we have proposed to use the Spearman based approach toward
solving the problem of parameter elicitation regarding the Lexicographic order-
ing method. We have used a discrepancy measure to compare this approach
with a multiple linear regression approach, and with an exact method. We have
shown that the MLR approach was very restrictive, since it involves several hy-
potheses difficult to meet in practice. We have also showed a relevant empirical
results, carried on some problems provided in the literature. These results are en-
couraging enough to merit further investigation of others multicriteria methods,
especially when fairness becomes a concern.

Due to the simplicity, speed, and robust results provided by the Spearman
based approach, we believe that combining this approach along with an exact
optimization method is very interesting to investigate.
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Abstract. In this paper, we propose an efficient shape retrieval method. The
idea is very simplistic, it is based on two global measures, the ellipse fitting and
the minimum area rectangle. In this approach we don’t need any information
about the shape structure or its boundary form, as in most shape matching me-
thods, we have only to compute the relativity between the surface of the shape
and both of the minimum area rectangle encompassing it and its ellipse fitting.
The proposed method is invariant to similarity transformations (translation, iso-
tropic scaling and rotation). In addition, the matching gives satisfying results
with minimal cost. The retrieval performance is illustrated using the MPEG-7
shape database.

Keywords: ellipse fitting, minimum area rectangle, shape retrieval.

1 Introduction

In shape-based retrieval methods, the major goal is to search all shapes in the database
that are similar to a query according to a predefined representation. The challenge is
to retrieve in the first few images the most similar shapes to the query with a minimal
response time. In the literature, the most popular shape representation methods
can be classified into two categories: structural-based methods and boundary-based
methods.

The first ones use topological information as the medial axis transform (MAT) to
extract the skeleton which represents the shape using a graph. Based on skeletons,
many approaches have been developed for shape matching. Liu and Geiger [1] pro-
posed to match shape axis tree defined by the locus of midpoints of optimally corres-
ponding boundary points. However, their algorithm does not preserve the coherence
of the shape. A variant of the medial axis, shock graph, was considered by Sharvit et
al. [2] for shape recognition. Siddiqi et al. [3] converted the shock graph to rooted
trees and compared shapes by matching the graph trees based on sub graph isomor-
phism. But the choice of the oldest shock as the root of the tree is arbitrary and may
lead to erroneous matches. A hierarchical representation using axial shape description
was proposed in [4,5]. In this approach, hierarchy by scale was used to construct a
series of skeletons.

For the boundary-based methods, a set of rich features present along the contour is
exploited. In the literature various approaches have been proposed to represent the
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boundary shape. A large number of these methods [6,7] use local geometric features,
such as curvature, angle and arc length, to identify mathematical landmarks on the
shape boundary. The curvature scale space (CSS) representation [8] has been shown
to be a robust shape representation. Based on the scale space filtering technique ap-
plied to the curvature of a closed boundary curve, the representation behaves well
under perspective transformations of the curve. However, the method involves a com-
plicated and time-consuming search.

Davies et al. [9] proposed to apply the minimum description length (MDL). They
considered the point correspondence problem as one of finding the parameter-rization
for each shape. However, like other global shape correspondence methods [10], the
MDL-based approach uses a very complicated and highly nonlinear cost function.

In our contribution, we represent a shape by global parameters characterizing the
whole shape. The method exploits the characteristics of the minimum area rectangle
[11] and the ellipse fitting [12,13] to achieve the retrieval. Thanks to the uniqueness
of these attributes, we can represent a shape by some relative measures involving the
shape surface and its proportional dimension with respect to its ellipse fitting and its
minimum rectangle. Obviously these attributes don’t provide us any knowledge about
the form as in common shape representation methods, but empirical experiments
show its efficiency in shape retrieval even in translation, rotation, scale change, ref-
lection and moderate deformation transformation. Another advantage of the method is
its simplicity and its cheap cost.

The paper is organized as follow: in the next paragraph we explain the principle of
the method, in section 3 we gives the matching scheme and we show experimental
results in section 4, discussion and conclusion are presented at the end.

2 Global Measures

2.1 The Minimum Area Rectangle

The minimum area rectangle (MAR) associated to the silhouette is defined as the
smallest rectangle minimizing the area between it and the convex hull enclosing the
silhouette [11]. The convex hull is the smallest convex polygon for which every point
of the silhouette touches its edges or it is inside it [14, 15], for each silhouette, a
unique convex hull is associated. In the same way, the MAR is unique for each
silhouette.

>

Fig. 1. The MAR and the convex hull (dashed polygon correspond to the convex hull, the rec-
tangle enclosing it is the MAR)
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The MAR depends only on the global form of the shape, so it is invariant to trans-
lation, rotation, scale change and mirroring. These elements are detailed below:

- Translation : the translation transformation doesn’t affect the MAR, because the
convex hull doesn’t depend on the position of the shape but only on the disposition of
the boundary points.

- Rotation : changing the orientation of a shape will change also the orientation of
the MAR, but its dimensions remain unchanged.

- Scale change : a scale change affects the area occupied by the shape and so the
surface of the MAR. however the shape is not distorted; the proportion of the global
form is preserved. As a result, we can infer a relation between different MAR corres-
ponding to different scales of a given shape, it corresponds to the ratio of the width
and the length of the MAR.

- Mirroring : when a vertical or a horizontal reflection is applied to the shape, its
surface is conserved and so for the MAR.

2.2 The Ellipse Fitting

The ellipse fitting associated to a set of points (see figure 2) is defined as the ellipse
for which the sum of the squares of the distances to these points is minimal[16].
Accurate and optimized methods for ellipse fitting localization was the scope of
several works [18,19,20].

Fitting ellipse to given points in the plane is a problem that arises in many applica-
tion areas, as computer graphics, observational astronomy (orbit estimation), structural
geology (strain in natural rocks), etc. In our work, the ellipse can serve as a geometric
primitive which allows reduction and simplification of initial image.

Thanks to the uniqueness of the ellipse fitting associated to a shape, we can obtain
the invariance to translation, rotation, scale change and mirroring as detailed for the
minimum rectangle.

Fig. 2. The ellipse fitting corresponding to some shapes

2.3  Shape Representation Using Global Measures

In our representation we exploit the uniqueness of the MAR and the ellipse fitting to
obtain relative measures. Therefore, we associate to the shape four attributes:

R1: the ratio of the width and the length of the MAR enclosing it,
RS1: the ratio of the shape surface and the MAR surface,
R2: the ratio of the major axis and the minor axis of the ellipse fitting,
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RS2: the ratio of the shape surface and the ellipse fitting surface,

We can formulate this representation as follow: let be S a given shape, S is
represented by the 4_uplet (R1,R2, RS1, RS2):

S —(R1,R2,RS1,RS2) (1)

In this manner, when one of the transformations listed in the previous paragraph is
applied to S, R1, R2, RS1, RS2 remain unchanged thanks to the MAR and the ellipse
fitting properties (see figure 3).

Fig. 3. An example of invariance of the representation under several transformations. In: a. the
initial shape S( 0.90, 0.87, 0.74, 1.02), b. planar rotation S( 0.90, 0.86, 0.73, 1.13), c. scale
change S( 0.91, 0.85, 0.71, 1.09) d. horizontal flip S( 0.90, 0.8, 0.76, 1.05), e. vertical flip
S(0.89, 0.87,0.74, 1.07).

3 Shape Matching Scheme

In our approach we don’t achieve a point to point matching or structural matching.
We just do a global comparison using intrinsic properties relative to the coarse form
of the shapes.

The matching process is achieved in two passes: an offline pass in which we calcu-
late the (R1, R2, RS1 , RS2) for every entry in the database. In the second pass we
calculate the (R1 , R2 , RS1, RS2) of the query shape and retrieve similar shapes
from the database with respect to a similarity measure SM, where SM is defined for
two shapes S1(R11,R21,RS11,RS21), S2(R12,R22,RS12,RS22) as:

SM=IS1-S2| =IR11- RI12+IR21- R22|+IRS11- RS12+RS21-RS22| 2)

The retrieved shapes are ranked in an ascending order corresponding to the minimal
similarity measure between the query and the database shapes. Therefore the algo-
rithm which retrieves the shapes could have the following form:

Initialize shape query to S (R1,R2_,RS1_,RS2)

Initialize shape S,(S,R1,,R2,,RS1,,RS2,)eDataBase V i:=1 to
n / n: number of the database entries

For i:=1 to n do

SM,:= |S-S.| ;
For i:=1 to n do
Sort (8M;);

In the SMi vector, the first entries correspond to the most similar shapes to the query.



Some Global Measures for Shape Retrieval 61

Throw the matching process, it is so clear that the method is very simplistic and
has low cost. In fact, the comparison of the query to any shape of the database con-
sists to compare four values: R1 , R2, RS1, RS2 contrarily to other methods in which
the complexity is higher and the matching algorithm involves optimization methods.

4 Experimentation

The validation of our approach was achieved using shapes from the MPEG-7 shape
database [17], organized in 70 classes of objects, each class contain 20 images. The
classes represent different kinds of objects: animals, tools, foods, geometric forms,
engines,...

Two kinds of experiments were conducted over the data set: the matching of a
query to shapes from the same class and from the whole database.

The first test consists to take a query shape from a given class and calculate the dis-
tance between it and the remaining shapes of the same class (according to formula
(2)). In figure 4, we show the obtained results for the class “bat”. At the top left col-
umn we have the query shape and the other columns illustrate the retrieved responses
from the same class (without considering the query). The retrieved results are ranked
according to their similarity measure, for example, the first response (image number
1) is the most similar shape to the query among all instances of the class, the corres-
ponding similarity measure value is 0.075472, it corresponds to the smallest value of
the obtained results.

ENr< \9 s | [ %S [N ™4

1 2 3 4 5 6 7
0.075472| 0.272545 | 0.382201 | 0.42326 | 0.565987 | 0.570486 | 0.574333

/5~ LIS

8 10 11 12 13 14
0.578254| 0.607443 | 0.607847 |0.610438| 0.610966 | 0.678938 | 0.686672

LN

15 16 17 18 19
0.687772| 0.745517 | 0.754493 | 1.00157 | 1.07271

Fig. 4. An example of the obtained results for shape retrieval of the same class
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Intuitively, this result is correct, it is clear that visually the retrieved shape is the
most similar shape to the query one, because it is the same shape on which a planar
rotation is applied. This experiment performs perfectly when the considered class
contains shapes corresponding to translation, rotation, scale change or mirroring
transformations of the query shape. However, in case of deformation, the first

Queryl 1 2 3 4 5
0.020764 | 0.027514 | 0.029142 | 0.050215 | 0.052333
6 7 8 9 10
0.064916 | 0.067936 | 0.074254 | 0.075857 | 0.075857
Query? 1 2 3 4 5
0.010094 | 0.035464 | 0.043684 | 0.047117 | 0.050611
6 7 8 9 10
0.051236 | 0.076348 | 0.087803 | 0.101788 | 0.109428
‘ —m
R~
Query3 1 2 3 4 5
0.044947 | 0.094398 | 0.103999 | 0.106697 0.1155
VIR >IN
A o !A
6 7 8 9 10
0.139094 | 0.160882 | 0.165268 | 0.166158 | 0.170439

Fig. 5. Retrieval of shapes from different classes
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retrievals don’t correspond systematically to the most similar shapes, because the
similarity measure doesn’t take into account the coarse form or the details of the
shape.

Furthermore, the method gives accurate responses, the top four retrieved images
corresponds exactly to the same shape as the query (after a geometric transformation:
rotation, scale change, perspective). This experiment illustrates the high accuracy of
our method in the shape matching problem when we deal with objects of the same
class under geometric transformations.

The second experiment consists to retrieve similar shapes to the query from the
whole database 70 classes x 20 images. Several tests are conducted to evaluate the
behavior of the shape retrieval when we increase considerably the research space. In
each test we submit a given query (from the database) and we search the most similar
shapes from the whole dataset (according to formula 2), we consider the top 10 most
similar shapes. Three examples are given in figure 5, we have in the first column the
query shape and in the other columns the top 10 similar shapes from different classes.
The corresponding values of the similarity measure are reported below the responses.

This experiment shows that even we enlarge considerably the search space, we still
retrieve correct responses in the top results. In fact, for all tested queries (taken from
several classes) we have obtained at least 1 shape from the same class in the top 3
retrieved shapes. This result is very interesting since we don’t use any information
about the shape topology or the boundary, only global measures are used.

5 Conclusion

In this work we have proposed a fast and simplistic shape retrieval method. The me-
thod is based only on two global attributes : the ellipse fitting and the minimum area
rectangle, which can give us crucial information about the shape without involving
complicated representations as graphs or multi-scale representation of voluminous
attributes. The representation is invariant to several kinds of transformations. It al-
lows a very fast retrieval process with an appreciable accuracy matching responses.

The results conducted over a well known dataset (MPEG-7 shape database) are
very convincing.

In future works, we can apply this method in the field of indexing large shape da-
tabase, or object classification.
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Abstract. Recently, probabilistic topic models such as LDA (Latent Dirichlet
Allocation) have been widely used for applications in many text mining tasks
such as retrieval, summarization, and clustering on different languages. In this
paper we present a first comparative study between LDA and K-means, two
well-known methods respectively in topics identification and clustering applied
on Arabic texts. Our aim is to compare the influence of morpho-syntactic cha-
racteristics of Arabic language on performance of first method compared to the
second one. In order to study different aspects of those methods the study is
conducted on benchmark document collection in which the quality of clustering
was measured by the use of two well-known evaluation measure, F-measure
and Entropy. The results consistently show that LDA perform best results more
than K-means in most cases.

Keywords: Clustering, topics identification, Arabic text, LDA, K-means, pre-
processing, stemming.

1 Introduction

Document clustering is a fundamental and enabling tool for efficient document organ-
ization. Recently, probabilistic topic models methods such as LDA (Latent Dirichlet
Allocation) have been used in clustering (recently integrated in Mallet framework
[16], Gensim framework [17], hierarchical clustering [19]) and take good results.
Arabic language is greatly inflectional and derivational language which makes text
difficult task. To our knowledge, and until this writing,