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Abstract Revealing the processing history of a digital image has received a great

deal of attention from forensic analyzers in recent years. Median filtering is a

non-linear operation and has been used widely for noise removal and image

enhancement. Therefore, exposing the traces introduced by such operation is

helpful to forensic analyzers. In this paper, a passive forensic method to detect

median filtering in digital images is proposed. Since overlapped window filtering

introduces the correlation among the elements of the median-filtered residual

(MFR) which is referred to as the difference between a test image and its

corresponding median-filtered version, the transition probability matrices along

the horizontal, vertical, main diagonal and minor diagonal directions are calculated

from the MFR to characterize the correlation among the elements of the MFR. All

elements of these transition probability matrices are served as discriminative

features for median filtering detection. Experiment results demonstrate the effec-

tiveness of the proposed method.
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1 Introduction

Nowadays, with the rapid development of smart image acquisition devices and

image processing tools with friendly interface, forensic analyzers pay more and

more attention to the authenticity of digital images. Existing approaches for digital

image forensics can be roughly divided into two categories: active [1] and passive

[2]. The active approaches mainly insert watermarks or signatures to digital images

at the time of recording. Compared with the active methods, the passive ones only

need the intrinsic characteristics of digital images rather than any watermarks or

signatures, making them more practical. There are many promising passive forensic

methods for the detection of malicious forgeries [3]. However, the subtle traces of

tampering may be diminished by using some content-preserved manipulations,

such as median filtering, blurring and contrast enhancement, which do not change

the image content in general, but may decrease the reliability of forensics

techniques [4]. Therefore, detecting such operations is helpful to forensic analyzers.

We focus on the forensics of median filtering in this paper because it has been used

widely for noise removal and image enhancement.

Recently, some passive techniques for detecting median filtering have been

developed. In [5], Kirchner and Fridrich employed the ratio of histogram bins h0
and h1, and subtractive pixel adjacency matrix (SPAM) features in the first-order

difference domain to capture the median filtering artifacts for the uncompressed and

JPEG post-compressed images, respectively. In [6], Cao et al. used the probability

of zero values on the first-order difference image in textured regions as statistical

fingerprint to distinguish the median-filtered images from the non-median-filtered

images. Yuan in [7] constructed the median filtering forensics (MFF) and scalar

merged features to detect median filtering based on the observation that median

filtering significantly affects either the order or the quantity of the gray levels

contained in the image area encompassed by the filter window. Chen et al. in [8]

formed the distinguishing fingerprints by combining global probability features

with correlation features in the difference domain for median filtering detection.

Kang et al. in [9] stated that overlapped window filtering introduces the correlation

among the elements of the median filtered residual (MFR) and used the

autoregressive model to model the MFR for identifying median filtering, achieving

better performance than the methods in [5] and [7] in the JPEG post-compressed

scenario.

It has been shown in [3, 5] that Markov transition probability matrix (TPM) can

be used to model the correlation between the adjacent elements effectively. The

above discussion motivates us to investigate the effectiveness of Markov features in

the MFR domain for median filtering detection. We use transition probability

matrices along the horizontal, vertical, main diagonal and minor diagonal directions

generated from the MFR to characterize the correlation among the elements of the

MFR to capture the traces introduced by median filtering in this paper.
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The rest of this paper is organized as follows. The proposed method is described

in Sect. 2. The Experimental results are reported in Sect. 3. Finally, the conclusions

are drawn in Sect. 4.

2 Measuring the Median Filtering Artifacts Using Markov
Statistics of the Median Filtered Residual

The main idea of the median filter is to sort the gray levels encompassed by the filter

window and replace the value of the center pixel with the median of the gray levels.

The most extensively used median filters are with the square windows of odd sizes

(i.e. 3 � 3, 5 � 5, � � �). Therefore, we concentrate on these forms of median

filtering in this paper.

It is nonlinearity of median filtering that makes the theoretical analysis of

general relationship between input and output distributions of median filter compli-

cated [10]. Therefore, the forensics of median filtering is mainly focused on specific

features extraction [5–9]. The first-order difference has been proven to be effective

in capturing median filtering artifacts [5]. However, the performance of statistical

features derived from the first-order difference domain is susceptible to the inter-

ference of the image content. It has been shown in [9] that the median filtered

residual (MFR) can reduce the effects caused by the diversity of image content

effectively. This motivates us to further investigate the statistical characteristics of

the MFR. We first crop 1,000 images with size 256 � 256 from NRCS database

[11] and convert them to the 8-bit grayscale images. Then, we perform 3 � 3 and

5 � 5 median filtering on these images to obtain their corresponding median-

filtered versions, respectively. Figure 1 shows the arithmetic average of the

histograms ranging from -20 to 20 calculated from the MFRs of the original images

and their corresponding median-filtered versions, respectively.

From Fig. 1, it is observed that the elements of the MFRs are concentrated

around zeros and quickly fall off. In addition, the distribution of the elements of the

MFRs generated from the median-filtered images has a sharper peak than that

generated from the original images. This means that overlapped window filtering

introduces the correlation among the elements of the MFR. Markov transition

probability matrix (TPM) [3, 5] has also been proven to be effective in

characterizing the correlation among the elements. Motivated by the Markov

TPM, the proposed discriminative features for median filtering detection are

constructed as follows:

1) Calculate the difference between the given image with size M � N and its

corresponding 3 � 3 median-filtered version to obtain the MFR array

E similar to that in [9].

2) Calculate the transition probability matrices along the horizontal, vertical, main

diagonal and minor diagonal directions of the MFR array E in the range [-T,T]
using
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(1)

where the subscripts h, v, d, and m denote the horizontal, vertical, main diagonal

and minor diagonal directions, respectively; u, v ∈ {�T, � T + 1, � � �, 0, � � �,
T} and

δ n� n0ð Þ ¼ 1, n ¼ n0
0, n 6¼ n0

�
(2)

By doing so, each of the transition probability matrices is of size

(2T + 1) � (2T + 1).
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3) Average Ph and Pv, and then Pd and Pm to form the matrices P1 and P2 as

P1 ¼ Ph þ Pvð Þ=2; P2 ¼ Pd þ Pmð Þ=2 (3)

4) Take all elements of the matrices P1 and P2 as discriminative features for

median filtering detection.

Note that since the mask of the median filtering is symmetric about the origin,

the averaging procedure reduces the feature dimension without affecting the detec-

tion performance of the proposed method. Based on the experimental dataset

prepared in Sect. 3.1, we empirically choose the threshold T ¼ 7 for a compromise

between the detection performance and computing complexity when constructing

the transition probability matrices. Therefore, there are 2(2T + 1)2 ¼ 450 elements

in the developed feature set for the given image.

3 Experiments and Results

3.1 Image Database

In our experiments, NRCS image database [11] is used to evaluate the performance

of the propose method. The original color images in above database are of size

1,500 � 2,100 in general. We first pick out 1,000 images in TIFF formats from the

above database randomly and convert them to the 8-bit grayscale images. Then, to

investigate the performance of the proposed method for the varying image size, we

crop 1,000 image blocks with size 256 � 256, 128 � 128 and 64 � 64 from

central region of each grayscale image to construct three sizes of the image

databases, respectively. After that, for each of three sizes of the image databases

prepared above, nine training-testing pairs are constructed similar to that in [7] as

follows:

1) Perform 3 � 3 and 5 � 5 median filtering, 3 � 3 average filtering, 3 � 3

Gaussian low-pass filtering with the standard deviation σ ¼ 0.5, and rescale

operation which is randomly generated by nearest or bilinear interpolation and

scaling factors 1.1 on all images in the original database, denoted as SORI, to

obtain the corresponding databases SMF3, SMF5, SAVE, SGAU and SRES,

respectively.

2) Build eight training-testing pairs using the image databases SMF3, SMF5, SORI,

SGAU, SRES and SAVE, i.e. MF3 versus ORI, MF5 versus ORI, MF3 versus GAU,

MF5 versus GAU, MF3 versus RES, MF5 versus RES, MF3 versus AVE, and

MF5 versus AVE.

3) Group each 50 % (randomly selected) of the median-filtered databases SMF3 and

SMF5 into the database SMF35, and group each 25 % (randomly selected) of the

non-median-filtered databases SORI, SGAU, SRES and SAVE into the database
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SALL. Build one training-testing pair using the databases SMF35 and SALL,

i.e. MF35 versus ALL.

3.2 Classification

LIBSVM [12] is used as the classifier in our experiments. The RBF kernel function

is selected for classification. For each of training-testing pairs constructed above,

2/5 of the positive samples and 2/5 of the negative ones are randomly picked out to

train the SVM classifier, and the remaining 3/5 of the positive samples and 3/5 of

the negative ones are used to test the trained SVM classifier. Note that all the

median-filtered images are considered as the positive samples, while all the

non-median-filtered images are defined as negative samples. The optimal

parameters (C,γ) for the SVM classifier are achieved in the multiplicative grid

(C,γ)∈{(2i,2j)|i∈{0,0.5,. . .,8}, j∈ {-5,-4.5,. . .,5}} by a fivefold cross-validation on
the training set. The above procedure is repeated thirty times for reducing the effect

of randomness caused by image selection for training and testing. The detection

accuracy, which is the arithmetic average of true positive rate (TPR) and true

negative rate (TNR), is averaged over thirty times random experiments.

3.3 Detection of Median Filtering

To evaluate the effectiveness of the proposed method, a series of experiments are

carried out. Two state-of-the-art methods (i.e. the SPAM-based [5] and MFF-based

methods [7]) have also been investigated for comparison on the same dataset. For

the SPAM detector, the threshold T in [5] is set to 3, which leads to the 686-D

SPAM features. Figure 2 shows the detection performance of the proposed, SPAM-

based, and MFF-based methods for varying training-testing pairs built in Sect. 3.1.

As seen in Fig. 2, all these three methods perform well in detecting median filtering
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even when the test images are small (i.e. 64 � 64). In addition, it is easily observed

that the SPAM detector achieves nearly perfect detection performance for all the

training-testing pairs built in Sect. 3.1.

JPEG is one of the most widely used formats in many digital devices and image

processing software. It is expected that a forensic scheme is robust against JPEG

compression to certain extent. To assess the robustness of the proposed method

against JPEG compression, we use the JPEG versions of the training-testing pairs

constructed in Sect. 3.1 with the JPEG quality factor Q ¼ 90, resulting in

9 � 3 ¼ 27 training-testing pairs. Figure 3 shows the classification performance

of the proposed, SPAM, and MFF detectors for JPEG post-compressed training-

testing pairs with the quality factor Q ¼ 90. From Fig. 3, it is observed that the

proposed detector is more robust than the MFF and SPAM detectors in general.

Besides, The MFF detector performs better than the SPAM detector in

distinguishing the 3 � 3 median-filtered images from the non-median-filtered

ones for lower image resolution (i.e. 128 � 128 and 64 � 64), whereas the

SPAM detector achieves better performance than the MFF detector for 5 � 5

median filtering detection.

4 Conclusions

In this paper, Markov statistics in median-filtered residual domain have been

investigated for median filtering detection. Overlapped window filtering introduces

the correlation among the elements of the MFR, leaving detectable traces. The

transition probability matrices along the horizontal, vertical, main diagonal and

minor diagonal directions are calculated from the MFR to characterize the correla-

tion among the elements of the MFR. All elements of these transition probability

matrices are utilized as discriminative features for median filtering detection.

Experiment results have shown that the proposed method can detect the median

filtering effectively and perform better than several state-of-the-art methods. Future
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work will be devoted to performance improvement of the proposed method and

localization of the median-filtered regions in image forgeries.
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