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Preface

We are pleased to present the tenth volume of Progress in Ultrafast Intense Laser
Science. As the frontiers of ultrafast intense laser science rapidly expand ever out-
ward, there continues to be a growing demand for an introduction to this interdis-
ciplinary research field that is at once widely accessible and capable of delivering
cutting-edge developments. Our series aims to respond to this call by providing a
compilation of concise review-style articles written by researchers at the forefront of
this research field, so that researchers with different backgrounds as well as graduate
students can easily grasp the essential aspects.

As in previous volumes of PUILS, each chapter of this book begins with an intro-
ductory part, in which a clear and concise overview of the topic and its significance
is given, and moves onto a description of the authors’ most recent research results.
All chapters are peer-reviewed. The articles of this tenth volume cover a diverse
range of the interdisciplinary research field, and the topics may be grouped into four
categories: electron scattering by atoms in intense laser fields (Chap. 1), atoms and
molecules in ultrashort pulsed EUV and X-ray light fields (Chaps. 2–5), filamenta-
tion induced by intense laser fields (Chaps. 6 and 7), and physics in super-intense
laser fields (Chaps. 8 and 9).

From the third volume, the PUILS series has been edited in liaison with the ac-
tivities of the Center for Ultrafast Intense Laser Science at the University of Tokyo,
which has also been responsible for sponsoring the series and making the regu-
lar publication of its volumes possible. From the fifth volume, the Consortium on
Education and Research on Advanced Laser Science, the University of Tokyo, has
joined this publication activity as one of the sponsoring programs. The series, de-
signed to stimulate interdisciplinary discussion at the forefront of ultrafast intense
laser science, has also collaborated since its inception with the annual symposium
series of ISUILS (http://www.isuils.jp/), sponsored by JILS (Japan Intense Light
Field Science Society).

We would like to take this opportunity to thank all of the authors who have kindly
contributed to the PUILS series by describing their most recent work at the frontiers
of ultrafast intense laser science. We also thank the reviewers who have read the
submitted manuscripts carefully. One of the co-editors (KY) thanks Ms. Chie Sakuta

v

http://www.isuils.jp/


vi Preface

for her help with the editing processes. Last but not least, our gratitude goes out to
Dr. Claus Ascheron, Physics Editor of Springer-Verlag at Heidelberg, for his kind
support.

We hope this volume will convey the excitement of ultrafast intense laser science
to the readers, and stimulate interdisciplinary interactions among researchers, thus
paving the way to explorations of new frontiers.

Kaoru Yamanouchi
Gerhard G. Paulus

Deepak Mathur

Tokyo, Japan
Jena, Germany
Mumbai, India
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Chapter 1
Laser-Assisted Electron Scattering
and Diffraction in Ultrashort Intense
Laser Fields

Reika Kanya, Yuya Morimoto, and Kaoru Yamanouchi

Abstract Recent progress in experimental studies of laser-assisted electron scat-
tering (LAES) in ultrashort intense laser fields is reviewed. After a brief survey of
theoretical backgrounds of the LAES process and earlier LAES experiments started
in 1970’s, new phenomena induced by LAES experiments in ultrashort intense laser
fields and expected applications of these experiments are discussed. A new exper-
imental setup designed for measurements of LAES induced by ultrashort intense
laser fields is described. Experimental results of energy spectra, angular distribu-
tions, and laser polarization dependence of the LAES signals are presented with
corresponding results of numerical simulations. A light-dressing effect appearing in
the LAES signals to be obtained under our experimental conditions is also exam-
ined by numerical calculations. In addition, as an application of the LAES process,
the determination of instantaneous geometrical structure of molecules by a novel
technique of laser-assisted electron diffraction is introduced.

1.1 Introduction

1.1.1 Electron-Atom Collisions in Laser Fields

Through elastic scattering process between an electron and an atom occurring in a
laser field, the kinetic energy of the scattered electron (Ef ) can be shifted by multi-
ples of photon energy (�ω), i.e., Ef = Ei + n�ω, where Ei is the initial kinetic en-
ergy and n = 0,±1,±2, . . . . This process is called “laser-assisted electron scatter-
ing (LAES)” or “free-free transition.” In some cases, the energy gain process (n > 0)
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2 R. Kanya et al.

and energy loss (n < 0) process are separately called “inverse bremsstrahlung” and
“stimulated bremsstahlung,” respectively, referring to the bremsstrahlung, which is
the light emission induced by a sudden acceleration of incident electrons by an
atomic potential. As an elementary process in astronomy, plasma physics, and in-
tense laser physics, the LAES plays important roles in the infrared opacity of the
solar atmosphere, the plasma heating, and the laser-induced rescattering in intense
laser fields. The LAES process can also be regarded as a special kind of three-body
collision, where a laser photon acts as a simple third-body in the electron-atom col-
lision process.

Such energy gain and loss of scattered electrons by n�ω can also be induced
through “inelastic” scattering processes, which are called simultaneous electron-
photon excitation (SEPE) or laser-assisted electron inelastic scattering in a similar
manner as in the LAES process. Especially, the energy gain and loss by n�ω as-
sociated with electron impact ionizations are called “laser-assisted electron impact
ionization” or “laser-assisted (e,2e)” processes. Experimental and theoretical stud-
ies on these inelastic phenomena were reviewed by Mason [1].

1.1.2 Theory of the LAES Process

Theoretical framework of the LAES process was proposed first by Bunkin and Fe-
dorov in 1966 [2]. Under the first Born approximation for the scattering process be-
tween a target atom and an electron expressed as an eigenfunction of a free electron
in an electromagnetic field, i.e., Gordon-Volkov wavefunction [3, 4], they derived
the differential cross section for net n-photon absorption, dσ

(n)
BFA/dΩ , as

dσ
(n)
BFA

dΩ
= |pf |

|pi |
J 2

n (α0 · s)dσFBA(s)

dΩ
, (1.1)

where Jn(x) is the n-th order Bessel function of the first kind, pi and pf are initial
and final electron momenta, respectively, dσFBA(s)/dΩ is a differential cross sec-
tion of elastic scattering without laser fields derived by the first Born approximation,
s is a scattering vector defined by (pi − pf )/�, and α0 is defined as

α0 ≡ e

mω2
ε, (1.2)

where e is unit charge, m is mass of an electron, and ε is an electric amplitude vector
of the laser field. The absolute value of α0, |α0|, corresponds to the quiver radius,
i.e., the amplitude of the classical motion of an electron in the electromagnetic field.
In the Bunkin-Fedorov approximation (BFA), the interaction between an atom and
a laser field is neglected, and the electron-atom interaction is treated within the
first Born approximation, which is a good approximation for the forward scattering
of high-energy electrons, and the non-perturbative interaction between an electron
and a laser field is explicitly treated by using the Gordon-Volkov wavefunctions for
the incident and scattered electrons. Equation (1.1) shows that the differential cross
section for the n = 0 LAES process is also modified by the laser field. Because the
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scattered electrons of this n = 0 LAES process have an overlap in the kinetic energy
with the electrons scattered by an elastic scattering process without laser fields,
the scattering processes in which Ei = Ef is satisfied are referred to commonly as
“n = 0 scattering” in the present paper.

In 1973, Kroll and Watson derived the differential cross section of LAES process
by taking into account the non-perturbative interaction between an electron and an
atom [5]. In the Kroll-Watson approximation (KWA), the formula of the differential
cross section for net n-photon absorption, dσ

(n)
KWA/dΩ , takes a similar form to (1.1),

and is written as

dσ
(n)
KWA

dΩ
= |pf |

|pi |
J 2

n (α0 · s)dσel(Ẽi; s)
dΩ

, (1.3)

where dσel(Ẽi; s)/dΩ is the differential cross section of elastic electron scattering,
p̃i − �s ← p̃i , occurring without laser fields with an incident electron whose initial
momentum, p̃i , and initial kinetic energy, Ẽi , are defined as

p̃i ≡ pi + nmω

(α0 · s)α0, (1.4)

Ẽi ≡ |p̃i |2
2m

, (1.5)

respectively. Equation (1.3) means that the differential cross section of the LAES
process is calculated from dσel(Ei; s)/dΩ , which can be given by conventional
scattering experiments without a laser field, or obtained from a database provided,
for example, by NIST [6]. The Kroll-Watson formula can also be applied to the
slow-electron scattering and the backward scattering. However, the formation of
light-dressed states of target atoms could not be described because the interaction
between an atom and a laser field is neglected.

Mittleman et al. [7–10] developed a theoretical framework for an electron-atom
scattering in the presence of a laser field whose frequency is near resonant to the
atomic transition. Zon [11, 12] proposed a simple and convenient model by describ-
ing the laser-atom interaction as the polarization of electron clouds of target atoms
induced by the off-resonant laser fields. Later, Byron et al. [13, 14] studied the ef-
fect of the formation of light-dressed atoms by treating the laser-atom interaction
by a first-order time-dependent perturbation theory and the electron-atom interac-
tion by the first Born approximation. Non-perturbative interactions between laser
fields and atoms in high-energy electron-atom scattering processes can be treated
in Born-Floquet theory proposed by Faisal [15], or non-Hermitian Born-Floquet
theory developed by Dörr et al. [16], while R-matrix Floquet theory [17, 18] and
close-coupling Floquet theory [19] are applicable for low-energy scattering process,
in which the non-perturbative electron-atom interaction is included in addition to the
non-perturbative laser-atom interaction. In addition, other theoretical methods were
also proposed on the basis of a variety of models and approximations as reviewed
in [20].
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1.1.3 Experimental Studies of the LAES

The first observation of LAES was reported by Andrick and Langhans in 1976 [21],
who observed n = ±1 LAES signals in the electron-Ar collision process under a
continuous laser filed (λ = 10.6 µm, I = 6 × 104 W/cm2) generated by cw-CO2

laser. In the next year, Weingartshofer et al. reported multiphoton-LAES signals
up to n = ±3 in the electron-Ar scattering with a pulsed-CO2 laser (λ = 10.6 µm,
I = 109 W/cm2, �t = 2 µs) [22]. Compared to the theoretical studies, only a
small number of experimental studies [1, 23] have been reported probably be-
cause LAES measurements are very difficult. Until 2010, the kinetic energies of
an incident electron beam in LAES experiments had been in the low energy range,
4 eV < Ei < 80 eV, and all the laser light sources were cw-CO2 lasers [21, 24–27]
or pulsed-CO2 lasers with the minimum pulse duration of the order of microseconds
[22, 28–38], except a study with cw-CO laser (I = 103 W/cm2, λ = 5.3 µm) [39].
Consequently, in these experimental studies, the laser field intensities were in the
rather moderate range (<109 W/cm2) and the photon energies were too small to in-
duce electronic transitions of target atoms. Therefore, no evidences of the formation
of the light-dressed states of target atoms were identified in these traditional LAES
experiments, as concluded by several theoretical estimations [40–42].

Interestingly, in 1970’s, Hertel et al. reported their results of laser-induced super-
elastic scattering experiments, i.e., the electron scattering experiments in which tar-
get atoms are resonantly excited by cw-laser fields [43, 44]. These experiments are
regarded as electron scattering by light-dressed atoms occurring when the laser-
electron interaction is negligibly small. This is the opposite situation to the con-
ventional LAES experiments, in which light-dressed electrons are scattered by non-
dressed target atoms. So far, no experimental report has been made on “scattering
of light-dressed electrons by light-dressed atoms.”

1.1.4 LAES Experiment in Femtosecond Intense Laser Fields

In 2010, we observed LAES signals induced by femtosecond near-infrared intense
laser fields (I = 1.8 × 1012 W/cm2, λ = 800 nm, �t = 200 fs) in the elastic scat-
tering of 1 keV electrons by Xe atoms [45]. This is the first observation of LAES
by femtosecond laser pulses. Compared to the conventional LAES experiments,
such as the latest LAES experiment with a pulsed-CO2 laser (I = 4 × 108 W/cm2,
λ = 10.6 µm, �t = 3 µs, Ei = 22 eV) [38], the experimental conditions in our study
[45] were completely different in the following four points; (i) the photon energy is
13 times higher, (ii) the laser intensity is 4.5 × 103 times higher, (iii) the laser pulse
duration is 1.5 × 107 times shorter, and (iv) the kinetic energy of the incident elec-
trons is 45 times larger than the latest conventional LAES study [38].

The large differences in the photon energy and the laser intensity will enable us
to perform experiments on LAES by light-dressed atoms. Several theoretical studies
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predicted that a peak structure will appear at the zero scattering angle in the angu-
lar distributions of LAES signals when target atoms form light-dressed electronic
states [11, 13], and the intensity of the peak appearing in the small scattering an-
gle region increases drastically when a substantial electronic-state mixing occurs
through resonant interactions between laser fields and atoms [16, 18, 19]. There-
fore, LAES occurring in intense near-infrared laser fields should carry information
on light-dressed states of target atoms having ultrashort lifetimes in intense laser
fields. On the other hand, ultrashort laser pulses for LAES experiments enable us to
achieve high temporal resolutions, and LAES by molecules with high-energy elec-
trons can carry information on geometrical structure of molecules as in electron
diffraction of gas-phase molecules. This means that LAES by molecules will lead
to “a new time-resolved electron diffraction method” with the temporal resolution
of femtoseconds [45].

After the first observation of the LAES signals induced by 200 fs laser pulses
[45], a LAES experiment with 50 fs laser pulses was reported in 2011 also by our
group [46], and another near-infrared LAES experiment was reported in 2011 by
deHarak et al., where Nd:YAG laser (�t = 6 ns, λ = 1064 nm) was used for gener-
ating laser fields of the order of 109 W/cm2 [47]. It can be said that experimental
studies of the LAES process are now entering into a new stage 34 years after the
first conventional LAES experiment [21].

In the present article, the recent progress of the LAES experiments in femtosec-
ond intense laser fields is reviewed, and promising applications of LAES processes
to “probing of light-dressed states” and “gas electron diffraction” are discussed by
referring to our numerical simulations.

1.2 Experimental Setup

Details of the experimental setup were described in [46]. Figure 1.1 shows the
schematic of our setup for femtosecond-LAES experiments. The apparatus consists
of a femtosecond laser system, an electron beam source, a sample gas nozzle, a
toroidal-type electron energy analyzer, and an imaging detector. Scattered electrons
generated by the collision among the three beams, i.e., the electron beam, the atom
beam, and the laser beam, are introduced into the electron energy analyzer and are
detected by the imaging detector.

By taking the leading term of the Bessel functions in (1.1) or (1.3), intensities of
the LAES signals in BFA and KWA are approximately proportional to �t(λ4I )|n|.
This means that the signal intensities per laser-shot for the n = ±1 transitions in
LAES should decrease by a factor of 1 × 10−8 when the laser field conditions
change from “�t = 3 µs, λ = 10.6 µm, I = 4 × 108 W/cm2” to “�t = 200 fs,
λ = 800 nm, I = 1.8 × 1012 W/cm2,” which correspond to the conditions em-
ployed in the latest conventional LAES experiment with CO2 laser [38] and our first
femtosecond-LAES experiment [45], respectively. Therefore, a drastic improvement
in the detection efficiency is necessary for the measurements of the LAES signals
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Fig. 1.1 The schematic of the experimental setup of LAES [46]

in ultrashort intense laser fields. Furthermore, because of the limited spatial overlap
and the velocity mismatch between the electron pulse and the femtosecond laser
pulse [48], the fraction of scattering events in the laser field is estimated to be only
0.4 %, and majority of the scattering events (99.6 %) are those occurring in the ab-
sence of the laser fields under the experimental conditions, in which a pulsed 1 keV
electron beam collides with a sample gas beam of ∼1 mm diameter at right angles
and a 200 fs laser pulse is introduced perpendicularly to both the electron and sam-
ple beams. Thus, it is difficult to discriminate the femtosecond-LAES signals in the
energy spectra of the scattered electrons from the neighboring huge peak of n = 0
scattering signals. Moreover, intensities of the LAES signals will be similar in mag-
nitude to noise signals originating from stray photons, photoelectrons, photoions,
and metastable neutral atoms generated by the irradiation of intense near-infrared
laser pulses. In order to overcome the experimental difficulties mentioned above,
the following three components are newly introduced into our LAES apparatus, i.e.,
(i) the electron beam source with a photocathode-type pulsed electron gun, (ii) the
high repetition-rate and high power Ti:sapphire laser system, and (iii) the toroidal-
type electron energy analyzer equipped with the two-dimensional detector.

The electron pulses are generated from the photocathode-type pulsed electron
gun by irradiating the photocathode with UV laser pulses, which are the third har-
monics of 800 nm light split from the main 800 nm pulses before a pulse compressor
of the laser system. The synchronization between the electron pulse and the intense
IR laser pulse for the LAES process is achieved by adjusting the optical delay be-
tween the UV laser pulses and the intense IR laser pulses. The pulse duration of
the electron pulses were found to be ∼50 ps by the shadow graph method [46].
Huge background signals originating from elastic scattering without laser fields
can be suppressed by using these ultrashort incident electron pulses. The generated
monochromatic electron pulse of 1 keV kinetic energy collides with a Xe gas in a
near-infrared intense laser field (�t = 200 fs, λ = 800 nm, I = 1.8 × 1012 W/cm2)
at the scattering point in the vacuum chamber. The scattered electrons are introduced
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Fig. 1.2 (a) The raw image of electron scattering signals recorded when vertically polarized laser
pulses were introduced at the timing of the electron scattering by Xe atoms. (b) The amplified
image of (a). (c) The raw image of background signals in the same intensity scale as (b) [45]

into the toroidal-type electron energy analyzer through a 0.8 mm slit. Simultane-
ous detection of the angular and energy distributions is achieved by the toroidal-
type electron energy analyzer [49], and these distributions are obtained as a two-
dimensional image on a MCP/Phosphor detector coupled with a CCD camera. On
the detector, an angular distribution of isoenergetic electrons forms an arcuate pat-
tern as shown in Fig. 1.1. The signals of scattered electrons are discriminated from
noise signals by counting the number of bright spots of electron signals appearing on
CCD images within a time window of one second. Significant improvement in the
count rate of the LAES signals is achieved by 5 kHz data acquisition with the high
repetition-rate and high power Ti:sapphire laser system. The number of incident
electrons per shot is made as small as possible in order to avoid energy broadening
induced by the space charge effect, and a typical count rates of detection of elec-
trons including those originating from the elastic scattering is around 10 cps. The
energy resolution of the total detection system is around 0.7 eV, which is sufficiently
smaller than the photon energy of laser light (1.56 eV).

1.3 Observation of LAES in Intense Laser Fields

The raw images of scattered electrons obtained from the LAES experiments with the
light field conditions of �t = 200 fs, λ = 800 nm, and I = 1.8 × 1012 W/cm2 [45]
are shown in Fig. 1.2. The net exposure time was around 83 hours for each image.
Figure 1.2(a) shows electron scattering signals when laser pulses were introduced
at the timing of the electron scattering by Xe atoms. The laser polarization was set
to be “vertical”, i.e., perpendicular to the electron beam axis. The intense signals
forming an arcuate line seen at the central area in Fig. 1.2(a) is n = 0 scattering
signals, and any other features could not be recognized in Fig. 1.2(a). Figure 1.2(b)
is an amplified image of Fig. 1.2(a) obtained after adjusting the range of the signal
intensity so that the weak LAES signals become visible. In Fig. 1.2(b), a weak
arcuate lines indicated by the white arrows can be seen on both sides of the central
arcuate line. On the other hand, such structures could not be seen in the background
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Fig. 1.3 The energy spectra
of relative intensities of
scattered electron signals
[45]. The intensity is
normalized with respect to
the peak intensity of n = 0
scattering signal. Estimated
statistical error bars are
derived from square roots of
signal counts. Filled circles:
electron signals with
vertically polarized laser
fields; Open squares:
background signals; Broken
line: n = 0 scattering peak
reduced by a factor of 1000

signals [Fig. 1.2(c)], which is obtained when the temporal delay of the electron pulse
with respect to the laser pulse was set to be +100 ps.

The observed small difference between Figs. 1.2(b) and 1.2(c) becomes clear in
the electron energy spectra, which are obtained through the integration of the signal
of each pixel over the scattering angles along the arcuate isoenergetic coordinate. In
the integration, signals in the region of y > 105 pixel in Fig. 1.2 were excluded from
the analysis because the contributions of stray electrons are significantly large in this
region. The filled circles and the open squares in Fig. 1.3 show the energy spectra
obtained from Fig. 1.2(b) and (c), respectively. Unambiguous increases in the signal
intensity appear at the kinetic energy shifts of ±�ω, i.e., ±1.56 eV, in Fig. 1.3 (filled
circles). This is a clear experimental evidence that the n = ±1 transitions in the
LAES process are identified.

The filled circles in Fig. 1.4 represent the LAES signals obtained by subtracting
the background signals from the scattering signals obtained with the laser field in
Fig. 1.3. Both of the signals at the energies of ±�ω can be recognized as distinct
peaks, and the intensities of these peaks are around 3 × 10−4 relative to the central
n = 0 scattering peak.

In order to confirm our assignment, the relative intensities of the LAES signals
were estimated by a numerical simulation based on (1.3). In the current experimental
configuration with ε̂ · pi = 0, the p̃i can be expressed as

p̃i = pi − n�ω|pf |
2Ef sin θ

ε̂, (1.6)

where Ef ≡ |pf |2/(2m) is the kinetic energy of a scattered electron. In the
present high-energy scattering (Ef ∼ 1 keV), |p̃i | � |pi | holds well because
�ω/(2Ef sin θ) is less than 0.03 in the detectable range of the scattering angle

(1.5 deg. < θ < 14 deg.). Then, the dσ
(n)
KWA/dΩ can be approximated to be

dσ
(n)
KWA

dΩ
� |pf |

|pi |
J 2

n (α0 · s)dσ (Ei; s)
dΩ

. (1.7)



1 Laser-Assisted Electron Scattering and Diffraction 9

Fig. 1.4 The energy spectra of relative intensities of LAES signals [45]. Relative intensities are
normalized with respect to the peak intensity of n = 0 scattering signal. Estimated statistical error
bars are derived from square roots of signal counts. Filled circles: an energy spectrum obtained
after the subtraction of the backgrounds from the signals recorded with vertically polarized laser
fields; Open triangles: an energy spectrum obtained after the subtraction of the backgrounds from
the signals recorded with horizontally polarized laser fields; Solid line: a calculated spectrum of
the LAES signals when the laser fields are vertically polarized

In order to simulate the magnitudes of the observed LAES signals, denoted by
w(n)(Ei; s), the differential cross section in (1.7) should be averaged over the spa-
tiotemporal distribution of the three beams, i.e., the electron beam, the laser beam,
and the atomic beam. Considering that the dσ(Ei; s)/dΩ is independent of the laser
field, the w(n)(Ei; s) can be factorized into two parts,

w(n)(Ei; s) = Fn(Ei; s)dσ (Ei; s)
dΩ

, (1.8)

where

Fn(Ei; s) ≡ |pf |
|pi |
∫

drρ(r)

∫
dtj (r, t)J 2

n

(
α0(r, t) · s). (1.9)

In (1.9), ρ(r) is a density of the sample atom and j (r, t) is an electron flux density.
The spatiotemporal distributions of the ρ(r) and j (r, t) can be determined experi-
mentally [46]. The vectorial quiver radius, α0(r, t), becomes a function of r and t

because of the spatiotemporal distribution of ε, and can also be derived experimen-
tally, as described in [46], using the laser field parameters, such as the pulse energy,
the temporal shape of the pulse envelope, and the spatial profile at the scattering
point. Therefore, w(n)(Ei; s) in (1.8) can be calculated using Fn(Ei; s) obtained
from (1.9) and the differential cross section (dσ(Ei; s)/dΩ) in the NIST database
[6]. The results of the simulation are plotted with a solid line in Fig. 1.4. The cal-
culated LAES signal intensities relative to n = 0 scattering signal intensities show
good agreement with the experimental results.

When the laser polarization vector is set to be “horizontal”, i.e., parallel to the
direction of the incident electron beam, the factor of α0 · s in (1.3) becomes close to
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Fig. 1.5 The angular
distributions of LAES for the
n = +1 transitions with the
vertically polarized laser field
[45, 50]. Filled circles:
observed LAES signals of
n = +1; Broken line: the
numerical calculation by
KWA; Solid line: the
numerical calculation by
Zon’s model. Estimated
statistical error bars are
derived from square roots of
the signal counts

zero because the polarization vector is nearly perpendicular to the scattering vector,
s, for the forward scattering of the high-energy electrons. Consequently, the LAES
signal intensities should be suppressed significantly except the signal intensity at
n = 0. This polarization dependence should provide a further verification of our
measurements of LAES signals of n = ±1. In Fig. 1.4, an energy spectrum with
the horizontally polarized laser field is plotted with open triangles. In contrast to the
corresponding spectrum obtained using the vertically polarized laser field, no distin-
guishable peaks are observed. This is consistent with the corresponding numerical
calculation, showing that relative intensities for the n = ±1 transitions are nearly
zero (7×10−6).

The filled circles in Fig. 1.5 show the angular distribution of the background-
subtracted LAES signals for the n = +1 transition recorded using the vertically
polarized laser field. The broken line shows the results of numerical calculations
with KWA. The calculated angular distribution is in good agreement with the ex-
perimental angular distribution. The angular distribution of the n = −1 transition is
basically the same as that of the n = +1 transition, and also shows good agreement
with the result of numerical calculations.

As discussed in Sect. 1.1.4, the characteristic peak structure is expected to appear
at the zero angle in the angular distribution of LAES signals when target atoms are
formed in the light-dressed states. This light-dressing effect [50] is examined by
a simulation of the angular distribution of the n = +1 LAES signals using Zon’s
model [11] with the experimental laser field conditions (�t = 200 fs, λ = 800 nm,
I = 1.8 × 1012 W/cm2). In this model, the laser-atom interaction is treated as a
polarization of an electron cloud in a target atom, creating a laser-induced dipole
moment expressed as

μind = a(ω)ε sinωt, (1.10)

where a(ω) is the frequency-dependent polarizability of the target atom, which can
be described by the Unsöld expression [51] as

a(ω) = a(0)
ω2

res

ω2
res − ω2

, (1.11)
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where ωres is the resonance frequency of the target atom and ωres � ω is assumed.
Because the scattering process is affected by the interaction potential between the
charge of the incident electron and the laser-induced dipole of the polarized atoms,
the Hamiltonian of the system is expressed as

Ĥ = 1

2m

(
�

i
∇ + mωα0 cosωt

)2

+ V (r) − eμind · r
4πε0r3

. (1.12)

Under the first Born approximation, the differential cross section of the LAES pro-
cess can be derived analytically as

dσ
(n)
Zon

dΩ
= |pf |

|pi |
∣∣∣∣Jn(ξ)fBorn(s) − m2ω2a(ω)

4πε0�
2|s|2 ξ

[
Jn−1(ξ) − Jn+1(ξ)

]∣∣∣∣
2

, (1.13)

where ξ ≡ α0 · s and fBorn(s) is the scattering amplitude without laser fields ex-
pressed as

fBorn(s) = − m

2π�2

∫
V (r)eis·rdr, (1.14)

in the first Born approximation. The first term in the squared modulus in (1.13)
represents the scattering by the non-dressed potential, V (r), and the second term in
the squared modulus represents the laser-induced polarization of the target atom. If
the second term in (1.13) is omitted, (1.13) becomes identical to (1.1).

The solid line in Fig. 1.5 shows the result of the numerical calculation obtained
with Zon’s model. In the calculation, the spatiotemporal overlaps of the three beams
are taken into account in the same manner as in the calculation with KWA (broken
line in Fig. 1.5), and fBorn(s) is replaced by the numerical scattering amplitude given
by the NIST database [6] in order to describe more accurately the scattering ampli-
tude in the large scattering angle region. As shown with the solid curve, a sharp and
intense peak profile can be seen around the zero angle region, exhibiting remark-
able contrast to the calculated angular distribution shown in Fig. 1.5 with a broken
line obtained by KWA. This peak profile appearing with Zon’s model shows that
the light dressing effect is sufficiently large in the present laser field conditions, so
that the intensity of the sharp peak profile is in the detectable range. Unfortunately,
the scattering signals in the small scattering-angle region could not be detected us-
ing our apparatus because the scattered electrons in the range of θ < 1.5 degree are
blocked by a Faraday cup placed in front of the entrance slit of the energy analyzer
(Fig. 1.1).

Zon’s model, in which the laser-atom interaction is considered as a perturbation,
could not be used when the laser-atom interaction becomes substantially large as-
sociated with the increase in laser-field intensities. In such intense laser field condi-
tions, Born-Floquet theory [15] and non-Hermite Born-Floquet theory [16] need to
be introduced for describing LAES signals. When the laser field intensity increases
more, for example, typically up to ∼ 1014 W/cm2, even the Floquet-type theories
are no longer practically feasible because the size of the Floquet Hamiltonian matrix
becomes so large that a physical picture of the phenomena is difficult to be described
by a Floquet-type basis set. In addition, these Floquet-type pictures hold well only
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Fig. 1.6 The schematic of
laser-assisted electron
diffraction method

when the laser pulse duration is substantially longer than the period of the laser
field, and will not hold when the laser field has only few-cycles. Therefore, another
theoretical methods need to be developed to describe the LAES process induced by
very intense laser pulses and/or few-cycle laser pulses.

1.4 Laser-Assisted Electron Diffraction

Gas electron diffraction has been a standard method to determine geometrical struc-
tures of molecules in the gas phase [52–54]. For probing temporal variation of ge-
ometrical structures of molecules, a pulsed gas electron diffraction method was de-
veloped, where electron diffraction patterns were obtained with ultrashort electron
pulses [55]. However, the temporal resolution could not be improved beyond ∼1 ps
so far [56], which is much longer than the typical timescale of nuclear motion of
molecules, and, up to the present, femtosecond temporal resolution has not been
achieved by the time-resolved pulsed gas electron diffraction method.

As proposed in our recent report [45], a new ultrafast gas electron diffrac-
tion method called laser-assisted electron diffraction (LAED) can be developed if
the femtosecond LAES measurement is performed with a molecular target. The
schematic of the LAED experiment is described in Fig. 1.6. The LAES process
for molecular targets is basically the same as that for atomic targets, but interfer-
ence diffraction patterns appear in the angular distribution of the LAES signals in
the same manner as in conventional gas electron diffraction experiments. From the
analyses of the diffraction patterns, geometrical structure of a molecule can be de-
termined. Considering that LAES signals arise only when molecules are interacting
with an ultrashort pulsed laser field, the determined geometrical structure can be
regarded as “instantaneous structure” only during the femtosecond laser pulse du-
ration. Therefore, if dynamical processes of molecules are induced by femtosecond
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Fig. 1.7 The model
calculations of (a) scattering
intensities, (b) sM(s), and
(c) D(r) of LAES by Cl2
molecule with the different
internuclear distances;
r = 2.0 Å (thick solid line),
3.0 Å (dotted line), and 4.0 Å
(broken line) for the n = +1
transition [45]. The mean
amplitude is set to be
lh = 0.044 Å. Thin solid line
in (a): the atomic scattering
intensity of two Cl atoms

pump laser pulses and are probed by the femtosecond LAED method, the temporal
resolution of the time-resolved gas electron diffraction will be of the order of fem-
toseconds, i.e., 102–103 times higher than ∼1 ps achieved by the previous pulsed
gas electron diffraction methods [56].

The feasibility of the proposed LAED method is confirmed by the following
numerical calculations. Figure 1.7(a) shows the results of numerical calculations of
the scattering intensities of Cl2 as a function of s = |s| for the n = +1 transition
of LAES with the three different Cl-Cl internuclear distances; 2.0 Å, 3.0 Å, and
4.0 Å. In the numerical calculations, parameters describing the characteristics of the
three beams and their spatiotemporal overlaps are assumed to be the same as in [45].
Through the same procedure as in the conventional gas electron diffraction method
[52–54], a modified molecular scattering intensity, sM(s), is obtained as shown in
Fig. 1.7(b) from the observed angular distribution, and a radial distribution curve,
D(r), can be derived as shown in Fig. 1.7(c) through the Fourier transformation of
sM(s).
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Fig. 1.8 The angular
distributions of the n = +1
transition of LAES [57].
Filled circles: the observed
LAES signals of Xe. Broken
line: the calculated angular
distribution of LAES signals
of Xe by KWA. Solid line: the
calculated angular
distribution of LAES signals
of CCl4 by KWA

Only the additional approximation in the present procedure is KWA, which
holds well for high-energy electron scattering in near-infrared laser fields as long
as the dressing effect of targets is neglected. Because molecular structures are de-
termined from the LAES signals in the relatively large scattering angle range, the
light-dressing effect, that is expected to appear around the zero scattering angle
(|s| < 0.3 Å) as seen in Fig. 1.5, could have an only negligibly small effect in the
geometrical structure of molecules to be determined. Therefore, correlation between
the formation of light-dressed states and the variation of geometrical structure can
be investigated by the analysis of the obtained LAED signals.

The solid line in Fig. 1.8 is a calculated angular distribution of the n = +1 tran-
sition of LAES by CCl4, where the sample gas density and laser field conditions are
assumed to be the same as those in the experiment of Xe [45]. The modulated in-
terference pattern appears in the calculated angular distribution of LAES signals of
CCl4. The comparison between the modulation amplitude in the calculated LAED
diffraction pattern of CCl4 (solid line) and the observed LAES angular distribution
of Xe (filled circles with the error bars) shows that the LAED method is applicable
to determine geometrical structure of CCl4. If pump-and-probe experiments are per-
formed, the temporal evolution of the geometrical structure of CCl4 can be probed
by LAED. Therefore, the LAED method will be a promising approach for recording
“molecular movies” with femtosecond temporal resolutions.

1.5 Concluding Remarks

In the present paper, recent studies of the LAES experiment in intense laser fields
have been reviewed. As possible applications, “probing of light-dressed states in
intense laser fields” and “laser-assisted electron diffraction with femtosecond tem-
poral resolution” have been introduced. Considering the recent rapid advances in the
technologies of high power and high repetition-rate femtosecond lasers [58–61], the
count rate of LAES signals is expected to be raised by several orders of magnitude
in the near future.

These experimental techniques of the femtosecond-LAES measurements can
also be applied to investigations of other types of laser-assisted phenomena
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associated with electron inelastic scattering processes. For example, a variety of
phenomena originating from electron impact processes occurring in intense laser
fields will be used for the investigation of light-dressing effects in electronically-
excited states of target atoms and molecules and for developing new time-resolved
spectroscopy with femtosecond temporal resolution such as time-resolved electron
energy-loss spectroscopy and time-resolved laser-assisted electron momentum spec-
troscopy [62]. This means that the present femtosecond LAES and femtosecond
LAED experiments will guide us to a new class of research themes of electron-atom
collision and electron-molecule collision processes in ultrashort intense laser fields.
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Chapter 2
Electron Localization in Hydrogen

Giuseppe Sansone, Francesca Calegari, and Mauro Nisoli

Abstract The control of the electronic motion inside a molecule by a light pulse
is an ambitious goal with important implications for the steering in real time of
the outcome of a chemical reaction. In femtochemistry, the unfolding of a reaction
(for example the dissociation of a bound molecule) can be controlled by applying
a femtosecond pulse whose envelope and frequency variations can be controlled
and modified by using well established pulse shaping techniques. Technological
breakthroughs over the last years have made available a new strategy for steering
the dynamics of a bound electron wave packet based on the precise control of the
electric field waveform rather than of its instantaneous frequency. In particular few-
cycle pulses with a reproducible electric field have been demonstrated and applied
to different strong field experiments and, in particular, to the generation of isolated
attosecond pulses, which can trigger a reaction on a timescale shorter or compa-
rable to the typical timescale of the electronic dynamics. The combination of field
controlled few femtosecond pulses and attosecond XUV light bursts allows one to
control with unprecedented temporal resolution the unfolding of ultrafast dynamics
occurring in small molecules. As examples, we will review few experiments per-
formed in hydrogen and deuterium based on single (intense IR few-cycle pulse) or
two pulses (intense IR few-cycle pulses and isolated or train of attosecond pulses) in
which the control of the electron localization during the dissociation of the molec-
ular ion (H+

2 /D+
2 ) was achieved. The experiments show that different mechanisms

can be involved in the localization process unveiling the rich attosecond and fem-
tosecond dynamics occurring in light molecules.
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2.1 Introduction

A chemical reaction occurring in a molecule (for example dissociation, formation
of a chemical bond, etc.) involves the motion of the nuclei in the landscape of the
potential energy surfaces determined by the electronic configuration of the system.
As such the typical timescale for a chemical reaction is in the femtosecond do-
main, even though the basic steps that govern the electronic dynamics occur in the
attosecond regime. The application of femtosecond pulses has allowed the control
of chemical reactions by controlling the coupling among different potential energy
surfaces through a precise shaping of the pulse envelope A(t) and the instantaneous
frequency of the field ω(t) = dφ/dt , where φ(t) indicates the temporal phase of
the pulse. In this strategy the combination of more pulses with a well defined phase
relation (i.e. with a well defined delay) offers an additional tool for influencing the
reaction during its unfolding. Recently, the development of few-cycle pulses with a
well controlled electric field waveform [1] and the combination of few-cycle pulses
in different spectral intervals [2] has opened the way to a new strategy for controlling
the electronic motion based on the application of well defined and controllable elec-
tric fields. Such waveforms determine a control that relies on the temporal phase of
the field φ(t) rather than on its time derivative ω(t) as usually performed in femto-
chemistry. The control of the electric field form corresponds to the control of the so
called carrier-envelope phase (CEP), i.e. the temporal offset between the oscillations
of the carrier wave (usually in the visible or infrared (IR) region) and the envelope of
the pulse. At the same time the availability of CEP-controlled few-cycle pulses has
pushed the frontier of ultrashort pulses down to the sub-femtosecond domain lead-
ing to the generation of bursts of light lasting only few tens of attoseconds, which
can be used to trigger or monitor electronic dynamics on their typical timescale.
The combination of attosecond pulses with field controlled few-femtosecond pulses
offers an unprecedented temporal resolution in the control of the electronic motion
which could play a key role for steering chemical reactions, that naturally evolve on
a slower timescale.

2.2 Hydrogen Under Extreme Laser Fields

The investigation of molecular dynamics under extreme field conditions (ultrashort
and intense pulses) has widely considered hydrogen as a benchmark for study-
ing the fundamental processes at the basis of more complex mechanisms in larger
molecules. Due to the presence of only two electrons, hydrogen represents the most
simple system for studying the interplay between electronic correlation and nuclear
motion. The dynamics of H2 and H+

2 was extensively investigated using femtosec-
ond laser pulses [3, 4] and can be described in terms of laser dressed states, cor-
responding to single-photon or multi-photon couplings induced by the laser field
among the different field-free potential energy curves of the molecule. Using this
description several process such as laser induced dissociation (bond softening) [5]
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Fig. 2.1 Relevant energy
levels of the neutral
molecules H2 (D2) and of the
molecular ion H+

2 (D+
2 ). The

vertical dashed lines indicate
the Franck-Condon region

and laser induced bond hardening [6] have been interpreted in terms of laser-induced
coupling between the ground state 1sσg and the first excited state 2pσu of the molec-
ular ion H+

2 (see level scheme in Fig. 2.1).
The interaction of hydrogen with extreme ultraviolet (XUV) or X-ray photons

can lead to dissociative ionization of the molecule and, eventually, to a complete
break-up of the molecule as measured by Weber et al. [7], that reported a kine-
matically complete experiment on the photoionization and subsequent dissociation
of hydrogen. The interaction of hydrogen with vacuum ultraviolet and soft X-ray
radiation can also lead to the excitation of doubly excited resonances, that play a
relevant role in the dissociation and ionization of the molecule. The investigation
of the dynamics of these states allows one to obtain crucial information about elec-
tronic correlation. The dynamics associated to doubly excited states is on the order
of few femtoseconds [8], making the time-resolved investigation of the correspond-
ing motion one of the most ambitious aim of attosecond molecular dynamics.

In this contribution we will show how field-controlled few-cycle IR pulses and
attosecond XUV pulses can be combined, or independently applied, to steer the
electronic motion during the unfolding of a fundamental chemical reaction (disso-
ciation of the molecular ion H+

2 ). These experiments could be regarded as the first
fundamental step of strategies aiming to steer chemical processes by controlling in
real time the multi-electron wave-function of the molecule. In these pioneering ex-
periments the control in time of the electronic motion is demonstrated by influencing
the final emission direction of the ion released in the molecular dissociation, corre-
sponding to the electron localization on the atom released in the opposite direction.
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Different parameters such as the CEP, ϕ, of the few-cycle pulses and the pulse delay,
τ , between the pump and probe pulses have been used as control tools. In Sect. 2.3
we will introduce the mathematical description underlying the localization process;
the experiments (performed by various research groups) based on a single pulse or
two-pulse scheme will be reviewed in Sects. 2.4 and 2.5, respectively.

2.3 Mathematical Description of the Electronic Localization

The localization of the bound electron in the molecular ions H+
2 or D+

2 corresponds
to the creation of a coherent superposition of states characterized by different parity,
φu and φg , where the subscripts u and g indicate the ungerade and gerade char-
acters of the wave functions, respectively. The initial ionization of H2 (D2) can be
performed using a few-cycle pulse with a well defined electric field evolution (i.e.
CEP-stabilized) or attosecond pulses, in the form of a train of pulses, or of an iso-
lated pulse 164. The wave function after the ionization step can be described as
[9, 10]:

Φ(1,2) = c1
[
φg(1)εlg(2)

]
g

+ c2
[
φg(1)εlu(2)

]
u

+ c3
[
φu(1)εlu(2)

]
g

+ c4
[
φu(1)εlg(2)

]
u

(2.1)

where the variables 1 and 2 refer to the two electrons and the anti symmetrization
operator has been omitted for the sake of clarity. The electron emitted in the contin-
uum is described by a wave-function of energy ε and angular momentum lg,u. The
coefficients ci characterize the amplitudes and phases of the four terms.

In general the interaction with the laser field can lead to the population of dif-
ferent states either of the molecular ions or of the neutral molecule. In particular,
the ground and first excited states of the molecular ion, 1sσg and 2pσu, can be pop-
ulated by IR strong field photoionization and by the subsequent recollision of the
ionized electronic wave packet with the parent ion. In the case of XUV radiation,
the 1sσg state can be populated for photon energy �ω > 18.1 eV. For higher photon
energies doubly excited state of the Q1 series can be accessed up to the 2pσu state,
which represent the limit of the Q1 branch for highly excited states of the neutral
molecule. For even higher energies doubly excited states of the Q2 branch can also
be populated. The relevant levels of the neutral and ionic molecule are shown in
Fig. 2.1.

The position of the electron in the excited/ionized molecule can be controlled
by a few-cycle pulse with stable CEP; this pulse can be represented by the trailing
edge of the same pulse that ionized the molecule (single-pulse experiment), or by
a second synchronized pulse with a variable temporal delay τ (two-pulse experi-
ment). In the second case, the separation of the ionization step from the control one
gives an additional degree of freedom for steering the electron position. In both ap-
proaches the control pulse induces a coupling between states of different symmetry,
corresponding to a localization of the electron in the bound system:

φL,R = 1√
2
(φg ± φu) (2.2)
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where the subscripts L and R indicate an electron localized on the left and right
nuclei with respect to the polarization direction of the excitation pulse, respectively.
The observation of the electron localization relies on the measurement of the emis-
sion direction of the ion resulting from the molecular dissociation, which freezes
the motion of the electron wave packet when the distance between the two nuclei is
too large. The ion-electron wave function of the molecular ion can be written as:

Ψ (R, t) = ψg(R, t)φg(R) + ψu(R, t)φu(R) (2.3)

with R the internuclear distance and t the time. The electronic wave functions φg,u

depend parametrically on R. ψg(R, t) and ψu(R, t) are functions describing the
nuclear wave-packet on the two laser-coupled Born-Oppenheimer potential curves
associated with the 1sσg and the 2pσu of H+

2 /D+
2 , respectively. We can therefore

define the localized nuclear wave-functions ψL and ψR given by:

ψL,R = 1√
2
(ψg ± ψu) (2.4)

that represent states associated to the localized electron wave functions φL,R .
From the experimental point of view, the asymmetry can be characterized by

measuring the direction of the emitted ions and quantified through the asymmetry
parameter:

A = NL − NR

NL + NR

(2.5)

where NL and NR indicate the number of ions emitted in the left and right direc-
tions, respectively. In general the asymmetry parameter could depend on the kinetic
energy of the emitted ion (Ek) and on the CEP of the driving pulse (ϕ) for the single
color experiment A(Ek,ϕ), or on the CEP and on the temporal delay τ between the
pump and probe pulses in the case of two-color experiments A(Ek,ϕ, τ ). As the
localization corresponds to the projection of the total wave function on localized
states of the bound electron: 〈

ΦL,i(1,2) | Φ(1,2)
〉

〈
ΦR,i(1,2) | Φ(1,2)

〉 (2.6)

(with i = g,u), the difference in the emission direction of the ions can be finally
expressed as:

NL − NR = 4Re
[
c1c

∗
4 + c2c

∗
3

]
(2.7)

2.4 Experiments in Hydrogen by CEP Stabilized Laser Pulses

The first experimental demonstration of electron localization was reported in 2006
using CEP stabilized IR few-cycle pulses that allowed one to expose the molecule to
steep field gradients, which are reproduced from shot to shot [11]. In this pioneering
experiment, Kling et al. reported on the control of the electron localization in a
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Fig. 2.2 Integrated ion yield
as a function of the KER (a).
Asymmetry evolution as a
function of the CEP ϕ (b).
Integrated asymmetry signal
over the KER ranges 0–3 eV
(black line), 3–8 eV (red line)
and >8 eV (green line) (c).
Reprinted with permission
from Ref. [11]

D+
2 molecular ion formed by strong field ionization. The steering of the electronic

motion was demonstrated by characterizing the emission direction of the D+ ion
released in the molecular dissociation of the D+

2 ion. The CEP was used to vary the
asymmetry parameter for ion with kinetic energy in the range between 4 and 10 eV
as shown in Fig. 2.2. The observation of an asymmetry implies that the few-cycle
electric field couples the population of states with different symmetry localizing
the electron on one of the two nuclei. In D+

2 such states are given by the bound
ground state of the molecular ion, 1sσg state, and by the dissociating excited state,
2pσu.

In the experiment the photo-ionization step and the control of the electronic mo-
tion were linked as a single few-cycle pulse was used. In this scheme the intense
few-cycle pulse ionizes the D2 molecule thus producing a D+

2 ion in the funda-
mental 1sσg state. As the pulse comprises only few oscillations of the optical field,
strong field ionization is confined to the half-cycle corresponding to the peak of
the pulse envelope. The released photoelectron wave-packet can be driven back to
the parent molecule when the electric field changes sign and, upon recollision, can
excite the remaining electron from the ground state to the excited state 2pσu thus
triggering the molecular dissociation. The trailing edge of the IR pulse can couple
the 2pσu and the 1sσg transferring population between these two states, correspond-
ing to the creation of a coherent superposition of states. When the distance between
the two nuclei increases, the electron wave-packet is trapped and the localization
is frozen. Upon changing the CEP, the site and the degree of localization can be
controlled.

Further experiments were performed by Kremer et al. [12] that reported on a
kinematically complete experiment on H2 using 6 fs CEP-controlled pulses. The
authors measured in coincidence the photoionized electron and the emitted H+
ion gaining access to the direction of the molecular orientation with respect to
the laser polarization and to the emission direction of the electron with respect
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Fig. 2.3 Asymmetry map as a function of the CEP ϕ for different angle intervals α between the
electric field and the molecular axis: 0° < α < 10° (a), 10° < α < 20° (b), 20° < α < 30° (c).
Courtesy of R. Moshammer

to the ion. An asymmetry oscillation in the range 0–3 eV characterized by a de-
pendence on the energy and on the CEP was observed. These features were not
observed in Ref. [11]. Moreover a shift of the asymmetry stripes as a function
of the angle between the molecular axis and the laser polarization was reported
as shown in Fig. 2.3. The physical mechanism inducing the electron localization
is different from the one introduced in Ref. [11] as the low kinetic energy re-
lease (KER) of the fragments indicates that a bond softening mechanism is in-
volved in the process. The laser pulse ionizes the molecule launching a bound nu-
clear wave-packet on the bound 1sσg state that moves outward reaching a distance
where laser-induced coupling with the first excited state can occur. Simulations
indicate that the coupling determines an asymmetry in the range between 0 and
2 eV, well matching the energy range observed in the measurements. The coinci-
dence measurement of electron and ion originating from the same molecule allows
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one to investigate the interplay between the initial ionization step and the subse-
quent localization mechanism. In the experiment the asymmetry parameter for the
photoionized electron was estimated for two different KER ranges (see Fig. 3c of
Ref. [12]). No clear dependence of the asymmetry was visible indicating that the
initial ionization step is not directly related to the subsequent dissociation of the
molecule.

Znakovskaya et al. [13] extended the investigation of the control of electronic
motion in D2 to the mid-IR region. Using a CEP-stabilized pulse whose optical cy-
cle is closer to the typical timescale of the molecular ion dynamics, a better control
on the electron localization can be achieved and different mechanisms leading to
the creation of the coherent superposition of states after the initial strong field pho-
toionization can be evidenced. In this experiment both channels (IR-coupling of the
initially populated 1sσg state with the 2pσu state and recollisional excitation from
the 1sσg to the 2pσu) responsible for the electronic localization were observed si-
multaneously. As the two mechanisms lead to the emission of ions with different
kinetic energies a complex energy-CEP evolution of the asymmetry parameter was
experimentally observed (as shown in Fig. 2.4).

2.5 Two-Pulse Experiment

2.5.1 CEP Controlled Pulses

Fischer et al. [14] performed a pump-probe experiment introducing a variable delay
τ between the ionizing pulse (pump) and the controlling pulse (probe), thus separat-
ing the creation of the molecular ion from the steering of the electronic wave-packet.
The first pulse ionizes the H2 molecule launching a wave-packet on the ground state
potential curve that oscillates with a period of about 18 fs. The probe pulse leads to
molecular dissociation through a bond softening mechanism indicating an effective
coupling between the 1sσg and 2pσu.

The low KER of the ions presents oscillations corresponding to the periodic mo-
tion of the nuclear wave-packet in the potential well. The asymmetry parameter was
estimated as a function of the CEP ϕ and of the delay τ ; the results are presented
in Fig. 2.5 and indicate a complex dependence on τ in the range 0.8–1.2 eV and an
almost constant asymmetry in the range 1.6–2 eV. These observations suggest that
different mechanisms are responsible for the electron localization in the two KER
ranges. The coupling between the initially populated 1sσg and 2pσu can proceed
through three different channels involving one photon (1ω channel), two photons
(2ω channel) and three photons (3ω channel). In the 1ω channel case the coupling
occurs at rather large internuclear distance R when the potential energy curves of
the two states are spaced by the energy of a single IR photon. For the other chan-
nels, the coupling between the two states is produced by the absorption of three
photons (3ω), that can be eventually followed by the emission of a photon, resulting
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Fig. 2.4 (a) Asymmetry map as a function of the fragment momentum (corresponding kinetic
energy scale on the right) and CEP s of the D+ ion emission. (b) Asymmetry associated to the rec-
ollision excitation channel from the 1sσg to the 2pσu state. (c) Same as (b) for the bond softening
channel. Reprinted with permission from Ref. [13]. Copyright (2012) by the American Physical
Society

Fig. 2.5 Asymmetry map as a function of the delay and the CEP for the wave packet revival
region for a KER between 0.8–1.2 eV (a) and between 1.6–2 (b). Adapted from Ref. [14]. Illus-
tration of the three photons (3ω blue arrows), two photons ((3–1)ω green arrows) and one photon
(1ω red arrow) dissociation channels involving the ν = 8 and ν = 3 vibrational states (c). KERs
corresponding to the three channels are shown on the right; localization occurs for overlapping
contributions of different symmetry (indicated by the shaded areas). Reprinted with permission
from Ref. [14]. Copyright (2010) by the American Physical Society

in the net absorption of two photons (2ω). Due to the large bandwidth of the IR
pulse, these three dissociation pathways can overlap leading to different qualitative
behavior as a function of the delay τ . Whereas the contrast of the asymmetry is
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determined by the relative population of the 1sσg and 2pσu states, the shift of the
asymmetry stripes depends on the relative phases of the two states:

�ϕ = ϕg − ϕu (2.8)

The phase can be expressed as a term depending on the time delay τ and a term
depending on the CEP ϕ and the KER that can be different depending on the number
of IR photons involved. These transitions will mainly select those vibrational states
contributing to the bound wave packet oscillating on the 1sσg curve that are resonant
with one or three IR photons transitions. These states are the ν = 8 vibrational level
for the 2ω and 3ω channels and the ν = 3 for the 1ω channel. The three terms can
be therefore expressed as:

ϕ1ω
u = ϕν=8

i (τ ) + ϕ1ω
ATD(ϕ,Ek)

ϕ2ω
g = ϕν=3

i (τ ) + ϕ2ω
ATD(ϕ,Ek)

ϕ3ω
u = ϕν=3

i (τ ) + ϕ3ω
ATD(ϕ,Ek)

(2.9)

where the terms = ϕ
ν=3,8
i (τ ) and ϕAT D1,2,3ω indicate the delay-dependent and

channels-dependent phase contributions, respectively. The interference between the
2ω and 3ω channels involves the same vibrational level and it is therefore indepen-
dent from the time delay τ . On the other hand the interference at low KER involves
the contributions of the 1ω and 2ω channels that start from different vibrational lev-
els thus leading to a delay-dependence of the phase difference as observed in the
experiment and in the simulation.

2.5.2 Experiments in Hydrogen by Isolated and Trains of
Attosecond Pulses

The combination of trains or isolated attosecond pulses and a synchronized intense
IR pulse allows one to disentangle the photoionization step from the control step
offering a higher degree of control on the electronic dynamics. Moreover, differently
from the case of strong-field photoionization, absorption of an XUV photon can lead
to the excitation of doubly excited states, thus giving the possibility to investigate
the influence of electronic correlation on the creation of the coherent superposition
of states.

Attosecond pulse trains generated by an intense femtosecond pulse are spaced
by half the optical cycle of the IR field. These pulses create electron and nuclear
wave-packets that experience different phases of the IR field, as a π phase variation
in the field oscillation occurs between ionization events triggered by consecutive
attosecond pulses. As the localization mechanisms is based on the precise evolution
of the electric field oscillations, it is questionable the possibility to use attosecond
pulse trains in combination with IR pulses to control charge localization in H2/D2.
This problem was overcome by Singh et al. by using a train of attosecond pulses
composed by even and odd harmonics of the fundamental radiation synthesized by
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Table 2.1 H+ dissociation channels

18.1–25 eV 25–30 eV 30–38 eV 38–45 eV

1sσg <1 eV <1 eV <1 eV <1 eV

2pσu
– 2–6 eV 4–10 eV 5–10 eV

Q1
1Σ+

u (1) → 1sσg
– 2–6 eV x x

Q2
1Σ+

u (1) → 1sσg
– – x x

Q2
1Σ+

u (1) → 2pσu
– – 4–10 eV x

–energetically not allowed
xnot identified or with vanishing contribution

First row: XUV photon energy

First column: ionic/neutral state; for the doubly excited stats, the decay channel is reported

the superposition of two ω − 2ω fields [15, 16]. Due to the symmetry breaking,
an attosecond pulse is generated each cycle of the fundamental field. Therefore the
ionization events induced by the single attosecond pulse is followed by the same
electric field evolution (at least in the limit case of long pulses). The signature of the
electron localization was evidenced by measuring the emission direction of the D+
ions released in the molecular dissociation after the ionization event that created the
D+

2 molecular ion. The harmonic field used in the experiment consisted of the su-
perposition of the harmonics from the 11th up to the 17th. The photon energy of the
harmonic field can ionize the D2 molecule projecting the nuclear wave-packet on a
vibrational level of the ground state 1sσg as shown in Fig. 2.1; the excess energy
is carried by the emitted photoelectron. Photoionization to the 2pσu state requires
an energy of �ω = 25 eV in the Franck Condon region (see Tables 2.1, 2.2) and
this state can not be directly populated. A rather weak IR pulse (I = 1013 W/cm2)
was used to control the electron localization in the D+

2 molecular ion created by
the attosecond pulse trains. The nuclear wavepacket on the 1sσg oscillates with a
timescale of few femtoseconds (14 fs for H2 and 22 fs for D2). When the wave-
packet reaches the outer turning point of the potential curve, the bond can be soft-
ened by the action of the IR and the molecule can dissociate leading to the emission
of a neutral D and an ion D+. The mechanism of bond softening can be described in
terms of the undressed energy curves 1sσg and 2pσu that are coupled by the IR field
transferring population from the initial populated 1sσg curve to the upper state, thus
determining a localization mechanism similar to the single CEP-stabilized pulse ex-
periment discussed in [14]. The dependence of the asymmetry parameter on the rel-
ative delay between the attosecond pulse trains and the IR field is shown in Fig. 2.6
and indicates a peak-to-peak contrast of 5 % It is important to point out that ev-
ery cycle of the IR field a nuclear wave-packet is launched along the 1sσg curve.
The overall asymmetry, therefore, is the result of the interference among succes-
sively launched wave packets. The good agreement between the experimental data
and a simple two-level model including only a single ionization event by an isolated
attosecond pulse suggests that such effects could be neglected.
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Table 2.2 D+ dissociation channels

18.1–25 eV 25–30 eV 30–38 eV 38–45 eV

1sσg <1 eV <1 eV <1 eV <1 eV

2pσu
– 4–6 eV 4–10 eV 5–10 eV

Q1
1Σ+

u (1) → 1sσg
– 2–5 eV 2–5 eV x

Q2
1Σ+

u (1) → 1sσg
– – x x

Q2
1Σ+

u (1) → 2pσu
– – 4–10 eV x

–energetically not allowed
xnot identified or with vanishing contribution

First row: XUV photon energy

First column: ionic/neutral state; for the doubly excited stats, the decay channel is reported

Fig. 2.6 Asymmetry parameter A as a function of the time delay between the attosecond pulse
train and the IR field. The black circles indicate the experimental data with the corresponding
experimental error. The red solid line represents the theoretical prediction obtained solving the
two-level time-dependent Schrödinger equation. Reprinted with permission from Ref. [16]. Copy-
right (2010) by the American Physical Society

A more complex localization dynamics was investigated by Sansone et al. by
using an isolated attosecond pulse and a CEP-stabilized IR pulse [17]. The isolated
attosecond pulses were produced by the Polarization Gating (PG) method [18–20]
focusing a CEP-stabilized few-cycle IR pulse in krypton in order to generate XUV
photons that can directly photoionize the molecule to the ground state 1sσg and to
the first excited state 2pσu. The XUV spectrum can populate also the Q1 and Q2

series of doubly excited states; it is important to point out that the relevance of these
states in single color experiment based on the initial strong-field photoionization
of the molecule has not been reported. Higher lying molecular ion states, such as,
the 2pπu state can also be populated in the Franck-Condon region considering the
extension of the XUV spectrum (up to 45 eV). Due to the large bandwidth of the
isolated attosecond pulse, several mechanisms can lead to the formation of H+/D+
ion. All components above 18.1 eV can lead to the formation of a molecular ion
either in the ground state (�ω > 18.1 eV) or in the first excited state 2pσu (�ω >

25 eV). For photon energy larger than 30 eV also the excited state 2pπu can be
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Fig. 2.7 Asymmetry map as
a function of the delay τ

between the isolated
attosecond pulse and the
synchronized CEP-stabilized
pulse. Adapted from Ref. [17]

reached. Autoionizing states belonging to the Q1 and Q2 series can also contribute
to the formation of ions. In this process the initial double excitation of the electronic
wave-packet, triggers the dissociation of the nuclear wave-packet along the repulsive
energy curves of the Q1 and Q2 series until autoionization occurs and the nuclear
wave-packet is projected onto the 1sσg state (for the Q1 and Q2 states) or the 2pσu

state (for the Q2 state). These dissociation mechanisms lead to different KERs and
are summarized in Table 2.1 for H2 and Table 2.2 for D2 that report the most relevant
paths associated to parallel transitions.

The kinetic and angular distributions of the H+ and D+ ions were measured us-
ing a velocity map imaging spectrometer for different delays between the isolated
attosecond pulse and the synchronized IR pulse. The asymmetry parameter was de-
termined considering those ions emitted along the laser polarization direction in an
angle of ±30°. The asymmetry map presented in Fig. 2.7 shows a complex pattern
characterized by a dependence on the delay τ and the ion kinetic energy and oscil-
lates with a period given by the optical field period T0. The measurements clearly
indicate that the use of a CEP-stabilized pulse allows one to control the direction
in which the electron will be emitted when dissociation has completed. Due to the
large bandwidth of the XUV pulses, different mechanisms can lead to the coupling
of states of different parity. In particular two main processes were identified:

(1) The first one closely resembles the mechanism invoked to interpret the results
of [11] and is based on the IR-induced coupling between the 2pσu and 1sσg states
when molecular dissociation occurs. In this mechanism the initial wave-packet dis-
sociates along the 2pσu state and the IR field arriving after the XUV pulse couples
this state with the 1sσg giving origin to the electron localization. This mechanism
characterizes the asymmetry evolution when the IR pulse arrives after the XUV.

(2) The second localization process characterizes the asymmetry around the de-
lay τ = 0 (i.e. for temporally overlapping pulses) and involves the autoionizing
states of the Q1 series. Without IR field the XUV pulse can ionize the molecule
to the 2pσu leading to the emission of an electron characterized by an s-wave. At
the same time the isolated attosecond pulse can excite one state of the Q1 series trig-
gering the dissociation of the neutral molecule. After few femtosecond the molecule
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can autoionize projecting the nuclear wave packet on the 1sσg and ejecting an elec-
tron characterized mostly by a p-wave. The IR field redistributes the emitted photo-
electron associated to the direct ionization among several angular momentum states
(including a p-wave contribution); in this way the two paths lead to a coherent su-
perposition of mixed-parity states for the same ion kinetic energy and for the same
angular momentum of the outgoing electron. It is important to point out that this
mechanism is particularly efficient when the isolated attosecond pulse and the IR
pulses overlaps in time.

2.6 Future Experiments: Control of Charge Dynamics in
Complex Molecules

The charge localization dynamics evidences that a sub-cycle control of the elec-
tronic motion can be induced in a simple molecular system and used to steer the out-
come of a dissociation reaction. The experiment of Sansone et al. [17] has demon-
strated the relevance of electronic correlation in the control of the electronic local-
ization. Future experiments should be focused on those systems that show an at-
tosecond dynamics as natural response to an initial ionization event. In this context
Breidbach et al. have shown that an attosecond dynamics is ubiquitous after the sud-
den removal of an electron and can be as fast as few tens of attosecond [21]. In larger
molecules electronic correlation can lead to charge oscillation on the few femtosec-
ond timescale that will determine the subsequent nuclear dynamics. This effect has
been shown to occur in different molecular systems and to be characteristics of ion-
ization from inner valence and from outer valence electronic shells [22, 23]. This
process of charge migration is driven by purely electronic correlation effects and
could eventually couple to the nuclear motion when this will set in. It is important
to point out that simulations cannot for the moment predict how this ultrafast charge
migration will couple to the nuclear degrees of freedom. However indirect exper-
imental evidences suggest that an initially localized absorption/ionization event at
one end of a long polypeptide chain can lead in an ultrashort time to the breaking of a
chemical bond at the opposite end of the molecule [24]. The charge migration could
be a possible explanation for the ultrafast transport of energy of the entire molecular
chain. Isolated attosecond pulses could be efficiently used to trigger the charge mi-
gration process; experimental demonstration of the charge oscillation could require
the use of few-cycle CEP-controlled pulses to enhance or suppress the migration
process depending on the relative phase of the IR field with respect to the one of the
charge motion. Such a control will require a control over the molecular orientation
that could be achieved by applying impulsive alignment techniques [25].
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Chapter 3
Observation of Vibrational Wave-Packet
Dynamics in D+

2 Using High-Order
Harmonic Pulses

Yusuke Furukawa, Yasuo Nabekawa, and Katsumi Midorikawa

Abstract High-order harmonic generation is a unique phenomenon to provide co-
herent ultrashort light source ranging to the extreme ultraviolet region. In recent
years, ultrashort high-harmonic pulses have been used to study ultrafast dynamics
in atoms and molecules. We present the pump-probe experimental results on the
observation of the vibrational wave-packet dynamics in D+

2 utilizing the high-order
harmonic laser pulses of a sub-15 fs Ti:sapphire laser pulse. We launch the wave-
packet of D+

2 by using a sub-10 fs extreme ultraviolet high-harmonic pump pulse,
and observe its evolution by using the split harmonic probe pulse, whose wavelength
ranges from near infrared to vacuum ultraviolet. This pump-probe scheme can pro-
vide us with a powerful experimental tool for investigating a variety of wave packets
evolving with a time scale of ∼20 fs.

3.1 Introduction

Ultrafast dynamics and reactions have been investigated in various molecular sys-
tem, and in particular, the vibrational motion of a diatomic molecule [1, 2] is one
of the prominent simple physical systems that can reveal the fundamental nature of
the quantum dynamics of matter [3–6]. The generation, observation, and control of
a vibrational wave packetare the key issues in utilizing the quantum nature of this
system for applications such as quantum computation [7]. A singly charged hydro-
gen or deuterium molecule (H+

2 or D+
2 ), which is the simplest molecule containing

only one electron, has strongly attracted our interest to demonstrate the developed
technology and to examine the theoretical work by comparing with the experimental
results.
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The most significant issue in the real-time measurement of the vibrational wave-
packet dynamics of D+

2 (or H+
2 ) [8–12] is the time resolution. The durations of

both pump and probe pulses should be much shorter than the vibrational period,
typically less than 10 fs. The hollow-core fiber compression technique combined
with an near infrared (NIR) Ti:sapphire laser is now a feasible method for obtaining
such a short pulse duration, and hence, an NIR Ti:sapphire laser pulse has been
used as a probe in most related studies, except for those reported in Ref. [12]. In this
probe scheme, the wave packet prepared on the adiabatic potential of the electronic
ground state (1sσg) of D+

2 /H+
2 is mapped onto the repulsive excited state (2pσu)

or the Coulombic potential of D+ + D+/H+ + H+ via excitation/ionization by the
strong-field interaction of a sub-10-fs NIR pulse. The variation of the kinetic energy
release (KER) spectrum of D+/H+ with the scanning delay of the NIR probe pulse
directly reflects the wave-packet motion. The analysis of this probe scheme requires
the rigorous treatment of interactions between the adiabatic potential curves and the
intense laser field of the NIR probe pulse, and the induced phenomena, such as bond
softening and hardening [13].

In contrast, the lowest-order interaction, namely, the one-photon interaction,
straightforwardly gives us the relation between the transition amplitude, delay time,
and eigenstates to be probed. This probe scheme, however, exhibits a major draw-
back that not all the eigenstates contained in a wave packet can be detected owing to
the limited bandwidth of the probe laser field, while the strong-field ionization can
map the whole wave-packet motion onto the adiabatic repulsive potential. A wave-
length range spanning from vacuum ultraviolet (VUV) to NIR is mandatory for
investigating the dominant eigenstates in the wave packet of D+

2 . Thus, the key is-
sue is the development of a probe light source with such a broad bandwidth and
a short pulse duration in the sub-10-fs regime. The high-harmonic pulses with the
pulse duration of sub-10 fs satisfy these requirements to the probe pulse.

In this chapter, we introduce our experimental observation of ultrafast wave-
packet dynamics in D+

2 using high-harmonic laser pulses. Nonlinear Fourier trans-
form spectroscopy based on the interferometric autocorrelation measurement of the
high-harmonic laser field, is described in Sect. 3.2, followed by the real-time mea-
surement of the vibrational wave-packet motion of D+

2 , in Sect. 3.3.

3.2 Nonlinear Fourier Transform Spectroscopy Using
High-Harmonic Radiation

In this section, we introduce the nonlinear Fourier transform spectroscopy (NFTS),
which is useful for investigating the ionization and/or dissociation processes induced
by two or more photon process with high-harmonic radiation. The unique feature of
the NFTS is the use of the autocorrelation technique for measuring the pulse shape
of the attosecond pulse train and relies on the broad harmonic spectra of the at-
tosecond pulse train ranging from visible to extreme ultraviolet (XUV) wavelength
region [14, 15]. The measured yields of the respective fragment ions of molecules
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Fig. 3.1 (a) KER spectrum of D+ produced by irradiation of the high-harmonic radiation. The
KER spectrum exhibits three components: (A) a region around the peak at 5.2 eV, (B) a region
around the peak at 2.8 eV, and (C) a region around the peak at 0.8 eV. (b) Variation of the KER
distribution of D+ as a function of the delay between a pair of harmonic fields. The horizontal axis
of the delay is scaled by the periodic cycle of the fundamental frequency

through the two- or more photon process induced by the high-harmonic radiation
are modulated in accordance with the temporal separation between two replicas of
the high-harmonic radiation, and exhibit the interferometric autocorrelation signals.
The ionization and dissociation pathways of molecules induced by the two-photon
absorption of the high-harmonic radiation are identified by analyzing the frequency
components of the interferometric fringes appearing in the interferometric autocor-
relation traces [16, 17]. We describe the NFTS results for the dissociative ionization
of D2 [17] below.

The detail of the experimental setup of NFTS has been described in Refs. [14,
16–19]. And also refer to Sect. 3.3.1. The KER spectrum of D+ fragment ions,
which are produced by irradiation of the high-harmonic radiation, exhibits three
components: (A) a region around the peak at 5.2 eV, (B) a region around the peak
at 2.8 eV, and (C) a region with KER lower than 0.8 eV, as shown in Fig. 3.1(a).
The intensities of the harmonic fields were sufficiently high to induce multi-photon
processes under our experimental conditions [15, 16, 18, 20]. Thus, we expect that
multi-photon absorption of the harmonic fields is responsible for the formation of
D+ in this experiment. To investigate how the harmonic fields interact with D2, we
performed NFTS on D2 by scanning the delay between a pair of harmonic fields,
as follows. By arranging the KER spectra in order of increasing temporal delay, the
two-dimensional matrix map shown in Fig. 3.1(b) was constructed, which represents
the temporal variation of the KER distribution. Periodic modulations of the D+
signal as a function of the delay are clearly observed in this figure. The periods
of the modulations at the three KER regions, (A), (B), and (C), are different from
each other. Because the optically linear process could not give us the modulation
after volume integration around the focal region, the observed periodic modulations
in the ion yields can be regarded as evidence that the D+ ions are generated from
nonlinear optical processes [21], in which two or more photons are involved.
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Fig. 3.2 Interferometric autocorrelation traces; (a), (b), and (c) appear in the KER regions around
0.8 eV (C), 2.8 eV (B), and 5.2 eV (A) in Fig. 3.1(b), respectively. The delay is scaled by the period
of the fundamental laser field. Calculated interferometric autocorrelation traces (d), (e), and (f) by
putting only the two frequency components of the fundamental and 11th-order harmonic fields, the
third- and 11th-order harmonic fields, and the fifth- and 11th-order harmonic fields, respectively

To characterize the modulations, the ion yields in the narrow KER regions around
5.2 eV, 2.8 eV, and 0.8 eV in Fig. 3.1(b), were averaged at each time delay and plot-
ted as a function of the delay, as shown in Figs. 3.2(a), (b), and (c). It is clear that
the modulation period increases in the order of the KER values. By carrying out a
Fourier transform of the traces in Figs. 3.2(a), (b), and (c), the squares of the mod-
ulus of the Fourier amplitude are obtained as shown in Figs. 3.3(a), (b), and (c),
respectively. The frequency on the horizontal axis is scaled by the optical frequency
of the fundamental laser field, νf ; thus, the numbers on this axis represent the har-
monic order. We find distinct features in these frequency spectra by comparing them
with the frequency spectra obtained from the interferometric autocorrelation trace
of N2 and CO2 reported in Refs. [14] and [16], respectively. First, the frequency
components at 2νf and 4νf are negligibly small, although the interferometric auto-
correlation trace in the case of N2 exhibits these components, which originate from
the pulse envelopes of the attosecond pulse train formed with the high-harmonic
fields. Second, the optical frequencies in the XUV region that form the attosecond
pulse train do not appear. Finally, the main contributions to the interference fringes
in the traces in Figs. 3.3(a), (b), and (c) are the electric fields of 1νf , 3νf , and 5νf ,
respectively.

We attempted to reproduce the interferometric autocorrelation traces in
Figs. 3.2(a), (b), and (c) by substituting only two frequency components, the
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Fig. 3.3 Squared moduli, (a)–(f) of Fourier transforms of the interferometric autocorrelation
traces in Figs. 3.2(a)–(f), respectively. The horizontal axis is scaled by the optical frequency of
the fundamental laser field, νf

fundamental and 11th-order harmonic field, the third- and 11th-order harmonic
fields, or the fifth- and 11th-order harmonic fields in the calculation code described
in Ref. [15]. The calculated results are shown in Figs. 3.2(d), (e), and (f). We can
observe the following similarities between Figs. 3.3(a)–(c) and 3.3(d)–(f): (i) the
frequencies of 8νf and 6νf clearly appear, corresponding to the differences be-
tween the 11th- and third- and fifth-order harmonic fields, respectively, (ii) the peak
height of the Fourier transform spectrum at even orders monotonically decreases
with increasing frequency, such that the 10νf spectrum could not be observed in
Figs. 3.3(a) and 3.3(d). (iii) The other difference frequencies between the 13th-
order or higher-order harmonic fields and the fundamental, third-, or fifth-order
harmonic fields do not appear. By comparing these features of the calculated results
with the experimental results, the observation of the frequencies of 8νf , and 6νf in
Figs. 3.3(b) and (c) and the absence of the difference frequencies originating from
the 13th- or higher-order harmonic fields in Figs. 3.3(a), (b), and (c) is considered
as evidence for the efficient D+

2 yield resulting from one-photon absorption of the
11th-order harmonic field.

We conclude the ionization and dissociation pathway of D2 with the high-
harmonic radiation that D2 molecules absorbing one photon of the 11th-order har-
monic radiation ionized to D+

2 , followed by excitation to the first excited state by
the one-photon absorption of the three low-order harmonic radiation, resulting in
the dissociation into D+, and D.
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3.3 Real-Time Observation of the Vibrational Wave-Packet
Motion of D+

2 Using Multiple Harmonic Pulses

To observe the wave-packet dynamics in the real-time measurement, the durations
of both pump and probe pulses should be much shorter than a vibrational period. In
this section, we present the pump-probe experimental results for resolving the vi-
brational wave-packet dynamics of D+

2 [22] utilizing the high-order harmonic laser
pulses of a sub-15 fs Ti:sapphire laser pulse [23]. Thanks to the high-order har-
monic generation using a sub-15-fs Ti:sapphire laser, we simultaneously provide
both ultrafast XUV-pump and three-color probe pulses having suitable pulse du-
rations with sufficient intensities for implementing the experiment. We could not
achieve our time-resolved measurement using multi-color laser pulses without the
intrinsic and accurate synchronization of the harmonic pulses.

We generate the wave-packet of D+
2 by using a sub-10 fs XUV high-harmonic

pump pulse, and observe its evolution through the one-photon transition into the
electronic excited state by using the split harmonic probe pulse, whose wavelength
ranges from NIR to VUV region. The vibrational period of 22 fs is clearly resolved
as part of the wave packet owing to the short pulse duration (≤10 fs) by observing
the KER-resolved D+ yield with a scanning delay. The analytical model of one-
photon absorption of the probe pulse closely reproduces the experimental results.
This pump-probe scheme can provide us with a powerful experimental tool for in-
vestigating a variety of wave packets evolving on a time scale of ∼20 fs. We describe
our experimental setup for measuring the vibrational wave-packet dynamics of D+

2 ,
in Sect. 3.3.1, and then, introduce the experimental results, in Sect. 3.3.2.

3.3.1 Experimental Setup

The experimental setup is similar to that adopted in the nonlinear and linear au-
tocorrelation measurement of an attosecond pulse train [14, 16–19] except for the
specifications of the laser system. The chirped pulse amplification (CPA) system of
a Ti:sapphire laser delivers driving laser pulses with a pulse duration of 15 fs to
generate harmonic fields ranging from the third-order in the deep ultraviolet (DUV)
region to 19th order in the XUV region. We put the compressor of the CPA system in
a vacuum chamber to avoid the dispersion and nonlinear effects originating from the
air and the window material of the vacuum chamber for harmonic generation. The
repetition rate of the driving laser pulse was 100 Hz. The driving laser was loosely
focused into a 10-cm static gas cell, which was filled with Xe gas as a nonlinear
medium for harmonic generation. The focal length of the driving laser was 5 m. The
loose-focusing geometry is appropriate for yielding intense high-harmonic pulses at
the focal region [24].

The pulse energy of the driving laser and the pressure of Xe gas were adjusted
typically to ∼15 mJ and ∼90 Pa, respectively, so as to optimize the spectral dis-
tribution and intensities of the high-harmonic fields, which were monitored using
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Fig. 3.4 Schematic figure of XUV autocorrelator and ion velocity map imaging spectrometer. The
XUV autocorrelator is composed of a pair of Si harmonic separator mirrors and controls the delay
between the two replicas of the reflected pulse. The pump and probe pulses are focused by an SiC
concave mirror onto a molecular beam of D2. The fragment ions of D+ are detected by a velocity
map imaging spectrometer, which is constructed from three electrodes, a flight tube, a stack of
MCP plates attached to a phosphor screen, and a CCD camera

an XUV spectrometer. After the driving laser and harmonic pulses have propagated
6.4 m away from the gas cell, they are introduced into another vacuum chamber
containing an ‘attocorrelator’, which is XUV autocorrelator composed of a pair of
Si beam splitter mirrors that reflect XUV harmonic components. A schematic figure
of the XUV autocorrelator and the following instruments is shown in Fig. 3.4.

The reflectivity of the Si beam splitter mirror for the harmonic components with
photon energies exceeding ∼14 eV is approximately 50 % at an incident angle of
75 degrees, which is the Brewster angle for the fundamental laser field, while re-
flectivities for the fundamental, third harmonic, and fifth harmonic fields of the
Ti:sapphire laser pulse are estimated to be less than 10−3, ∼40 %, and ∼60 %,
respectively, from the known refractive index of Si at the corresponding photon en-
ergies of 1.55 eV, 4.6 eV, and 7.7 eV, respectively. The 11th order harmonic field
with a photon energy of ∼17 eV included in the XUV components mainly act as a
pump pulse. We treat the synthesized light field composed of the strongly attenuated
fundamental field and the suitably reflected third harmonic and fifth harmonic fields
as a single probe pulse in principle, while we sometimes refer to a specific character
of each frequency component such as the intensity and pulse duration. Note that
the temporal profile of the probe pulse should exhibit modulation with a period of
∼1.33 fs due to the frequency difference among the three color fields. On the other
hand, the smooth pulse envelope of each frequency component can be specified if
we isolate one color field from the others.

The delay between the two replicas of the reflected pulse consisting of the su-
perposition of the XUV components and three color probe pulse was changed by
moving one of the beam splitter mirrors, which was set on a translation stage driven
by a piezo-actuator.



40 Y. Furukawa et al.

All the reflected pulses from the XUV autocorrelator pass through an aperture
with a diameter of 3 mm to eliminate the so-called long-trajectory high-order har-
monic components, then they are introduced into an ion spectrometer chamber. We
place a concave mirror made of SiC with a radius of curvature of 200 mm inside
the ion spectrometer chamber to focus the incident pulses. The position of the focal
point of the concave mirror is adjusted so as to maximize the ion yield from the
molecular beam of D2.

The pulse duration of each field, except for the fundamental laser field, is ex-
pected to be less than 10 fs owing to the fact that the measured spectra of the third
harmonic and fifth harmonic fields are both sufficiently broad to form a sub-10 fs
pulse with negligible dispersions at the reflections of the Si beam splitter mirror and
SiC concave mirror, although we have not explicitly measured the durations. The
peak intensity of the XUV (the 11th order harmonic) harmonic field is estimated
to be order of 1013 W/cm2, while those of the fifth harmonic, third harmonic, and
fundamental fields are all less than 1012 W/cm2.

A pulsed gas valve with a backing pressure of 2 × 105 Pa injects D2 gas in the
side chamber of the ion spectrometer for adiabatic cooling of the D2 molecules, and
the cooled molecules are prepared as a beam using a skimmer which separates the
side chamber from the ion spectrometer.

The ions are accelerated by three electrodes and detected with a micro-channel
plate (MCP) attached to a phosphor screen. The acceleration voltages applied to the
electrode are fixed to image the initial velocity of ions onto the MCP plane. The time
of flight (TOF) of ions depends on their mass-to-charge ratio; we can discriminate
D+ by applying a gate voltage to the MCP with a typical duration of 200 ns. The gate
voltage is ∼30 % higher than the bias DC voltage. The MCP plane is set parallel to
the polarization direction of the pump and probe pulses. The fluorescent image of
the phosphor screen is recorded with a CCD camera.

We scanned the delay of the two replicas of the input pulse containing the XUV
high-order harmonic, fifth harmonic, third harmonic, and fundamental fields by
moving one of the beam splitter mirrors at intervals of 80 nm within the range from
−0.8 µm to 88 µm. The scanning step and range corresponded to a temporal step of
0.14 fs and a delay of approximately 150 fs, respectively. We accumulated fluores-
cent images of the phosphor screen located behind the MCP for 2 s at every delay
point, and repeated this measurement 25 times.

We show relevant potential energy curves against the nuclear distance of D2 and
D+

2 in Fig. 3.5(a) to explain the photo absorption process in this experiment. The
XUV high-order harmonic field of the 11th order with a photon energy of 17 eV and
above can ionize D2 molecules by one-photon absorption and create a vibrational
wave packet on the 1sσg potential curve of D+

2 . Nevertheless, we have concluded
from the NFTS of D2 [17] that the 11th-order harmonic field mainly contributes the
formation of this wave packet. Then, the probe pulse excites the D+

2 in the 1sσg state
to the 2pσu state by absorbing one photon of the fifth order harmonic component
with a photon energy of ∼7.7 eV in the VUV region, the third harmonic component
with a photon energy of ∼4.6 eV in the DUV region, or the fundamental component
with a photon energy of ∼1.55 eV in the NIR region, after some delay from the
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Fig. 3.5 Relevant energy diagram of D2 and D+
2 (a) and measured KER spectrum (b), in which

KER means the dissociation energy of D+
2 via 2pσu potential and is equally shared by two frag-

ments, D+ ion and D atom

ionization. The transition amplitude tends to be large at the nuclear distance where
the energy difference between the 1sσg and 2pσu potentials is close to the pho-
ton energy. Hence, the several vibrational eigenstates whose eigenenergies are the
same as the potential energy around this nuclear distance should be picked up and
projected onto the repulsive potential of 2pσu. We can find the partial wave-packet
components in the whole generated wave packet by determining and analyzing the
KER spectrum from the observed D+ fragments.

We note that the harmonic components higher than the fifth order, which should
be contained in both replica pulses, may induce the one-photon transitions from the
1sσg to 2pσu states. We could not, however, observe the KER spectrum resulting
from these transitions due to the low magnitude of the dipole at a small nuclear
distance where the transitions are most likely to occur by absorbing one photon of
these harmonic components.

3.3.2 Results and Discussion

The measured KER spectrum of D+ at a fixed delay (τ � 0 fs) is shown in
Fig. 3.5(b). The spectrum exhibits three distinct parts labeled (A) around 5.2 eV,
(B) around 2.8 eV, and (C) around 0.8 eV, which originate from the transition from
the ground bound state of 1sσg to the upper repulsive excited state of 2pσu by
absorbing one photon of the fifth order harmonic, third order harmonic, and funda-
mental components in the probe pulse, respectively. We have already shown how
we assign the excitation process in Ref. [17]. We obtain a delay-KER spectrogram
by arranging the KER spectra in ascending order of delay. Figure 3.6(a) shows the
resultant delay-KER spectrogram after processing the raw data to correct the unim-
portant linear decrease of the spectral intensity relative to delay, the interference
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Fig. 3.6 Measured delay-KER spectrogram with constant background subtracted (a) and simu-
lated delay-KER spectrogram (b). The three KER components labeled (A), (B), and (C) are as-
signed to the fragmentation processes induced by absorbing the VUV, DUV, and NIR components
in the probe pulse, respectively

fringes of the probe pulse, and the constant background signal. We can notice the
periodic modulation of the D+ yield, the period of which is approximately 26 fs,
in accordance with the delay in region (B). This is clear evidence of the vibrational
motion of D+

2 .
In fact, the vibrational motion of D+

2 also appears in regions (A) and (C). We
show area profiles in regions (A), (B), and (C) as solid curves in Figs. 3.7(a), (b),
and (c), respectively. These traces are obtained by integrating the delay-KER spec-
trogram with respect to the KER around the peaks within a range of ±0.5 eV, 0.5 eV,
and 0.17 eV for regions (A), (B), and (C), respectively. We can recognize periodic
modulation in the solid curves in of Figs. 3.7(a) and (c) similar to that appearing
clearly in the middle panel of Fig. 3.7(b), while the modulation period is different
in each case. This feature of the modulation period is more evident in Figs. 3.7(d),
(e), and (f), which show the absolute squares of the magnitudes of the Fourier trans-
forms of the solid curves in Figs. 3.7(a), (b), and (c), respectively. The primary peak
of the frequency spectrum in Fig. 3.7(d) is located around 45 THz, and consequently
the principal period of the modulation in Fig. 3.7(a) should be 22 fs. The monotonic
decrease of the peak frequency following the decrease of the principal photon en-
ergy of the probe pulse component, shown in Figs. 3.7(a), (b), and (c) proves that
the relevant vibrational eigenstates in the wave packet are extracted and resolved
with the three-color probe pulse.
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We have assigned the quantum number of the vibrational states extracted with
each photon-energy component in the probe pulse by comparing the frequency spec-
trum with the energy difference between adjacent vibrational states calculated from
a known potential curve in Ref. [25]. The energy differences, which we converted
to frequency differences, are depicted at the top axes in Figs. 3.7(d), (e), and (f)
as long marks. The pairs of adjacent quantum numbers corresponding to the fre-
quency differences contained in the frequency spectrum are explicitly shown in
parentheses in each figure. Note that the resolution of the frequency spectrum is
restricted by the limitation of the scanning range of the delay, which is estimated to
be ∼7 THz � 1/(150 fs), hence, we could not resolve the each difference-frequency
corresponding to each long mark.

This experimental result for the probe process of the vibrational wave packet can
be explained within a framework of the elementary time-dependent perturbation the-
ory of interactions. By assuming the simple two-level system for the electronic state
[8, 26–28], the probability of a transition from the ground state (1sσg) to the excited
state (2pσu) induced by the probe pulse irradiated at time delay τ is approximately
proportional to the absolute square of T (ωu; τ), defined as

T
(
ωu; τ)≡∑

ν

M
(
ωu;ωg

ν

)
Ẽ+(ωu − ωg

ν

)
a′
νe−iω

g
ν τ , (3.1)

where the discrete νth vibrational eigenenergy on the 1sσg state is denoted as �ωg
ν ,

the continuum eigenenergy on the 2pσu state is denoted as �ωu, and � is the Planck
constant, h, divided by 2π . The amplitude of the νth vibrational eigenstate is ex-
pressed as a′, which may differ from the amplitude obtained from the Franck-
Condon principle for the ionization process due to the finite pulse duration of the
pump pulse. The matrix element with the transition dipole denoted as M (ωu;ωg

ν )

projects the νth vibrational state onto the continuum state whose eigenenergy is
�ωu. The Fourier amplitude of the positive-frequency part of the probe pulse elec-
tric field, Ẽ+(ω), should be finite around the three peaks at ω = ω0, 3ω0, and 5ω0,
and otherwise equal to 0, where we define ω to be the angular frequency variable of
the probe pulse electric field and ω0 to be the principal carrier angular frequency of
the fundamental laser field. Therefore, the Fourier amplitude of Ẽ+(ωu − ω

g
ν ) acts

as a bandpass filter for ω
g
ν satisfying ωu − ω

g
ν � ω0, 3ω0, and 5ω0.

We can clearly see from (3.1) that the real-time evolution of the vibrational wave
packet (

∑
ν . . . a′

νe−iω
g
ν τ ) is partially extracted by the probe pulse (Ẽ+(ωu − ω

g
ν ))

and projected onto the repulsive continuum state (M (ωu;ωg
ν )).

The delay-KER spectrogram calculated from (3.1) is shown in Fig. 3.6(b). In the
actual calculation of the delay-KER spectrogram, we have adopted the numerical
values of the adiabatic potential curves obtained in Ref. [25] to calculate the nuclear
wave eigenfunctions χ

g
ν (R) and ϕu(ωu;R). The electronic transition dipole, μ(R),

is assumed to be proportional to R [29, 30].
In order to obtain the amplitude of the νth eigenfunction, aν , we first calcu-

lated the Franck-Condon factor of χ
g
ν (R), then multiplied it by

∫∞
ω

g
ν +ωDiss

dωS11(ω),
where �ωDiss is the dissociation energy and S11(ω) is the spectrum of the 11th-
order harmonic field, which is assumed to be Gaussian. We set the peak frequency



3 Observation of Vibrational Wave-Packet Dynamics 45

of S11(ω) to be 11 times the fundamental frequency and the spectral width so as to
produce a 5.5 fs pulse at the Fourier limit. These conditions for S11(ω) are approxi-
mately consistent with the measured spectrum of the 11th-order harmonic field, even
though the measured spectrum does not have an exact Gaussian shape. The photon
energy of the 11th-order harmonic field does not exceed the dissociation limit of the
1sσg potential of D+

2 . Thus, the amplitudes of the vibrational states, whose energy
differences from the ground state of D2 are larger than the photon energy of the
11th-order harmonic field, should be suppressed.

The calculated image in Fig. 3.6(b) agrees well with the experimental data shown
in Fig. 3.6(a) except in the KER region lower than 0.4 eV. In this low-KER region,
the photo ionization of D2 via Rydberg states can significantly contribute to the
D+ yield. The process includes the one-photon electronic excitation of D2 neutral
molecules by XUV photo absorption and the one-photon ionization to the nuclear
continuum state on the 1sσg potential of D+

2 by NIR photo absorption. These inter-
actions are not considered in our theoretical model.

The similarity of the calculated result can be seen more clearly in Figs. 3.7(a)–(f).
The dotted curves in all these figures are obtained from the calculated spectrogram
in Fig. 3.6(b) by data processing procedures similar to those adopted for the ex-
perimental data. We can see that the real-time traces of the oscillating behavior of
the partial wave packet modeled with (3.1) reproduce the experimental traces in
Figs. 3.7(a), (b), and (c). In particular, the measured trace probed with the third
harmonic component (solid curve in Fig. 3.7(b)) very closely coincides with the
calculated result. The intensity profiles of the Fourier transforms of the calculated
traces in Figs. 3.7(d), (e), and (f) also support the experimental results. We note
that multiplication by

∫∞
ω

g
ν +ωDiss

dωS11(ω) with the significant reduction of the vi-
brational states higher than approximately the eighth order plays a crucial role in
reproducing the oscillating period of the D+ observed in the KER region (C), shown
in Figs. 3.7(c) and (f).

3.4 Conclusion

We have demonstrated the experimental observation of the time evolution of the vi-
brational motion of the D+

2 molecule in the measured KER spectrum of D+ by using
the harmonic fields of a sub-15 fs Ti:sapphire laser pulse as an XUV pump and three-
color probe pulses. By comparing the experimental data with calculated results, we
conclude that our theoretical model for the real-time observation of the vibrational
wave packet with the three-color probe pulse correctly describes the experimental
data, and we can state that we have directly and simultaneously measured the motion
of three partial wave-packet components in the generated vibrational wave packet.
Our demonstration of resolving the D+

2 wave packet dynamics suggests that our
experimental method may be useful for generation, observation, and control of vari-
ous quantum systems that evolve in the time scale of ∼20 fs and require high-energy
photons for the pump and/or probe pulses.
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Chapter 4
Frequency Tunable Attosecond Apparatus

Hiroki Mashiko, M. Justine Bell, Annelise R. Beck, Daniel M. Neumark,
and Stephen R. Leone

Abstract The development of attosecond technology is one of the most signifi-
cant recent achievements in the field of ultrafast optics; it opens up new frontiers
in atomic and molecular spectroscopy and dynamics. A unique attosecond pump-
probe apparatus using a compact Mach-Zehnder interferometer is developed. The
interferometer system is compact (∼290 cm2) and completely located outside of
the vacuum chamber. The location reduces the mechanical vibration from vacuum
components such as turbopumps and roughing pumps. The stability of the inter-
ferometer is ∼50 as RMS over 24 hours, stabilized with an active feedback loop.
The pump and probe fields can be easily altered to incorporate multiple colors. In
the interferometer, double optical gating optics are arranged to generate isolated
attosecond pulses with a supercontinuum spectrum. The frequencies of the attosec-
ond pulses can be selected to be in the extreme ultraviolet (XUV) region (25–55 eV,
140 as) or the vacuum ultraviolet (VUV) region (15–24 eV, ∼400 as) by metal fil-
ters. Furthermore, the near infrared probe field (1.65 eV) can be upconverted to the
ultraviolet (3.1 eV). The frequency tunability in the XUV and VUV is critical for
selecting excited states of target atoms and molecules.
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4.1 Introduction

The generation of attosecond pulses has had a profound impact on the study of dy-
namics of electrons in atoms [1–5], molecules [6] and solids [7]. Such pulses are
produced by high-order harmonic generation (HHG) with intense field femtosecond
laser pulses. Attosecond pulses offer high temporal [8] and spatial coherence [9].
Experimental schemes for measuring atomic and molecular dynamics by coupling
an attosecond pulse and an optical laser pulse have been devised utilizing the de-
tection of photons, ions, or photoelectrons [1–8]. Experimental systems in previ-
ous work each have individual advantages and disadvantages, but each system re-
quires stabilization with attosecond time resolution and has various optical limita-
tions in the extreme ultraviolet (XUV: 30–250 eV) and vacuum ultraviolet (VUV:
6–30 eV) regions [10]. In this review, we introduce several attosecond pump-probe
systems from previous work and discuss their characteristics. Then, we discuss a
system using a compact and robust Mach-Zehnder (MZ) type interferometer which
can produce frequency tunable isolated attosecond pulses (IAP) and optical probe
pulses of several colors. The tunability of the attosecond and optical pulses is im-
portant to initiate and probe specific chemical dynamics. Thus, the manipulation
of the spectral distribution of the attosecond pulse is a key parameter. This system
can generate IAP, using double optical gating (DOG) [11] and metal filters, in ei-
ther the XUV (25–70 eV) or VUV (15–24 eV) frequency ranges. In addition, the
IAP are temporally characterized with both 750 nm (1.6 eV) and 400 nm (3.1 eV)
probe fields. The increased flexibility will pave the way for future chemical appli-
cations.

4.2 Attosecond Apparatus

4.2.1 Collinear Setup

In the past, a number of configurations have been developed to produce IAP or
attosecond pulse trains with pump-probe capabilities, as shown in Fig. 4.1. In this
figure, the dashed line indicates the boundary of the vacuum system. The systems
have individual characteristics and are designed for specific applications based on
photoelectron, photoion, and transient absorption methods. To date, the shortest IAP
produced, with a duration of 80 as (bandwidth 55–110 eV), was generated using a
collinear system as shown in Fig. 4.1(a) [8]. The advantage of this design is pump-
probe stability, because the delay between the XUV beam and near-infrared (NIR)
beam is produced by only one optic: a combined XUV multilayer coated mirror
and Ag coated mirror [8, 12–14]. Furthermore, the delay can be stabilized with an
active feedback loop (stability of 46 as over 33 hours) in order to counteract any
slow drifts [15]. In addition, the multilayer mirror can be designed to select specific
attosecond frequencies. The disadvantage of this system is that the probe pulse at the
target is the residual NIR light from the HHG upconversion pulse, which collinearly
propagates with the IAP. Thus, it is difficult to install extra optics to control this
field.
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Fig. 4.1 Various
configurations to produce
attosecond pulses with
merging XUV/VUV and NIR
fields. FS: Fused silica plate,
HHG: high harmonic
generation, PZT:
piezo-electronic transducer

4.2.2 Large MZ Interferometer Setup

With a MZ interferometer setup, it is easier to control the optical characteristics
of the pump and probe pulses. Figure 4.1(b) shows an interferometer located af-
ter the high harmonics are generated [16]. The NIR field can be controlled with
various optics such as a neutral density filter or a focusing mirror. However, the
system is more complex and harder to operate compared to the collinear setup in
Fig. 4.1(a). Also, the interferometer has a long propagation distance of several me-
ters. Thus, an active stabilization loop was installed, which achieves 50 as stability
over 1 hour with 2.5 ms (400 Hz) integration time (limited by the piezoelectric trans-
ducer response time). Although the stability is excellent, the feedback loop cannot
compensate for the mechanical vibrations of 1 kHz frequency from vacuum turbop-
umps.
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Fig. 4.1 (Continued)

Figure 4.1(c) shows another type of MZ interferometer setup. One arm of the
interferometer is located outside the vacuum chamber [17–19]. Thus, it is easy to
access this arm to install optics. But, due to the extremely sensitive attosecond ex-
periment, air fluctuations cannot be ignored. Thus, an active feedback loop was
installed in the interferometer, which shows a stability of ∼8 as RMS (measured at
20 Hz) [19].

Another key technology is focusing optics for the XUV/VUV beam. In Fig. 4.1(d),
the system is equipped with a Au coated toroidal mirror instead of a multilayer
coated mirror [20–29]. The toroidal mirror allows broadband reflection and high
reflectivity at grazing incidence [30], but it is difficult to machine and polish the
mirror to the required surface figure and roughness. In this geometry, it is more
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difficult to focus the XUV beam than in the normal incidence case [31–34]. In ad-
dition, since many groups combine the XUV beam and the probe beam after HHG,
the toroidal mirror configuration requires a longer propagation distance [20–29]. In
order to improve the stability, some groups have built a robust interferometer inside
the vacuum chamber [20, 28]. In another configuration, one arm is located outside
of the chamber with an active feedback loop as shown in Fig. 4.1(e) [29]. Due to the
large propagation distance, stabilization of the interferometer is critical and difficult
to achieve.

4.2.3 Compact MZ Interferometer Setup

In order to solve the stabilization and complex manipulation issues, a compact MZ
type interferometer was developed as shown in Fig. 4.1(f) [35]. The HHG driving
laser (outer beam) is combined with the probe laser (inner beam) before the HHG
cell. The interferometer is located completely outside of the vacuum chamber. After
the HHG cell, the HHG driving beam is blocked by an iris and the probe NIR beam
and harmonics collinearly propagate to the target. This arrangement is very stable
owing to its compact size and the fact that it can be placed a significant distance
from mechanical and turbo pumps. Another advantage is that it is easy to access
both arms and to control the fields since the interferometer is outside the vacuum
chamber. However, the system has three disadvantages. First, the two NIR pulses
are overlapped in time and interfere at the HHG cell. Thus, even if the NIR probe
pulse is much weaker than the HHG driving pulse, the generated harmonic spectrum
is dramatically changed due to the highly nonlinear process of HHG. This effect is
similar to the one encountered in two-color gating [36–43]. Second, since the har-
monics and NIR probe beams are spatially overlapped and collinearly propagating,
a metal filter cannot be installed. Then, the low order harmonic components (3rd,
5th, 7th, etc.) cannot be blocked. The gate width for the lower order harmonics is
wider in time than the width for higher orders, so it is difficult to create the IAP
with these low order harmonics, even if polarization gating [44] or DOG [11, 45] is
used. Third, the HHG driving laser creates a dense plasma in the HHG cell [46, 47].
Thus, the NIR pulses are temporally stretched and spatially defocused due to the
large material dispersion of the plasma [10].

In order to address these difficulties, we have developed a new compact MZ in-
terferometer system as shown in Fig. 4.1(g) [48]. An inner beam (the HHG arm)
passes through a fused silica plate (1 mm thick). In another arm, the outer beam (the
probe arm) is reflected by an annular hole mirror. The stability of the interferom-
eter with a 30 Hz active feedback loop (limited by CCD camera exposure time) is
∼50 as RMS over 24 hours. The fused silica produces a large group delay (∼5 ps)
to the HHG driving pulse relative to the probe pulse. Thus, the two pulses do not
temporally overlap in the HHG cell, nor do they interfere in the HHG process. Also,
the fused silica plate in the interferometer produces a group delay dispersion in the
pulse from the HHG arm relative to the pulse from the probe arm. As a result, the
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probe arm pulse is temporally stretched at the HHG cell; the HHG pulse is com-
pressed while the dispersion in the probe pulse is overcompensated. Therefore, the
probe arm pulse has a lower peak intensity (<1 × 1013 W/cm2) so it cannot gener-
ate high harmonics. In addition, the NIR probe pulse passes through the HHG cell
∼5 ps earlier than the HHG driving pulse in the HHG cell. Thus, the probe pulse
isn’t temporarily stretched by a dense plasma created by the HHG driving pulse.
The generated harmonic beam passes through a metal filter mounted in the center
portion of an annular filter that blocks the co-propagating HHG driver beam and low
order harmonic beams (3rd, 5th, 7th, etc.). The probe beam passes through the outer
portion of the annular filter, a 1 mm thick fused silica plate. In order to reduce energy
loss from diffraction, the filter is constructed so that it is the optical image of the last
annular hole mirror in the interferometer. The thickness of the fused silica plate is
chosen to match the plate in the HHG arm. Then, the probe pulse is compressed
and the XUV and probe pulses are temporally overlapped in the target. A spherical
mirror with the center part coated with Mo/Si and the outer ring coated with Ag
focuses the beams to the target. As mentioned above, due to the MZ interferometer,
the probe field can also be upconverted from 750 nm to 400 nm with an achromatic
half-wave plate and a β-BaB2O4 (BBO) crystal. Further details of the 400 nm probe
pulse generation and experimental conditions are described in Ref. [48]. Thus, with
this simple system, it is possible to easily manipulate the power, polarization, and
frequency of both pulses independently.

4.3 Frequency Tunable IAP with DOG

As mentioned above, the shortest IAP (80 as) were generated with linearly polarized
3.5 fs driving laser pulses [8]. This generation scheme extends the harmonic cutoff
region up to 3.5 keV using 3 mJ, 12 fs pulses [49]. However, IAPs can only be
produced near the cutoff region of the harmonics, which in practice is greater than
70 eV [50]. Double optical gating (DOG) [11, 51, 52] and polarization gating [20,
44] with elliptically polarized fields allow the generation of IAP in either the plateau
region or the cutoff region of the harmonic spectrum because the HHG driving field
is effectively gated to one half-cycle (1.3 fs). In particular, DOG has been used to
generate an IAP with a 25–620 eV supercontinuum spectrum, which would support
a 16 as pulse duration assuming flat phase [52].

In order to generate IAP in our system, a carrier-envelope (CE) phase stabilized
Ti:Sapphire oscillator/chirped pulse amplifier followed by a hollow-core fiber com-
pressor produces 7 fs, 1 mJ pulses centered at 750 nm wavelength with a 1 kHz
repetition rate. In this laser system, the CE phase stability is ∼150 mrad RMS us-
ing a 30 Hz feedback loop. Figure 4.2(a) shows DOG optics. Two quartz plates
(250 µm and 480 µm thickness) are inserted in the HHG arm in Fig. 4.1(g), and the
BBO crystal (150 µm thickness) is located before the HHG cell inside the vacuum
chamber. The BBO crystal can also be used to produce the second harmonic of the
probe field. Figure 4.2(b) shows the typical harmonic spectrum (upper figure) with
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Fig. 4.2 DOG setup (a) and
typical high-harmonic
spectrum with linearly
polarized pulse and DOG
(upper figure) and CE phase
dependence with DOG (lower
figure) using (b) an Al filter
for the XUV region and (c) a
Sn filter for the VUV region.
QP1: Quartz plate (250 µm),
QP2: Quartz plate (480 µm),
and BBO: β-BaB2O4
(150 µm)

a linearly polarized pulse and with DOG: the lower figure shows the CE phase de-
pendence of the harmonic spectrum with DOG. Both panels were obtained using an
Al filter. Analogous results using a Sn filter are shown in Fig. 4.2(c). Demonstrated
here, the spectral bandwidth can be filtered by Al and Sn filters.
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4.4 Temporal Characterization of IAP in XUV and VUV Regions

In order to characterize the pulses, the attosecond streak camera technique is used
[53]. This technique is basically a cross-correlation of the XUV/VUV field and the
probe field. Photoelectrons created by the IAP are given a momentum shift by the
probe field. The photoelectron kinetic energy distribution is analyzed using a linear
photoelectron time-of-flight spectrometer and measured as a function of delay time
between the XUV/VUV and probe pulses [48]. The measured streak trace contains
information about the temporal structure and the phase of the photoelectron wave
packet. Figure 4.3(a) shows a measured streak trace with a 750 nm streak field using
an Al filter and Ne as the target gas in the photoelectron spectrometer. The temporal
profile and phase are reconstructed by the Principal Component Generalized Projec-
tions Algorithm method [54]. The temporal profile indicates a 140 as pulse as shown
in Fig. 4.3(b). The satellite pulses are suppressed with less than a 1% contribution
at 750 nm half (±1.25 fs) and full (±2.5 fs) cycles, indicating a well isolated pulse
compared to Ref. [8] in which satellite pulses are measured with an 8 % contribu-
tion. In addition, the measured and the reconstructed harmonic spectra agree well as
shown in Fig. 4.3(c).

Figure 4.4(a) shows the measured streak trace with a 750 nm field using a Sn
filter and Ar as the target. The reconstructed temporal profile and phase indicate a
395 as pulse as shown in Fig. 4.4(b). Again, the pre- and post-pulses are suppressed
to less than a 1 % contribution at the 750 nm half and full cycle regions. In addi-
tion, the measured and the reconstructed harmonic spectra agree well as shown in
Fig. 4.4(c). These results indicate the flexibility of selecting the XUV or VUV fre-
quency range. Of course, in future experiments, if other HHG gases (He, Ne, Kr, Xe,
etc.), different filters (Zr, Si, Ti, Pb, etc.) [30], and/or various multilayer coated mir-
ror (SiC/Mg, Sc/Si, Al/C, etc.) are used [55], IAPs with different central frequencies
can be generated.

Finally, a streak trace is obtained with a 400 nm streak field using an Al filter
and Ne as the target as shown in Fig. 4.5(a). The reconstructed temporal profile and
phase indicate a 118 as pulse as shown in Fig. 4.5(b). The measured and the re-
constructed spectra agree well as shown in Fig. 4.5(c). This result is important for
chemical applications of attosecond pulses. For example, a plasmon resonance in a
gold or silver nanoparticle can be excited with a pulse at 400 nm [56]. A streaking
measurement can investigate the plasmon dephasing time by observing the enhance-
ment of the photoelectron momentum shift due to the field of the plasmon resonance
[5]. Frequency control of the excitation pulse allows nanoparticles of varying struc-
tures and plasmon resonance frequencies to be studied. The compact MZ interfer-
ometer design allows the probe field to be modified independently of the driving
HHG field. In future work, the compact interferometer located outside of the vac-
uum chamber will easily allow the probe field to be modified using, for example, an
optical parametric amplifier [57], an adaptive spatial light modulator [58], or THz
oscillator [59].
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Fig. 4.3 Streak traces and
XUV pulse characterization.
(a) Measured streak trace
with Al filter using 750 nm
field. (b) The reconstructed
pulse (solid line) and phase
(dotted line). (c) The
reconstructed spectrum (solid
line) and phase (dotted line)
and the measured spectrum
(dashed line) without the
streak field

4.5 Conclusions

The new setup with compact MZ interferometer realized robust, flexibility, and easy
operation. An important step for future attosecond dynamics studies is made by gen-
erating IAP with variable center frequencies. XUV and VUV pulses with 140 as du-
ration (26–55 eV) and 395 as duration (16–25 eV), respectively, are characterized.



58 H. Mashiko et al.

Fig. 4.4 Streak traces and
VUV pulse characterization.
(a) Measured streak trace
with Sn filter using 750 nm
field. (b) The reconstructed
pulse (solid line) and phase
(dotted line). (c) The
reconstructed spectrum (solid
line) and phase (dotted line)
and the measured spectrum
(dashed line) without the
streak field

Tunable IAP will allow a greater variety of dynamics in atoms and molecules to
be studied. In addition, the characterization of IAP (118 as duration, 26–67 eV)
with a streaking measurement using a 400 nm streak field is demonstrated. Many
atomic and molecular dynamics processes depend on which states are excited by
the light pulses. Frequency control of pump and probe pulses will thus allow the
temporal structures and the relative phases of a broader range of ultrafast electronic
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Fig. 4.5 Streak traces and
XUV pulse characterization.
(a) Measured streak trace
with Al filter using 400 nm
field. (b) The reconstructed
pulse (solid line) and phase
(dotted line). (c) The
reconstructed spectrum (solid
line) and phase (dotted line)
and the measured spectrum
(dashed line) without the
streak field

and molecular dynamics to be determined. This system and result increased flexi-
bility will allow attosecond experimental techniques to be more widely applied to
chemical systems.
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Chapter 5
Strong-Field Atomic Physics in the X-ray
Regime

Louis F. DiMauro and Christoph A. Roedig

Abstract In 1999 the DOE Basic Energy Sciences Advisory Committee defined an
innovative scientific direction for the new millennium. In the report the panel rec-
ognized the scientific opportunity posed by accelerator-based and tabletop sources
of short wavelength radiation. The report emphasized that revolutionary science
would be enabled by source parameters that include “high degree of coherence,
pulse brevity and high pulsed energy” while pushing the frontiers towards the hard
x-ray regime. The panel recommended strategic investment in a new light source,
which marked the genesis of the world’s first x-ray free-electron laser project. This
chapter reports on some of the initial atomic physics experiments conducted at the
Linac Coherent Light Source (LCLS) at SLAC and addresses the question as to lim-
its of validity of perturbation theory in describing an intense x-ray pulse interacting
with matter.

5.1 Introduction

The last decade has seen the emergence of a new class of sources, dubbed fourth-
generation, that provide light with unprecedented pulse duration and/or energy at
high photon frequency. Various approaches have been pursued that produce different
attributes for investigating new regimes of light-matter interactions. For example,
high harmonic generation [1, 2] has enabled the attosecond frontier [3]. However,
free-electron lasers operating in the soft and hard x-ray regime are defining unique
capabilities and applications that are unrivaled by previous electron-based sources.
In the context of this review, x-ray free-electron lasers (XFEL) are allowing the first
experimental realization aimed at addressing intense x-ray-matter interactions, thus
we will limit our discussion to only this aspect. The reader is referred to a number
of recent reviews that provide a more comprehensive treatment of these devices and
their application.

The first step towards a user-based facility was initiated in Hamburg, Germany
with the commissioning of the Free electron LASer in Hamburg (FLASH) in 2005
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at DESY. Initially the FLASH FEL produced ∼100 µJ, 50–10 fs pulses at funda-
mental photon energies of 25–95 eV while an upgraded, FLASH II, in 2007 pushed
operation to 200 eV. The reader is referred to some recent review on the machine
capabilities [4] and science program [5]. A parallel project at Stanford Linear Accel-
erator Center (SLAC) in Menlo Park, California pursued the development of a mil-
lijoule, hard x-ray (0.8–8 keV fundamental operation) FEL. In the summer of 2009,
the Linac Coherent Light Source (LCLS) was commissioned and rapidly achieved
full output specifications [6] while a user scientific program began that Autumn [7].

5.2 Initial LCLS Ionization Studies in Neon Atoms

In sharp contrast with optical ionization where valence shell excitation domi-
nates, x-rays preferentially ionize inner shell electrons. Examination of the absorp-
tion spectrum of neon shows that less than ten percent of the total cross-section
(0.35 Mb) at the K-edge (870.1 eV) is attributable to valence shell excitation. Con-
sequently, photoionization creates an inner shell vacancy that is an excited state
which spontaneously relaxes by emitting a photon or Auger decay. For neon, and
other low-Z atoms, the ultra-fast (2.6 fs) Auger process dominates (one valence
electron fills the 1s-hole and one is freed [∼820–850 eV energy]) leaving a doubly-
charged neon ion. Ionization with unity probability by linear absorption of a 10 fs,
870.1 eV pulse requires a flux of 3 × 1032 photons/cm2 s or a peak intensity of
4 × 1016 W/cm2. This intensity is order of magnitudes larger than that needed to
drive near-threshold 1-photon ionization of a 2p-valence electron (21.6 eV binding
energy) with unit probability, in fact it even exceeds that required to tunnel ionize
helium at optical frequencies. However, as we will see in Sect. 5.3, this extraordi-
nary soft x-ray intensity produces little quiver of the continuum electron due to the
λ2 scaling of the ponderomotive energy.

5.2.1 Sequential Ionization of Neon with High Fluence X-rays

The first LCLS experiment studied the photoionization of neon atoms using the
AMO end-station, the reader is referred to a review paper [8] for a detailed de-
scription. In summary, the LCLS could deliver 100–200 fs, millijoule pulses over a
0.8–2 keV photon energy into the Atomic, Molecular and Optical Science (AMOS)
end-station. The high-field chamber of the AMO end-station is equipped with a
Wiley-McLaren time-of-flight (TOF) ion spectrometer and five TOF electron spec-
trometers with retarding electrostatic lenses [9], oriented at different angles with
respect to the x-ray polarization axis. The focusing optics, a Kirkpatrick-Baez (KB)
mirror pair, has been characterized to yield a focal spot of ∼2 µm2.

In the experiment [10], neon ion m/q-distributions were investigated at different
intensities, pulse durations and photon energies. Figure 5.1 shows the (a) measured
ion yields and (b) a comparison between theory and experiment at three different
photon energies. Clearly, the large fluence of x-rays is sufficient not only to sat-
urate the neutral neon ionization, as estimated above, but essentially strip off all
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Fig. 5.1 Neon charge-state yields for x-ray energies below, above and far above the 1s-shell bind-
ing energy, 0.87 keV. (a) Experimental charge-state distribution for 0.8 keV (top), 1.05 keV (mid-
dle) and 2.0 keV (bottom). (b) Comparison of experimental charge-state yields, corrected for de-
tection efficiency, with rate equation simulations. The cross-sections in the model are based on
perturbation theory. The weaker peaks to the right of each charge state is the less abundant 22Ne
isotope. The figure is reproduced, with permission, from [10]

the electrons. The three different wavelengths provide a window into the ioniza-
tion sequence. At the low photon energy (800 eV), K-shell ionization cannot occur
via 1-photon ionization, thus charge state production proceeds through a sequence
of valence shell excitation terminating at Ne8+ since only the 8, n = 2 electrons
can be ionized. At 2 keV photon energy all 10-electrons are removed through a
sequence of 1s-photoionization followed by Auger decay resulting in a propen-
sity in even-charge state production (see bottom graphs in Fig. 5.1). This measure-
ment is the first observation of sequential atomic ionization from the inside out,
as opposed to sequential valence ionization (outside-in) by strong optical fields.
At intermediate photon energy (1.05 keV) ionization of the low-charge states pro-
ceeds via photoionization/Auger decay until the K-shell binding energy (1096 eV
for Ne6+) exceeds 1.05 keV. At this point, valence photoionization proceeds re-
moving the 2s2-electrons, terminating with the production of Ne8+. The theoretical
calculations, shown in Fig. 5.1(b), are based on a rate equation model that includes
only sequential single-photon absorption and Auger decay processes, which pro-
duces reasonable agreement with the measurement. The agreement is best at 800 eV
since valence shell ionization dominates and becomes less satisfactory and therefore
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interesting as inner-shell processes contribute. This investigation provided a preview
of the richness of new phenomena that can arise from matter interacting with an in-
tense x-ray pulse but equally important, it showed that the primary ionization mech-
anisms were well within the framework of perturbation theory, even at intensities of
1017 W/cm2.

5.2.2 Nonlinear Two-Photon Ionization of Neon

The potential to study laser-matter interaction involving x-ray intensities near
1017 W/cm2 led naturally to the objective of observing for the first time nonlin-
ear, multiphoton x-ray absorption. The study and application of nonlinear pro-
cesses from the microwave to the ultra-violet frequencies is extensive and well
documented. Recently, those studies have been extended to the extreme ultravio-
let (XUV) photon energy range, first with high harmonics sources [11, 12], and then
with FLASH XUV free-electron lasers [5]. One reason for the absence of experi-
ments is the rapid decrease of nonlinear susceptibility with increasing frequency ν.
This can be seen by considering a perturbative 2-photon transition whose cross-
section, σ (2) can be approximated as σ (1)τσ (1′), where σ (1) and σ (1′) are 1-photon
cross-sections and τ is the reciprocal of the detuning [13]. For the non-resonant case,
σ (1) and σ (1′) can be assumed equal and τ ∝ ν−1 or equivalently, the virtual state
lifetime is the optical period. Consequently, passing from the visible frequencies to
kilovolt x-rays results in at least a thousand-fold decrease in σ (2), thus requiring
higher intensity.

Initial efforts focused on the interaction with simple atomic targets, specifically
helium and neon. Helium was chosen because of its simple valence structure. On
the other hand, neon offers the possibility of inner-shell excitation and larger cross-
sections in the photon energy range available from the LCLS during these first ex-
perimental runs (0.2–2 keV). For helium, the small (860 barns at 0.8 keV) cross-
section limited measurement to photon energies near 0.8 keV (minimum LCLS
photon energy). Total ion yield and photoelectron energy spectrum were studied
as a function of intensity at 0.8 keV while additional ion yields were recorded at
shorter wavelengths (∼ 1 keV). The measurements produced no evidence of an ATI
electron peak (2-photon one-electron ionization) near 1.6 keV. However, the he-
lium measurement provided valuable information on the LCLS performance. For
example, the dependence of the ratio of He2+/He+ ionization on x-ray pulse en-
ergy revealed a maximum intensity of 5 × 1016 W/cm2, approximately an order of
magnitude less than expected performance.

For neon, ion and electron measurements were performed to study the ioniza-
tion of a K-shell electron by simultaneous absorption of two x-ray photons [14]. An
estimate based on the expected x-ray fluxes and a value of two-photon ionization
cross-section [15, 16] given by perturbation theory suggested that the effect would
be weak, but observable. One caveat stems from the fact that the x-ray radiation
can be accompanied by harmonics of the fundamental frequency, including a small
(<1 %) amount of 2nd harmonic that was verified by ionization measurements using
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Fig. 5.2 Schematic of ionization pathway that includes a possible 2-photon ionization process.
Neutral neon undergoes multiple ionization and relaxation to Ne6+. K-Shell ionization produces a
single core hole state in Ne7+. (A) Valence ionization produces Ne8+ in an excited state. (B) Auger
decay produces Ne8+ in helium-like configuration. Path (A) reaches Ne9+ via valence ionization.
In path (B), the Ne8+ ground state (1.196 keV binding energy) can only be ionized by a two-photon
process when the photon energy is tuned below threshold

the helium atoms discussed above. At the photon energies required to avoid direct
K-shell ionization of neon (<870 eV), the 2nd harmonic falls in a region where the
LCLS transport mirrors reflectivity is high, so the contamination on target is too
large to be able to isolate the nonlinear contribution. The LCLS AMO end-station
mirror reflectivity was specifically designed to provide a sharp cutoff above 2.0 keV.
Thus, working at photon energies >1.1 keV insured good discrimination against
harmonic content. Furthermore, the neon investigations discussed above showed
that at 1.05 keV photon energy that the atom sequentially absorbs a large number
of photons, leaving the ion stripped of all valence electrons [10]. However, the ex-
periment did observe a small production of Ne9+ that was not accountable with
the linear absorption model calculations. Based on this evidence, the experiment
focused on production of Ne9+ at two photon energies (1.11 keV and 1.225 keV).

At the lower photon energy (1.11 keV), the last ground state ion that can be ion-
ized by a single-photon/Auger sequence is Ne6+ resulting in the creation of Ne8+
which cannot be ionized by 1-photon absorption. This is illustrated by path (B)
in Fig. 5.2 and produces a helium-like ground state neon ion. In this scenario, the
lowest-order channel resulting in Ne9+ production is a two-photon, one-electron
process. In contrast, Ne8+ ionization is possible with 1.225 keV photons, result-
ing in the direct production of Ne9+. Alternately, another “below-threshold” route
that could form Ne9+ is depicted as path (A) in Fig. 5.2. In this case, the 1s2s

helium-like excited neon ion (formed by valence ionization of Ne7+ in a time short
compared to Auger decay) can be ionized by a 1.11 keV photon but is not a two-
photon, one-electron process. Thus, investigating the production of Ne9+ at these
two photon energies as a function of pulse energy (intensity) should then reveal
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Fig. 5.3 Neon experimental (black bars) and simulated (white and gray bars) charge state distri-
butions produced by (a) 1.225 keV and (b) 1.11 keV x-ray beams. The white bars are based on
the basic model used in [10] while the gray bars result from an improved model that accounts
for shake-off processes. The striped bar in (b) incorporates the adjusted two-photon cross-section
needed to reproduce the Ne9+ production below threshold. The figure is reproduced, with permis-
sion, from [14]. Copyright (2011) by the American Physical Society

the linearity/non-linearity of the process. Figure 5.3 shows a typical histogram ion
time-of-flight spectra obtained at both wavelengths. The first thing to note is that
the LCLS easily ionizes 8-electrons from neon at both photon energies. The pres-
ence of Ne9+ is small but obvious at 1.11 keV, while at 1.225 keV Ne9+ the larger
production proceeds by allowed single-photon ionization.

Figure 5.4 shows the evolution of the ratio of Ne9+/Ne8+ production as a function
of the measured x-ray pulse energy. In order to facilitate the comparison, each ratio
has been normalized at 0.8 mJ pulse energy. The ratios vary from 0.5–2.5 % at
1.11 keV, and 15–60 % at 1.225 keV. The analysis clearly shows that the intensity-
dependence is very different in both cases: linear at 1.225 keV and quadratic at
1.11 keV, a signature of second order nonlinearity.

Interpretation of the experimental results was aided by theoretical calculations
performed by the group of Dr. Robin Santra at the Center for Free Electron Laser
Science in Hamburg, Germany. The model’s final charge-state distribution were de-
rived using a rate equation approach, cross-sections derived by perturbation theory,
and spatial and temporal averaging to mimic the experiment. The predictions of the
model using different ingredients are plotted in Fig. 5.3 along with the measured
charge state distribution for wavelengths below and above the Ne8+ K-edge thresh-
old. The white bars contain (labeled basic) only the elements of sequential single-
photon absorption and Auger decay processes, in a manner consistent with Ref. [10].
The gray bars shows the charge-state distribution resulting from an improved model
that includes contributions from shake-off and nonlinear absorption processes.

As was noted by Young et al. [10], the basic model underestimates the odd charge
state production while over emphasizing the even states but the improved shake-off
model results in better agreement on both accounts and our analysis shows that
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Fig. 5.4 Normalized Ne9+/Ne8+ ratio as a function of pulse energy for 1.11 keV (filled circles)
and 1.225 keV (open squares). Fits yield a quadratic response at 1.11 keV (solid line) and linear be-
havior at 1.225 keV (dashed line). The figure is reproduced, with permission, from [14]. Copyright
(2011) by the American Physical Society

shake-off is the major factor. As discussed earlier (see Fig. 5.2), there are two paths
for which Ne9+ can be formed by exposure to photons below the 1.196 keV thresh-
old. The branching between the two-photon path [(B) in Fig. 5.2] and the valence
ionization path [(A) in Fig. 5.2] is determined by whether the fluence-dependent
valence ionization to Ne8+ can occur before the 1s2s2 → 1s2 Auger decay. The im-
prove model includes this path and the two-photon cross-section for the ionization
of Ne8+. The two-photon cross-section was calculated using second order perturba-
tion theory to be 10−56 cm4 s [15, 16]. However, the improved model still fails in
predicting the Ne9+ production below threshold. In order to reproduce the observed
Ne9+ yield the value for σ (2) had to be increased by a factor of seven (see hashed
bar in Fig. 5.2(b)) compared to the calculated value of Refs. [15, 16].

Note, a recent theoretical study by Sytcheva et al. [17] has shown that the σ (2)

cross-section is indeed enhanced by the presence of the 1s4p state. The resonantly
enhanced two-photon ionization, neglected in Ref. [15], is a consequence of the
LCLS’s wavelength and bandwidth (10 eV). The new model confirms our observa-
tion of a direct 2-photon, 1-electron ionization and points to the importance of near
resonant behavior in nonlinear inner-shell ionization.

In conclusion, neon atoms subjected to ultra-intense, 1 keV x-rays undergo a
complex sequence of excitation, ionization and relaxation processes. Experiments
combined with theoretical analysis have begun to establish a clearer picture of the
linear and nonlinear response of atoms to a high-flux x-ray pulse.

5.3 In Search of the Strong-Field Limit at X-ray Frequencies

At the time of this writing, all the X-ray observations at the LCLS are well de-
scribed, as expected, by a perturbative framework. This leads to the obvious query:
where is the strong-field non-perturbative limit for x-ray frequencies. The purpose
of the following section is to develop the basic principles of wavelength scaling and
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the metrics that guide strong-field physics. This scaling has provided a consistent
picture of the atomic response at low-frequency, so there is some merit in extrapo-
lating into the unfamiliar realm of intense x-rays. Thus, we will try to comprehend
the x-ray response by virtue of contrast with the optical regime.

A simple metric of an intense laser-atom interaction is the atomic unit (au) of
field1 (50 V/Å). As already mentioned the LCLS can easily exceed 1 au field, in
fact so can focused amplified ultrafast laser systems. However, central to studying
light-matter interactions is determined by the maximum intensity experience by an
atom and this will be determined by the depletion (saturation) of the initial state.
For low-frequency ionization (�ω < Ip , where Ip is the ionization potential) the
saturation intensity (Isat) can be estimated by classical over-the-barrier ionization
[18] given as IOTB = cIp/128πZ2 (Z ≡ effective charge) or ADK tunneling [19].
In this scenario, all ground state neutral atoms experience intensities less than an
atomic unit, e.g. for helium (Ip = 24 eV), Isat ∼ 1 PW/cm2. However, the situation
is different for x-rays ionizing core electrons since the higher binding energy and
smaller absorptions cross-sections pushes depletion beyond 1 au field. For example,
the neon charge states shown in Fig. 5.1 ionize at 1017 W/cm2 or higher which is
also consistent with perturbative calculations [20].

The ponderomotive or quiver energy, Up , is an important quantity in strong-field
physics particularly at optical frequencies since the external field dominates the con-
tinuum electron dynamics. Up in atomic units is given as I/4ω2, where ω and I are
the laser frequency and intensity, respectively. At an intensity of 1 PW/cm2 (helium
saturation intensity) a typical titanium sapphire femtosecond 0.8 µm optical field
yields Up ∼ 60 eV. In stark contrast, a 1 PW/cm2, 1 keV x-ray pulse only produces
0.1 meV energy, thus x-rays are ineffective for quivering electrons. Although Up

appears as an irrelevant concept for x-ray-atom physics, it does prove useful in the
design of 2-color x-ray/IR streaking metrology [21] for x-ray characterization.

In 1965 Keldysh [22] established an important strong-field metric by extending
the dc-tunnel formalism to include ac-fields. He defined an adiabaticity parameter,
γ , as the ratio of the tunnel time to the optical period. In the limit γ � 1 electrons
dominantly ionize by tunneling through the barrier of the Stark potential, a prereq-
uisite for strong-field non-perturbative interaction. For γ � 1, for which the field
changes rapidly compared with the tunneling time, ionization is multiphoton and
perturbative. Using the width of the barrier and the electron velocity Keldysh de-
rived an expression for γ in terms of Ip , and Up , as γ = (Ip/2Up)1/2. Using the
expression for Up , γ is found to be proportional to λ−1(2Ip/I)1/2. Thus in the op-
tical regime where γ ≤ 1 is a typical condition, at the same intensity for the x-rays,
γ � 1.

It has been pointed out that γ < 1 is a necessary but not sufficient condition for
tunneling and a non-perturbative interaction [23, 24]. A more complete set of met-
rics are defined by the bound-state and continuum-state intensity parameters [23].

1The Coulomb field in the hydrogen atom ground state equates to an equivalent light intensity of
35 PW/cm2.
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Fig. 5.5 A plot of the z (continua-state: solid line) and z1 (bound-state: dash-dotted line) scaling
parameter in the (a) optical and (b) x-ray regimes as a function of intensity. The bound state is
assumed to be the neon (a) L-shell (∼20 eV) and (b) K-shell (∼870 eV). The lines are defined
for the z-parameters equal to unity and the axis are plotted in atomic units (au) and standard units.
The dotted line is the perturbative limit defined as 10 % of the (a) continuum z-parameter and (b)
combined z and z1 parameters. The double line designates 1 a.u. field. At optical frequencies, it is
the large amplitude quiver motion of the continuum states that define the perturbative breakdown,
conversely in the x-ray regime it is the tunneling of the bound state. Also noticed that the intensity
required to see non-perturbative behavior is 7-orders of magnitude higher for x-rays than visible
radiation

The former parameter describes the distortion of the atomic structure by relating
the energy characterizing the electromagnetic field to an energy associated with a
bound state. One implication is that in the non-perturbative regime the bound-state
power broadening |E • r| ≈ Eao (ao is the Bohr radius) becomes comparable to the
single photon energy. This parameter can be expressed as z1 = (E/ω)2/Ip = 2/γ 2.
The intensity dependence of the continuum-state, z, can be defined as the ratio of
the quiver energy to the photon energy, Up/ω = I/4ω3. A perturbative treatment of
the atom-field interaction requires that γ > 1, and z and z1 < 1.

Using these parameters let us examine the consequence of frequency on the
strong-field condition. Figure 5.5 is a plot of intensity versus frequency for z = 1
(solid line: continua), z1 = 1 (dash-dotted line: bound) and the perturbative limit
(dotted line), below which perturbation theory is valid. Figure 5.5(a) plots the pa-
rameters in the optical regime (0.35–1.6 eV) and the bound state is assumed to be
the neon valence L-shell (Ip ∼ 20 eV). These wavelengths are typical of those used
in our laboratory for strong-field studies and attosecond generation. From this plot a
picture emerges that is a consistent picture with the quasi-classical model of rescat-
tering [25, 26]. As the intensity increases, perturbation theory breaks down due to
the distortion of the continua (z-parameter, e.g. Up ≥ �ω) and this occurs for in-
tensities between 10−3 < I < 1 PW/cm2. However, the strong-field condition (z1,
z > 1 and γ > 1) is not satisfied until the intensity is further increased, at this point
the atom tunnel ionizes and the classical ansatz fulfilled.
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Fig. 5.6 A plot of the z (continua-state: solid line) and z1 (neon K-shell: dash-dotted line and
L-shell: dashed line) intensity scaling parameter in the x-ray regime as a function of intensity.
The lines are for the z-parameters equal to unity and the axis are plotted in atomic units (au) and
standard units. The dotted line is the perturbative limit that is now defined as 10 % of the L-shell
z1-parameter. The L-shell strong-field limit is at a lower intensity than the K-shell but still beyond
the intensity used in the initial LCLS experiments

Figure 5.5(b) scales these parameters into x-ray frequencies. In this plot, the
bound-state intensity parameter is calculated for the K-shell core (Ip ∼ 870 eV)
of neon (dash-dotted line-bound). For this case a very different picture emerges, as
expected the intensity needed to reach the strong-field limit is significantly higher
in the x-ray regime, ∼1020 W/cm2 at 1 keV. This is corroborated by the LCLS
neon experiments described above that are performed at a maximum intensity of
∼1017 W/cm2 and here perturbation theory appears appropriate in describing the
observables. In addition, as the intensity increases the strong-field condition and the
breakdown of perturbation occur together. Thus the K-shell distortion dominates
above 500 eV photon energy, the atom starts tunneling but the electron does not
quiver, a stark contrast to the optical regime.

It must be kept in mind that the validity of this extrapolations to high frequency is
highly dubious. Figure 5.6 suggests one weakness and perhaps a behavior in the x-
ray regime that is significantly different. In the strong-field optical regime, a descrip-
tion based on an independent electron approximation for valence excitation has been
highly successful in describing the dominant interactions observed in experiments.
However in the x-ray regime the field can couple to several shells, for instance for
neon above 1 keV both K- and L-shell electrons are ionized. Figure 5.6 also plots
the z1-parameter for the neon’s valence L-shell. Now entrance into the strong-field
regime is lower in intensity (∼1017 W/cm2) by almost 2-orders of magnitude. Fur-
thermore, the bound-state contributions (K- plus L-shell) present a dichotomy in the
perturbative limit and clearly at odds. Thus, the physics involved in the perturba-
tive breakdown will be unique to the x-ray regime since it may involve many-body
interactions, not seen in the optical regime.
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5.4 Outlook

The combination of ultrafast duration, high pulse energy and excellent spatial mode
has allowed the LCLS to generate intensities that surpass all known laboratory x-ray
sources by seven-orders of magnitude in intensity. In fact in this regard LCLS is
equivalent to state-of-the-art amplified optical lasers, easily achieving electric field
strengths in excess of an atomic unit.

The LCLS XFEL is allowing the first experimental realization aimed at address-
ing intense x-ray-matter interactions. The initial experiments are unrivaled in scien-
tific discovery but equally important, they also provide a preview of transformational
science whose objectives can be met by future XFEL project, such as the LCLS II.
One obvious frontier is defined by intensity, this paper argues that the strong-field
limit is within reach of current XFEL parameters and provides an opportunity to
explore a new frontier in laser-matter interactions.

Future experiments will benefit from improvements in the control of the XFELs
pulse characteristics, while the multiplication of such devices in the world will make
the access easier and provide new opportunities to explore and develop x-ray non-
linear optics.
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Chapter 6
Third Harmonic Generation from Perturbed
Femtosecond Filaments in Air

Yi Liu, Magali Durand, Yohann Brelet, Amélie Jarnac, Benjamin Forestier,
Aurélien Houard, Arnaud Couairon, and André Mysyrowicz

Abstract We investigate third harmonic generation from femtosecond laser fila-
ments. A two-order-of-magnitude enhancement of third harmonic light is observed
when the (signal) filament is perturbed by a second laser (pump) filament. This
enhancement is studied as function of laser polarization, time delay between the
pump and signal filaments, the pump filament energy, etc. Based on these system-
atic results, we attribute the enhancement to a quenching of the interference effects
of the third harmonic generated in the first and second half of the signal filament.
Numerical simulations based on a two-color propagation model reproduce well the
experimental observations and confirms our explanation.

6.1 Introduction

Intense femtosecond pulses launched in ambient air undergo nonlinear propagation.
With laser peak power exceed a critical power Pcr = 3.72λ2

0/8πn0n2, the optical
Kerr effect leads to a catastrophic collapse of the pulses in the spatial domain [1, 2].
In ambient air, this critical power corresponds to 5 GW for 800 nm pulses. With
the catastrophic focusing of the laser pulse, the corresponding laser intensity be-
comes sufficient to ionize air molecules. The dynamic competition between the de-
focussing effect due to the created underdense plasma and the Kerr focusing effect
results in a spectacular nonlinear propagation phenomenon, called filamentation,
where the laser pulse keeps a high intensity (∼1013–1014 W/cm2) much long than
the Rayleigh length and a weak ionized plasma channel (1016 W/cm3) is left in the
wake of the propagating pulse.

Following its discovery in 1995 [3], femtosecond laser filamentation has attracted
much attention due in particular to many potential applications. These applications
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range from guiding and triggering of high voltage discharge [1, 4, 5], optical fre-
quency conversion to UV and infrared regime [1, 6], generation of few-cycle pulses
[7], generation of intense Terahertz pulse [8, 9], far-off detection of pollutants [10],
virtual antenna emitting at radiofrequency [11], backwards N2 laser emission [12],
to quote a few. Among these applications, the conversion from the fundamental laser
frequency to its third harmonic (TH) in filaments has become an attractive topic be-
cause it provides an extremely simple and robust method for UV pulse generation.
The subject has been pioneered by Aközbek et al. [13]. Subsequent papers reported
conversion efficiency to TH in air ranging from ∼10−5 to 0.2 % [14–18].

Very recently, this subject has been revived by reports that the third harmonic
from a filament (hereafter the signal filament) is enhanced by 2 orders of magnitude
in the presence of a second filament (hereafter pump filament), which intersects
the signal filament in its middle [19–21]. However, the results reported by several
groups differ in several aspects. First, Yang et al. found that the TH is enhanced
only during the temporal overlap of the pump and signal filaments [20]. However,
Suntsov et al. reported that the enhancement is observed for pump/signal delays
up to 40 ps [19, 21]. The second discrepancy concerns the influence of the laser
pulses polarizations. In the experiment of Yang et al., significant TH enhancement
is observed for same polarization states of the pump and signal filaments, while
no enhancement is found when they are orthogonal to each other [20]. However,
Suntsov and coworkers found that the laser polarization does not have any observ-
able influence on the enhanced TH [19, 21]. These discrepancies in experimental
observations naturally led to different explanations. In Ref. [20], the authors sug-
gested that the signal filament is elongated in the presence of the pump filament and
hence the TH yield is correspondingly enhanced. The authors of Refs. [19] and [21]
proposed that the enhanced TH originated from an increased third order susceptibil-
ity of the plasma created at the crossing point of the two filaments.

Aside the above experiments where the signal filament is perturbed by another
filament, other groups reported that the TH can be also enhanced when the fila-
ment is partially blocked by objects like thin copper wire, fused silica plate, and gas
pressure gradient [22–26]. Zhang and coworkers blocked the filament with a thin
copper wire (diameter ∼40 µm) and observed that the TH is enhanced by one order
of magnitude [23]. Later, Yao et al. reported similar enhancement when the filament
is terminated by a pair of fused silica wedge [25]. Therefore, a natural question
is whether the TH enhancement obtained with these different methods have their
origin in the same physical mechanism?

In this work, we investigate the enhanced TH as a function of the pump laser
pulse energy, polarization of the pump pulse, and pump/signal time delay τd. To in-
terpret our results, we explicitly consider the π phase shift which exists between the
harmonic wave generated in the front and tail of the filament [27]. This Gouy phase
shift leads to a large cancellation of third harmonic at the end of an unperturbed fila-
ment. By limiting the filament length to its first half distance with a pinhole formed
by the filament itself on an aluminum foil, we observe a two orders of magnitude
enhancement of TH because the destructive interference is canceled. At the same
time, numerical simulations based on the two color propagation model reproduces
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well our observations, which further confirms our phenomenological interpretation.
We also point out that the results of Refs. [22–26] can be interpreted consistently
along the same lines, namely the suppression of destructive interference which pre-
vents back-conversion from the TH to the fundamental pulse.

6.2 Experimental Results

In our experiment, we employed a chirped pulse amplification laser system (Thales,
Alpha 100). This system delivers 50 fs laser pulses at 800 nm with a maximum pulse
energy of 15 mJ. The laser pulse is first split into two replicas with a 50/50 beam
splitter. The polarization and energy of the two pulses can be individually varied
by a combination of a half wave plate and a Glan polarizor mounted on each beam
path. The two pulses, the filament forming signal pulse and the pump pulse, are
focused by two convex lens f1 and f2 and cross each other with an angle ϕ. The
time delay between the two pulses can be continuously varied by a delay line. The
focus of the pump pulse is adjusted to intersect the signal filament at its middle
distance, as see in Fig. 6.1(a). In a second experiment, an aluminum foil of 150 µm
thickness is mounted around the filament area (Fig. 6.1(b)). With successive laser
shots, the intense filament core starts to drill a hole through the Al foil. This Al
pinhole blocks largely the surrounding energy reservoir and hence terminates the
further propagation of the filament. On the other hand, the TH generated before the
pinhole largely pass through it because the TH is mainly confined in the intense
filament core due to its nonlinear generation mechanism.

In order to measure the TH beyond the filaments crossing point or after the Al
pinhole, two detection systems are used. In the first detection scheme, several low-
pass color filters (UG11) are used to filter out the TH signal while attenuating the
fundamental pulse heavily. Then, the pulses are projected on a white paper screen
situated 70 cm after the filament area, where a charge-coupled detector camera cap-
tures its far field pattern (Fig. 6.1(c)). To measure the spectrum and intensity of the
TH, the total TH radiation is collected with a convex lens of fused silica with di-
ameter d = 2 cm and focal distance f = 15 cm positioned 50 cm after the end of
the filament and sent to a spectrometer or a calibrated photodiode after blocking the
fundamental frequency with color filters (Fig. 6.1(d)).

In Fig. 6.2(a)–(e), we present photographs of the luminescence track left by the
filament plasma string for different pump pulse energies. The two pulses are crossed
with an angle of 50°. The corresponding far field patterns of the TH generated by the
signal filament are shown in Fig. 6.2(a′)–(e′). The filament length is about 4 cm for
an incident laser pulse energy of 520 µJ which corresponds to 2Pcr. In Fig. 6.2(a) and
(a’), the pump pulse is turned off. In the far field we observe weak residual 800 nm
light and broadband continuum but almost no third harmonic. From (b) to (e), the
energy of the pump pulse is 100, 210, 380, 520 µJ respectively. With the increase of
the pump energy, a bright plasma spot appears at the overlapping region and above
Ep ∼ 210 µJ the pump beam starts forming its own filament. At the same time, a sig-
nificant enhancement of third harmonic from the signal filament is observed in the
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Fig. 6.1 Schematic experimental setup. (a) Two femtosecond pulses form filaments in air, which
cross with angle ϕ. (b) An aluminum foil is mounted on the filament. The intense filament core
drills a hole on the foil, which largely terminates the further propagation of filament by blocking
the surrounding energy reservoir while leaves the third harmonic generated before the pinhole pass
through. The detection is detailed in (c) and (d). (c) The signal pulse (pulse 1) after interaction is
filtered by color filters (F) and projected on a paper screen S. The fluorescence induced by the third
harmonic on the screen is observed by a camera. (d) The third harmonic after the filters is focused
by a fused silica lens (L) and detected by a fiber spectrometer or a calibrated photodiode

far field. At low pump pulse energy, below Ep = 100 µJ, a centro-symmetric circu-
lar emission pattern of the TH centered on the filament axis is observed. At higher
pump pulse energy (Ep > 210 µJ), part of the TH emission appears at a larger angle,
preferentially in the direction orthogonal to the plane formed by the two crossing fil-
aments. Figure 6.3 shows the spectrum of the third harmonic with and without the
pump pulse, corresponding to Fig. 6.2(a) and (d). An enhancement of the third har-
monic energy by a factor 100 is observed for a pump energy of 380 µJ.

We performed systematic measurements to address the role of the pump pulse
polarization and the time delay τd between the two pulses in the enhancement of the
third harmonic. Figure 6.4 shows the enhanced TH signal as a function of the time
delay τd for different energies and polarizations of the pump pulse. For Ep = 120 µJ,
an enhanced TH signal is observed in the case of parallel polarization within a delay
of a few hundred femtoseconds (Fig. 6.4(a)). These observations are similar to those
in Ref. [20]. At high pump pulse energy of 520 µJ (Fig. 6.4(d)), almost no difference
is found between the two laser polarizations, in agreement with Refs. [19] and [21].
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Fig. 6.2 Photos of the
characteristic plasma
luminescence of a free
propagating filament (a) and
filaments intercepted by a
pump pulse (b)–(e). The
signal pulse (1) and pump
pulse (2) are focused by
convex lenses of focal length
f1 = 100 cm and f2 = 50 cm.
The arrows in (e) represent
their propagation directions.
The pump pulse energies are
100, 210, 380, and 520 µJ
for (b), (c), (d), and (e),
respectively. (a′)–(e′) show
the corresponding images of
the third harmonic generated
by the signal filament and the
residual IR component

Fig. 6.3 Spectrum of the
third harmonic with and
without the pump pulse,
corresponding to the case of
Fig. 6.2(a) and (d)

For pump energy between 120 µJ and 520 µJ, an intermediate behavior is observed,
in which the two polarizations produce different third harmonic signals during the
∼200 fs time overlap, while later no difference is observed (Fig. 6.4(b) and (c)). We
further measured the maximum enhanced third harmonic as a function of the pump
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Fig. 6.4 Third harmonic signal as a function of delay τd for different pump polarizations and
pump pulse energies. The lenses used to focus the signal and pump pulses are f1 = 100 cm and
f2 = 15 cm. The cross angle ϕ of the two filaments is 90°. The energy of the signal pulse is 320 µJ

Fig. 6.5 Enhanced TH signal
as a function of the pump
pulse energy, while the signal
filament pulse energy is fixed
to 330 µJ. The experiment
conditions are the same as in
Fig. 6.4

pulse energy systematically for the two orthogonal pump polarizations. The results
are presented in Fig. 6.5. Consistent with the above results, for pump pulse energy
relatively low (<500 µJ) the two polarizations exhibit significant difference while a
similar enhancement is observed for higher energy pump pulse.
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Fig. 6.6 (a) Measured TH signal from a free propagating filament as a function of the signal pulse
energy, and maximum TH signal from filament intercepted by a 300 µJ pump pulse. (b) Same as
in (a) but the filament is intercepted by an Al foil. (c) Calculated TH energy from a free filament
(10 cm after the focus) and maximum TH energy contained in a 100 µm aperture as a function of the
input energy of the fundamental pulse. The nonlinear index coefficient is n2 = 3.2×10−19 cm2/W.
(d) Same as in (c) but the nonlinear index coefficient is n2 = 1.8 × 10−19 cm2/W

We further compared the TH signal from a free propagating filament with the
maximum enhanced TH signal in the presence of a pump filament with Ep = 300 µJ.
Results are presented in Fig. 6.6(a). For low signal pulse energy (<400 µJ) an en-
hancement by a factor of 100 is observed, while this improvement effect weakens
gradually with the increment of the incident pulse energy.

Concerning the underlying mechanism for the TH enhancement, we find some
clues in Fig. 6.2. In this figure it is seen that the filament luminescence track is grad-
ually shortened in the presence of the pump pulse. Yet the maximum TH radiation
is obtained when the filament is the shortest. This observation suggests that the TH
generated in the first part of the filament is largely canceled by the second half of
the filament in the far field.

To check this hypothesis, we employed another method to reduce the length of
the filament, leaving its first part unperturbed. We inserted a 150 µm thick aluminum
foil in the middle of a 4 cm long filament formed by a 600 µJ laser pulse focused
with a lens of f = 1 m. After about 2 seconds, the intense filament core starts to drill
a hole on the metallic foil and partially penetrates through it. As a result, a small di-
aphragm with a diameter corresponding to the intense filament core is realized. We
monitored the TH signal in the far field during this process and present the results
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Fig. 6.7 Third harmonic
signal measured after the
insert of a 150 µm thickness
Al foil around the center of a
4 cm long filament. The insets
present the photos of the
filament drilled pinholes, with
the numbers indicating the
exposition time in seconds

in Fig. 6.7 as a function of the exposition time. The evolution of the diaphragm is
also presented as an inset. It is not surprising to find that the diaphragm enlarges
gradually, followed by a rather stable state of constant diameter with the subse-
quent accumulation of laser shots. However, the TH energy presents a maximum
around t = 2–3 s and decreases substantially after 4 seconds when a larger opening
is achieved. We argue that with a smaller pinhole of around 60 µm, correspond-
ing to the exposition time from 2 s to 4 s, the laser energy reservoir surrounding
the filament core is largely blocked, preventing further filamentation after the pin-
hole [28, 29]. Meanwhile, the third harmonic wave generated inside the intense core
of the filament before the diaphragm is transmitted through the pinhole. With the
further enlargement of the pinhole opening, the transmitted laser power becomes
larger than Pcr. As a result, an underdeveloped filament continues after the pinhole
[28, 29] and serves as additional TH source to the total TH yield in the far field.
Therefore, the observed decreasing of the TH after t = 3 s in Fig. 6.7 leads to the
conclusion that the TH generated after the pinhole contributes destructively to the
total TH yield.

To monitor the amount of TH generated in different sections of the filament,
we displaced the Al foil along the filament axis and recorded the corresponding
maximum TH yield. The results are presented in Fig. 6.8. The TH signal increases
in the first section of the filament, reaches a maximum and then decreases in the
second half section. This observation supports the hypothesis that the TH radia-
tion generated in the filament tail interferes destructively with the TH generated
in the first section. It is further confirmed by the following measurement. The fil-
ament is first intercepted at mid distance by the pump pulse. A pre-formed 100
µm diaphragm is then placed beyond the crossing point and the TH is measured
again by displacing the diaphragm along increasing z. The result is also shown in
Fig. 6.8. As can be seen, the TH signal remains almost constant after the crossing
point, instead of decreasing rapidly as it is the case with a fully developed filament.
This observation suggests that the dense plasma at the crossing point actually acts
as a blocker that partially stops the filament formation and hence arrests the back
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Fig. 6.8 Third harmonic
energy after the pinhole
created by the filament core
on the aluminum foil. For
crossed filaments, a
pre-formed 100 µm pinhole is
scanned after the filament
cross at z = 0 cm. The
energies of the signal and
pump pulse are 320 µJ and
300 µJ

conversion of the TH generated in the upstream half filament into the fundamental
frequency.

We therefore conclude that the TH produced on the leading and trailing parts
of the filament possess opposite carrier phase, which is at the origin of the large
cancellation of TH at the end of a fully developed filament. In the presence of an
intercepting pump filament or other objects (small size pinhole, thin copper wire,
water droplet, etc.), the development of the filament is suppressed after the obsta-
cle, breaking the large cancellation of the TH at the end of the filament. As a re-
sult, an enhancement of the total TH yield is generally observed. We note that the
same conclusion is implicit in Ref. [30]: passing through the regime of filamenta-
tion the TH will first increase and then after the focus energy will return back to the
pump.

Finally, we compared the maximum enhanced TH as a function of the input en-
ergy in the presence of the Al diaphragm with that of an unperturbed filament, as
shown in Fig. 6.6(b). A basically similar scenario is found comparing to Fig. 6.6(a),
confirming the same physical mechanism underlying the two methods for TH en-
hancement.

6.3 Numerical Simulations and Discussion

Modeling the generation of third harmonic generation and two-color pulse propaga-
tion in the experiments was performed by means of numerical simulations based on
an extension of the two-color propagation model initially developed by Aközbek et
al. [13].

The electric field is written in terms of the fundamental Eω0(�r, t, z) and third
harmonic E3ω0(�r, t, z) envelopes:

E = Eω0 exp
[
i(kω0z − ω0t)

]+ E3ω0 exp
[
i(k3ω0z + �kz − 3ω0t)

]
(6.1)

with kω0 ≡ k(ω0), k3ω0 ≡ k(3ω0), and �k = 3k(ω0) − k(3ω0) = −5 cm−1 (air at
800 nm) where k(ω) denotes the dispersion relation in air [31].
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As discussed by Kolesik et al. [15], this decomposition is valid as long as the
spectrum of the TH component remains well separated from the spectrum of the
fundamental pulse, i.e., when it does not overlap with the supercontinuum gener-
ated by nonlinear propagation of the fundamental pulse. This assumption was well
satisfied in our calculations.

The propagation equations for the fundamental and third harmonic pulse en-
velopes are written in the Fourier domain for Êω0(k⊥,ω, z) and Ê3ω0(k⊥,ω, z) and
take the form of two coupled canonical propagation equations [32]:

∂Êω0

∂z
= iKω0(ω, k⊥)Êω0 + iQω0(ω)

(
P̂ω0

ε0
+ i

ω

Ĵω0

ε0

)
(6.2)

∂Ê3ω0

∂z
= iK3ω0(ω, k⊥)Ê3ω0 + iQ3ω0(ω)

(
P̂3ω0

ε0
+ i

ω

Ĵ3ω0

ε0

)
(6.3)

Here the linear terms representing diffraction, dispersion and space-time coupling
read Kω0(ω, k⊥) ≡ 1

2 (kω0 + k′
ω0

(ω − ω0))
−1[k2(ω) − (kω0 + k′

ω0
(ω − ω0))

2 −
k2⊥], and K3ω0(ω, k⊥) = �k + 1

2 (k3ω0 + k′
ω0

(ω − 3ω0))
−1[k2(ω) − (k3ω0 + k′

ω0
×

(ω − 3ω0))
2 − k2⊥], where the dispersive properties of the medium are described by

a Sellmeier-like relation k(ω), and kω0 ≡ k(ω0), k
′
ω0

≡ dk/dω|ω0, k3ω0 ≡ k(3ω0).

The nonlinear dispersive terms for each component read Qω0(ω) ≡ 1
2 (kω0 +

k′
ω0

(ω−ω0))
−1(ω2/c2) and Q3ω0(ω) ≡ 1

2 (k3ω0 +k′
ω0

(ω−3ω0))
−1(ω2/c2). In com-

parison with the standard modeling of pulse propagation with nonlinear envelope
equations of the nonlinear Schrödinger type, these frequency dependent operators
in (6.2) and (6.3) extend the model validity to pulses with broad spectra, as short as a
single cycle. The derivation is explained in details in Refs. [30, 32]. Note that group
velocity mismatch is included in the propagation constant for the third harmonic
pulse, as can be readily seen by an expansion of K3ω0(ω, k⊥) around ω = 3ω0.

In the temporal domain, both the fundamental and the third harmonic pulses are
propagated in the frame of the fundamental pulse τ = t − k′

0z, where t denotes
time in the laboratory frame. The nonlinear terms in (6.2) and (6.3) are all included
in the nonlinear polarization envelopes P̂ω0(k⊥,ω, z), P̂3ω0(k⊥,ω, z) and current
envelopes Ĵω0(k⊥,ω, z), Ĵ3ω0(k⊥,ω, z), acting as source terms for the propagation
of the fundamental and TH pulses. The nonlinear polarization describes the optical
Kerr effect with self- and cross-phase modulation, third-harmonic generation and
back-conversion:

Pω0

ε0
= 2nω0n2

[(|Eω0 |2 + 2|E3ω0 |2
)
Eω0 + E∗2

ω0
E3ω0

]
(6.4a)

P3ω0

ε0
= 2n3ω0n2

[(|E3ω0 |2 + 2|Eω0 |2
)
E3ω0 + E3

ω0

3

]
(6.4b)

The currents describe plasma absorption and plasma defocussing in the frame-
work of the Drude model, with collision time τc, for the fundamental and the third
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harmonic pulses:

Jω0

ε0
= cσω0(1 + iω0τc)ρEω0 + cnω0βKω0

|Eω0 |2Kω0 −2Eω0 (6.5a)

J3ω0

ε0
= cσ3ω0(1 + i3ω0τc)ρE3ω0 + cn3ω0βK3ω0

|E3ω0 |2K3ω0 −2E3ω0 (6.5b)

The various parameters in (6.4a), (6.4b), (6.5a), (6.5b), are: the linear refrac-
tive index nω0 and n3ω0 , the cross sections for inverse Bremsstrahlung σω0 =
5.5 × 10−20 cm2 and σ3ω0 = 6.1 × 10−21 cm2, the cross sections for multiphoton
absorption βKω0

= 1.8 × 10−94 cm13 W−7 and βK3ω0
= 1.4 × 10−26 cm3 W−2, the

numbers of photons Kω0 = 8 and K3ω0 = 3 involved in the process at the funda-
mental and third harmonic frequencies, respectively; the collision time τc = 350 fs
in air and the nonlinear index coefficient n2 [33, 34]. We performed simulations
for 2 values of the nonlinear index coefficient: n2 = 3.2 × 10−19 cm2/W and
n2 = 1.8 × 10−19 cm2/W. The first value is more appropriate for pulse durations
of 50 fs or more while the second value corresponds to pulse durations for which
the role of the retarded Kerr effect is negligible [35, 36].

Ionization of air is described by a single rate equation for the generation of free
electrons with density ρ. Consistently with the two-color propagation model, each
source term corresponding to multiphoton ionization or avalanche processes com-
prises a contribution for each color:

∂ρ

∂t
= (σKω0

|Eω0 |2Kω0 + σK3ω0
|E3ω0 |2K3ω0

)
(ρnt − ρ)

+ (σω0 |Eω0 |2 + σ3ω0 |E3ω0 |2
) ρ

Ui

(6.6)

where σKω0
= 3.7 × 10−96 cm16 W−8 s−1 and σK3ω0

= 2.5 × 10−28 cm6 W−3 s−1

denote the cross sections for multiphoton ionization at the fundamental and third
harmonic frequencies, ρnt denotes the density of neutral oxygen molecules which
is the main ionized species at intensities of a few 1013 W/cm2 and Ui denotes its
ionization potential.

Figure 6.9 shows the beam characteristics for the fundamental and TH pulses
during the propagation of an incident pulse of low energy (1 pJ). The maximum
intensity of the fundamental and third harmonic pulses, their Full Width at Half
Maximum (FWHM) and the energy contained in a cylinder of radius 100 microns
are shown as functions of the propagation distance. At low energy, the propagation
of the fundamental pulse is governed by the laws of Gaussian optics. Energy of
the TH pulse increases progressively before the focus and decreases again after
the focus. The clearly visible oscillation period of the TH pulse corresponds to the
expected value determined by the phase mismatch. The amplitude of this oscillation
decreases when the focusing geometry is tighter as in our experiments. In the far-
field, all the TH energy returned to the pump. This behavior has been attributed to
the Gouy phase shift between the fundamental and third harmonic [13, 27], which
leads to destructive interference between the third harmonic waves generated before
and after the focus.
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Fig. 6.9 Propagation dynamics of the fundamental (first column) and the TH (second column)
pulses at low energy. First line: Maximum intensity as a function of the propagation distance z.
Second line: Beam FWHM vs z, calculated from the fluence distributions of the fundamental and
third harmonic, respectively. Third line: Energy contained within a cylinder of radius 100 microns.
The energy of the fundamental pulse is 1 pJ and its waist at focus z = 0 cm is 100 microns

Figure 6.10 shows the same quantities for parameters corresponding to our ex-
periments (waist at the focus of 30 µm and pulse energies of 100 and 500 µJ). The
fundamental pulse forms a short filament with increasing length when the input en-
ergy increases. The propagation of the TH pulse exhibits attenuated contrast in the
oscillations. For both pulses with input energy of 100 µJ and 500 µJ, the TH energy
decreases slightly after its maximum but its energy is not entirely given back to the
fundamental pulse. Although the energy of the TH pulse at the end of filamentation
may be several decades below the maximum energy reached in the filament, it re-
tains an energy of several nanojoules for an input pulse of 500 µJ. The discontinuity
of the beam width of the third harmonic in the nonlinear regime is due to the fact
that the TH beam exhibits an axial and a conical component as will be illustrated
below. Only the axial component gives its energy back to the pump whereas the con-
ical component stores most of the energy retrieved at the end of the filamentation
stage. The beam width plotted in Fig. 6.10 therefore jumps from the radius of the
axial component to the radius of the ring-like conical component.

In Fig. 6.6(c), (d), we presented the TH yield from a fully developed filament for
fundamental pulse energies up to 2.2 mJ. To mimic the function of the Al diaphragm,
we simulate it with a numerical aperture with a diameter of 100 µm and monitor the
maximum TH contained in this area during filamentation. The results are shown in
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Fig. 6.10 Propagation dynamics of the fundamental (first column) and the TH (second column)
pulses in the conditions of the experiment. The energy of the fundamental pulse is 100 µJ (top fig-
ure) and 500 µJ (bottom figure) and in both cases, its waist at focus z = 0 cm would be 30 microns
if the propagation was linear. The same quantities as in Fig. 6.9 are presented but the log scale was
used in the first and third line to stress that the energy in the third harmonic pulse does not entirely
return to the pump
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Fig. 6.6(c) for a nonlinear index coefficient n2 = 3.2 × 10−19 cm2/W correspond-
ing to the critical power of 3 GW, and in Fig. 6.6(d) for n2 = 1.8 × 10−19 cm2/W
corresponding to the critical power of 5 GW. The qualitative agreement between
the experiment and simulation confirms our above phenomenological explanation.
The energy of the TH pulse increases rapidly for increasing but low energies of the
fundamental pulse. Above 500 µJ, the TH energy still increases but at a slower rate.
We note that the difference between the TH energy passing through the aperture
of 100 µm and the total TH energy calculated at the end of the filament decreases
at large fundamental pulse energies. This is due to the fact that increasing nonlin-
earity due to the longer filamentation length quenches the destructive interference
responsible for the back conversion of the energy in the axial component of the TH
pulse. Consequently, the fraction of TH energy that remains in the axial component
is closer to the maximum TH energy for large fundamental pulse energies.

The space-time dynamics of the fundamental and TH pulses are shown in
Fig. 6.11 as functions of the propagation distance around the linear focus for an
incident energy of 500 µJ. The fundamental pulse follows a standard filamentation
dynamics with well-defined stages: self-focusing, plasma generation, defocussing
of the trailing part (positive times) of the pulse and formation of a ring-shaped beam
surrounding the intense central part. A refocusing process finally brings part of the
energy of this ring back to the center but the fluence profile at the end of the filament
still exhibits an intense axial beam surrounded by a conical beam. The dynamics of
the TH pulse is slave to that of the fundamental. This comes from the third harmonic
generation term (last term in (6.4b)) which plays the most important role among
nonlinearities affecting the TH pulse. Therefore, we observe the formation of a ring
in the TH pulse which is also clear from the time integrated (fluence) profiles plot-
ted as white curves on each figure. As previously shown [13, 16, 18], this TH ring
is not only the result of third harmonic generation by the ring-shaped fundamental
pulse but also the result of a phase matching process involving the axial part of the
fundamental pulse and a preferential angle for the TH pulse. The structures which
are not visible in the fundamental pulse but appear in the TH pulse profile indicate
the latter phase matching process leading to conical TH generation. The conical
part of the TH pulse does obviously not spatiotemporally overlap with the conical
part of the fundamental pulse. This confirms that the energy corresponding to the
conical emission of the TH pulse cannot go back to the pump as four wave mixing
governed by the last term in (6.4a), which should induce this back conversion, is
prevented in the absence of spatial and temporal overlap. In contrast the axial part
of the fundamental and TH pulses do overlap over a significant propagation distance
within the filament, thereby allowing for back conversion from the TH pulse to the
fundamental.

As a final comment, we would like to come back to the discrepancies concerning
the TH enhancement with a pump filament and the comparison of all these methods.
In our opinion, previous experiments reporting strong TH enhancement with short
perturbed filaments can be interpreted consistently along the same lines. The appar-
ent contradictory results concerning the delay can be reconciled by considering the
type of perturbation introduced in the filament. For low power pump pulse, like the
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Fig. 6.11 Spatiotemporal dynamics of the fundamental (left column) and the TH (right) pulses as
a function of the propagation distance. The energy of the fundamental pulse is 500 µJ and its waist
at focus z = 0 cm would be 30 microns if the propagation was linear. The white curves on the left
of each subfigure represent the fluence profiles for the fundamental and the TH pulses

results in Ref. [20] and ours in Fig. 6.4(a), an enhanced TH signal is observed in
the case of parallel polarization and within a delay of a few hundred femtoseconds.
This can be attributed to the fact that a plasma blocker is formed by the interference
pattern between the pump and signal laser fields, acting as an efficient interference
grating. This requires that the signal and pump pulses have the same polarization and
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similar intensities. At higher pump pulse energies, almost no difference is found be-
tween the two laser polarizations [19, 21]. This is similar to the results presented in
Fig. 6.4(d). This phenomenon is due to the fact that the pump intensity is now much
higher than that of the signal pulse and the plasma formed by the pump pulse acts
now as a filament blocker. The polarization of the pump pulse is no longer crucial
for the TH enhancement since the contribution of the relatively weaker signal pulse
to the formation of the plasma blocker is negligible. Concerning the other methods
for TH enhancement, blocking partially the filament with thin metallic fiber or fused
silica wedge, we argue that the roles of these obstacles are also to perturb the fil-
ament develop and lead to break of the large cancellation of TH generated inside,
like it was pointed out by the authors [22–26].

6.4 Conclusion

We studied the enhanced third harmonic generation from a femtosecond laser fil-
ament intercepted by a pump femtosecond pulse. Systematic measurement of the
enhanced TH as function of the pulse polarization, time delay and pulse energies,
have been performed. Based on these results, we concluded that the enhancement of
the TH originates from the breaking of the large cancellation of the TH in a filament
perturbed by a pump pulse. Numerical simulations have been performed to examine
the dynamics of the TH generation in a filament. It is revealed that for pulse with
relatively low energy pulse, it is the geometrical Gouy phase shift that is responsible
for the TH cancellation inside the filament. Meanwhile, for more energetic pulses,
the nonlinear propagation effects overcome largely the effect of the Gouy phase
shift so that substantial TH survives at the end of a free propagating filament, as
confirmed by the experiments.
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Chapter 7
Strong and Coherent Forward Emissions
from Molecules Driven by Femtosecond Infrared
Laser Pulses
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Ya Cheng, Zhizhan Xu, Daniil Kartashov, Skirmantas Alisauskas,
Audrius Pugzlys, Andrius Baltuska, Kaoru Yamanouchi, and See-Leang Chin

Abstract Strong narrow-band coherent emission lines of the B2Σ+
u –X2Σ+

g transi-

tion of N+
2 in air and the A2Πu–X2Πg transition of CO+

2 in CO2 gas are observed
from filaments generated by intense infrared femtosecond laser pulses (1150–
2000 nm, <200 fs) in air. The coherent emission stimulated by self-generated third
and/or fifth harmonics of the infrared femtosecond laser pulses is found to propagate
in the forward direction along the infrared laser beam and has the same polarization
direction as the third and fifth harmonics serving as the seed light. The intensity of
the strong forward emissions of N+

2 and CO+
2 , exhibiting excellent temporal and

spatial coherence properties, is two orders of magnitude stronger than that of the
fluorescence of molecules, and is strongly dependent on the pump laser intensity,
the intensity of the seed harmonic radiation, and the filament length. The possible
mechanisms responsible for the generation of the strong coherence emissions are
discussed.
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7.1 Introduction

When femtosecond laser pulse with the power beyond a threshold value (critical
power) propagates in air, it self-focuses by the optical Kerr effect, and leads to
multi-photon and/or tunnel ionization of atoms and molecules in air. Then, plasma
produced by the ionization defocuses the laser beam. A dynamic balance between
the Kerr self-focusing and the plasma defocussing is finally achieved so that in-
tensity clamping occurs at around the laser intensity of about 5 × 1013 W/cm2 in
the focal spot in air when 800 nm laser pulses are employed, and leaves a long
weak plasma column, a so-called filament, in the laser propagation path [1–4]. This
high clamped intensity induces fluorescence emission of atoms and molecules in-
side the filaments, which could be further amplified along the path of the filaments
if population inversion conditions are fulfilled in the state populations in atomic and
molecular species formed in the filaments [4–6].

Recently, remote lasing actions occurring as amplified spontaneous emissions
(ASE) have been observed, which are induced by the filamentation of intense fem-
tosecond laser pulses propagating in air [7–9]. It was found that the ASE-based
lasers in air were operated either with N2 or O2 as gain medium. For N2, it was
shown from the detection of the backward scattered fluorescence that the fluores-
cence intensity of N2 at 357 nm increases exponentially with a gain coefficient of
0.3 cm−1 as the filament length increases. In this circumstance, laser pulses (800 nm,
42 fs) were focused directly into air to generate a single filament with a length of
a few centimeters that varies as a function of the input laser energy of the fem-
tosecond laser pulses. Besides the 357 nm laser emission, several other fluorescence
lines such as 337 nm from the second positive band of N2 were found to be am-
plified to generate ASE with a similar gain [7, 8]. The population inversion for the
nitrogen ASE lasers was ascribed to the recombination of free electrons with ions in
the plasma. For O2, the ASE lasing line resulting from O atoms with the 3p3P–3s3S
transition at 845 nm was observed when a 226-nm, 100-ps laser pulse was used to
induce two-photon dissociation of O2 and the subsequent two-photon resonant exci-
tation of the ground state O atom fragments, which produce the emission at 845 nm.
Well-collimated coherent light beams with a gain coefficient of 62 cm−1 were ob-
served in both backward and forward propagation directions as reported previously
in Ref. [9].

The observations of remote lasing actions mentioned above are very promising
since femtosecond filamentation enables us to reach a remote distance as far as a few
kilometers [10]. However, because the lifetimes of the excited states of N2 and O2
in air are in the picosecond and nanosecond range, only a small portion of the long
filament induced by ASE lasers is used for the lasing with one laser pulse [11, 12].
To overcome this limit, a multiple-pulse scheme was proposed, which relies upon
a pulse train to boost the plasma density in the seed channel to satisfy the transient
population inversion for amplification [13]. Theoretical simulations on the possible
mechanisms for the remote atmospheric ASE lasing were also reported recently
[14–16].

More recently, we demonstrated experimentally that multi-wavelength narrow-
band coherence emissions of molecules are induced by intense femtosecond infrared
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laser pulses in air as well as in CO2 gases [17, 18]. It was found that these strong
narrow-band emissions result from the electronic bands of molecular ions of N+

2
and CO+

2 , and could only be produced along the propagation direction of the fun-
damental laser light. In addition, these forward coherence emissions were shown to
occur within an unexpectedly short time scale comparable to the pump laser pulse
duration (∼200 fs), which were tentatively attributed to seed-laser amplification of
the self-generated harmonics of the pump infrared lasers [17]. The abovementioned
observations are fundamentally different from the previously reported ASE lasers,
which are based either on electron recombination of ionized N2 or on resonant two-
photon excitation of O fragments produced through the resonant two-photon disso-
ciation of O2.

In this chapter, we will first present in Sect. 7.2 a typical experimental apparatus
for generating the strong multi-wavelength coherence emissions, which is followed
by our results on N2 in air (Sect. 7.3) and N2 mixed with Ar, Xe and Ne (Sect. 7.4).
In Sect. 7.5, we will introduce the coherence narrow-band emissions produced in
CO2. We will then discuss in Sect. 7.6 regarding the mechanisms responsible for
this coherence emission of molecular ions induced by intense laser fields. Finally,
the summary and conclusions are presented in Sect. 7.7.

7.2 Experimental Setup

The experiments of remote narrow-band coherence emission of molecular ions were
conducted using an optical parametric amplifier (OPA, HE-TOPAS, Light Conver-
sion, Inc.), which was pumped by a commercial Ti:Sapphire laser system (Legend
Elite-Duo, Coherent, Inc.) with a repetition rate of 1 kHz and a central wavelength
of ∼800 nm [17, 18]. The central wavelength of the infrared pulses from the OPA
can be continuously tuned in the spectral range from ∼1200 nm to 2500 nm. In the
spectral range of 1600–2500 nm that corresponds to the idler output of OPA, the
maximum pulse energy of the OPA reached to ∼700 µJ, and the pulse duration at
around 1900 nm was ∼200 fs. In the spectral range of 1200–1600 nm that corre-
sponds to the signal output of OPA, the pulse energy of the OPA reached ∼1.2 mJ,
and the pulse duration at around 1284 nm was ∼80 fs. The pump infrared laser
pulses were focused into a vacuum chamber filled with different gases or directly
into air by using lenses of different focal lengths ranging from 36 mm to 300 mm,
so that the third or fifth harmonics of the fundamental laser pulse as well as the
amplified emissions are generated. A grating spectrometer (Shamrock 303i, Andor)
with a 1200 grooves/mm grating was used to record the spectra of the plasma of
different gases. For measuring the fluorescence spectra of the emissions, the light
emitting to the backward direction and side direction from the filament was guided
into the grating spectrometer through a focal lens to couple the fluorescence light
into a fiber.
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Fig. 7.1 Forward direction
spectra obtained with three
different input energies of
1960 nm pump pulse
excitation

7.3 Switchable Multi-wavelength Coherence Emissions in Air

Figure 7.1 shows the 5th harmonic spectra in the 375–400 nm range obtained with
1960 nm pump pulses at three different input energies. The focal length of the lens
was 36 mm. It can be seen that as the input energy increases a strong, narrow-
bandwidth emission at 391 nm appears on the top of the spectrum of the 5th har-
monic. The 391 nm band corresponds to the B2Σ+

u –X2Σ+
g (0, 0) transition of N+

2 .
The strong 391-nm narrow-band emission on the top of the fifth harmonic spectrum
does not appear when the input energy of the laser pulse is lower (18 and 23 µJ) even
if the 5th harmonic has already been produced, but when the laser energy reached
30 µJ, the strong narrow-band emission at 391 nm takes place. This implies that the
emission has a strong dependence on the laser intensity. It should be noted that the
calculated intensity of 3.4 × 1013 W/cm2 for the value of 30 µJ has not reached yet
the clamped intensity for the filamentation if we assume that the pulse is focused
into vacuum.

The strong narrow-bandwidth emission at 391 nm was found to have an excel-
lent polarization property. In Fig. 7.2, the strong narrow-band emission at 391 nm
produced by the laser pulse with the energy of 150 µJ and the central wavelength of
1920 nm is illustrated. Its polarization property was measured using a Glan-Taylor
polarizer, which was placed just before the spectrometer. It was found that the strong
emission at 391 nm is linearly polarized with the direction parallel to the polariza-
tion direction of the pump infrared laser pulses. This perfectly linearly polarized
strong narrow-band emission at 391 nm shows a totally different feature from the
ASE laser whose polarization is isotropic.

The strong 391-nm emission propagated in the same direction as the laser propa-
gation direction, that is, the forward direction. We measured the fluorescence spectra
of the filament both from the side and the backward direction. It was found that the
spectra recorded from the backward and side directions did not show any strong
emission at 391 nm, and their spectra were similar to each other with comparable
fluorescence line intensities for both N2 and N+

2 [11], which were two orders of
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Fig. 7.2 The fifth harmonic
spectrum and the 391 nm
laser emission obtained with
1920 nm pump pulse
excitation at 150 µJ. The data
were averaged over 500 laser
shots. The inset shows the
polarization property of the
391 nm line emission

Fig. 7.3 The 391 nm line
intensity versus the plasma
channel length in air. The
solid line is the fitted
exponential curve of the
coherence line emission

magnitude lower than the 391-nm emission propagating towards the forward direc-
tion.

The dependence of the forward 391-nm emission on the filament length was mea-
sured, as shown in Fig. 7.3, by truncating the length of the plasma channel of the
filament using a pair of uncoated fused silica plates [19] and by recording the signal
intensity of the 391 nm emission at the respected truncated filament lengths. In this
measurement, a pair of uncoated fused silica plates was intersected with the plasma
channel induced by the infrared pump laser. Thus, the intense femtosecond laser
beam was reflected by the front and back surfaces of these two fused silica plate,
and the loss of the laser energy by the transmission through the plate pair reduces
largely the peak intensity of the reflected femtosecond laser beam, and consequently,
the plasma channel is truncated. The filament length was determined by moving the
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Fig. 7.4 A simplified
energy-level diagram of
ionized and neutral nitrogen
molecules and the transitions
corresponding to the
narrow-band line emissions

focal lens along the propagation direction of the femtosecond laser beam. The sig-
nal intensity of the 391 nm emission recorded by the spectrometer was estimated
by integrating the spectral flux over a narrow spectral window peaked at 391.4 nm
with a spectral width of ∼0.3 nm (full width at half maximum, FWHM). In order
to remove the fluorescence signal from the spectrum, a polarizer was placed just
before the spectrometer so that only the light with the polarization direction paral-
lel to that of the pump laser passes through. The recorded intensity of the 391 nm
emission shows a clear exponential dependence on the plasma length with a coeffi-
cient of ∼5.02 cm−1, which is more than one order of magnitude higher than that
(∼ 0.3 cm−1) of the ASE as reported in Ref. [7].

It should be pointed out that, when the pump wavelengths are respectively tuned
to 1682, 1760, 2050 and 1415 nm [17], the coherent narrow-band emissions in air
were also observed at 331, 358, 428 and 471 nm, which correspond respectively to
the B2Σ+

u –X2Σ+
g (2,0), (1,0), (0,1), and (0,2) emission transitions of N+

2 (see
Fig. 7.4). Because the pump pulse energy of our OPA source drops significantly
when the wavelength is longer than 2200 nm, the forward coherence emission at
471 nm was seeded by the 3rd harmonic of the pump laser pulse with the wavelength
at 1415 nm.

7.4 Strong Forward Nitrogen Coherence Emissions in Different
Gas Mixtures

In order to investigate the mechanisms of the generation of the narrow-band strong
forward emissions, the emission at 391 nm was measured using the mixtures of N2
with three different rare gas species, i.e., N2-Xe, N2-Ar, and N2-Ne, where the pump
laser wavelength and energy were set to be 1184 nm and 0.96 mJ, respectively,
and the N2 pressure was fixed at 0.1 bars. The 391 nm emission in the forward
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Fig. 7.5 Forward direction
spectra obtained with the
excitation of 1184 nm
infrared laser pulses in N2,
N2-Xe, N2-Ar and N2-Ne

direction was attenuated to 1 % by a neutral density filter, and then, accumulated by
the spectrometer over 100 laser shots, while the fluorescence signal from the side
of the filament was accumulated over 1000 laser shots. In Table 1, the ionization
potentials Ip and second-order Kerr refractive index coefficients n2 (at 800 nm,
1 atm) of Xe, N2, Ar, and Ne are listed for further discussion [20–22].

In Fig. 7.5, we demonstrate the spectra of the 3rd harmonic as well as the strong
391 nm emissions in the forward direction in the N2-Xe, N2-Ar, and N2-Ne mix-
tures. The three rare gas pressures were kept to be at 0.2 bars. It can be seen that the
introduction of Xe, Ar and Ne leads to different effects on the 391 nm laser emis-
sion, which disappears in N2-Xe, slightly increases in N2-Ne, but is significantly
enhanced in N2-Ar.

As discussed above, the forward coherence emissions are dependent on the inten-
sity of the fundamental laser pulses. The clamped intensity in the filament plasma
is determined by the balance between Kerr self-focusing and plasma defocussing,
n2I = Ne(I )/(2Ncrit) [1–4], where Ncrit = ε0mω2/e2 is the critical plasma den-
sity with m, e and ω being the electron mass, elementary charge, and the central
frequency of the laser field, respectively, Ne(I ) is the electron density induced by
multiphoton and tunnel ionization, and therefore, is dependent on the ionization
potential Ip of the atoms or molecules in the filament. According to this formula,
the clamped intensity in N2 is higher than that in Xe, lower than that in Ne, and
comparable with that in Ar.

In the N2-Xe mixture, it is expected that the clamped intensity decreases with
the increase of the Xe pressure and gradually becomes close to the value obtained in
pure Xe with the high Xe pressure. In order to confirm this, we measure fluorescence
intensity at 391 nm from the side of the filament (Fig. 7.6), which can be used
to estimate the clamped intensity because the 391 nm fluorescence emission is a
radiative decay of the excited state B2Σ+

u of N+
2 [23], and thus, depends on the

ionization rate of N2, and correspondingly, the clamped intensity inside the filament.
In Fig. 7.6, the 391 nm fluorescence first decays with the increase of Xe pressure,
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Fig. 7.6 Experimentally
measured fluorescence
intensities at 391 nm from the
side of the plasma in three
different gas mixtures. The
nitrogen pressure was fixed at
0.1 bar

and then, and is stabilized at the higher Xe pressure, which reflects the fact that the
clamped intensity inside the filament first decreases as the Xe pressure increases,
and then, becomes constant. When the clamped intensity decreases, the population
in the B2Σ+

u state decreases sharply, and consequently, the 391 nm emission is
quenched.

On the other hand, in the N2-Ne mixture, it is expected that the clamped intensity
increases with the increase of the Ne pressure, and gradually becomes close to the
value obtained in pure Ne. However, as shown in Fig. 7.6, as the Ne pressure in-
creases, the 391 nm fluorescence intensity tends to be slightly enhanced, suggesting
that the clamped intensity in the N2-Ne mixture slightly increases as the Ne pressure
increases. This is because the ionization potential of Ne is so high that N2 is mainly
ionized in the plasma. The slightly increased clamped intensity may increase the
ionization rate of N2. Moreover, since the third harmonic in a filament can be scaled
as I3w ∝ (χ

(3)
Ne NNe +χ

(3)
N2 NN2)

2I 3
w with χ(3) = 4ε0cn

2
0n2/3 [24], the third harmonic

in the spectrum is produced mainly by N2 and the intensity of the third harmonic
grows as the clamped intensity increases because the second-order Kerr refractive
index coefficient n2 of Ne is at least one order of magnitude smaller than that of
N2 under the same pressure. Finally, because n2 depends both on gas species and
pressure, and because the pressure of Ne is nearly one order of magnitude higher
than that of N2, the change in the position of the Kerr self-focusing point, and ac-
cordingly the change in the filament length can be neglected. The intensity of the
391 nm emission in Fig. 7.5 becomes slightly stronger when the Ne pressure in-
creases, revealing the role of both the slightly enhanced 3rd harmonic intensity and
the increased population in the B2Σ+

u state.
In the N2-Ar mixture, the clamped intensity should remain nearly the same value

even when the Ar pressure varies because, as listed in Table 7.1, n2 and Ip values
of Ar and N2 are almost the same. Therefore, the population lying on the B2Σ+

u
state is expected to maintain nearly the same. In this case, the growth of the Ar
pressure promotes significantly the 3rd harmonic intensity as can be seen in Fig. 7.5.
In addition, because n2 increases with the pressure, the position of the collapse of
the self-focusing is shifted away from the focusing point of the lens at the high
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Table 7.1 Ionization potentials and second-order Kerr refractive index coefficients (800 nm at
1 atm) of Xe, N2, Ar, and Ne [20–22]

Material Xe N2 Ar Ne

Ip (eV) 12.13 15.58 15.76 21.56

n2 (10−20 cm2/W) 93 11 10 0.74

pressure of Ar according to Marburger’s law, resulting in the formation of a longer
filament. Because, in the case of the N2-Ar mixture, the harmonic signals are much
stronger and the length of the filament becomes longer compared with the N2-Ne
mixture, and the clamped laser intensity is almost independent of the pressure, the
final output of 391 nm emission is expected to be enhanced more significantly than
in the N2-Ne mixture. This is indeed the case as observed in our experiment as seen
in Fig. 7.5.

It can be seen from the measurement of the 391 nm emission in the three different
gas mixtures that the forward coherence emission at 391 nm is mainly determined
by the three factors i.e., the pump laser intensity, the intensity of the harmonic ra-
diation, and the filament length. This seems to follow the well-known small signal
gain equation of Ilaser = Iseede

gL [25], where L is the length of the gain medium,
which corresponds to the filament length in our experiment and can be estimated
based on the Marburger’s law and geometric optics [26, 27], Iseed the seed intensity
corresponding to the 3rd harmonic intensity in our experiment, and g = �n × δ21
the gain coefficient of the medium with �n being the population inversion, and δ21
the stimulated emission cross section, which is strongly dependent on the ionization
rate of N2, and accordingly, the clamped intensity in the filament.

7.5 Simultaneous Multi-wavelength Remote Line Emissions in
CO2

Strong multi-wavelength coherence emissions were observed also in CO2. In
Fig. 7.7a, we show the measured spectrum of the emission propagating in the for-
ward direction, that is, the propagating direction of an infrared pump laser pulse that
was characterized with the energy of ∼1.1 mJ, the pulse duration of �t ∼ 80 fs, and
the central wavelength at λ ∼ 1322 nm. The focal length of the lens was 50 mm,
and the CO2 gas pressure inside the chamber was fixed at ∼800 mbar. As shown
in Fig. 7.7(a), intense narrow-bandwidth emissions peaked at 326 nm, 337 nm and
351 nm appear in the spectrum. These emission lines correspond to the A2Πu–X2Πg
transitions of CO+

2 . It can be seen in this spectrum that all of these three narrow-
bandwidth emission lines exhibit a typical double-peak structure, which are ascrib-
able to the Renner-Teller effect of CO+

2 [28, 29]. These strong narrow-band emis-
sion lines shown in Fig. 7.7(a) are different from the broad fluorescence spectral
bands of CO2 [18]. It can also be observed in Fig. 7.7(a) that the line intensities at
326 nm, 337 nm and 351 nm of CO+

2 decrease dramatically as the angle between
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Fig. 7.7 (a) Forward direction spectra obtained with the excitation of 1322 nm infrared laser
pulses with different polarization conditions in CO2. (b) Polarization property of the 337 nm laser
emission

Fig. 7.8 Spatial coherence properties of (a) the CO2 narrow-band emission at 337 nm and (b) the
He-Ne laser line at 632 nm

the polarizer axis and the pump laser polarization direction is varied from the 0° to
±90°, showing that the narrow band emission lines are linearly polarized. The po-
larization property of the narrow-band emission at 337 nm in the spectral range of
336–339 nm shown in Fig. 7.7b is similar to the case of the strong coherent emission
lines of N+

2 as described in the preceding sections above.
The spatial coherence property of the strong CO+

2 line emissions was examined
by recording the diffraction pattern of the forward 337 nm emission. For this mea-
surement, the laser beam at 337 nm was filtered out using an interference filter with
the central wavelength of 335 nm and the bandwidth of 10 nm. After the laser beam
was dispersed by a home-made 1000 grooves/mm diffraction grating engraved on
fused silica glass by being irradiated with femtosecond laser pulses, the diffraction
pattern was measured by a CCD camera placed 7.1 cm behind the grating. As shown
in Fig. 7.8(a), the distance between the zero-th order and the first order diffraction
peaks is 2.43 mm, which is consistent with the theoretical calculation. The weak
spots between the zero-th order and the first order diffraction peaks in Fig. 7.8(a)
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are ascribed to the imperfection of the grating. In order to verify the distance be-
tween the zero-th order and the first order diffraction for the 337 nm emission, the
spatial diffraction pattern of a He-Ne laser was also recorded as shown in Fig. 7.8(b),
in which the distance between the zero-th order and the first order diffraction peaks
is 3.0 mm, which is in good agreement with the calculated value of 2.97 mm. The
interference fringes appearing in each diffracted beam pattern of Fig. 7.8(a) are as-
cribable to the interference between the beam reflected from the front and back
surfaces of the narrow-band interference filter. This was confirmed by the fact that
the interference fringes moved when the angle between the narrow-band filter and
the laser beam was varied.

The dependence of the emission intensity at 337 nm on the filament length was
also measured by truncating the plasma channel induced by the pump infrared laser
using a pair of uncoated fused silica plates in the same procedure as that described
in Sect. 7.3. The emission intensity at 337 nm was estimated by integrating the spec-
tral flux over a narrow window from 336 nm to 337.5 nm. The recorded emission
spectrum is peaked at 337 nm with the spectral width of ∼0.5 nm (FWHM). The
measured intensity of the emission at 337 nm varying as a function of the filament
length gives an exponential coefficient of ∼4.43 cm−1 [18].

7.6 Mechanism of Strong Forward Coherence Emissions

In order to interpret the mechanisms responsible for the strong forward coherence
emission of N+

2 and CO+
2 induced by intense infrared laser pulses, an external-

seeding experiment was carried out. In this experiment, the second harmonic of an
800 nm Ti:Sappire laser pulse was generated, whose polarization direction was ar-
ranged to be perpendicular to that of the 1920 nm pump pulses. The 400 nm probe
and the 1920 nm pump beams were first overlapped spatially, and then focused into
air by a plano-convex lens to produce a plasma channel. The temporal synchro-
nization between the second harmonic and the pump pulses was achieved using a
time-delay line. A Glan-Taylor polarizer was placed just before the spectrometer to
allow the light with the polarization direction parallel to the second harmonic of the
800 nm laser pulses to be recorded by the spectrometer. Figure 7.9 shows the spectra
measured without (blue dashed curve) and with (red solid curve) the 1920 nm pump
laser. Similar to the coherent emissions appearing on the top of the 5th harmonic
of the 1920 nm pump laser shown in Fig. 7.2, the 391 nm line emission appears
on the second harmonic spectrum of the 800 nm laser pulses when the pump laser
is introduced and the spatiotemporal overlap between the second harmonic of the
800 nm laser pulses and the 1920 nm pump laser was achieved. In addition, when
the second harmonic of the 800 nm laser pulses was blocked while the infrared
1920 nm pump laser was still on, only a typical fluorescence spectrum of ionized
and neutral nitrogen molecules were observed, as shown by the green dotted curve
in Fig. 7.9, showing that the injection of a seed pulse is necessary for achieving the
strong forward coherence emission.
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Fig. 7.9 Spectra of
externally injected second
harmonic of an 800-nm
Ti:sapphire laser measured
before (blue dashed) and after
(red solid) switching on the
1920-nm pump laser, and the
spectrum obtained with only
1920-nm pump pulses (green
dotted)

Based on the above observations, the seed amplification scheme that may be
responsible for the forward coherence emission of N2 was examined first. In this
scheme, the population inversion needs to be established within an ultrashort time
period for initiating the amplification of the UV harmonics, which are resonant with
the transitions of electronic states in N+

2 , generated during the propagation of the
infrared pump laser pulses in gases. However, it is known that the ejection of an
inner-valence electron (HOMO-2) of N2 leaves the ion N+

2 in the excited B2Σ+
u

state, whereas the ionization of an outer-valence electron (HOMO) leads to N+
2 lying

on the ground X2Σ+
g state [28], and it is considered from previous calculations [30]

that the ionization probability of HOMO-2 is about one to two orders of magnitude
smaller than that of HOMO in an intense laser field. Thus, as discussed below, there
must be some other mechanisms which may exist for achieving the population in-
version between the upper and lower levels if the seed-amplification scheme works.

The first consideration for the building-up of the population inversion is a linear
pump scheme induced by the harmonic radiations as described below. The popula-
tion of N+

2 in the ground state resulting from the HOMO electron ionization could
be reduced by absorption of the harmonic photons. As shown in Fig. 7.4, because
of the broad band of the harmonic radiations of the infrared pump pulses, the har-
monic photons resonant with the transitions from the low vibrational levels of the
electronic ground to some vibrational levels of the B2Σ+

u state of N+
2 will be ab-

sorbed, leading to an efficient reduction of the population of N+
2 in the ground state,

and thus to the population inversion for the transitions indicated in Fig. 7.4. In this
scenario, the harmonics of the infrared pump pulses play the following two kinds
of roles for achieving the amplification. The first is to serve as a seed source, i.e.,
the spectral portion of the harmonic of the infrared pump pulses that matches the
resonant transition wavelength of N+

2 shown in Fig. 7.4 is to be amplified. The
second is to reduce the ground state population, as described above. It should be
emphasized that this is a multiple-level system to build up the population inversion
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Fig. 7.10 (a) Interaction of CO2 molecules simultaneously with mid-IR laser field and its third or
fifth harmonics resulting in the formation of molecular CO2 ions at an excited state by ionization of
inner-valance electrons, giving rise to a strong forward line emissions. (b) A simplified energy-level
diagram of ionized and neutral CO2 molecules with corresponding laser transitions

for lasing. Interestingly, with this harmonic-seeding mechanism, it would be im-
possible to achieve the seeded laser action at 337 nm, which is associated with the
C3Πu–B3Πg transition of N2, even though there is a population inversion. This is
because the C3Πu state of N2 is formed through the dissociative recombination oc-
curring in a picosecond time scale through the following processes: N+

2 +N2 ⇒ N+
4 ;

N+
4 + e ⇒ N2(C3Πu) + N2 in air [11], in which the population inversion can only

be achieved in a ps time scale, which is much longer than the time scale of the
harmonics generated during the filamentation with a pulse duration comparable to
infrared pump laser pulses. This is indeed the case in our experiment that no lasing
at 337 nm was observed.

Similarly, in CO+
2 , the population inversion between the vibrational levels of the

A2Πu and X2Πg states, as shown in Fig. 7.10, may result from a “cooperative”
process of the fundamental infrared pump pulse, and its third and fifth harmonics
on the ionization and excitations of CO2. The populations of the X2Πg and A2Πu
states come from two distinct channels of the ionization, i.e., the HOMO (1πg)
electron ionization resulting in the formation of the ground X2Πg state of CO+

2 ,
whereas the HOMO-1 (1πu) electron ionization resulting in the formation of excited
A2Πu ionic state. On the other hand, the fifth harmonic spectrum peaked at around
275 nm also overlaps with the transitions between the X2Πg and A2Πu, and thus,
the absorption of the fifth harmonic photons by CO+

2 reduce its population in the
lowest vibrational level of the ground X2Πg state. Because the nonradiative decays
between the vibrational levels in molecules would occur in a time scale of ps-ns, the
efficient reduction of the population of CO+

2 in the lowest vibrational level of the
electronic ground state leads to the population inversion for the transitions as those
indicated in Fig. 7.10. Furthermore, the third harmonic of the infrared 1322 nm
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pump pulse, the tail of whose spectrum extends to about 320 nm, plays a role as the
seed for promoting the strong forward coherence emission.

Besides the linear absorption of the harmonic photons that are resonant with the
transitions in N+

2 and CO+
2 to deplete the population in the ground state, the other

mechanism proposed to be responsible for the instantaneous population inversion is
a nonlinear (multiple-photon) absorption process in which the infrared pump laser
photons and also its harmonic photons may participate. Because of the high laser
intensity inside the filament, the nonlinear absorption process could induce the ab-
sorption of a few photons to deplete the population in the lower vibrational levels of
the ground state of N+

2 and CO+
2 , thus achieving the population inversion.

Another possible scheme for the forward coherence emission is four-wave mix-
ing, in which the population inversion is not required. In this scheme, two laser pho-
tons with different frequencies in the broad spectrum of the fundamental infrared
pump laser pulses and one harmonic pulses resonant with the B–X transition of N+

2
or the A–X transition of CO+

2 stimulate the emission of the fourth frequency photon
that is resonant with the lasing transition of N+

2 and CO+
2 . However, at this stage,

only based on our experimental results reported in the present study, it is difficult to
specify definitely the responsible mechanisms for the coherent and strong forward
emissions.

7.7 Summary

In this chapter, we have introduced our recent measurements of the coherent and
strong forward emissions of B2Σ+

u –X2Σ+
g transitions of N+

2 and the A2Πu–X2Πg

transitions of CO+
2 driven by strong femtosecond infrared laser pulses. It was found

from the measurements of the 391 nm emissions in N+
2 in the three kinds of gas

mixtures of N2-Xr, N2-Ar, and N2-Ne that the coherence emissions are dependent
sensitively on the pump laser intensity, the intensity of the seed harmonic radiation,
and the filament length. It was also shown from the external-seed experiment that
the mechanisms responsible for the forward emissions may be the seed amplifica-
tion with the instantaneous population inversion built up in an ultrashort time scale
comparable to the pulse duration of the femtosecond infrared pump pulses.

Because the forward emissions have been observed in both N2 and CO2, it is
expected that this type of strong and coherent forward emissions induced by intense
femtosecond laser pulses are general phenomena that could also be observed with
other molecules. The observed coherence emissions of N+

2 and CO+
2 in the forward

direction are two orders of magnitude stronger than the fluorescence, which may
be used in the remote sensing, because this strong and coherent emission can be
scattered by particles in air and the scattered light can be stronger than the backward
fluorescence.
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Chapter 8
Tests of Classical and Quantum
Electrodynamics with Intense Laser Fields

Sebastian Meuren, Omri Har-Shemesh, and Antonino Di Piazza

Abstract In this chapter classical and quantum electrodynamics in intense laser
fields are discussed. We focus on the interaction of relativistic electrons with strong
laser pulses. In particular, by analyzing the dynamics of this interaction, we show
how the peak intensity of a strong laser pulse can be related to the spectrum of
the radiation emitted by the electron during the interaction itself. The discussed
method could be used to accurately measure high peak laser intensities exceeding
1020 W/cm2 up to about 1023 W/cm2 with theoretical envisaged accuracies of the
order of 10 %. Furthermore, we investigate non-linear quantum effects originating
from the interaction of an electron with its own electromagnetic field in the pres-
ence of an intense plane wave. These “radiative corrections” modify the electron
wave-function in the plane wave. The self-interaction changes, amongst others, the
dynamics of the electron’s spin in comparison with the prediction of the Dirac equa-
tion. We show that this effect can be measured, in principle, already at intensities of
the order of 1022 W/cm2.

8.1 Introduction

Electrodynamics is nowadays considered as well understood, since both the classical
and the quantum description of how electric charges interact have been verified to
an outstanding precision in many experiments. However, there are still phenomena
both in the classical and in the quantum regime of the theory, which have not been
investigated yet. Generally speaking, in order to explore these effects one needs very
strong electromagnetic fields. A possible source of strong electric fields, which has
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been investigated since a long time, are highly-charged ions with charge number Z

of the order of 1/α ≈ 137, where α is the fine-structure constant. The field of a
highly-charged ion has to be taken into account exactly in the calculations if the pa-
rameter Zα is of the order of unity (like, e.g., for U91+). For example, the processes
of bremsstrahlung and of electron-positron photoproduction in a highly-charged ion
have been widely investigated [1–4]. For an overview on high-order QED effects in
highly-charged ions the reader is referred to the literature [5–8].

In this chapter, however, we will mainly focus on strong-field effects arising in
the interaction of a relativistic electron with a strong laser pulse. Coulomb and laser
fields have a very different structure and they can be employed for complemen-
tary tests of QED. Since the first experimental realization of a laser in 1960 [9],
the available intensities steadily increased due to a continuous flow of innovations
like the chirped pulse amplification technique [10, 11]. Nowadays various optical
petawatt laser systems are operating, capable of producing intensities in the range
of 1020–1022 W/cm2 [12–19] (2×1022 W/cm2 is the current intensity record [20]).
Furthermore, multi-petawatt systems are under construction, which could reach in-
tensities up to ∼1023 W/cm2 if focused down to the diffraction limit [21–23]. At the
Extreme Light Infrastructure (ELI) [24], the High Power laser Energy Research fa-
cility (HiPER) [25] and the Exawatt Center for Extreme Light Studies (XCELS) [26]
even intensities of the order of 1024–1025 W/cm2 are envisaged (see also the re-
view [27]). To effectively reach even higher field strengths one often collides laser
pulses with ultra-relativistic particles, as in their rest frame the field strength is
boosted by the relativistic Lorentz factor. In the near future also all-optical setups
of this kind will be feasible by using laser wakefield accelerators, which have al-
ready allowed for electron energies of the order of 1 GeV [28, 29] (see also the
reviews [30, 31]). We are therefore at the dawn of a new exciting era of strong-field
experiments using intense laser fields [32].

Classically, charged particles interact via the electromagnetic field E, B which
obeys Maxwell’s equations1 [33]. In a manifestly relativistic covariant formulation
the electric and the magnetic field form the components of the anti-symmetric field
tensor Fμν (Ei = F i0, F ij = εjikBk). While the homogeneous Maxwell equations
are fulfilled by introducing the four-potential Aμ (Fμν = ∂μAν − ∂νAμ), the in-
homogeneous Maxwell equations become ∂μFμν = 4πjν , where jμ = (�, j) is the
four current vector (� is the electric charge distribution and j the electric current
density). The intensity I of an electromagnetic field is defined by the magnitude of

1In this chapter natural units �= c = 1 are used (in some formulas � and c are restored for clarity).
The magnetic field is rescaled with c and the charge is measured in Gaussian units (4πε0 = 1). The
electron mass and charge are denoted by m and e < 0, respectively and this implies that α = e2. In
covariant expressions the space-time metric ημν with signature (1,−1,−1,−1) is used and ∂μ =
(∂/∂t,∇) is the four-derivative. Greek and Latin indices take the values (0,1,2,3) and (1,2,3),
respectively. Contractions of four-vectors are denoted by aμbμ = ab, scalar products of three-
vectors by aibi = ab and summation over repeated indices is understood. The symbol εijk denotes
the totally anti-symmetric tensor in three dimensions with ε123 = 1. Dirac gamma matrices are
denoted by γ μ and /a = aμγ μ. For a spinor u it is ū = u†γ 0 and for a matrix M in spinor space it
is M̄ = γ 0M†γ 0.
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the Poynting vector and for a plane wave (E ⊥ B) it is given by I = 1
4π

|E||B|. As
a consequence of the inhomogeneous Maxwell equations electric charges produce
electromagnetic fields. On the other hand electromagnetic fields also exert forces on
electric charges according to the Lorentz force (LF) law d

dτ
pμ = eFμνuν , written

down for an electron, pμ = muμ = (ε,p) denoting its (on-shell) four-momentum
(uμ is the four-velocity, ε = γm =√p2 + m2 the energy, γ the relativistic Lorentz
factor and τ the proper time). Often one can neglect one of these two effects and con-
siders only how electric charges produce electromagnetic fields for a given charge
trajectory or how given electromagnetic fields act on electric charges. However, in
principle, one has to solve Lorentz and Maxwell equations self-consistently in the
most general case. This allows for a back-reaction of the electromagnetic field pro-
duced by a charge on the charge itself, which is called radiation reaction (RR). If
one is interested only in the trajectory of a charge, one can eliminate the degrees
of freedom of the radiation field by replacing the LF law by the Lorentz-Abraham-
Dirac (LAD) equation. This equation was originally derived by Lorentz in the non-
relativistic limit and then generalized to the relativistic case by Abraham [34, 35]
and Dirac [36]. In relativistic covariant form the LAD equation for an electron is
given by [33]

dpμ

dτ
= eFμνuν + 2

3
α

(
d2uμ

dτ 2
+ duν

dτ

duν

dτ
uμ

)
, (8.1)

where Fμν is the field tensor of the external field. Beside the Lorentz-force, (8.1)
contains also terms proportional to the fine-structure constant α which represent the
electron’s self-force due to RR. The LAD equation has the deficiency that it allows
for run-away solutions (see [32] and references therein). In [33] the authors perform
a perturbative reduction of order of the LAD equation. They argue that this is possi-
ble since only terms which go beyond the validity of classical electrodynamics are
neglected. The result is the so-called Landau-Lifshitz (LL) equation

dpμ

dτ
= eFμνuν + 2

3
α

[
e

m

(
∂αFμν

)
uαuν

− e2

m2
FμνFανu

α + e2

m2

(
Fανuν

)(
Fαλu

λ
)
uμ

]
. (8.2)

To be more specific, the reduction of order is allowed if in the instantaneous rest
frame of the electron the typical amplitude of the external field is much smaller
than Ecr/α and its typical wavelength is larger than α�c , where Ecr = m2c3/�|e| =
1.3 × 1016 V/cm is the so-called “critical” electric field of QED (analogously the
critical magnetic field is given by Bcr = m2c3/�|e| = 4.4 × 1013 G) and �c ≡
�/mc ≈ 3.9 × 10−11 cm is the (reduced) Compton wavelength. The critical field
corresponds to a peak laser intensity of Icr = E2

cr/4π = 4.6 × 1029 W/cm2. Note
that the above conditions on the validity of the reduction of order are beyond the
validity of classical electrodynamics. In fact, quantum effects become already im-
portant if the typical amplitude and wavelength of the external field are of the order
of Ecr and �c , respectively (in the instantaneous rest frame of the electron). In the
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case of a Coulomb field, for example, the conditions on the reduction of order are
of course not always fulfilled due to the field divergence at small distances from the
Coulomb center. The interested reader can find a solution of the LL equation for a
non-relativistic charge in a Coulomb field in [37].

Contrary to the LAD equation, the LL equation does not allow for run-away
solutions. The LAD and the LL equations have been discussed extensively in the
literature (see [32] and the referenced therein). However, up to now, no experimen-
tal investigations were carried out to test the LL equation as one needs quite strong
fields. Since, as outlined at the beginning, existing and planned laser facilities will
provide very strong electromagnetic fields, intense laser pulses could be employed
to test RR as described by the LL equation. For example, in [38] a setup has been
put forward, where RR effects, as predicted by the LL equation, could in principle
be measured already with available laser technology. The laser and electron param-
eters in this setup are chosen in such a way that the longitudinal momentum of the
electron inside the field is almost compensated by the momentum exerted by the
laser, resulting in a regime very sensitive to RR effects.

If spatial-focusing effects are negligible, a laser pulse can be described using the
plane-wave approximation. In this case the four-vector potential Aμ = Aμ(ϕ) (in
Lorentz gauge) can be chosen such that it depends only on the laser phase ϕ = kx

where kμ = nμω0 (k2 = kA = 0) is the wave four-vector and ω0 the central an-
gular frequency of the pulse. In the case of a linearly polarized laser the four-
potential can be written as Aμ(ϕ) = a

μ
0 ψ(ϕ), where a

μ
0 is a constant four-vector

(a2
0 = −E2

0/ω2
0, a0k = 0, E0 characterizes the peak electric field strength) and

ψ(ϕ) is the laser shape function such that ψ(±∞) = 0 and |ψ(ϕ)|, |ψ ′(ϕ)| � 1,
otherwise being arbitrary (the prime denotes a derivative with respect to the argu-
ment). The field tensor of the plane wave is then given by Fμν(ϕ) = f

μν
0 ψ ′(ϕ) with

f
μν
0 = kμaν

0 − kνa
μ
0 . The special case ψ ′(ϕ) = 1 corresponds to a constant-crossed

field (E2 = B2, EB = 0) with an electric field amplitude |E| = E0. In general, due to
the properties of the shape function ψ(ϕ), E0 corresponds roughly also to the peak
field amplitude of the plane-wave field. For such an external electromagnetic field
described by Fμν(ϕ) the LL equation can be solved analytically, as shown in [39].
This solution is further discussed in Sect. 8.2. There, we present a relatively simple
method to determine the peak intensities of ultra-relativistic laser pulses [40]. It is
well known that accelerated ultra-relativistic charged particles emit radiation mostly
into a cone around the particle’s instantaneous velocity with aperture of the order
of γ −1(t) (here γ (t) is the instantaneous Lorentz factor of the particle) [33]. Our
method takes advantage of this high directionality and relates the angular aperture of
the emitted spectrum to the peak intensity of the laser pulse. By comparing the an-
alytical solutions obtained for a plane-wave field with numerical calculations done
for Gaussian laser profiles we show that the analytical predictions give accurate
results also for tightly focused beams. To the best of our knowledge, the peak inten-
sity of ultra-relativistic pulses is currently determined by methods which are prone
to very large errors. As the total energy in the laser pulse is normally known, the
determination of the laser’s spot-size and pulse duration is the standard technique
to estimate its intensity. Since this is done at a lower intensity, one cannot measure
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these parameters very precisely as they are affected by increasing the intensity of the
pulse [20, 41, 42]. With our method intensities in the range between 1020 W/cm2

up to about 1023 W/cm2 can be measured, in principle, with theoretical accuracies
of the order of 10 %.

The classical description of electrodynamics we have discussed so far fails at
both very low and very high field intensities. At very low intensities the quantized
nature of the fields becomes apparent and has to be taken into account. Whereas,
at very high intensities quantum effects like spontaneous electron-positron pair pro-
duction become in general sizable. The first consistent treatment of QED was given
by Feynman, Schwinger, Tomonaga and Dyson at the end of the 1940s. In QED
one obtains a completely different picture of the interaction process taking place
between charged particles. The electromagnetic force is mediated via the exchange
of photons, the quanta of the electromagnetic field [43]. The enormous success of
QED is based on the smallness of the fine-structure constant α, which allows for
a perturbative expansion of the S-matrix at low field intensities. We will indicate
this regime as vacuum QED. However, at very high field intensities this perturbative
approach is not valid any more.

In order to characterize the field strength of a plane-wave laser field interacting
with an electron having the initial four-momentum p

μ
0 , the following two Lorentz

invariant parameters are used

ξ0 ≡
|e|
√

−a2
0

mc
= |e|E0

mcω0
,

χ0 ≡ |e|�
m3c4

√
p

μ
0 f 2

0μνp
ν
0 = γ0(1 + β0)

E0

Ecr

(8.3)

(the last expression in the second equation holds in the case of a head-on collision
between the plane-wave laser field and the electron). Here γ0 is the (initial) relativis-

tic Lorentz factor, β0 = (1−1/γ 2
0 )

1
2 = v0/c, v0 the magnitude of the initial velocity.

We call the invariants in (8.3) the classical intensity and the quantum non-linearity
parameter, respectively.

If ξ0 is of the order of unity (which happens already at intensities of the order
of 1018 W/cm2 at ω0 ≈ 1 eV), the strong laser field must be treated in a non-
perturbative way. This can be understood qualitatively by a comparison of two
Feynman diagrams which differ only by one external field interaction as shown
in Fig. 8.1. The additional external field vertex adds a factor ea

μ
0 to the transition

amplitude and the additional propagator (evaluated heuristically at pμ = 0) a fac-
tor ∼ m−1. Thus, we expect that the relative strength of the contribution to the
probability amplitude is of the order of ξ0, which is indeed observed in actual cal-
culations [44]. Therefore, the exchange of multiple laser photons starts to play an
important role if ξ0 � 1. This regime, where the external field has to be treated non-
perturbatively, is referred to as the strong-field regime. The external field can be
taken into account exactly by using the Furry picture, where only the radiation field
is quantized and treated as a perturbation [45].

Since ξ0 does not contain �, it can also be interpreted classically. In a constant
electric field with amplitude E0, ξ0 measures the energy which can be transferred to
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Fig. 8.1 Feynman diagram showing a perturbative expansion in the four-potential Aμ of the ex-
ternal field. For each additional coupling with the external field we obtain another vertex and a free
electron propagator. Since the momentum pμ of the virtual electron is integrated out, we heuristi-
cally evaluate the propagator at pμ = 0 and obtain an additional factor of ξ0 for each interaction
with the external field

an electron over the distance c/ω0 (corresponding to one reduced laser wavelength)
in units of the electron rest energy mc2. This implies that at ξ0 ≈ 1 an electron may
become relativistic within one laser cycle even if it was initially at rest. Therefore,
the regime ξ0 ≥ 1 is also called the relativistic regime [11].

However, the condition ξ0 ≥ 1 does not necessarily imply that quantum ef-
fects are important. On the contrary, the importance of multiple photon exchanges
“hides” in a certain sense the quantized nature of the external field. An electron
in such a field behaves in many respects like a classical particle. Therefore, we
indicate the regime ξ0 � 1 as the quasi-classical regime. As an example we dis-
cuss the occurrence of an intensity-dependent electron “quasi-momentum” inside a
monochromatic plane-wave external field (with laser photon four-momentum kμ),
one of the most appealing predictions of strong-field QED. The electron’s quasi-
(four-)momentum is defined classically as its average (four-)momentum in the plane
wave over one laser period. For an electron with initial four-momentum p

μ
0 inside a

linearly-polarized laser field the quasi-momentum q
μ
0 is given by [32]

q
μ
0 = p

μ
0 + m2ξ2

0

4(kp0)
kμ. (8.4)

Unlike the momentum p
μ
0 the quasi-momentum q

μ
0 is conserved during interactions

like photon emission in the strong-field regime [46–50]. We can therefore introduce

an effective “dressed” mass
√

q2
0 = m∗ = m

√
1 + ξ2

0 /2 of the electron in the plane
wave. The results of the only experiment performed so far on strong-field QED in
a background laser field, the E-144 SLAC experiment, are in agreement with the
electron behaving as having this dressed mass [51–54]. The origin of this quasi-
momentum can be understood completely classically from the trajectory of a clas-
sical electron [33]: due to the “quiver” motion of the electron inside the laser field
its inertia is effectively increased.

On the other hand non-linear quantum effects become important if the parame-
ter χ0—which contains �—is of order one. It measures the magnitude of the elec-
tric field in the initial rest frame of the electron in units of Ecr. Already in 1931
Sauter [55] pointed out that at field strengths of the order of Ecr qualitative new
quantum effects start to play an important role. In a heuristic (pictorial) description
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one can understand this as follows. Owing to the equivalence of mass and energy,
an electron-positron pair (with rest energy of the order of ε = mc2) can be created
for a short time τ , restricted by the Heisenberg uncertainty relation to ετ ∼ �. After
this time the pair has to annihilate again. Thus, the vacuum is by no means empty,
but contains many such “virtual pairs”, which are called quantum fluctuations. The
typical length scale of these fluctuations is given by the (reduced) Compton wave-
length �c ≡ �/mc. Along a path of this length a constant electric field of the order
of Ecr ≡ m2c3/|e|� can transfer energy of the order of mc2 to a particle with charge
±e. Thus, an electron-positron pair which is “born” as a vacuum fluctuation can
become real due to an external field of the order of Ecr. This process is called spon-
taneous or Schwinger pair-creation from the vacuum [56–62]. We can also imagine
the pair creation process as a tunneling through the tilted energy barrier of the Dirac
sea. In [63] it has been shown that the tunneling length can be considerably short-
ened and even controlled by superimposing a weak, high-frequency field, implying
a substantial increase of the pair-production probability.

Since the lifetime of a real electron-positron pair is no longer restricted by the
Heisenberg uncertainty principle, photon-photon coupling via vacuum fluctuations
is greatly enhanced at the scale Ecr. For fields with a typical angular frequency ω,
which vary slowly with respect to the Compton length of the electron (�ω � mc2)
we can include this effect by modifying the Maxwell equations. The dynamics of the
free electromagnetic field is now determined by the Euler-Heisenberg Lagrangian
density which for the case E � Ecr and B � Bcr is given by [56, 64]

L = 1

8π

(
E2 − B2)+ α

360π2 E2
cr

[(
E2 − B2)2 + 7(EB)2]+ · · · . (8.5)

It adds non-linear terms to Maxwell’s theory which violate the superposition prin-
ciple for electromagnetic waves also in vacuum and thus the vacuum is predicted to
exhibit birefringence and dichroism. As a consequence photons can split [65] and
scatter [66, 67] in the presence of a background electromagnetic field. In [68, 69]
this is used to realize a “matterless double slit”. In [68], in particular, a physical
scenario is put forward, where two strong laser beams collide head-on with a weak
probe pulse, whose photons may interact with either one or the other strong beam,
giving rise to a which-way condition typical for double-slit experiments. For a more
detailed overview of these vacuum-polarization effects the reader is referred to the
reviews [32, 70].

Since at χ0 ∼ 1 the effective electric field of the laser becomes of the order of
Ecr in the electron’s rest frame, we expect new “quantum” features in the dynamics
of the electron at this scale. In Sect. 8.3 we present one particular strong-field QED
effect inside a laser pulse, originating from the electron’s interaction with its own
electromagnetic field [71]. At lowest order in the radiation field an electron inside a
plane-wave field is described by so-called Volkov states, exact solutions of the Dirac
equation [43, 72]. However, the interaction of the electron with its own radiation
field introduces finite radiative corrections even for on-shell electrons. They can be
taken into account by solving the Dirac-Schwinger equation [43, 58]

(i/∂ − e/A − m)ψ = Mψ, (8.6)
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Fig. 8.2 Leading-order Feynman diagram for the mass operator in an external plane-wave field.
The “dressed” electron propagator in the plane wave (Volkov propagator) is indicated by the double
solid line and the wiggly line represents a non-laser photon belonging to the quantized radiation
field. Using the unitarity of the S-matrix this contribution to the mass operator can be linked to the
leading-order non-linear Compton scattering diagram

which contains the mass operator M in the external field shown (to leading or-
der in α) in Fig. 8.2. Therefore, the exact electron wave-function inside a plane-
wave field is not given by the Volkov states but by the solution of (8.6). By solv-
ing it in the quasi-classical limit ξ0 � 1, we obtained the leading-order modifi-
cations to the Volkov states (for a linearly-polarized laser field) in [71]. One ob-
serves that due to the electron’s self-interaction its quasi-momentum q

μ
0 undergoes

a pure quantum contribution which depends only on χ0 and not, like the classi-
cal one, on ξ0. Interestingly, this quantum-contribution is in general different for
two different spin states of the electron. This implies that one can, in principle, ob-
serve radiative corrections by analyzing the spin dynamics of electrons in strong
laser-fields—a qualitatively new feature not predicted by the Dirac equation. This
situation is analogous to the Lamb-shift for bound electrons, where QED effects
also remove the degeneracy with respect to an angular momentum quantum num-
ber [73].

On this respect, we conclude here by shortly elaborating on the relation be-
tween the classical and the quantum approach to the electron self-interaction. As
we have already mentioned, in classical electrodynamics all self-field effects are
taken into account in the LAD equation of motion (8.1). Since this equation is
in principle equivalent to the coupled system of Maxwell and Lorentz equations,
its solution would correspond quantum-mechanically to the complete determina-
tion of the S-matrix. This task is, of course, impossible to be performed exactly
because it would require the calculation of all possible processes arising in the
collision of a single electron with the external field (the plane wave in our spe-
cific case). Classical RR effects include, in particular, the fact that the electron
looses energy and momentum as it is accelerated because of the resulting emis-
sion of electromagnetic radiation. In QED this energy-momentum loss is already
taken into account in the basic single-photon emission process, i.e. in multipho-
ton Compton scattering. However, in [74] it has been shown that at χ0 ∼ 1 and at
αξ0 � 1, the incoherent emission of many photons substantially modifies the multi-
photon Compton spectrum, which arises from single-photon emission. In that paper
the quantum RR at moderate values of χ0 is identified with multiple photon recoils
experienced by the laser-driven electron due to consecutive incoherent photon emis-
sions.
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8.2 Peak Intensity Measurement of Strong Laser Pulses Using
Non-linear Thomson Scattering

In this section we describe a recently proposed method [40] for the measurement of
the peak intensity of strong laser pulses. The method exploits the highly directional
nature of the emission of radiation by an ultra-relativistic, accelerated charged par-
ticle. As was mentioned in the introduction, the measurement of the peak intensity
of a very strong laser pulse is a difficult task, and it is usually inferred rather than
directly measured. Several other methods have been proposed to perform in situ
measurements of the peak intensity, most of these suggest placing a certain species
of atoms in the laser focus (chosen according to the expected peak intensity) and
then either by measuring the ionization fraction [41, 75] or by measuring the photo-
ion momentum distribution [76] one can infer the peak intensity. Another proposal
suggests using Thomson radiation of electrons “born” through ionization inside the
laser pulse [77].

As will be explained later in this section, the method proposed in [40] could
be used, at least in principle, to measure peak intensities in the range between
1020 W/cm2 and 1023 W/cm2. The lower limit is set by the requirement that the
electrons involved in the measurement process must be ultra-relativistic and the
higher limit is set by the requirement that we stay in the classical regime (since
angular-resolved, quantum many-photon-emission spectra have not yet been suc-
cessfully computed) and incidentally this is also the regime where RR effects are
small.

Our strategy for the development of the method will be as follows: first, we calcu-
late the trajectory of an ultra-relativistic electron, colliding head-on with a linearly-
polarized plane-wave pulse by solving the LF equation. Then, by assuming that in
the ultra-relativistic limit the electron emits electromagnetic radiation entirely along
its instantaneous velocity, we will relate the aperture of the electron’s radiation pat-
tern to the peak intensity of the laser pulse. We will then discuss error estimates of
this method and use the generalization to the LL equation (8.2) in order to take RR
into account and to estimate the regime where this is necessary.

Newton’s second law for the electromagnetic interaction between the electron
and the plane-wave field is given by the LF equation:

dpμ

dτ
= eFμνuν = e

(
kμA′ν − A′μkν

)
uν. (8.7)

The solution of (8.7) in terms of the plane-wave phase ϕ for the initial conditions
Aμ(ϕ = 0) = 0 is given by:

uμ(ϕ) = u
μ
0 − e

m
Aμ(ϕ) + e

m

kμ

ku0

[
u0A(ϕ) − e

2m
A2(ϕ)

]
, (8.8)

where u
μ
0 ≡ uμ(ϕ = 0).

We restrict our attention to a plane wave, linearly polarized in the x̂ direction,
propagating in the positive ẑ direction, and an electron counter-propagating in the
−ẑ direction, with an initial gamma factor γ0 � 1. The initial four-velocity satis-
fying these initial conditions is u0 = γ0(1,0,0,−β0), where ku0 = ω0γ0(1 + β0).
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Fig. 8.3 A sketch of the
proposed method to measure
the peak intensity of
ultra-relativistic lasers. θm is
the maximal angle to which
radiation arrives and k

μ
0 is the

central wave four-vector of
the pulse

Writing the solution in terms of these initial conditions, and using the definition of
the shape function ψ(ϕ) from the introduction, we obtain [33]:

uμ(ϕ) =

⎛
⎜⎜⎜⎝

γ0 + 1
2γ0(1+β0)

ξ2
0 ψ2(ϕ)

−ξ0ψ(ϕ)

0

−γ0β0 + 1
2γ0(1+β0)

ξ2
0 ψ2(ϕ)

⎞
⎟⎟⎟⎠ , (8.9)

where we introduced the classical intensity parameter ξ0 (8.3).
From the solution (8.9) we learn that the electron stays relativistic throughout its

motion within the laser pulse (since γ (ϕ) = u0(ϕ) ≥ γ0 � 1) and that the motion is
confined to the x − z plane. The angle between the velocity vector and the −ẑ axis
(and in the ultra-relativistic limit, the angle to which radiation is being emitted) is:

tan θ(ϕ) = −ux

uz
≈ ξ0

γ0

ψ(ϕ)

ξ2
0 ψ2(ϕ)/4γ 2

0 − 1
. (8.10)

In order to find the maximal angle to which radiation arrives, we need to maximize
this expression with respect to ϕ. By assuming that max |ψ(ϕ)| = 1 it is easy to see
that the maximal angle θm is reached when |ψ(ϕ)| = 1. This allows us to invert the
relation and find ξ0 as a function θm:

ξ0 = 2γ0
sin θm

1 + cos θm
. (8.11)

In order to obtain the peak intensity, we use the relation Ip = E2
0/4π to obtain:

Ip
[
1018 W/cm2]≈ 1.8ω2

0[eV]ξ2
0 = 28

[
ω0[eV]ε0[MeV] sin θm

1 + cos θm

]2

, (8.12)

where ε0 = mγ0 is the electron’s initial energy in MeV. In Fig. 8.3 a sketch of the
proposed method is shown, defining both θm and the axes as described in the text.

Several remarks about this solution are in order:

1. The solution does not depend on the shape function ψ(ϕ). This is an attractive
feature since the method does not require us to make any assumptions about the
exact shape of the laser pulse.



8 Tests of Classical and Quantum Electrodynamics with Intense Laser Fields 121

2. We can repeat the same analysis for a circularly polarized plane wave, by choos-
ing an appropriate four-potential. The resulting relation between θm and Ip is
exactly the same as in (8.12). The definition of θm in this case will be different
since now the electron’s radiation will not be confined to a line but rather to a
cone whose opening angle is θm.

3. By integrating the four-velocity (8.9) with respect to ϕ, we obtain the trajectory
of the electron as a function of the plane-wave phase (using dτ = dϕ/ku0):

xμ(ϕ) = x
μ
0 + 1

ω0

(
1

2
ϕ + δ2

0f2(ϕ),−δ0f1(ϕ),0,−1

2
ϕ + δ2

0f2(ϕ)

)
, (8.13)

where we set β0 = 1 (since γ0 � 1), and defined fn(ϕ) ≡ ∫ ϕ

0 ψn(ϕ′)dϕ′ and
δ0 ≡ ξ0/2γ0. It is interesting to note that the trajectory depends on the initial
electron energy and on the laser intensity only through the parameter δ0, which
can therefore be used to characterize different parameter regimes.

The uncertainty in the intensity measurement can be estimated using standard
error propagation theory. If we indicate by �F the uncertainty in the generic quan-
tity F , the relative theoretical uncertainty in the peak intensity (in the case of a
plane-wave field) is given by:

�Ip

Ip
= 2

√(
�ω0

ω0

)2

+
(

�ε0

ε0

)2

+
(

�θm

sin θm

)2

. (8.14)

The relative uncertainty in ω0 is usually small and can safely be neglected. The un-
certainty in the initial electron energy ε0 depends on the quality of the electron beam
used in the experiment. Current laser-plasma accelerators can provide a beam with
�ε0/ε0 ≈ 5 % [30], and electron guns can provide beams with a much lower uncer-
tainty. The third term depends to a large extent on the value of θm. It diverges for
θm = 0,π and is minimal for sin θm = 1. These divergences have a simple physical
interpretation: θm ≈ 0 indicates that the initial energy of the electron was so high
(δ0 � 1) that the electron was almost not deflected at all by the laser pulse. θm ≈ π

indicates that the initial electron energy was too low (δ0 � 1) and as a result the
electron was almost completely reflected by the laser pulse. Both cases are insensi-
tive to the exact value of the peak intensity, and can only indicate that the intensity is
less than or more than a certain threshold value, respectively. If we want to achieve
a high level of accuracy, we have to select the initial energy of the electron such that
it will be deflected to θm ∼ π/2. In order to achieve that, we estimate the expected
laser intensity, and then select the initial energy of the electron accordingly. As can
be seen from (8.10) this can be achieved by selecting δ0 ≈ 1. We call this the “opti-
mal regime”. In terms of the initial electron energy and laser intensity, the condition
is:

ε0,optimal [MeV] =
0.19
√

Ip[1018 W/cm2]
ω0 [eV] , (8.15)

where Ip is the expected peak laser intensity.
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By estimating �θm ≈ 1° (corresponding to the ratio between dimension of a
typical high-energy photon detector ∼1 cm and the distance of ∼1 m of the detector
from the interaction region), sin θm = 1 and �ε0/ε0 ≈ 5 % we obtain �Ip/Ip ≈
10 %. In comparison with other methods employed nowadays, whose accuracies
are often even larger than 50 %, this theoretical accuracy is a major improvement.

The assumption that the electrons are relativistic is critical for our method. As
we have seen from the error analysis, however, if an electron has an initial energy
which is too high relative to the laser intensity, the maximal angle θm will tend to
zero and we could not use our method to determine the laser intensity. This sets a
lower limit on the domain of validity of the method since it indicates that we cannot
measure very low laser intensities. In order to find a rough estimate of this lower
bound, let us assume that we would like to have electrons with at least γ0 = 10,
and that the minimal angle we can measure is 45° (for example, because of the
experimental setup). Plugging this into (8.12) we obtain that the minimal intensity
we can measure is Ip,min ≈ 1.25 × 1020 W/cm2 × (ω0[eV])2 which for an optical
laser with ω0 = 1.55 eV means Ip,min ≈ 3.0 × 1020 W/cm2.

As was discussed in the introduction, the LF equation (8.7) does not take RR
effects into account. In order to do so we should use the LL equation (8.2) instead.
The LL equation has been solved analytically for a general plane wave [39]. This
general solution can be used both to obtain corrections to the previous result (8.12)
and to derive its limits of validity.

Employing the same initial conditions leading to (8.9), the general solution has
the form:

uμ(ϕ) = 1

h(ϕ)

⎛
⎜⎜⎜⎝

γ0 + 1
2γ0(1+β0)

[h2(ϕ) − 1 + ξ2
0 I 2(ϕ)]

−ξ0I (ϕ)

0

−β0γ0 + 1
2γ0(1+β0)

[h2(ϕ) − 1 + ξ2
0 I 2(ϕ)]

⎞
⎟⎟⎟⎠ , (8.16)

with

h(ϕ) = 1 + 2

3
α

ω0

m
γ0(1 + β0)ξ

2
0

ϕ∫

0

dζ
[
ψ ′(ζ )

]2
, (8.17)

I (ϕ) =
ϕ∫

0

dζ

[
h(ζ )ψ ′(ζ ) + 2

3
α

ω0

m
γ0(1 + β0)ψ

′′(ζ )

]
. (8.18)

This solution goes over to the LF solution (8.8) when we take the formal limit
α → 0, which is to be expected since the corrections to the LF equation are propor-
tional to α. The largest correction to the LF solution comes from the second term in
h(ϕ) and is proportional to 2

3α
ω0
m

γ0(1 + β0)ξ
2
0 N ≈ 2 × 10−8ω0[eV]γ0ξ

2
0 N , where

N is the number of cycles in the pulse. So wee see that in the ultra-relativistic limit
one can neglect RR effects as long as ω0[eV]γ0ξ

2
0 N � 5×107, or in terms of initial

electron energy, peak laser intensity and central laser frequency:

ε0[MeV]Ip[1018 W/cm2]N
ω0[eV] � 4.8 × 107. (8.19)
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This means, for example, that for an optical laser pulse with ω0 = 1.55 eV, N = 10
cycles and an intensity of 1022 W/cm2, the initial energy of the electron must be
much smaller than 744 MeV, which is quite reasonable. However, already at the
intensity of 1023 W/cm2, the initial energy must obey ε0 � 74 MeV. Since the op-
timal initial energy for this scenario would be ε0 ≈ 39 MeV we can infer that it is
no longer possible to neglect RR effects.

RR incorporates into the equations of motion the loss of energy and momentum
due to the radiation of electromagnetic waves by the particle. We can expect that
taking this dissipative effect into account will have an effect similar to friction. We
should therefore not be surprised that now θm will depend on the shape function we
choose for the laser pulse, since it influences the electron’s trajectory and thus the
energy loss. We can also expect that by the time the electron reaches the peak of the
laser pulse, it will have less energy than what is predicted by the LF equation. This
means that it will be more deflected by the pulse, and will therefore reach larger
angles than our previous result would suggest, meaning that in general we expect
θm,with RR ≥ θm,no RR.

In order to incorporate RR corrections effects in our method, we repeat the proce-
dure described above by calculating the angle tan θ(ϕ) using (8.16) and maximizing
it (numerically) with respect to ϕ. After this maximization, we obtain a sixth degree
polynomial in ξ0 which we have to solve in order to find the intensity as a function
of the maximal angle θm. This is numerically a straightforward procedure which re-
quires, however, a model for the shape function ψ(ϕ). One can chose, for example,
ψ ′(ϕ) = sin2(ϕ/2N) sin(ϕ +ϕ0) where N is the number of cycles of the laser pulse
(and for our initial conditions ϕ0 = 0).

In the preceding analysis, we modeled the laser pulse as a plane-wave field. While
this model allowed us to obtain analytical results, it is obviously not a very realistic
model for a focused laser pulse. It represents a wave that is infinite in the perpen-
dicular directions and the shape of the laser pulse does not change in time or, equiv-
alently, as the pulse advances along the z direction. Real laser beams are spatially
confined in the perpendicular directions and change their shape as they propagate.
Since we would like to use our method to measure very high intensities which are
only attainable by ultra-short, spatially compressed laser pulses, it is important to
check the validity of the plane-wave result by employing simulations of a more
realistic laser beam.

Gaussian beams are often used to model laser beams, at least to a first approxi-
mation [78]. A Gaussian beam is a cylindrically symmetric beam characterized by
a waist size w0, which has a Gaussian intensity profile in the perpendicular direc-
tion (at maximum focus, w0 is the perpendicular distance where the intensity profile
decreases by 1/e) and a magnitude that varies along the propagation direction.

In order to evaluate the proposed method, we performed a number of numerical
simulations employing a Gaussian beam with a waist size w0 = 5 µm and wave-
length of 800 nm. For these parameters the Rayleigh length is zr = πw2

0/λ0 ≈
98 µm and the divergence angle θ0 = 0.05. Expressions for E and B fields to first or-
der in θ0 were calculated and an envelope function g(ϕ) = sin2(2ϕ/N) with N = 10
cycles (see [79] for the expressions and notation). The trajectory of the electron was



124 S. Meuren et al.

Fig. 8.4 Radiation spectrum
of an electron with initial
energy ε0 = 72 MeV
colliding head-on with a laser
pulse with peak intensity
Ip = 1022 W/cm2. Vertical
dashed (solid) lines represent
theoretical expectations
neglecting (taking into
account) RR effects

obtained by numerically integrating the LL equation (8.2) using a variable step-size
Runge-Kutta method (numerical recipes in Fortran, “odeint” routine [80]). From the
trajectory, the frequency spectrum has been computed according to [81]:

d2I

dω dΩ
= e2

4π2

∣∣∣∣∣
∞∫

−∞

n × [(n − β) × β̇]
(1 − β · n)2

eiω(t−n·r(t)) dt

∣∣∣∣∣
2

, (8.20)

for different values of the vector n corresponding to varying the polar angle θ at
φ = 0 and φ = π (the x–z plane).

For each simulated laser intensity, several initial energies of the electron have
been used. The initial position of the electron has been varied as well, in order to
simulate an (incoherently emitting) electron beam. This is a good approximation
since typically at the edge of the spectrum high-frequency radiation is emitted, and
at the typical electron densities we are interested in (e.g., electron bunches pro-
duced at laser-plasma accelerators), the emission of these frequencies is incoherent.
All simulations were performed for χ0 � 1, so that quantum effects can safely be
neglected. In Fig. 8.4 we show the spectrum from one such simulation. The vertical
lines represent our theoretical expectation according to the plane-wave approxima-
tion. The dashed (solid) lines were calculated using the solution of the LF (LL)
equation, thus neglecting (taking into account) RR effects. The simulation was per-
formed for a peak intensity of Ip = 1022 W/cm2 and an initial electron energy of
ε0 = 72 MeV. From the figure we see that the estimate for θm, which included taking
RR effects into account, was very good. This example has been chosen, however, to
show a case where RR effects are noticeable. In fact, by choosing an initial energy
according to (8.15) (ε0 = 23 MeV) we could have reduced the difference between
the two calculations to about 2.2°.

In general, the obtained radiation spectra had an angular aperture which fit very
well the theoretically calculated one, and, in the regime where it is expected that
RR effects are important, the angular aperture fit the theoretical expectations of
the modified method. When the initial position of the electron was far off-axis, the
angular aperture of its radiation was smaller than the theoretically expected one
since it sampled a region of the beam with a reduced intensity. This means that,
in general, these electrons will not interfere with our method, since they will not
radiate to large angles.
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8.3 Quantum Electron Self-interaction in a Strong Laser Field

In this section we will discuss non-linear QED effects originating from radiative cor-
rections more in depth. As already mentioned in the introduction, if ξ0 ≥ 1 we have
to take the external field into account exactly by using the Furry picture [45]. Start-
ing from the ordinary QED-Lagrangian density, one splits the total four-potential
A

μ
tot into the background field Aμ and the radiation field A

μ
rad [82]

LQED = ψ̄(i/∂ − m)ψ − 1

16π
F tot

μνF
μν
tot − eψ̄γμψA

μ
tot, A

μ
tot = A

μ
rad + Aμ (8.21)

where F
μν
tot = ∂μAν

tot − ∂νA
μ
tot. If the background field is relativistically intense, one

can neglect quantization effects and treat Aμ as a classical field. Thus, we quantize
only the radiation field (and take it into account perturbatively) while the back-
ground field is kept exactly in all expressions. In order to quantize the fermion field
in the presence of the background field, one has to solve the interacting Dirac equa-
tion. For a plane-wave external field Aμ = Aμ(ϕ), Aμ(±∞) = 0 (which we will
consider exclusively in the following) this was first carried out by Volkov [72]. For
electrons the solution can be written as [43, 44] ψV

p,ζ (x) = E (p, x)up,ζ /
√

2ε, where
the quantization volume has been set to unity, the so-called Ritus matrices

E (p, x)

=
[

1 + e/k/A(kx)

2pk

]
exp

{
−ipx − i

∫ kx

−∞

[
eA(ϕ′)p

pk
− e2A2(ϕ′)

2pk

]
dϕ′
}
, (8.22)

have been introduced and where up,ζ is a free spinor which corresponds to the den-
sity matrix [43, 83]

up,ζ ūp,ζ = 1
m

2
+ γ μ pμ

2
+ m

2
γ μγ 5ζμ + i

4
γ μγ νεμνρσ ζ ρpσ . (8.23)

Here pμ = (ε,p) is the on-shell (p2 = m2) four-momentum describing the elec-
tron in the absence of the field and ζμ is the spin four-vector defined by 2mζμ ≡
ūp,ζ γ 5γ μup,ζ , which describes the electron’s spin degree of freedom. Using the
standard representation of the gamma matrices from [43], the free spinor and the
spin four-vector can be written as

up,ζ =
(√

ε + mω√
ε − m(pσ/|p|)ω

)
, ζμ =

(
pζ

m
, ζ + p(pζ )

m(ε + m)

)
,

ζ ≡ ω†σω,

(8.24)

where σ i are the Pauli-matrices. Thus, the free spinor up,ζ is described completely
by its momentum p and the rest frame spin polarization ζ .

Before we will discuss non-linear quantum effects we analyze the properties of
the Volkov states and their spin dynamics a bit more in detail. Despite the fact that
the Volkov states are exact solutions of the interacting Dirac equation, both their
phase and spinor structure can be understood essentially quasi-classically. This can
be seen from the classical trajectory of an electron inside a plane-wave field. By
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solving the LF equation (8.8) we find that the four-momentum pμ(ϕ) of a classical
electron is given by [84, 85]

pμ(ϕ) = pμ + eFμνpν

pk
+ e2FμνFνρpρ

2(pk)2
, (8.25)

where pμ is the initial four-momentum at ϕ → −∞, kp(ϕ) = kp is a constant of
motion and

Fμν(ϕ) ≡
∫ ϕ

−∞
dϕ′ Fμν

(
ϕ′)= kμAν(ϕ) − kνAμ(ϕ). (8.26)

If we insert the solution given in (8.25) into the classical action for an electron
interacting with an external electromagnetic field [33]

S =
∫ t

−∞
dt ′
[
−mc2

γ
− e

c
Aμ dxμ

dt

]
, (8.27)

we obtain (up to the imaginary unit) the exponent of the Volkov solution.
To analyze the spin dynamics of the Volkov solution we consider the expectation

value of the spin four-vector

ζ ′μ(ϕ) = ψ̄V
p,ζ γ 5γ μψV

p,ζ

ψ̄V
p,ζ ψV

p,ζ

= ζμ + eFμαζα

pk
+ e2FμαFαβζ β

2(pk)2
, (8.28)

which is an exact solution of the semi-classical Bargmann-Michel-Telegdi (BMT)
equation [43, 86]

dζμ

dτ
= e

m
Fμνζν (8.29)

for an electron as having an intrinsic magnetic moment e�ζ/2mc. Thus, also the pre-
cession of the spin inside the plane-wave field can be understood semi-classically.

We point out that even the spin continuously changes its orientation while the
electron propagates through a plane-wave field, according to the Volkov solution
it recovers its initial configuration after the electron has left the plane-wave field
again. This is due to the fact that the phase in (8.22) does not depend on the spin
polarization. This changes, however, if non-linear quantum corrections are taken
into account.

Since the laser field depends only on the phase ϕ = kx, it is useful to introduce
light-cone coordinates in strong-field QED calculations [49, 87–90]. To this end we
define the following four basis four-vectors

nμ = (1,n), n̄μ = 1

2
(1,−n), e

μ
i = (0, ei ), (8.30)

where i ∈ (1,2), n2 = 1 and eiej = δij , e1 × e2 = n. These four-vectors obey gen-
eralized orthonormality relations

n2 = n̄2 = 0, n̄μnμ = 1, e
μ
i ej μ = −δij , e

μ
i nμ = e

μ
i n̄μ = 0, (8.31)

meaning that the four-vectors e
μ
i represent the two possible polarization directions

of the laser field. Light-cone coordinates (primed indices) are now obtained by using
the following transformation
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aμ′ = Λμ′
νa

ν, bμ′ = bνΛ
−1ν

μ′, Λ−1ρ
μ′Λμ′

σ = δρ
σ (8.32)

for arbitrary four-vectors aμ and bμ, and corresponding generalizations for higher
tensors, where δ

μ
ν is the unit tensor and

Λμ′
ν = δ

μ′
− nν + δ

μ′
I e1ν + δ

μ′
II e2ν + δ

μ′
+ n̄ν (8.33)

(we use the indices −, I , II, + for light-cone components). Even if the transforma-
tion is symmetric with respect to the components (−,+), we take (−) as the gen-
eralized time-component since the laser phase is now given by ϕ = kx = ω0x

− ≡
ω0φ. The price for this nice relation is a non-diagonal metric

ημ′ν′ = δ−
μ′δ

+
ν′ − δI

μ′δI
ν′ − δII

μ′δII
ν′ + δ+

μ′δ
−
ν′ (8.34)

which implies

aμbμ = aμ′
bμ′ = a−b+ + a+b− − aI bI − aIIbII . (8.35)

We point out that the four-potential for a plane-wave field can always be chosen
such that it obeys A+ = A− = 0. Since the determinant of the transformation in
(8.33) is unity we obtain d4x = dx− dx+ d2x⊥, where ⊥ = (I, II). In the following
we will always use a coordinate system where −e1 = ex = (1,0,0), −e2 = ey =
(0,1,0) and n = ez = (0,0,1), which implies that the light-cone components of a
four-vector vμ are given by v− = v0 − v3, v+ = 1

2 (v0 + v3), vI = v1 and vII = v2.
In light-cone coordinates the Ritus matrices can be written as

E (p, x) =
(

1 + e/n/A

2p−

)
exp

[
−ipx − i

∫ x−

−∞
dφ′
(

eAp

p− − e2A2

2p−

)]
. (8.36)

They obey the following four-dimensional completeness and orthogonality relations∫
d4p

(2π)4
E (p, x)Ē

(
p,x′)= δ4(x − x′),

∫
d4x

(2π)4
Ē
(
p′, x
)
E (p, x) = δ4(p′ − p

)
.

(8.37)

To prove the first equation one performs the p+ integration first and uses the ob-
tained delta-function δ(x− − x′−) to simplify the integrand. The second relation
can be shown similarly by first integrating over x+, x⊥. Equations (8.37) allow us
to expand the fermionic field operator in terms of Volkov states rather than plane-
waves as done in vacuum QED [43, 91]

ψ̂(x, t) =
∑
p,ζ

âp,ζ E (p, x)
up,ζ√

2ε
+ b̂

†
p,ζ E (−p,x)

u−p,−ζ√
2ε

. (8.38)

The operators â
†
p,ζ and b̂

†
p,ζ create now “laser-dressed” (Volkov) electrons and

positrons, respectively, which take the interaction with the external field into ac-
count exactly (u−p,−ζ are the negative-energy free spinors). Correspondingly, the
laser-dressed or Volkov propagator reads [44, 47]

G(x,y) = lim
O→0

∫
d4p

(2π)4
E (p, x)

/p + m

p2 − m2 + iO
Ē (p, y), (8.39)

which is depicted by a double line in Feynman diagrams.
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Fig. 8.5 The exact electron wave-function inside an external (classical) plane-wave field. Here
the double line represent Volkov states which take the background field into account exactly.
The wiggly line depicts photons of the quantized radiation field which represent the interaction
of the electron with its own electromagnetic field. The exact electron wave-function obeys the
Schwinger-Dirac equation (8.6)

As already mentioned in the introduction, the Volkov states describe an electron
only at tree level and they are modified by radiative corrections (see Fig. 8.5). To
obtain the exact electron wave-function inside an external field, one has to solve the
Schwinger-Dirac equation (8.6) which includes the mass operator. For a plane-wave
field the leading-order contribution in α to the mass operator M was first derived
in [92]. Starting from this expression for a linearly polarized plane-wave field, we
considered the experimentally interesting limit ξ0 � 1 and solved the Schwinger-
Dirac equation to leading order in α [71]. This perturbative approach is valid as
long as αχ

2/3
0 � 1 [44]. We worked in a mixture between position and momentum

space by transforming only the three coordinates x+, x⊥ to p−, p⊥ and keeping
the dependence on the laser phase x−. For spin polarizations ζ along the direction
of the magnetic field B∗ (corresponding to f

μν
0 ) in the electron’s rest frame, the

solution can be written as

Ψ R
p,ζ (x) = ER,σ (p, x)

up,ζ√
2ε

, ζ = σ
B∗

|B∗| , σ = ±1, (8.40)

where we have defined the radiatively-corrected Ritus matrices

ER,σ (p, x) =
{

1 + m/n

2p−

[
e/A

m
+ R0,σ

(
p,x−)]}eiSR,σ (p,x), (8.41)

with the radiatively-corrected electron “action”

SR,σ (p, x) = −px −
∫ x−

−∞
dφ′
[

epA

p− − e2A2

2p− + m2

p−
2∑

i=1

Ri,σ

(
p,φ′)

]
. (8.42)

Here Rj,σ (p,φ) = Cj(p,φ) + Dj(p,φ)σ and the functions Cj and Dj are de-
fined in [71]. We point out that these functions are proportional to the fine-structure
constant α and vanish in the formal limit α → 0. They depend on the laser
phase ϕ only via the “instantaneous” value of the quantum non-linear parameter
χ(ϕ) = χ0|ψ ′(ϕ)|. Thus, for χ0 � 1 non-linear quantum correction start to play a
role and the degeneracy of the quasi-energy for the two spin states is removed since
SR,σ depends on σ [93]. However, for quasi-monochromatic laser pulses the spin-
dependence of the quasi-energy averages out and one obtains the following modified
quasi-momentum

Qμ = qμ + m2

p−
[〈C0〉(p) + 〈C1〉(p)

]
nμ, (8.43)
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Fig. 8.6 (a) An electron collides head-on with a linearly polarized laser pulse propagating in
z-direction. The electron’s spin is initially polarized along the polarization direction of the laser
(x-direction). (b) After the interaction the spin polarization is measured along the z-direction

where qμ is the classical quasi-momentum (8.4). Correspondingly, also the elec-
tron’s dressed mass is shifted by non-linear quantum effects inside the field

δm2∗ ≡ Q2 − q2 = 2m2[〈C0〉(p) + 〈C1〉(p)
]
. (8.44)

The influence of the electron self-interaction on the spin dynamics can be re-
vealed using short laser pulses for which 〈Di〉(p) �= 0. In [71] we suggested the
experimental setup sketched in Fig. 8.6 to measure this effect. An on-shell electron
with initial four-momentum pμ = (ε,0,0,−p) collides head-on with a laser beam
linearly polarized along the x-direction, with electric field amplitude E0 and cen-
tral angular frequency ω0 (wavelength λ0 = 2π/ω0). In the electron’s rest frame, its
spin is initially polarized along the direction of the electric field of the laser (ζ = ex ).
Thus, the initial electron state in the laser field is described by Ψ R

p,ex
. Since the ra-

diatively corrected Volkov states only have the simple structure (8.40) if the spin
is polarized along the direction of the magnetic field (the y-direction), we expand
the state Ψ R

p,ex
into the eigenstates Ψ R

p,σey
(σ = ±1). From (8.42) we conclude that

the component with a given quantum number σ acquires a phase factor of the form
exp(−iΦσ ), where Φσ = Φ0 + σΦs . Thus, the probabilities P↑/↓ that the electron
spin points along the positive/negative z-direction after the interaction with the laser
pulse are given by

P↑/↓ = e2�(Φ0)

2

[
cosh
(
2�(Φs)

)∓ sin
(
2�(Φs)

)]
. (8.45)

These probabilities are exponentially suppressed since an electron inside a laser
field is unstable with respect to photon emission (the imaginary part �(Φ0) is pro-
portional to the total probability for non-linear Compton scattering by the unitarity
of the S-matrix). It is therefore also from this point of view favorable to employ
rather short laser pulses in order to observe enough electrons which did not radiate
during the interaction with the pulse. Having selected these electrons by appropriate
methods, the following observable is convenient

A ≡ P↑ − P↓
P↑ + P↓

= − sin(2�(Φs))

cosh(2�(Φs))
, (8.46)

which describes the asymmetry of the measured spin populations. As aforemen-
tioned, the Volkov states predict no relative phase between two different spin states
and thus A = 0. Measuring a non-zero asymmetry would therefore be a clear sig-
nature for non-linear QED contributions to the electron’s spin dynamics. In Fig. 8.7
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Fig. 8.7 Expected spin asymmetry A given in (8.46) as a function of the laser peak in-
tensity Ip and the laser carrier-envelope phase (CEP) ϕ0 for a laser pulse described by
ψ ′(ϕ) = sin2(ϕ/2N) sin(ϕ + ϕ0) if ϕ ∈ [0,2πN] and zero otherwise with the parameters
ω0 = 1.55 eV, N = 2 (corresponding to a pulse duration τ = 2πN/ω0 ≈ 5 fs) colliding head-
-on with electrons of ε = 500 MeV (corresponding to γ ≈ 1000). The peak intensity Ip and the
peak value for χ0 are related by χ0 = γ0(1 + β0)

√
Ip/Icr (Icr = 4.6 × 1029 W/cm2)

we have plotted the asymmetry A given in (8.46) for 500 MeV electrons collid-
ing head-on with an optical laser pulse (ω0 = 1.55 eV) with a duration of ≈ 5 fs.
We point out that CEP-stabilized pulses with τ ∼ 5 fs and Ip � 1022 W/cm2

are experimentally envisaged [94] and spin asymmetries of one percent have al-
ready bean measured even at electron energies ∼ 1 GeV [95]. Furthermore, po-
larized ultra-relativistic electron beams with N ≈ 1010 electrons, a spot area
≈ 1.7 µm × 0.75 µm and a length le of about 0.5 mm can be produced [96, 97].
Assuming that one would combine a Gaussian laser beam focused to one wave-
length (spot radius w0 = λ0 and Rayleigh length lr = πw2

0/λ0 = πλ0) [98] with
such an electron beam, about N ∗ ∼ N × exp[2�(Φ0)] × 2lr/ le ∼ 107 elec-
trons pass through the strong-field region without radiating (at a peak intensity of
Ip = 1.5 × 1022 W/cm2, we obtain a suppression factor due to the finite lifetime
of exp[2�(Φ0)] ≈ 0.1). Thus, the absolute difference of the expected electrons with
opposite spin is ∼ A0 × N ∗ ∼ 105. Note also that in the above example the trans-
verse excursion of an electron in the field is (for our parameters) approximately
λ0mξ0/ε ≈ 0.06λ0, i.e. much smaller than w0 and therefore the plane-wave ap-
proximation of the laser field should be adequate [33]. Thus, we conclude that a
spin asymmetry due to the electron’s self-interaction should be, in principle, mea-
surable with presently available technology.

8.4 Conclusions and Outlook

In this chapter we have discussed some effects in the realm of classical and quantum
electrodynamics occurring in the presence of intense laser fields. In particular, we
have discussed a relatively simple method proposed in [40] to determine the peak
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intensity of ultra-relativistic laser pulses in an all-optical setup. By exploiting the
high directionality of the radiation emitted by ultra-relativistic electrons, we could
show that this methods allows for single-shot measurements with accuracies better
than those presently available. Furthermore, we investigated radiative corrections to
the Volkov states which were calculated in [71]. We have shown that inside a laser
field the effective momentum of the electron is affected by the interaction of the
electron with its own electromagnetic field and becomes dependent on the quantum
parameter χ0. Finally, we discussed a possible experimental setup which allows to
measure the effect of non-linear quantum corrections to the electron spin dynamics
with available laser and electron accelerator technology.

We conclude by discussing some of the challenges in strong-field QED, that still
need to be investigated. According to the results in [44], radiative corrections in a
strong plane-wave field at ξ0, χ0 � 1 scale as αχ

2/3
0 , unlike in vacuum QED where

they scale as α (apart from an inessential logarithm of the typical energy of the pro-
cess in units of the electron mass). This implies that at χ0 � 103, QED becomes
a strongly-coupled theory as QCD and the interaction between the photon and the
electron-positron fields cannot be accounted for perturbatively. The main challenge
would be to develop an approach to investigate strong-field QED processes beyond
perturbation theory with respect to the photon field. Another challenge is also the
capability of performing strong-field calculations with realistic background fields,
i.e., going beyond the plane-wave approximation in the case of a laser field. In such
cases, in fact, the Dirac equation in the presence of the background field cannot be
solved exactly and approximated methods have to be applied. Recently, a quasiclas-
sical approach has been developed in [99] in order to investigate processes in the
presence of an atomic field and of a plane-wave field but at energies much larger
than the electron mass. The Dirac equation for this field configuration cannot be
solved exactly either, and one can hope to extend this method also to treat spatially
focused laser beams. Finally, we mention the possibility of describing strong-field
processes in configuration rather than in momentum space. This goal has not yet
been achieved in strong-field QED, although there are already calculations [100]
going in this direction for one-dimensional model-systems as one scalar and one
fermion field coupled via a Yukawa potential.
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Chapter 9
Quantum Vacuum Polarization Searches
with High Power Lasers Below the Pair
Production Regime

Daniele Tommasini, David Novoa, and Luis Roso

Abstract For high enough electromagnetic fields, such as those that can be
achieved by ultra-intense laser pulses, light is expected to interact with light through
the interchange of virtual particles. A rich phenomenology is then predicted to occur,
such as the possible production of real electron-positron pairs for electromagnetic
fields close enough to the Schwinger limit, or the polarization of the vacuum itself.
These effects may be amplified by new physics, so that their search can also be used
to test non-standard models involving axions or mini-charged particles. A recent
work suggests that the diffraction of light by light in vacuum, in the absence of any
material slit or obstacle, is most probably the first signature of the polarization of
the vacuum that will be reachable in the near future. Surprisingly enough, this result
could be achieved very soon in principle, either at a high repetition rate Petawatt
facility such as VEGA, that is expected to be operative at the beginning of 2014 in
Salamanca, Spain, or at other Multi-PW facilities, such as ELI-10 PW or PETAL.
Calculations for a prospective 100-PW system are also included.

9.1 Introduction

Besides their multiple technological applications, extreme lasers are becoming part
of a conceptually new experimental set-up to explore fundamental properties of the
quantum world. Quantum Electrodynamics (QED) has been the most successful
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theory ever proposed, predicting properties at the atomic scale with an astonishing
precision. Due to its triumphs, it has been used in Particle Physics as a guide for the
construction of the theories of the strong and weak interactions as well.

However, QED effects implying the exchange of a very high number of particles
are still controversial. In Classical Electrodynamics, Maxwell’s equations in vac-
uum are linear in the fields and so do not allow for any interaction of light with
light. In QED, however, two photons can couple each other by the exchange of a
virtual particle-antiparticle pair (most likely an electron-positron virtual pair) [29].
Quantum vacuum can thus be polarized by electromagnetic fields. For many years
this idea has been considered a gedanken experiment [33], but we hope that in the
near future some features of the exchange of such virtual pair of particles may be-
come observable [35].

Todays femtosecond lasers can achieve the Petawatt level and beyond. When
such lasers have a good quality wavefront—not easy at all at such extreme powers—
the laser pulse can be focused at intensities of the order of 1023 W/cm2 or beyond,
and probably in less than a decade the 1025 W/cm2 intensity will be reached in the
lab frame, and much more if we consider a Lorentz boosted frame. In such cases,
the photon concentration is so extreme that many photons can interact with a single
electron almost instantaneously. Photons are bosons and so they can be packed in a
large number at the same quantum state at the same point. If they did not interact
with each other, in principle their density could be arbitrarily high. In other words,
there should be no limit for the maximum intensity of a laser pulse. However, QED
predicts that photons interact, and it has been argued since Schwinger times that
there is a theoretical limit for the field, beyond which vacuum would become unsta-
ble and spontaneous pair production would take place. This limit is now referred as
the Schwinger limit [49], and corresponds to the critical value 1.3 × 1016 V/cm for
the electric field. For a laser pulse, this corresponds to an intensity ∼1029 W/cm2,
which is six orders of magnitude beyond current possibilities, and four orders of
magnitude above the reach of the new facilities that will be available in the next
decade.

Nevertheless, we are not too far, and it has been suggested that real electron-
positron pairs may be produced in significant amount via laser-induced electromag-
netic cascades even below the Schwinger limit. In this process, charged electron-
positron pairs are produced and accelerated within the laser pulse, subsequently
emitting hard photons which in turn decay into further electron-positron pairs, which
are accelerated by the laser pulse itself and so on. This cascade effect possibly leads
to a saturation of the laser intensity at the level ∼1026 W/cm2 [23], which is just
an order of magnitude above the level that may be reached in a decade. It might be
expected that more efficient configurations can be found leading to real pair produc-
tion at a somewhat lower scale [5, 22, 34, 46, 47]. In any case, the production of real
pairs is hardly expected to be observable below the 1024 W/cm2 intensity scale [5].

Although we cannot expect to succeed in the production of real pairs, at least un-
til the next decade, we may be closer to detect the first signatures of the polarization
of vacuum induced by the production and annihilation of virtual pairs of particles.
In QED, this effect is predicted to be generated by the same radiative corrections
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Fig. 9.1 Photon-photon
cross-section σγ−γ vs.
photon energy (in units of the
electron mass). The peak
σγ−γ occurs for a photon
mass similar to the electron
mass. At optical wavelengths,
the cross-section falls down
by about 30 orders of
magnitude

that are responsible for photon-photon scattering. Although an experimental evi-
dence of the latter has been obtained in the case of Delbruck scattering of a gamma
ray of energy at the MeV scale from an atomic electric field [43], all the searches
both for the scattering of real photons have only produced negative results, and no
experimental evidence has been found so far of the interaction of light with light
in the optical regime. This is due to the extremely tiny QED cross-section for the
photon-photon scattering, in particular at optical wavelengths (σ ∼ 10−63 cm2), as
shown in Fig. 9.1.

Another possibility to gain experience with the nonlinear behavior of the quan-
tum vacuum is to consider a gamma ray photon colliding with one, or a few, optical
photons. This has been already done in the context of the SLAC-144 experiment.
They observed collisions of a 46.6 GeV electron beam with a 527 nm Terawatt
pulsed laser and subsequent positron production. Such positrons were arising from
a combined process in which laser photons were backscattered by the electron beam
first and then interact with several laser photons to produce an electron-positron pair.
These results, in good agreement with QED predictions, were a clear experimental
evidence for inelastic photon-photon scattering. In those experiments the peak laser
intensity just arrived to 1018 W/cm2 but the nonlinear QED effect was enhanced
enough to be observed thanks to the backscattered photons [12, 13].

However, the process at the optical scale can have a very rich phenomenology,
including the diffraction of light by light in the complete absence of matter. More-
over, it can be enhanced by additional contributions from new physics. In fact, while
all Schwinger-type calculations assume that the lightest possible particle pair is the
electron-positron, there are theories predicting the existence of axions and other
mini-charged particles lighter than the electron. Extreme lasers can then represent a
unique laboratory test for the existence, or not, of such particles. On the other hand,
it has recently been argued that even the QED virtual electron-positron pair ex-
change can be tested at present PW facilities by searching for light by light diffrac-
tion in a head-on collision of two laser pulses [50]. This result lowers by several
orders of magnitude the requirement on the intensity for the polarization of the vac-
uum to become observable, as compared to previous works. As far as we know, the
latter is the best candidate to provide the first signature of the virtual pair creation
mediating the interaction of light with light in the optical regime.
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Summarizing, to our knowledge there are two key questions where lasers can be
relevant for our understanding of the quantum vacuum. The first question is the ex-
istence of the Schwinger limit itself, whose experimental study would require laser
peak intensities beyond 1029 W/cm2. Such intensities are beyond the possibilities of
standard CPA technology, although conceptually new laser schemes that are under
consideration, such as Backward Raman Amplification, might allow for reaching the
Schwinger limit in the future. In any case, a deeper theoretical understanding and
modeling on the laser-electron coupling at such extreme fields is needed, particu-
larly in the context of radiation reaction that can be dominant beyond 1026 W/cm2.
While we wait for such developments we can try to solve the second key question:
which can be the first effect to be observed at the lower laser intensities that will be
available now or in the near future? The proposal that we present in this chapter tries
to answer this question. As we shall see, the quantum interaction of light with light
may be observed at laser facilities in the Petawatt or multi-Petawatt regime much
before the Schwinger limit, and its search can also be used to address fundamental
questions such as the existence of mini-charged or axion-like particles.

The chapter is organized as follows:
In Sect. 9.2, we will briefly review the recent research in the field, that has opened

the possibility of performing optical measurements of vacuum polarization effects
using ultraintense lasers.

In Sect. 9.3, we discuss the mathematical formalism and introduce the two pa-
rameters that drive the nonlinear vacuum effects. We review the predictions for the
values of the relevant parameters both in QED and in non-standard models of parti-
cle physics, such as the Born-Infeld theory or scenarios involving new mini-charged
or axion-like particles. We show that, in the case of detecting the effect of vacuum
polarization above the QED level, the possible measurement of both the relevant
parameters can be used to discriminate among the different types of new physics.

In Sect. 9.4, we discuss the current experimental constraints on the relevant pa-
rameters that have been obtained by the PVLAS collaboration [9, 54] from the neg-
ative search of birefringence of the vacuum in an external magnetic field. These
limits constrain the cross-section for photon-photon scattering in the near infrared
to be smaller than ∼10−58 cm2, but this value, even if it is extremely tiny, is still
∼5 × 106 times higher than the prediction of QED, so that there is still much room
for new physics to emerge.

In Sect. 9.5, we discuss the main effect that is produced when two counter-
propagating coherent light waves cross each other. In this case, the nonlinear quan-
tum vacuum polarization makes each of the two beams to behave as a phase object
for the other, thus producing a phase shift on its wavefront.

In Sect. 9.6, we review one of the consequences of the phase shift that is produced
in the collision of two laser pulses of different waists: the wider beam is diffracted
by the more concentrated one. We discuss the possibility of searching for this effect
by counting the number of diffracted photons on a ring detector, and show that this
can be used to measure or constrain the parameters that describe quantum vacuum
polarization.
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In Sect. 9.7, we discuss the sensitivity for such measurements that, in principle,
can be achieved at several ultraintense laser facilities that are scheduled to become
operative in the near future.

In Sect. 9.8, we draw our conclusions and future trends.

9.2 The Search for Quantum Vacuum Polarization

The interaction of light with light in complete absence of matter has still to be tested
in the optical regime. In this regime a rich phenomenology of collective effects is
expected to appear, due to the polarization of the quantum vacuum. In particular,
in the last few years there has been an increasing interest in the phenomenological
consequences of the quantum nonlinear corrections to the Maxwell equations due to
the exchange of virtual particles and in proposing experimental tests that can also be
used to search for new physics. Several different configurations have been proposed
aimed at testing the nonlinear optical response of the vacuum, e.g. using harmonic
generation in an inhomogeneous magnetic field [18], four-wave mixing [1, 6, 36,
44], resonant interactions in microwave cavities [11], or vacuum birefringence [3]
which can be probed by x-ray pulses [19, 28], among others [38, 45].

In particular, the possibility of purely optical tests is especially promising, since
it can exploit the extraordinary advancements in laser technology that have been
achieved in the last two decades. Indeed, an example of this kind has been per-
formed recently by the PVLAS collaboration. In their experiment, a laser beam trav-
els within a slowly-varying magnetic field. The nonlinear correction to the Maxwell
equations induced by the external magnetic field would then imply the emergence
of birefringence and dichroism that would induce a rotation of the laser polarization
[9]. The non-observation of such effects was used to set the current limit on the
photon-photon scattering cross-section at optical wavelengths. Although these lim-
its are still 7 orders of magnitude above the prediction of QED, they can be used to
set the best laboratory constraints on several kinds of new physics scenarios, such as
Born-Infeld theory or models implying new mini-charged or axion-like particles in
suitable mass ranges [9, 20, 52]. A second class of purely optical tests of the nonlin-
ear corrections to the Maxwell equations is based on exploiting the field of the laser
pulses themselves, instead of making the pulses to travel across external electric
or magnetic fields. The main advantage of this approach is the fact that the elec-
tromagnetic intensities that can be achieved by focusing ultrashort laser pulses are
nowadays 10 orders of magnitude larger than the intensities of stationary external
fields that can be obtained in the laboratory, such as the magnetic field that is used in
PVLAS experiment. This improvement compensates the much smaller interaction
length, which is limited by the duration of the ultra-intense laser pulse. This kind
of motivations suggested a configuration in which two counter-propagating laser
pulses cross each other, inducing a phase shift onto each other due to the nonlinear
quantum effects that can be directly measured either for parallel or for orthogonal
polarizations [24, 51, 52]. Very recently, this concept has been significantly im-
proved by suggesting a configuration in which the crossing pulses have different
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waists and, instead of directly measuring the phase shifts, the number of diffracted
photons is counted. On one hand, the diffraction of a probe laser by two additional
counter-propagating ultra-intense pulses was proposed as a matter-less analogue to
the Young double slit experiment [32, 37]. On the other hand, a simpler case of
crossing of just two counter-propagating laser pulses [50], analogue to a matter-less
single slit experiment, has been found to provide a much more sensitive and promis-
ing configuration for the search of light-by-light diffraction in vacuum and the test
of the nonlinear corrections to the Maxwell equations [50]. This proposal will be
reviewed in detail in Sect. 9.6 below.

9.3 The Effective Lagrangian for the Electromagnetic Fields
in QED and Non-standard Models

In this section, we will briefly review the QED and non-standard model predictions
for the interaction of light with light at optical wavelengths, following Ref. [52].

Optical photons have energies well below the threshold for the production of
real electron-positron pairs, so that we can assume an effective Lagrangian for the
electromagnetic fields E and B of the form

L = L0 + ξLL 2
0 + 7

4
ξT G 2, (9.1)

being L0 = ε0
2 (E2 − c2B

2
) the Lagrangian density of the linear theory, G =

ε0c(E · B) and ε0 and c the dielectric constant and the speed of light in vacuum, re-
spectively. L 2

0 and G 2 are the only two Lorentz-covariant terms that can be formed
with the electromagnetic fields at the lowest order above L0, thus they will describe
the first correction to the linear evolution both in QED and non-standard models.

In QED, such terms arise due to the interchange of virtual charged particles run-
ning in loop box diagrams [14]. The resulting Lagrangian density [29] coincides
with (9.1) with the identification ξ

QED
L = ξ

QED
T ≡ ξ , being

ξ = 8α2
�

3

45m4
ec

5
� 6.7 × 10−30 m3

J
. (9.2)

In non-standard models of Particle Physics, however, the two parameters ξL and
ξT can acquire different values. In Born-Infeld theory [7, 8], that can derived from
Superstring theory, one would obtain the relation ξBI

T = 4ξBI
L /7 [17], in general

without a definitive prediction for the numerical value.
New mini-charged particles (MCPs) [2, 15, 16, 21, 25, 26, 30, 31], that would ap-

pear naturally in a large class of gauge models, would provide an additional contri-
bution analogous to that from the electron-positron box diagram. There are different
possibilities for MCPs as we will discuss below.
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If the new MCPs are spin 1/2 fermions, and assuming that their mass mε is larger
than the energy of the photons (the eV scale in optical experiments), we would
obtain from Ref. [52]

�ξMCP
L = �ξMCP

T =
(

εme

mε

)4

ξ, (9.3)

where ε is the ratio of the charge of the particle with respect to the electron charge.
The case of MCPs lighter than the photon energy would deserve a different treatment
and in general would imply additional effects such as real MCPs production.

If the new MCP is a spinless boson of mass mε larger than the energy of the
photons, from Ref. [52] we obtain

�ξMCP0
L = 7

16

(
εme

mε

)4

ξ, �ξMCP0
T = 1

28

(
εme

mε

)4

ξ. (9.4)

On the other hand, if the MCP is a spin 1 boson, the result obtained from Ref.
[52] is

�ξMCP1
L = 261

16

(
εme

mε

)4

ξ, �ξMCP1
T = 243

28

(
εme

mε

)4

ξ. (9.5)

Let us now discuss the case of an axion-like particle (ALP) [4, 10, 27, 39–41],
such as the particle needed to solve the strong CP problem in Peccei-Quinn the-
ory [48]. We can allow both for a Light Pseudoscalar Boson or a Light Scalar Bo-
son, depending on the coupling with the photons, that is described in the Lagrangian
density by the terms LP = −√

�cgP ΦP G and LS = −√
�cgSΦSL0, respectively.

We can find the leading contribution to the effective Lagrangian when the photon
energy is much smaller than the mΦ scale, that can be cast in the form of Eq. (9.1)
with an additional contribution given by

�ξT = 2�3g2
P

7cm2
Φ

, �ξL = 0, (9.6)

in the case of pseudoscalars, or

�ξL = �
3g2

S

2cm2
Φ

, �ξT = 0, (9.7)

in the case of scalars.
Figure 9.2 shows the theoretical predictions for ξL and ξT including the contri-

butions from these different new particle ensembles.
Note that for masses smaller than the uncertainty on the momenta of the colliding

photons, the computation of �ξL is more complicated and the production of real
axions has also to be taken into account [20].

The generalized Lagrangian of (9.1) implies a set of modified Maxwell’s equa-
tions for the average values of the electromagnetic quantum fields similar to those
that have been obtained in Ref. [42], the only difference being the distinction be-
tween ξL and ξT . In any case, as we can expect on dimensional grounds, the amount
of the effect of these nonlinear corrections turns out to be driven by the product
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Fig. 9.2 Theoretical predictions for the parameters ξL and ξT entering the effective Lagrangian
Eq. (9.1) in different new physics models. The solid green line describes the prediction including
the contribution of a spinless MCP; the dashed-dotted red linedashed-dotted red line corresponds
to adding a spin 1 MCP; the dashed blue line corresponds to adding a spin 1/2 MCP; the solid
orange line (parallel to the vertical axis) to adding a pseudo-scalar ALP and the solid black line
(parallel to the horizontal axis) to a scalar ALP. Although we only show the region close to the
QED prediction, marked by the labeled starting point shared by all the lines displayed, each model
line can be extended for higher values of ξL and ξT

ξL,T ρ of the relevant parameter with the energy density of the electromagnetic
field.

9.4 Present Constraints

The current laboratory constraint on a combination of the parameters ξL and ξT

that drive the nonlinear terms in the Lagrangian (9.1) have been obtained by the
PVLAS collaboration [9, 54] from the search for birefringence of the vacuum in a
uniform magnetic field background. Such limit is more reliable, although much less
stringent, than the model-dependent cosmological constraints that have been derived
for the masses and coupling constants of MCPs and ALPs. With our notation, the
95 % C.L. limit from PVLAS reads

|7ξT − 4ξL|
3

< 1.5 × 10−26 m3

J
= 2.2 × 103ξ. (9.8)

Assuming ξL = ξT as in QED, this results implies constraint ξ < ξPVLAS ≡ 1.5 ×
10−26 m3/J. This can be translated into a limit for the photon-photon scattering
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cross-section, e.g. σ < 9.5 × 10−59 cm2 at λ = 1064 nm. Although such cross-
section is extremely tiny, it is still ∼5 × 106 times higher than the prediction of
QED for the same wavelength, so that there is still much room for new physics to
emerge.

It is worth noting that the PVLAS experiment is only sensitive to the combination
|7ξT −4ξL| and cannot be used to constrain the whole parameter space. In particular,
a pure Born-Infeld theory, for which ξT = 4

7ξL, cannot be constrained at all by the
PVLAS results.

Finally, we note that, even for an external magnetic field as large as 10 T, the
product that drives the quantum vacuum polarization effects is as small as ξρ ∼
3 × 10−22. It is then natural to explore the possibility of substituting the external
magnetic field with the electromagnetic field of an ultraintense laser pulse, since in
this case the product ξρ can already be improved by 10 orders of magnitude (ξρ ∼
4×10−12 at the current record intensity that has been reached by HERCULES [53]).
Of course, this gain is partly compensated by the much shorter interaction region,
that would be limited by the temporal duration of the laser pulse itself instead of the
macroscopic propagation distances that are used in the PVLAS experiment.

9.5 Phase Shift of Crossing Polarized Beams

There are several geometries to observe vacuum polarization. In the present sec-
tion we consider just two counter-propagating linearly-polarized plane waves. The
effect of the nonlinear terms in Eq. (9.1) in this case can be computed as in
Refs. [24, 51, 52]. Let us call A and B the two waves, and describe the electromag-
netic fields with the usual four-vector potential Aμ. In the absence of the nonlinear
interaction terms driven by ξL and ξT , the linear evolutions of A and B would sim-
ply sum each other, so that A

μ
lin = A

μ
A +A

μ
B . Since the product ξρ will be very small

in all the experimental configurations that can be obtained in the near future, we can
compute the solution of the full QED equations δΓ /δAμ = 0 by perturbing the lin-
ear propagation. The result which is relevant for our purposes is that each of the two
waves acquires a phase-shift due to the crossing with the other [51, 52]. The phase
shift of the wave B is

�φL,T = (aξ)L,T IAkBτA, (9.9)

where kA = 2π/λA, kB = 2π/λB , IA = ρAc is the intensity of the wave A and τA is
the temporal duration of the interaction. The indexes L and T refer to the two beams
having parallel or orthogonal linear polarizations, respectively. Following Ref. [50],
we have fixed aL = 4 and aT = 7.

As we shall discuss in the next section, this formula can be generalized to the
case of a Gaussian laser pulse by using the transverse intensity distribution IA(r)

instead of a constant I . In this case, we will also assume that the time variation
can be approximated by a step function, which will be argued to be a reasonable
approximation in the cases that will be considered in the next section.
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Fig. 9.3 Sketch of an
experiment for searching light
by light diffraction in
vacuum. An ultra-intense
laser pulse A and a wider
probe beam B, both moving
in a high vacuum, are focused
to a region where they collide
at an angle θ close to π . The
diffracted part of the probe is
then observed at a distance d

on the ring screen S. In a
minimal version, a single
laser can produce both beams

As discussed in Refs. [51, 52], (9.9) can be used to perform a set of experiments
aimed at measuring the phase shifts resulting from the crossing of two pulses for par-
allel and for orthogonal polarizations. If ξL = ξT as in QED or in theories involving
mini-charged spin 1/2 fermions, �φT turns out to be more sensitive to the effect of
the vacuum polarization by a factor 7/4 than �φL. More importantly, by performing
the experiment with the two different configurations for the polarizations we will be
able to test both parameters ξL, ξT appearing in the effective Lagrangian (9.1), dis-
tinguishing between QED and other models such as Born-Infeld theories. Finally,
we note that (9.9) also implies that the high power pulse behaves like a birefringent
medium, producing a relative phase shift �φb = �φT − �φL = (7ξT − 4ξL)Ikτ

between the transverse an parallel polarizations of the low power beam.
However, instead of reviewing the proposal of searching for the direct phase shift

or birefringence of a pulse due to the crossing with the other, that was discussed in
Refs. [51, 52], we will proceed to study the scenario of Ref. [50], which turns out
to be more sensitive for the search of the vacuum polarization at future Petawatt of
multi-Petawatt facilities.

9.6 Light by Light Diffraction in Vacuum: An Optimal Scenario

The possibility of using photon counting to search for vacuum polarization effects
based on signatures of three-photon scattering was suggested in Refs. [6, 36, 44]. In
Ref. [32], this idea was applied to a matter-less double slit configuration in which
a laser pulse is diffracted by a pair of counter-propagating pulses. A simpler, more
efficient and most probably optimal scenario was proposed in Ref. [50], involving
only two counter-propagating laser pulses. Here, we will review in detail this con-
figuration, following closely Ref. [50], and applying their results to several facilities
that will be available in the near future.

In this scenario, illustrated in Fig. 9.3, a polarized pulse A of waist wA crosses
an almost counter-propagating polarized laser pulse B of waist wB � wA, that will
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be used as the probe. We assume that the uncertainty in frequency �νA,B � 1/τA,B

of each beam is much smaller than the mean frequency νA,B = c/λA,B , so that
the pulses can be considered as monochromatic with a good accuracy. In fact, this
approximation will be fully justified in all the practical cases that we will consider
below. The uncertainties in the transverse components of the wavevector, ∼ 1/wA,B ,
are supposed to be negligible with respect to kA,B as well.

Let AA = AA(0) exp(−r2/w2
A) and AB = AB(0) exp(−r2/w2

B) describe the de-
pendences of the non-vanishing components of the two waves on the radial coor-
dinate r ≡√x2 + y2, orthogonal to the propagation direction chosen in the z-axis.
The intensity of the pulse A in the colliding region will then have the transverse
distribution IA(r) = IA(0) exp(−2r2/w2

A). As a consequence, the space-dependent
phase shift of the wave B just after the collision with the beam A is

φ(r) = φ(0) exp

(
−2r2

w2
A

)
, (9.10)

where φ(0) = (aξ)L,T IAkBτA and we understand one of the sub-indexes L or T

in (9.10).
As a consequence, after the crossing the shape of the pulse B becomes AB =

AB(0) exp[−(r2/w2
B) + iφ(r)]. Taking into account that φ is expected to be very

small at all the facilities that will be available in the near future, we can make the
approximation exp[iφ(r)] � 1 + iφ(r) and obtain

AB = AB(0)

[
exp

(
− r2

w2
B

)
+ iφ(0) exp

(
− r2

w2
0

)]
, (9.11)

where we have defined w0 ≡ (2/w2
A + 1/w2

B)−1/2.
Since the field AB propagates linearly after the collision, we can sum the free

evolution of each term in (9.11) that can be computed within the paraxial ap-

proximation ω = c

√
k2 + k2⊥ � c(k + k2⊥/2k) for the angular frequency, where

k⊥ = (kx, ky,0), assuming that �kx,y = 1/w � k. To be conservative, we require
that the number of non-diffracted photons on the ring detector of inner radius r0 and
outer radius R is 100 times smaller than the value of the diffracted photons. This
requirement can then be used to compute a safe value for the inner radius [50]:

r0 = wDwU

√√√√ log( 10wB

φ(0)w0
)

w2
D − w2

U

, (9.12)

where wU ≡ wB

√
1 + (2d/kBw2

B)2 and wD ≡ w0

√
1 + (2d/kBw2

0)
2 are the widths

of the non-diffracted and diffracted patterns at the distance d from the collision
point.

The result for the number of diffracted photons hitting the ring detector, as com-
puted in Ref. [50], is then

NN
D = 8f N

π�c

E2
AEBw2

0

λBw4
Aw2

B

(
e
− 2r2

0
w2

D − e
− 2R2

w2
D

)
(aξ)2

L,T , (9.13)
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where f is the efficiency of the detector, and EA = PAτA and EB = PBτB are the
total energies of the two pulses.

The number of scattered photons is then proportional to E2
AEB . This require-

ment can be obtained economically by producing both beams simultaneously, e.g.
by dividing a single pulse of energy E = EA +EB before the last focalizations. The
maximum value for ND can then be achieved for EA = 2E/3 and EB = E/3. Of
course, this choice is not necessary in the case of facilities such as VEGA [55], that
will provide two different high power pulses simultaneously.

The other parameters that can be adjusted in order to maximize ND are the widths
wA and wB of the two colliding beams. Their choice is constrained by the following
requirements:

1. wB should be much larger than wA;
2. the pulse A must not spread in a significant way during the crossing;
3. the center of pulse A has to remain close to the central part of beam B during the

interaction (we will allow that it can deviate at most by a 10 %);
4. the scattering angle θ should be close to π , but at the same time it should be

large enough that the trajectories of the two beams out of the collision point are
separated by a distance sufficiently larger than their width. We assume that such
an angular distance is 6 times the divergence of the beam A, which is ∼ λ/πwA.

As shown in Ref. [50], these requirements can be fulfilled by the safe and optimal
choices

wA =√60cτBλ/π; π − θ � 6λ/πwA. (9.14)

On the other hand, the best choice for the value of wB > wA will be computed
numerically by maximizing ND as given by (9.13), Finally, the outer radius R will
be chosen slightly larger than

√
2wD ∼ 2λd/πwA, by requiring that only a few

percent of the diffracted wave is lost.
ND can then be used to determine the values of the parameters ξL and ξT . To

evaluate the best possible sensitivity, we will suppose that the background noise can
be kept below the signal level, which may not be a trivial requirement. In this case,
the best sensitivity would correspond to the detection of 10 diffracted photons, so
that the zero result could be excluded within three standard deviations. The mini-
mum values of ξL and ξT that in principle could be measured would then be given
by (9.13), taking NN

D = 10 and all the optimization choices reviewed above. (In
the numerical computations that we will present in the next section, we also include
a small correction sin4(θ/2) that appears in the expression of φ(0) as shown in
Ref. [52].)

9.7 Sensitivity at Selected Ultraintense Laser Facilities

Let us now study the possibility of searching for light by light diffraction as de-
scribed in the previous section at different ultraintense laser facilities that will be
available in the next few years.
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Table 9.1 Limiting values of the parameters ξL and ξT that can be measured at different facilities

Facility P (PW) τ (fs) λ (nm) ξ lim
L /ξ ξ lim

T /ξ ξ lim
T /ξPVLAS

VEGA 1 + 0.2 30 800 4.0×102 2.3×102 1.0 × 10−1

PETAL 7 500 1053 24 14 6.3 × 10−3

ELI 10 PW 10 30 800 14 8.0 3.6 × 10−3

100 PW 100 30 800 0.42 0.24 1.1 × 10−4

One of the systems we proposed for our calculations is the VEGA laser at the
Spanish Pulsed Laser Centre (CLPU, Centro de Láseres Pulsados) at Salamanca
[55]. VEGA laser is a CPA system working at 30 femtoseconds after compression.
It will have, by the beginning of 2014, a PW line, 30 J in 30 fs at one Hz, synchro-
nized with a 200 TW line, 6 J in 30 fs. The VEGA system is based on standard
CPA technology using a Ti:sapphire amplifier. The laser is going to be very relevant
because it is going to be running at one Hz (one shot per second) and has the pos-
sibility to be upgraded to 5 Hz. VEGA laser will be quite unique in using as probe
a 200 TW laser. Of course the conclusions for VEGA can be easily adapted to any
other system at short pulse PW level.

The next candidate for the search of quantum vacuum features will be ELI (the
Extreme Light Infrastructure). As indicated in the ELI whitebook [56], ELI will be
the first infrastructure devoted to the fundamental study of laser-matter interaction in
the ultra-relativistic regime (I > 1024 W/cm2). In its first stage, ELI plans to arrive
to the 10 PW level and in a second stage expects to pass over the 100 PW barrier.

Such systems correspond to high field lasers, with pulse durations close to 30 fs,
or less. Nevertheless, there are other systems with longer pulses, the high energy
lasers. For comparison, we have selected the PETAL system as the most represen-
tative in this category [57].

By performing the optimized computation discussed in the previous section, we
can compute the limiting value of the parameters ξL and ξT that can be measured
within 3σ for a single shot experiment, depending on the parameters of the laser
pulses (power P , duration τ and wavelength λ). In Table 9.1, we list few facili-
ties that will be available in the near future, and compute the minimal value of the
parameters ξ lim

L and ξ lim
T that can be measured for a single shot experiment, as com-

pared either to the QED prediction ξ , or to the current PVLAS limit ξPVLAS. We
see that all the facilities under consideration are potentially able either to detect sig-
nals of new physics, such as axion-like or mini-charged particles, or to significantly
improve the PVLAS limits. A 100 PW laser such as that considered in the last line
of the table would be able to measure the QED effect. These results are also shown
in graphical form in Fig. 9.4 (that can be compared with Fig. 9.2), where we plot
the regions in the ξL–ξT plane that will be testable in a single-shot experiment with
either orthogonal or parallel polarization at the same VEGA, ELI 10, and 100 PW
facilities that appear in Table 9.1.

Let us first discuss the results of the computations for VEGA that appear in
Fig. 9.4 and in the first line of Table 9.1. As we have mentioned above, VEGA
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Fig. 9.4 Predicted sensitivity in the ξL–ξT parameter space (in logarithmic scale) for a single
shot experiment searching for light by light diffraction at different (multi) PW laser facilities,
corresponding to Table 9.1. The result labeled “1 PW” corresponds to VEGA. The outer region
bounded by the red solid lines is excluded by the current PVLAS data. We also plot the prediction
of the pure Born-Infeld theory (green dashed line). We see that the single shot experiment at a
100 PW facility will explore a region including the QED prediction, highlighted with the blue
point. Observe that both scales have been normalized by the QED parameter ξ , so QED falls at the
(1,1) point in the figure, only accessible with a 100 PW laser at single shot regime. Note that the
sensitivity can be systematically improved by increasing the number of shots, as discussed in the
text, so that in principle even VEGA could detect the QED effect, if the noise could be reduced
below the signal level

will provide two synchronized laser pulses, one at 0.2 PW—which can be used as
the probe pulse B—and the other at 1 PW, suitable for playing the role of pulse A.
The limiting sensitivity for a single shot given in Table 9.1 and Fig. 9.4 is obtained
with the following optimal choices for the experimental parameters:

1. the waist of the two pulses at the focus (coinciding with the crossing point) are
wA = 12 µm and wB = 59 µm, so that the focused intensities of the two pulses
are IA = 4.6 × 1020 W/cm2 and IB = 3.7 × 1018 W/cm2;

2. the angle between the two beam directions is π − θ = 7.4°;
3. the inner and outer radius of the detector are r0 = 0.23 cm, R = 0.52 cm (for

d = 10 cm);
4. the divergence of the diffracted wave that hits the detector is approximately

7 times larger than the divergence of the non-diffracted wave;
5. the efficiency of the detector is chosen to be 0.5, which is a realistic value in the

near IR with present technology.
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The choice of the parameters for ELI 10 and the possible 100 PW laser con-
sidered in Table 9.1 and in Fig. 9.2) is quite similar [58]. On the other hand, in
the case of PETAL the optimization requires much larger focused waists, namely
wA = 48 µm and wB = 0.14 mm, that may be a technological challenge.

Apart from VEGA, all the other facilities belong to the upcoming multi-PW
lasers generation. There are two main reasons for choosing VEGA, among the sev-
eral PW lasers available worldwide. The first is the fact that it automatically pro-
vides two pulses, which is of course an advantage for our experiment. The sec-
ond reason is its high repetition rate, that is planed to be 1 Hz, and possibly even
5 Hz, as we have mentioned above. From (9.13), we see that the expected num-
ber of events is proportional to the number of repetitions N , so that the limit-
ing sensitivity ξ lim

L,T ∝ N −1/2 improves as N −1/2 with respect to the single-shot

values given in Table 9.1. In particular, after N � 5.2 × 104 shots (less than one
day run) VEGA will reach a sensitivity at the QED level for the measurement of
ξT , since in this case ξ lim

T = ξ . The number of shots needed to measure also ξL

at the QED level would be N � 1.6 × 105. Of course, the measurement would
only be reliable if the noise level, including all possible sources of background,
can be kept below the level of the signal, which may not be a trivial requirement.
A preliminary analysis of the possible sources of background indicates that VEGA
may only reach sensitivity at the QED level if it operates in such an extreme vac-
uum that may be a challenge for the present technology. For more reasonable val-
ues of the pressure of the tube, it will be eventually able to find signals of new
physics, or to improve the current limits of ξL and ξT from PVLAS by several
orders of magnitude. On the other hand, the upcoming generation of the 10 PW
facilities listed in Table 9.1 will most probably be able to detect the QED effect.
A 100 PW facility would be able to detect the QED effect even in a single shot
experiment.

As a result, this kind of experiment might provide the first signature of quantum
vacuum polarization in the near future. It should be noted that the four-wave mixing
configuration discussed in Ref. [36] has also been argued to be potentially sensitive
to the QED effect (under extreme vacuum requirements) using PW lasers such as
Astra Gemini. In such a proposal, three ultra-intense laser pulses are focused close
to the diffraction limit and forced to collide at the same space-time point, possibly
producing a signal of ultraviolet photons. However, the production and alignment of
three ultra-concentrated and ultra-short laser pulses represent a greater technologi-
cal challenge, as compared to our minimal scenario based on the crossing of only
two pulses. Moreover, in the proposal discussed in Ref. [36] two of the incoming
pulses are chosen to double the frequency of the laser source, which is not a trivial
requirement from a technical point of view. In any case, even though our proposal
is simpler and probably easier to perform, we think that both experiments deserve
to be carried out since they can provide two independent tests of the quantum vac-
uum.
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9.8 Conclusions

Ultra-intense laser pulses constitute a unique system in which an enormous amount
of photons are packed in the same quantum state in the same microscopic volume.
This allows for the possibility of studying the coherent interaction of light with light
in vacuum due to the interchange of virtual particles, which is a prediction of the
quantum theory. This kind of effects strongly depend on the particle content of the
theory, so that any experiment searching for them can also be used to search for new
physics, such as axion-like or mini-charged particles, that have been introduced to
solve theoretical problems but are still wanted for observation. The first possible
signal that may be detectable of such an interaction is the polarization of the quan-
tum vacuum by the laser pulses itself. As we have seen, in principle this effect can
be measurable even at the rate predicted by Quantum Electrodynamics (QED) with
only the known particle content at a high repetition rate PW laser such as VEGA. We
have described an experiment searching for light by light diffraction in vacuum in
which two almost counter-propagating pulses cross each other. The optimal choice
for the focused intensity of the most concentrated of the two pulses has been argued
to be ‘just’ 5 × 1020 W/cm2, a value which is several orders of magnitude lower
than the intensities at which another important basic process may become observ-
able, the production of real electron-positron pairs from the vacuum. The study of
the background noise, which is in progress, seems to indicate that in practice we will
have to wait for the next generation of 10 PW laser for the process of light by light
diffraction in vacuum to be observable at the QED rate. In any case, VEGA will
already be able either to demonstrate the quantum vacuum polarization due to new
physics, or to improve the current limits on photon-photon scattering in vacuum at
optical wavelengths by several orders of magnitude. We believe that these results
provide strong support to the use of ultra-intense lasers in fundamental research.
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