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Preface

Strategies for the sustainable development of road transport like those described in
the European white paper are built on two major long-term visions: zero road
fatalities and a shift away from conventionally fuelled vehicles. Such goals will
significantly influence the priorities of public funding programs for research and
innovation as well as the regulatory framework related to road transport, and thus
have an impact on the activities of the automotive industry. From the perspective
of policy makers, electric vehicles appear to be the most promising alternative
power train option, and it can be argued that autonomous vehicles would seriously
increase road safety. The introduction of these technologies, however, faces hur-
dles in terms of liability and customer acceptance. Hence, from the point of view
of the automotive industry, a broader portfolio of technologies has to be developed
and deployed at the right time, supported by appropriate incentives, legal frame-
works and infrastructures. A well-balanced match of policy goals and industrial
priorities is reflected, e.g. in the focus of the European Green Vehicles Initiative
Public–Private Partnership on energy efficiency of vehicles and alternative
powertrains.

The automobile of the future will particularly embrace innovations from three
major automotive technology fields: driver assistance systems, vehicle networking
and alternative propulsion. Smart systems such as adaptive ICT components and
MEMS devices, novel network architectures, integrated sensor systems, intelligent
interfaces and functional materials form the basis of these features and permit their
successful and synergetic integration. They appear to be the key enabling tech-
nologies for safe and green vehicles including autonomous and electric vehicles,
and they may play a key role where the two worlds meet, e.g. in safety systems
like electronic stability control adapted to hybrid or electric power trains. Rep-
resenting a domain of particular strength of the European industry, they may
significantly contribute to the unique selling proposition of the automobile made in
Europe in the future.

For more than 15 years the International Forum on Advanced Microsystems for
Automotive Applications (AMAA) has been successful in detecting novel trends
and in discussing the technological implications from early on. The topic of the
AMAA 2013, held in Berlin on June 17–18, 2013, is ‘‘Smart Systems for Safe and
Green Vehicles’’. The organisers are VDI/VDE Innovation ? Technik GmbH and
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the European Technology Platform on Smart Systems Integration (EPoSS), sup-
ported by the EU-funded Coordination Actions CAPIRE and Smart EV-VC.

This book contains peer-reviewed papers written by leading engineers and
researchers who presented their ongoing research and novel developments at the
AMAA 2013 conference. It is published worldwide as part of the new book series
Lecture Notes in Mobility that reports on the latest advances in research, devel-
opment and innovations for the intelligent, connected and sustainable transporta-
tion systems of the future.

In our roles as co-chairman and chairman of the AMAA 2013 we would like to
thank all the authors for preparing most excellent contributions to the conference
and to the book. We gratefully acknowledge the important help by the members of
the AMAA Steering Committee in selecting the best papers for this publication.
And, last but not least we would like to point out that the conference and this book
are built on the tremendous support we received from our colleagues at VDI/VDE-
IT, in particular Beate Müller, Frauke Bierau and Christian Martin.

Berlin, June 2013 Jan Fischer-Wolfarth
Gereon Meyer
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A Warning Algorithm for Intersection
Collision Avoidance

Andreas von Eichhorn, Peter Zahn and Dieter Schramm

Abstract This paper addresses two challenges for successful implementations of
driver assistance systems for providing intersection collision avoidance based on
Vehicle-to-Vehicle communication. Firstly, satellite based positioning typically
comes along with varying precision, which has to be considered by the warning
function. Secondly, a distinction has to be made between critical and safe driver
behavior. An ideal warning function for the use in critical driver behavior is one
which warns the accident perpetrator early enough so that the driver can defuse the
situation on his own, and which remains silent during normal safe driving
behavior. The following article develops such a warning algorithm and verifies it
using data obtained in a field test. The validation considers to what extent
parameterization of the algorithm can resolve the conflict mentioned above
between the two goals of a low false-positive warning rate and high capability for
accidence avoidance.
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1 Problem Statement and Concept of Evaluation

The analysis of car accidents reveals three significant types of accidents, namely
accidents while normal driving, rear end collisions and accidents at intersections.
For the first two types mentioned, there already exist active safety systems to
prevent an accident or mitigate its impact, e.g. rear end collision or lane departure
warning systems. Due to the lack of driver assistance systems for collision
avoidance at intersections as well as for demographic reasons, it is estimated that
in the foreseeable future the significance of intersection related accidents will
increase when compared to other types of accidents. One reason for the absence of
intersection collision avoidance systems today is that on-board sensors like cam-
eras or radar sensors have a field of view that is limited to the area in front of the
car. As a consequence, object-crossing cannot be recognized early enough in order
to prevent an accident. V2V (Vehicle-to-Vehicle) communication is a promising
technology to overcome this limitation. Vehicles equipped with that technology
determine their position within a global coordinate system with a GNSS-receiver
and transmit it to other traffic participants via dedicated short-range communica-
tion units for automotive safety applications. Thereby, lateral object-crossing can
be detected earlier, in many cases even before a direct line of sight between two
vehicles is available.

As mentioned above, safety-oriented ADAS1 typically suffer from the well-
known warning dilemma: An early warning increases the potential for accident
mitigation and avoidance while increasing the false-warning rate of safe drivers at
the same time. When developing a warning algorithm there usually is much
measurement data available of safe drivers from field operational tests (FOT),
which enables the parameterization for a low false-positive warning rate of a given
system. Unfortunately, it is more challenging to verify the capability for accident
avoidance because accidents are unlikely recorded. One approach to deal with this
restriction is to reconstruct the trajectories of vehicles involved in real accidents, as
is contained e.g. in the GIDAS data base [1]. In this case, no measurement data of
the target-system is available. To overcome this restriction a concept for the
evaluation of a CICAS2 is introduced in the following, that is based on data of
intersection crossing maneuvers without any accident.

The concept is based on the idea that possible driver errors at intersection can
be classified in two main categories. On the one hand, a driver may not be aware of
the fact that he has to yield his right of way. In this case he is likely to show a
similar velocity profile as a driver who has the actual priority. On the other hand, a
driver may notice the traffic regulation correctly but overlook other traffic par-
ticipants that have right of way. In this case the velocity profile will be similar to
that of a driver who has to yield his right of way and only then crosses the
intersection when no priority traffic is present. Previous investigations showed that

1 ADAS: Advanced Driver Assistance Systems.
2 CICAS: Cooperative Intersection Collision Avoidance System.

4 A. von Eichhorn et al.



the erroneous behavior of the first case mentioned can be discriminated from
correct behavior with a low false-positive warning rate [2, 3]. The second case
offers more potential for optimization; hence it is focused by the following
investigations.

Given these assumptions, all approaches of a given data set of intersection
crossing maneuvers are classified as safe, whenever a driver actually stops within a
certain area ahead of the stop bar. This subset is referred to as ‘‘stop approaches’’
(SA) in the following. As few as possible warnings should be triggered during
these approaches.

The remaining maneuvers, referred to as drive-through maneuvers (DM), are
regarded as accident perpetrators by assuming that virtual priority traffic is present,
which reaches the intersection at just about the same time as the subject vehicle.
Based on the warning algorithm and a hypothetical driver reaction, it is assumed in
this paper that the potential for collision mitigation can be evaluated based on this
data subset. The goal is to find a warning algorithm which balances the conflicting
goals of a low false-warning rate of the safe drivers and a high capability for
collision avoidance.

The advantage of this method is that its evaluation can be based on a large set of
data obtained with the target system e.g. from a FOT and can hence account for the
variances in measurement precision and driver behavior.

2 Data Collection and Preprocessing

The data used for the subsequent investigations were obtained from the FOT of the
project simTD. The project aims at researching and testing V2V communication
and its applications. Therefore, 120 experimental vehicles were equipped with
dedicated hardware for wireless communication and GNSS-localization. Several
controlled experiments were performed by unbiased test drivers. The tests for the
intersection collision avoidance system were carried out repeatedly with different
sets of drivers at three intersections on a cordoned off test-site in Friedberg,
Germany. The drivers were instructed to drive freely on the terrain and decide on
their own if they turn or cross every time they reach any of the intersections.

Table 1 Setting of parameters used within this work

Symbol Name Value Unit

amax Braking deceleration 7 m/s2

dla Width of lane 3 m
ns Samples used for evaluation 200 –
tR Driver reaction time 1 s
vobj Speed of crossing vehicle 50 km/h
rd Standard deviation of position error 2.3 m

A Warning Algorithm for Intersection Collision Avoidance 5



Each vehicle uses the same hardware setup and determines its position with an
Extended Kalman filter for GPS/INS3-fusion. Thus short GPS outages can be
bridged and the position update frequency is increased from 1 to 10 Hz. The
positioning precision is improved using correction data for GPS provided via
mobile connection (Differential GPS). On the test site good sky view is ensured
due to the absence of large buildings. The system used was evaluated with a high-
precision reference system under comparable conditions in previous investigations
and achieved a precision of typically rd = 2,3 m.4 The longitudinal acceleration
of the INS is processed offline with a zero-phase low pass filter, before it is used in
the warning algorithm.

Based on the obtained data, a map is generated by b-spline curve approximation
as described in [4]. This yields curves which approximate the actually driven paths
and average out the GPS measurement errors to a large extent. For each curve
representing one lane, the latest possible stop point is located where the driver can
stop without disturbing priority traffic. The distance to intersection dti of a given
position is obtained by determining the length along the curve C between the
closest foot point on the curve to the latest possible stop point (see Fig. 1).

For further evaluation those maneuvers are selected which fulfill the following
criteria: The driver approaches on a lane where he has to yield his right of way. No other
vehicle is ahead during the approach which might influence the velocity behavior.
This results in a total number of 619 approaches that are suitable for further processing.

3 Warning Algorithm

For the assessment of the criticality of traffic situations time measures have been
established in the literature, such as Time-To-Steer or Time-To-Brake [5]. In order
to compute these measures different emergency maneuvers are considered to avoid
an imminent collision, like maximum steering, braking or accelerating. The

Fig. 1 Schematic illustration
of the examined scenario

3 INS: Inertial Navigation System.
4 The setting of the constant variables used within this work are summarized in Table 1.
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maximum time is calculated by which the driver or an actuator should execute any
one of these maneuvers to avoid a collision [6].

For the subsequent considerations it is assumed that in the case of a critical
situation the driver is warned and will have to defuse the situation on his own.
Moreover, for the purpose of evaluating longitudinal driver behavior at intersec-
tions only braking is considered in the following. The warning system calculates
the latest possible warning point, which is the driver’s reaction time tR earlier than
the latest Time-To-Maneuver. In the following, the Time-To-Warn ttw is used,
which estimates the reaction time available to the driver in addition to the time tR.

During the reaction time span tR, it is assumed that the driver moves with
constant acceleration. Based on the current velocity v and acceleration a, the
velocity at the onset of the driver reaction vR is

vR ¼ vþ atR: ð1Þ

For further investigations only vR [ 0 is treated, because otherwise it is
assumed that the driver is already about to stop and no warning is necessary. The
distance needed to stop dSt comprises the distance passed during the driver reaction
dR and the distance passed while braking dBr with maximal deceleration amax:

dSt ¼ vtR þ
1
2

at2
R

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

dR

þ v2
R

2amax
|fflffl{zfflffl}

dBr

ð2Þ

The Time-To-Warn ttw is obtained by the difference of the distance to the object
dobj and dSt, passed with constant velocity vR

ttw ¼
dobj � dSt

vR
: ð3Þ

The common approach is to trigger a warning when ttw falls below a predefined
threshold ttw;th. As a major drawback, this approach cannot take into account
varying uncertainties induced by measurements or the prediction of other traffic
participants. Therefore, it is proposed to take the decision at a minimal required
confidence level Pconf [7]:

p ttw\ttw;th

� �

[ Pconf : ð4Þ

For the subsequent considerations it is assumed that the measurement uncer-
tainty of dobj is the dominant influence on the variance of ttw. The measurement
error is modeled as normally distributed with zero mean, as it is common when
dealing with GNSS-based localization:

dobj ¼ N ld; r
2
d

� �

ð5Þ

The distribution of the error can consider the total error of the localization as
well as uncertainties caused by imprecise knowledge of the stop line. For the
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further calculations a substitution is applied, which separates the dobj-dependent
part of Eq. (3):

ttw ¼ f1 v; að Þdobj � f2 v; að Þ ð6Þ

with

f1 v; að Þ ¼ 1
vR
; f2 v; að Þ ¼ dSt

vR
: ð7Þ

Under these assumptions, ttw is also normally distributed.

Xttw ¼ N lttw; rttwð Þ ð8Þ

Standard deviation and variance can be obtained from dobj; f1 and f2:

lttw ¼ f1ld � f2 ð9Þ

rttw ¼ f1rd ð10Þ

Substituting results in the standard deviation of Xttw:

rttw ¼
rd

vþ atR
ð11Þ

It is expected that with an increasing variance of Xttw the rate of false positive
warnings increases as well.

4 Evaluation

In the following the approach of ‘‘A Flexible Environment Perception Framework
for Advanced Driver Assistance Systems’’ is applied to the measured data
described in ‘‘Time-to-Collision Estimation in Automotive Multi-Sensor Fusion
with Delayed Measurements’’ for the evaluation and parameterization. For this
purpose two different cases of virtual vehicles approaching from any of two sides
are considered, as illustrated in Fig. 1. This results in a different calculation of ttw
in Eq. (3), assuming right-hand driving: For the crossing vehicle approaching from
the left dobj ¼ dti, whereas for the vehicle from the right additionally the width of
one lane is considered: dobj ¼ dti þ dla.

4.1 Dynamic States at the Time of the Warning

In Fig. 2 velocity and acceleration are illustrated when reaching ttw� 0s for both
directions and both SA and DM. This is the last instance at which the driver can

8 A. von Eichhorn et al.
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prevent the accident with the assumed reaction to the warning as described above.
Ideally as few as possible SA should appear.

In Fig. 2a it can be seen that in the case of a crossing vehicle from the right only
three out of 172 (1.74 %) SA got a warning. This is due to the fact that drivers
typically stop at the stop bar, regardless of the direction of the crossing traffic.
When considering the vehicle approaching from the left in Fig. 2b, a higher false
positive rate can be observed.

To distinguish SA and DM, the probabilistic approach described in Ch. 3 is
utilized. For illustrative purposes the straight line resulting from Eq. (11) for a
particular threshold of rttw;th is additionally depicted in Fig. 2. When demanding
rttw\rttw;th, all maneuvers under that line do not get a warning. SA typically have
a smaller velocity and acceleration when reaching ttw ¼ 0s and therefore, are more
likely to be excluded by this condition. When decreasing rttw;th it can be pondered
to which amount the SA are excluded while also including an increasing subset of
the DM. The diagram demonstrates that the approach is capable of differentiating
between the conflicting goals described in the introduction. Moreover, it becomes
obvious that the quality of the distinction of SA and DM benefits from the com-
bined evaluation of both longitudinal motion states v and a.

4.2 Variation of the Warning Parameters

For further investigations only the case of a crossing vehicle from the left is
considered because it is the more demanding use case, as shown above. The false
positive warning rate pfp is calculated by the ratio of warned to all SA.

Fig. 2 Longitudinal dynamic when reaching ttw ¼ 0s. a Crossing vehicle from the right.
b Crossing vehicle from the left

A Warning Algorithm for Intersection Collision Avoidance 9



Concerning the capability of accident mitigation and avoidance the DM are
regarded. To assess the severity of the accident consequences a weighting function
is assumed, which estimates the risk of an injury r. It depends on the velocity at
which the ego vehicle collides as illustrated in Fig. 3. For every DM the risk of
injury rw respectively rw is calculated, with and without the triggering of a
warning. After the warning is released, it is assumed that the driver brakes with
amax when the reaction time tR has passed. Since the position measurement in the
used data is noisy, the evaluation is repeated ns times with an additional position
error sampled from a zero mean normal distribution with standard deviation rd,
which yields rw;i. The potential for accident avoidance ravo is obtained for every
maneuver by

ravo ¼ 1�
P

i rw;i

nsrw
ð11Þ

Two different warning algorithms are considered:

• A: Warning, when ðttw\ttw;thÞ ^ (v [ vmin)
• B: Warning, when pðttw\ttw;thÞ[ Pconf :

For every warning algorithm, two parameters are varied (A: ttw;th and vmin, B:
ttw;th and Pconf ) and the false positive warning rate pfp as well as the potential for
accident avoidance ravo is calculated from all intersection crossing maneuvers.
Every configuration of the parameter set results in one point in the diagram of
Fig. 4. From this set of points only those points are depicted, which are Pareto-
optimal for each of the two warning algorithms.

The figure shows that the probabilistic algorithm B is superior to the common
approach A in a Pareto-optimal sense. Based on this analysis the optimal
parameterization for the desired warning properties can be obtained.

Fig. 3 Weighting function
for the approximation of the
severity of the accident
consequences when colliding
with a crossing vehicle in
dependence of the subject
velocity
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4.3 Discussion

The precision rd is assumed to be constant throughout the examined measurement
data in this work. The only influence considered for the uncertainty of ttw is the
current motion state. When dealing with data from urban areas with a partially
blocked view of sky, the conditions may deteriorate considerably, though in many
cases this can be detected, by the number of visible satellites and their geometric
constellation for example. In contrast, the precision of the estimation of dobj may be
increased in some scenarios if on-board sensors are available and sensor data fusion
is applied. Further sources for the variance in quality of precision can be thought of.
Given the knowledge of the precision of the current position rd, the approach of Eq.
(4) allows to assess the system boundaries online in a continuous way without the
necessity for pre-defined thresholds on the velocity or measurement precision.

For the evaluation several worst case assumptions were applied, namely the
exclusion of a preceding vehicle, the scenario with a vehicle approaching from the
left and the more challenging of the two mentioned driver errors. Therefore, it is
supposed that in practice the system performs better than illustrated in Fig. 4.

5 Conclusion

In the present work two different warning algorithms for an intersection collision
avoidance system are described and applied to measurement data obtained in a
FOT. For evaluation the two conflicting goals of warning functions are described
and it is shown how these can be determined based on the measurement data. The
results show, that for the performance of a CICAS the direction of the crossing
vehicle is important. The probabilistic approach shows better performance when
compared to the common approach not considering uncertainties.

Fig. 4 Comparison of the
two warning algorithms
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Time-to-Collision Estimation
in Automotive Multi-Sensor Fusion
with Delayed Measurements

Antje Westenberger, Marc Muntzinger, Michael Gabb,
Martin Fritzsche and Klaus Dietmayer

Abstract This paper presents a time-to-collision estimation in the context of
multi-sensor fusion. Several asynchronous sensors are fused where the measure-
ments arrive at the fusion unit out-of-sequence, i.e., some measurements are
temporally more delayed than others. The adequate out-of-sequence handling is
crucial for time-critical applications such as pre-crash systems. Several methods
are discussed and compared with respect to accuracy and computational costs. In
addition, a reduced out-of-sequence algorithm for practical application is derived.
The performance of the pre-crash system is evaluated using real-world data from
crash tests. To this end, a soft crash target is used with a position ground truth
accurate to the centimeter and a contact sensor as temporal ground truth.

Keywords Driver assistance systems � Pre-crash � Multi-sensor fusion � Out-of-
sequence � Time-to-collision
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1 Introduction

Future driver assistance and safety systems have to face more and more challenging
tasks, like autonomous driving or active collision avoidance. In order to guarantee
the required ASIL level, more than one sensor has to be used to compensate a possible
failure of one sensor. Advanced sensor fusion techniques are therefore, crucial.

This paper deals with sensor fusion algorithms in time-critical contexts, specifi-
cally in a pre-crash system that calculates a time-to-collision. In order to quickly react
to an imminent collision, it is important to avoid all additional delays in the filtering
and to integrate all measurements immediately upon arrival. This is not always
fulfilled in state-of-the-art fusion systems, as will be discussed in the following.

In sensor fusion, a frequent problem is the so-called out-of-sequence problem,
which means that one sensor is slower than another. I.e., the pre-processing time
between the raw measurement and the arrival at the fusion system differs for each
sensor. This means that the original order of the measurements is not guaranteed in
the fusion system.

Figure 1 shows an example of an out-of-sequence problem with two sensors.
Here the measurement from time tk0 is the oldest, but arrives third at the fusion
system, which makes it a delayed measurement, a so-called out-of-sequence
measurement (OOSM). Methods to deal with these out-of-sequence measurements
are required, as will be discussed in this chapter.

2 Filtering with Out-of-Sequence Measurements

2.1 Problem Description

The well-known Kalman filter [1] estimates the state at time tk by doing a pre-
diction from time tk�1 to time tk, yielding an a priori state estimate xkjk�1 with
corresponding estimation error covariance Pkjk�1, followed by an innovation
with the latest measurement zk, which gives an a posteriori state estimate xkjk with
covariance Pkjk. It is assumed that all measurements

Zk :¼ z1; . . .; zkgf

Fig. 1 Out-of-sequence
problem with two different
asynchronous sensors
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arrive at the fusion unit in the correct temporal order. However, when more than one
sensor is used, measurements in practical applications often are out-of-sequence:
After the innovation with zk, an older measurement zk0 arrives. This out-of-sequence
measurement cannot be directly integrated using the standard Kalman filter.
Therefore, advanced OOSM algorithms have to be used, which will be described in
the following.

2.2 Out-of-Sequence Algorithms

The simplest method to deal with out-of-sequence measurements is the so-called
Buffering, which simply stores all measurements first without using them. Only
when all sensors have provided at least one measurement, the oldest measurement
can be integrated, since no OOSM can be missing by then any more [2]. However,
Buffering is clearly an undesirable algorithm in time-critical applications, since
additional delays make the system slow and not all information is used at most
times. Quick reactions like emergency braking are not possible.

Another straight-forward method is Reprocessing (see for example [3, 4]). Here
all measurements are processed immediately upon arrival. In case an OOSM
arrives, all later measurements are integrated again, thus correcting the error due to
the previously missing OOSM. Clearly this is the most accurate algorithm, but also
the most expensive one, therefore in practical applications cheaper algorithms are
needed that perform comparably.

One advanced OOSM algorithm is the so-called Retrodiction [5]. Upon OOSM
arrival, a backward prediction in the past to the OOSM timestamp is calculated,
followed by an innovation with the OOSM. A practical modification called
Reduced Retrodiction is given in the following chapter.

Another method to deal with OOSM is the Forward-Prediction Fusion and
Decorrelation (FPFD). Other that the Retrodiction, it does not use a backward
prediction, but a decorrelation step in information space. See [6, 7] for details.

Both Retrodiction and FPFD have much lower computational costs than
Reprocessing at comparable performance [3, 4]. Therefore, Retrodiction or FPFD
should be used instead of Buffering or Reprocessing. A practical comparison of
these algorithms will be given in ‘‘Flexible environment perception for advanced
driver assistance systems’’.

2.3 The Reduced Retrodiction Algorithm

The Retrodiction algorithm [5] was derived under the assumption that at the latest
timestamp tk, an innovation with a measurement zk is done. Based on this estimate
xkjk, the Retrodiction to an out-of-sequence timestamp tk0 is calculated. However,
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in practical applications, there may not be an innovation at every timestamp, even
if a measurement arrives. For example, a gating procedure may exclude all
measurements if the Mahalanobis distance is too big. In this case, the Retrodiction
must be calculated based on the predicted a priori estimate xkjk�1 instead of the a
posteriori estimate xkjk. Therefore, the derivation of a modified Retrodiction is
needed, called Reduced Retrodiction in the following.

2.3.1 Reduced State and Covariance Retrodiction

In the usual Retrodiction algorithm, the retrodicted state is derived from the system
dynamics

xk ¼ Fk;k0xk0 þ vk;k0

by inverting the system matrix Fk;k0 , where vk;k0 denotes the process noise between
tk0 and tk. The state at the OOSM timestamp tk0 can therefore be calculated as [5]

xk0jk ¼ F�1
k;k0

xkjk � vk;k0jk
� �

;

with the expected a posteriori process noise

vk;k0jk ¼ E vk;k0 jZk
� �

¼ Qk;k0 HT
k S�1

k ck:

Here Qk;k0 denotes the process noise covariance, Hk is the measurement matrix,
and ck ¼ zk � Hkxkjk�1 is the residual with corresponding covariance Sk. However,
if at time tk no innovation with zk has been done, the state Retrodiction reduces to

xk0jk�1 ¼ F�1
k;k0

xkjk�1 � vk;k0jk�1

� �

¼ F�1
k;k0

xkjk�1;

since the a priori expectation value for the process noise is zero:

vk;k0jk�1 ¼ E vk;k0 jZk�1
� �

¼ 0:

The corresponding reduced covariance Retrodiction can be calculated as

Pk0jk�1 ¼ F�1
k;k0

Pkjk�1 � Qk;k0

� �

F�1
k;k0

� �T
:

This completes the reduced state and covariance Retrodiction.

2.3.2 Reduced OOSM Innovation

After the Retrodiction to the past timestamp tk0 , the innovation with the OOSM zk0

and simultaneously the prediction to the latest timestamp tk are done. Again, this
OOSM innovation reduces in case no innovation has been done at time tk: The
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cross covariance between state and measurement as in [5] is needed, where some
terms now vanish in the reduced form:

Pxz
k;k0jk�1 ¼ Pk;k�1 � Qk;k0

� �

FT
k;k0

HT
k0
:

The modified Kalman gain then is

Wk0 ¼ Pxz
k;k0jk�1S�1

k0
:

With that, the reduced OOSM state innovation is as usual

xkjk0
¼ xkjk�1 þWk0 zk0 � Hk0 xk0jk�1

� �

:

The corresponding reduced OOSM covariance innovation is

Pkjk0
¼ Pkjk�1 � Pxz

k;k0jk�1S�1
k0

Pxz
k;k0jk�1

� �T
:

With this step, the reduced OOSM innovation is completed.

3 Practical Evaluation

3.1 System Description and Sensor Setup

The proposed algorithms, including the Reduced Retrodiction derived in the
previous section, are tested using data from crash tests with a soft crash target (see
Fig. 2b). In this paper, a frontal collision scenario with constant velocity is eval-
uated. The sensor vehicle is equipped with a monocamera, two short range radars
and a long range radar, as shown in Fig. 2a. Whereas the monocamera is used for
classification only, the radars result in an out-of-sequence problem that has to be
accounted for. The ground truth is provided by an inertial measurement unit for
accurate positioning as well as a contact sensor on the front bumper for the exact
timestamp of the collision.

In order to apply OOSM algorithms, the temporal characteristics of each sensor
(such as cycle time and measurement delay) have to be known. Methods to
temporally calibrate the sensors can be found in, e.g., [8].

3.2 Results

This chapter shows the results from the different OOSM algorithms. The proposed
Reduced Retrodiction is combined with the usual Retrodiction and applied
depending on whether an innovation has been done or not.
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First, the one-sigma-volume of the estimation error covariance of all trackers is
shown in Fig. 3. This volume can be interpreted as the uncertainty of the corre-
sponding tracker. Clearly Buffering yields a very uncertain state estimate, since the
measurements used are mainly outdated. The covariance volume is much bigger
than with all of the other trackers. Due to this uncertainty, Buffering should not be
used in case a high reliability of the fusion system is needed. Therefore, Buffering
is not considered in the following evaluation any more.

The next plot, Fig. 4, shows the position error of the different OOSM algo-
rithms. Clearly all methods perform nearly identical. This is due to the fact that in
the one-step lag case, i.e., the case when the OOSM lags behind only one mea-
surement, the algorithms are equivalent [5–7]. In the multi-step lag case, like in
this test setup, the algorithms differ slightly, but the results are still very similar.

This shows that due to their lower computational costs, FPFD or Retrodiction
should be preferred to Reprocessing. Clearly the derived Reduced Retrodiction
(included in the usual Retrodiction) performs satisfactory as well.

Finally the time-to-collision estimation is evaluated. The estimation error can
be seen in Fig. 5. Again, the differences in the OOSM algorithms are neglectible,
all algorithms yield sufficiently precise time-to-collision estimates. Again, this
shows the advantages of the cheaper OOSM algorithms Retrodiction and FPFD
compared to Reprocessing, as well as the accuracy of the derived Reduced Ret-
rodiction algorithm.

Fig. 2 a Sensor setup with monocamera as well as short and long range radars. b Crash test with
a soft crash target. The temporal ground truth is provided by a contact sensor on the front bumper

Fig. 3 One-sigma-volume of
the estimation error
covariance of the different
trackers. The crash time is
depicted by the vertical black
line
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4 Conclusion and Outlook

This paper has demonstrated the effects of different out-of-sequence algorithms in
practical applications. A time-to-collision based on the different algorithms was
evaluated using real-world data from crash tests. A modification of the main out-
of-sequence algorithm for practical applications, the so-called Reduced Retro-
diction, was derived. This modification was validated and its applicability was
shown.

Future work will concentrate on the application of OOSM algorithms not only
in state estimation, but also in existence estimation. This topic of current research
is discussed in [9, 10] and will be further investigated in the future.
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A Flexible Environment Perception
Framework for Advanced Driver
Assistance Systems

Markus Schütz and Klaus Dietmayer

Abstract The advanced driver assistance systems (ADAS) of the future will rely
heavily on an accurate and extensive description of the ego vehicle’s environment
based on multiple sensors. This paper gives an overview of a framework tackling
this task by using Simultaneous Localization And Mapping (SLAM) and Detection
And Tracking of Moving Objects (DATMO) techniques in real world scenarios
using multiple 4-layer lidar sensors and a radar sensor. After a short literature
overview, a modular framework is proposed which allows testing and evaluating
different algorithms in outdoor scenarios. An advanced particle filter based
tracking algorithm is presented to estimate the shape of extended objects with
arbitrary forms. Results are evaluated based on sensor data.

Keywords SLAM � DATMO � Tracking � Shape estimation � Pre-crash

1 Introduction

Advanced driver assistance systems (ADAS) of the future will rely heavily on an
accurate and extensive description of the ego vehicle’s environment based on
multiple sensors. The proposed frontal perception system is based on two 4-layer
laser scanners and a long- and mid-range radar.

Although the ‘‘Simultaneous Localization and Mapping’’ (SLAM) with the
‘‘Detection and Tracking of Moving Objects’’ (DATMO) has gained a lot of
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attention in recent years, the problems remain challenging when applied to real
world outdoor scenarios.

Many algorithms that perform well in indoor areas are not applicable when it
comes to outdoor environments. For example, it is hard to robustly find suitable
landmarks in different scenarios with range sensors and therefore to localize the
ego vehicle properly with many algorithms. This is mainly because of areas where
there are many unstructured roadside objects such as bushes.

The system’s localization approach is occupancy grid map based. In particular,
it assumes that there is no external information about the environment available.
This assumption is adequate, since GPS often fails in urban canyons (and if not its
accuracy is not appropriate for driver assistance systems) and it is hard to create
and update an accurate a priori digital map, or even a laser-generated map, for
large areas. The goal is a pre-crash system that can robustly handle highly dynamic
urban scenarios. For a system requiring high accuracy for the prediction of a crash
situation, it is a good benchmark to evaluate the quality of the environment per-
ception. A newly developed tracking algorithm is presented. For any in-depth
explanation, however, another publication is referenced.

The system is intended to deliver the environmental description of the area in
front of the host vehicle. The main goal is to report all relevant obstacles that can
be detected by the sensor platform. To realize comfort and safety applications on
the basis of the resulting information, the detections of single sensors have to be
fused and filtered in time to stabilize the environment description and derive stable
additional information describing e.g. dynamic parameters of each object.

The perception framework is intended to work only on the basis of the mea-
surements delivered by the range sensors and the ego vehicle dynamics.

2 Related Literature

SLAM and DATMO provide concepts to perceive the environment of the vehicle.
The goal is to obtain a consistent description of the environment. The algorithms
are extensively studied in the field of robotics and in the field of autonomous cars.

The DATMO process deals with dynamic objects. A challenging task is to
detect dynamic objects in laser scans. Sensor readings, classified as ‘‘dynamic’’,
are used to estimate the dynamic state of dynamic objects. These are described by
their dynamic state (position, orientation, velocity and yaw rate) and often by their
size.

The SLAM process deals with the static environment. The map is created only
by integrating previously received static measurements. New static sensor readings
update the map and the location of the ego-vehicle simultaneously, while dynamic
sensor readings are regarded as noise and left out [1]. Also, vehicle odometry
provides proprioceptive data to improve the location of the vehicle. The results of
the SLAM process are a map and the location of the ego-vehicle in that map. In a
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succeeding step, static objects are extracted from the raw occupation information
in the map.

Appropriate approximations must be made to reduce the computational com-
plexity of solving both processes simultaneously.

Wang [1] integrated SLAM and DATMO together first. He estimated SLAM
and DATMO posteriors in a Bayesian formulation separately. Object movements
are tracked by an IMM filter. For SLAM he used a scan-matching technique, the
Iterative Closest Point (ICP) algorithm. The system was tested in urban scenarios
in a vehicle equipped with laser scanners and sensors to improve the localization
(e.g. GPS, compass, IMU).

Vu [2] introduced a new method to improve the localization obtained by
odometry. In a grid-based SLAM approach he was able to detect moving object by
inconsistencies between free-space and occupation. Tracking was achieved by an
IMM filter.

Most approaches base on Bayesian statistics. Other mathematical theories used
for SLAM and DATMO can also be found in literature, e.g. based on fuzzy logic
and Dempster-Shafer theory [3].

3 Demonstrator

As a demonstrator car we use a Mercedes-Benz E 500 (W212). It is equipped with
a long-/mid-range radar sensor and two laser scanners. The sensors are mounted at
the front of the vehicle (see Fig. 1).

The laser scanners have a maximum range of 100 m and a field of view of 100�
with an angular resolution of 0.25�. The scan rate is set to 25 Hz. To increase the
common field of view, the laser scanners are turned outwards on each side. For this
reason, the common field of view is 140�.

Fig. 1 A Mercedes E-Class
is used as a demonstrator car.
It is equipped with two laser
scanners and a long- and mid-
range radar. A Velodyne
HDL-64E and a DGPS-
module are used for
evaluation only. A robust
bumper is mounted for crash
scenarios
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The radar sensor has two alternating modes. In the long-range mode maximum
range is 174 m and the field of view is 20�, while in the mid-range mode maximum
range is 60 m and the field of view is 90�. The cycle time for each mode is 50 ms.
A camera is mounted for documentation and visualization purposes. A 64-layer
Velodyne HDL-64E laser scanner is mounted for evaluation.

4 Framework Architecture

For the application, no global localization and mapping is necessary nor does a
priori knowledge of the world exist. It is assumed that the vehicle starts at pose X0

[x y W]T = [0 0 0]T, i.e. at the origin of the map. The occupancy grid map (see
Sect. 4.2.1) contains no information, which means every cell is occupied with
probability 0.5, the so-called maximum entropy assumption.

SLAM is executed separately for each laser scanner. After that the scan data
can be transferred into a common frame. Then, DATMO is performed simulta-
neously with measurements from both scanners.

Figure 2 shows an overview of the general framework architecture. The whole
process is divided into four modules. For each module, several special types were
implemented. Those that work best for the evaluated scenarios are presented.

SLAM is performed in the mapping and the localization module. DATMO is
performed in the detection and the tracking module. The following section
describes each module separately.

Fig. 2 The figure shows how the laser sensor readings are processed and how the modules
interact. Measurements classified as dynamic are shown in light blue, static measurements are
dark blue
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4.1 Localization

Three localization modules with different complexities were implemented. Their
appropriateness to the intended application in an outdoor environment turned out
not to be equivalent. Since global localization doesn’t have to be achieved in pre-
crash scenarios, there must be a tradeoff between computational complexity and
accuracy.

4.1.1 Odometry-Only Localization

A fast way to obtain the position and orientation of ego vehicle is dead-reckoning
via vehicle’s odometry sensor (velocity and yaw rate) from the starting position.
This approach works well in standard scenarios with no extreme maneuvers. In
those scenarios the drift can be neglected for the present application. The main
advantage is the efficient computation of the algorithms using a standard Kalman
filter.

4.1.2 Feature-Based Localization

Originally, feature maps are used in SLAM. A feature is a specific structure in the
laser scan that can be found in consecutive scans such as points, lines, corners or
other more abstract structures. Especially in indoor areas this approach provides
robust maps that in turn allow achieving an accurate localization. In the present
system, this method of localization allows creating an additional occupancy grid
map with those ‘‘known’’ poses.

However, in outdoor areas obtaining robust features in every scan is chal-
lenging, especially when using range data that represents a slice of the world
instead of real 3D information. A wide variety of environments with e.g.
unstructured objects like bushes makes it difficult to find robust features. The
approach proved to be inappropriate.

4.1.3 Occupancy Grid-Based Localization

In this method occupancy grid maps are used for localization instead of feature
maps. The general advantage of those maps that contain the collected sensor
information on a raw level also benefits the localization (see Sect. 4.2).

The present approach uses a particle filter. Each particle samples from an ego–
vehicle model [4]. For each sampled pose, the laser scans are compared to the built
occupancy map. The map is updated based on the probabilistic distribution rep-
resented by the particles. In contrast to approaches like the grid-based FastSLAM
algorithm [4], it was found that not every particle needs to estimate its own map,
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since the accuracy of one common map is adequate. A slight drift error relative to
the DGPS pose over time does not affect the performance of the system, which
only depends on the position relative to the local surrounding map and its quality.

4.2 Mapping

Since feature-based localization proved not to be robust enough, only a occupancy
grid map is used. From this map, it is possible to extract static objects by searching
clusters of occupied cells.

In occupancy grid maps the 2D space around the ego vehicle is divided into
cells for which probabilities of occupation can be inferred via laser scanner
measurements in combination with a probabilistic sensor model. Occupancy grid
maps are first introduced by [5].

Occupancy grid maps store and combine the sensor readings on a low level. A
beam model [4] is used as the sensor mode, a probabilistic model that incorporates
free-space. Free-space is important to correct map errors resulting from slight
localization drift. A decay factor helps to wipe out old and unnecessary occupation
information over time.

4.3 Detection of Moving Objects

The detection of moving objects step distinguishes between static and dynamic
laser measurements. Radar data provides range rate information to extract moving
objects out of laser data via a cluster-to-cluster association. Grid-based methods as
proposed in [6] are currently evaluated and show a high noise level for 2D laser
scanners.

As shown in Fig. 2 the mapping module includes static data, whereas dynamic
data is processed in the tracking module.

4.4 Tracking

4.4.1 Particle Tracking and Shape Estimation

Tracking is performed by a newly developed algorithm. In this algorithm the shape
of the tracked object and its position are estimated simultaneously, comparable to
the SLAM problem, since especially in pre-crash situations a box model of
vehicles might not be appropriate. In Fig. 3 the curved front of a car can be seen
which might be the reason that a crash will not take place. A pre-crash system
however has to react conservatively and must not trigger mitigation algorithm
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when a crash is avoidable. Objects with a more complex shape can easily be
imagined, where a box model would perform even worse.

A particle filter is used to track each object separately. Each particle has two
parts (since it is Rao-Blackwellized). A dynamic state that is estimated by sampling
and a shape that is represented by an object-local occupancy grid map containing
occupation and an offset vector that describes the translation from a fixed anchor
point in the map to the center of gravity of the car. The offset vector is modeled by
a Gaussian random variable and filtered by a standard Kalman filter.

By applying this new algorithm, it is possible to avoid the known problem of
the moving reference point on an object when changing the perspective, while
simultaneously estimating its state and obtaining its shape. For details please see a
separate paper by the authors.

Figure 3 shows the resulting local map of the estimation process of a Mercedes
C-class. In most cases the obtained grid shape will not be as complete as shown in
the picture. This is because of the special trajectory the target object drove for
demonstration purposes on the test track.

The green line shows the extracted shape. The extraction is a post-processing
step to achieve an abstract shape approximation for the following processing steps
in the pre-crash system.

4.4.2 Decoupled Tracking

Wang [1] has shown that by estimating a joint probability over the ego-vehicles
position, the mapping and the tracked targets, errors in localization directly
influence the tracking accuracy. Since the localization error increases over time
when no loop is closed (i.e. no area is visited again), tracking uncertainties will
also increase over time.

Decoupling the tracking estimates from the ego-pose estimation and track in a
relative frame avoids this problem. The ego-motion is compensated by the ego-
velocity and yaw rate is improved by the localization module.

Fig. 3 Local grid of a
Mercedes C-class T-model.
Orange cells denote the
probability of occupation of
each cell, black means
unknown. The green line
extracts the convex shape of
occupied cells
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5 Evaluation

5.1 Static Objects

To evaluate the performance for static objects, i.e. the evaluation of primarily
SLAM modules with detection of moving objects that are filtered out, real world
scenarios were recorded. Two of these are described here.

The first scenario is a test drive through a city. The distance traveled is about
2 km. Many moving objects such as pedestrians and cars are detected. Two
crossroads are passed. The estimated trajectory is compared to a trajectory
recorded by a DGPS module. The RMS error is 2 m compared to an odometry-
only error of 36 m.

Since highly dynamic maneuvers would have been too dangerous to perform, a
second scenario was evaluated. There the vehicle drove with high velocity around
a 90� turn with a small turn radius of about 10 m. Shortly after the turn there was a
narrow passage. The width of this passage was the car width plus 30 cm on each
side and minus 20 cm on each side, respectively. Velocity was about 32 km/h
during the turn. Measurements where mainly reflected by bushes at the side of the
street. The algorithm presented in Sect. 4.1.3 could robustly distinguish between
crash and no crash situations, whereas localization by odometry did not allow
generating a map where the obstacle could be passed. RMS error with particle
localization was 0.25 m, with odometry 0.7 m.

The absolute RMS error however doesn’t have the effect that it would have in a
map which is known a priori. Since the occupancy map is built on the basis of the
estimated position, the map is better locally than the result would have led one to
believe. This map correction is mainly achieved through the sensor model
allowing the integration of free space and a decay factor for occupancy values.
Figure 4.

Fig. 4 Scenario 1: Typical
urban scenario showing
pedestrians with a baby
buggy and cars
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5.2 Tracking

The detection module successfully detects cars in the urban scenario. Pedestrians
however are challenging since slow velocity results in a low signal-to-noise ratio
for detecting movement from scan to scan. Also, the tracking algorithm works best
for extended objects such as cars, while a standard point tracking algorithm may
suffice to track pedestrians.

Figure 3 shows the result of the local map building process of the tracking
module on a test track. The local occupancy grid is built with associated laser
measurements. The sensor model does not represent free-space, so currently there
is the differentiation between occupied and unknown space. This is to reduce the
computational complexity, but might be integrated in the future. The target car is a
Mercedes C-class T-model with a width of 1.77 m and a length of 4.59 m. The
estimated size is 1.83 cm 9 4.4 m. The occupied cells allow inferring a quality
measure for these quantities. An initialization step for the dynamic state of the car
is necessary to further decrease the number of particles from 40 particles.

6 Conclusion

A flexible probabilistic environment perception framework that can be applied to
advanced driver assistance systems was presented. Further investigations con-
cerning the reduction of computational complexity are necessary, but due to the
particle filter approaches in the different module a highly parallelized imple-
mentation is possible.
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Car2Pedestrian-Communication:
Protection of Vulnerable Road Users
Using Smartphones

Sebastian Engel, Claudia Kratzsch and Klaus David

Abstract The protection of vulnerable road users, like pedestrians and bicyclists,
and the communication between vehicles and their environment, which is called
Car2X-Communication, are two scopes in the development of the automotive
industry that have gained much interest in the last years. This paper links together
both topics by presenting a concept for the communication between vehicles and
vulnerable road users, called Car2Pedestrian-Communication. A system archi-
tecture is presented that uses smartphones for the detection of vulnerable road
users and for the transmission of data between the vehicle and the pedestrian.
Based on the transmitted information, the collision risk between the vehicle and
the pedestrian is estimated and a warning is given to the driver and the pedestrian.

Keywords Vehicle safety � Pedestrian protection � Car2X communication �
Smartphones

1 Introduction

Actual developments in the automotive industry for enhancing traffic safety deal
with the communication between vehicles among each other (Car2Car-Commu-
nication) and with the communication between vehicles and infrastructure
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components like traffic lights (Car2Infrastructure-Communication). However,
vulnerable road users (VRUs), like pedestrians and bicyclists, are not regarded in
the development so far. In the German traffic situation of 2011 though, in every
fourth traffic accident a pedestrian or bicyclist was involved [1]. This means that
VRUs should be considered in the further development of Car2X-Systems.

This paper is organized as follows: In the next chapter the use of a radio-based
pedestrian protection system is motivated based on an analysis of typical accident
scenarios between pedestrians and vehicles in Germany. Afterwards the developed
system architecture is presented. Based on different measurement setups, the
suitability of the proposed concept for an automotive pedestrian protection is
shown in chapter four. The last chapter concludes this paper and gives an outlook
on further research and improvements.

2 Motivation for a Radio-Based Pedestrian Protection

To motivate the development of a radio-based pedestrian protection system the
GIDAS (German In-Depth Accident Study) database [2] was analyzed regarding
the most frequent accident scenarios between passenger cars and pedestrians/
bicyclists. Since 1999 accidents in the areas of the German cities Dresden and
Hannover have been analyzed in detail to obtain accident data. The database was
filtered for accidents between passenger cars and pedestrians as well as bicyclists,
where the pedestrian/bicyclist was injured heavily or killed. Afterwards the dif-
ferent scenarios, that look equivalent in the view of the sensor, were classified into
categories. This led to three main categories for the pedestrian and the bicyclist
case, which are shown in Table 1.

Regarding the pedestrian accidents, it can be seen that half of the accidents
happen on straight roads without a visual obstruction of the pedestrian, which

Table 1 Accident scenarios of passenger cars (?) with pedestrians/bicyclists (?)

Pedestrians Bicyclists

Accident with a pedestrian
crossing the street without
visual obstruction

49.4 %

Accident with a bicyclist at
an intersection

65.1 %

Accident with a pedestrian
crossing the street with
visual obstruction

29.7 %

Accident with a bicyclist
crossing the street while
turning into this street

16.5 %

Accident with a pedestrian
crossing the street while
turning into this street

7.6 %

Accident with a bicyclist in
longitudinal traffic

9.1 %
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means that these scenarios can be addressed well by e.g. cameras or laser scanners
[3]. However, a great fraction of accidents happens if the pedestrian is not visible
or if the vehicle turns into a street. In these cases, a sensor is needed that detects
pedestrians that are visual obstructed and delivers a wide opening angle. In the
case of bicyclist accidents the need of a sensor with such characteristics becomes
even more obvious. This is because the main fraction of accidents between
vehicles and bicyclists happens at intersections or in turning scenarios, where the
bicyclist is likely to be concealed by cars or buildings and hits the vehicle from the
side. The state of the art sensor systems for pedestrian and bicyclists protection
like cameras or laser scanners can hardly fulfill these requirements. On the con-
trary, systems that work with radio waves can detect hidden VRUs because of the
characteristics of radio waves and may deliver a virtual 360� opening angle,
depending on the radiate characteristic of the antenna. This is why a radio-based
approach is promising for the development of future pedestrian and bicyclist
protection systems.

3 Car2Pedestrian System Architecture

In this section, the architecture of the developed system is presented. Smartphones
are used to gather information about the position, speed and moving direction of
the pedestrian and to transmit the data to vehicles in the environment. For the
system only components-off-the-shelf are used, which means that no extra hard-
ware had to be developed.

3.1 Communication Technology

For establishing a communication between the vehicle and the pedestrian different
technologies exist, especially if smartphones are used. Typical communication
interfaces are WLAN, GSM/UMTS, Bluetooth or NFC (Near Field Communica-
tion). To identify the technology which fulfills the requirements of a Car2Pe-
destrian system the best, the GIDAS database was evaluated concerning the
accident speeds of vehicles in crashes with pedestrians. The analysis showed that
nearly 90 % off all accidents happened with vehicle speeds up to 70 km/h or
approx. 20 m/s. Equation 1 describes the necessary braking distance of a vehicle
with an initial speed v0, a maximum brake acceleration sbrake, a brake inflation
time tfill and a driver reaction time treact:

sbrake ¼
v2

0

2 � abrake
þ v0 � tfill þ v0 � treact ð1Þ

Equation 1. Braking distance of a vehicle, including the brake inflation time and
the driver reaction time.
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While the first summand describes the distance it takes the vehicle to decelerate
from the initial speed to standstill, the second summand describes the distance it
takes until the full break pressure is applied. In case of an automatic braking
system, that does not need the input of the driver and brakes on its own, this is the
total braking distance. If the driver is only warned and has to brake by himself,
also the reaction time and its corresponding distance have to be considered, which
is described by the third summand. The reaction time depends on several factors,
e.g. the weather conditions or the necessity of the driver to turn its head, and is
often assumed to be around one second [4]. To simplify further calculation, abrake

is assumed to be 10 m/s2, which equates to a maximum value that is only
achievable with a strong break and optimal road grip. The brake inflation time is
assumed to be 250 ms. In this case the total braking distance from an initial speed
of 20 m/s adds up to 25 m for an automatic braking system and 45 m for a warning
system.

Because of the required communication range that was deduced from the equation
above, Bluetooth and NFC were disregarded in the development of the protection
system, as the achievable communication range is too short.

Another criterion to evaluate the suitability of the different technologies is the
communication latency. In [5] the latency of WLAN communication was com-
pared to the latency of cell technology communication like GPRS and UMTS. For
WLAN the latency was in the range of a few Milliseconds, for all cell technologies
in the range of several hundred Milliseconds.

Therefore it was decided to use WLAN to establish the communication between
the smartphone and the vehicle, as it delivers the best trade-off between avail-
ability, range and latency.

3.2 Hardware Description

To determine and communicate information about the pedestrian, Android
smartphones are used. The GPS modules of the smartphones are used to determine
the position of the pedestrian, which deliver this information with an update rate of
1 Hz. The connection between the smartphones and the vehicle is established by
WLAN 802.11 b/g/n using external antennas and a D-Link DIR-825 router which
is connected to a PC in the vehicle. The computer is connected to the vehicle CAN
Bus (Controller Area Network) to gather information about the vehicle dynamics
like the speed or the lateral and longitudinal acceleration with an update frequency
of 50 Hz. To obtain the position of the vehicle in GPS coordinates, an uBlox
EVK-6T evaluation kit is used which delivers the position information every
200 ms.
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3.3 Software Architecture

A distributed system was developed to reduce the computational effort on the side
of the smartphone and the vehicle. Different software modules are implemented in
the smartphone and the vehicle PC, which complement one another.

3.3.1 Smartphone Software Architecture

On the side of the pedestrian, the GPS receiver of the smartphone determines the
position, moving direction and speed and delivers these information over the
NMEA 0183 (National Marine Electronics Association) protocol. The data are
received by the smartphone software module and the position coordinates are
transformed into Universal Transverse Mercator (UTM) coordinates. Therewith
further calculation of other software modules (graphical representation, collision
detection) can be executed easily by using Cartesian coordinates in a plane.

Moreover, the current movement state of the pedestrian is determined by an
evaluation of the acceleration sensor and the gyroscope which are installed in the
smartphone. The data are captured with a frequency of 40 Hz and stored in a
window with a length of 128 samples and an overleap rate of 75 %. The following
features are extracted out of the window:

• standard deviation and frequency entropy of the acceleration values (x-, y- and
z-axis)

• standard deviation of the angular speed values (x-axis)
• frequency entropy of the angular speed values (x-, y- and z-axis).

Different activities (standing, walking, running, biking) were performed by 10
persons to generate a training set for a classification with a decision tree. The
decision tree is coupled with a state machine to prevent impossible state changes
(e.g. direct state transition from walking to biking). The activity information will
be used as an input for different software modules in the future, e.g. for the
correction of the pedestrian position (dead reckoning module) and the adaption of
the warning algorithm, that is implemented in the vehicle.

In the last step, the UTM coordinates, speed, moving direction and activity of
the pedestrian are broadcasted within the local network by UDP (User Datagram
Protocol) packets. To distinguish between different smartphones, a randomized ID
is attached to the packet.

3.3.2 Vehicle Software Architecture

A PC is installed in the vehicle that is connected to a router to receive the
information of the smartphones. Furthermore the PC is connected to the uB-
lox GPS Receiver and the vehicle CAN Bus, to obtain the position and driving
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direction information as well as the vehicle speed and the longitudinal and lateral
acceleration data. To simplify further calculation steps, also the vehicle GPS data
are transformed into UTM coordinates.

For the detection of a possible collision between the pedestrian and the vehicle,
their positions and movement states have to predicted in each time step. For the
vehicle, a constant acceleration model (CA) is assumed. The model predicts the
position as well as the longitudinal and lateral velocity of the vehicle according to
the current position, longitudinal and lateral velocity as well as the current lon-
gitudinal and lateral acceleration. The prediction is described in Eq. 2, where y and
x describe the position of the vehicle in UTM coordinates (y: north value, x: east
value) and dt the step interval. Moreover vy and vx describe the velocities in the
corresponding direction, ay and ax the acceleration in the corresponding direction.
The longitudinal speed and acceleration as well as the lateral acceleration are
delivered in reference to the vehicle coordinate system. Therefore these values are
transformed into the corresponding north- and east values by a rotation according
to the geographical driving direction of the vehicle, which is obtained by GPS.
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Equation 2. Prediction of the vehicle state from time step k to k ? 1.

Similar to the prediction of the vehicle state the position of the pedestrian is
predicted. This is done by a constant velocity model (CV), where it is assumed that
the speed and the walking direction of the pedestrian do not change within the
prediction period. The prediction is described in Equation 3, where y and x -
describe the north- and east coordinates, v describes the walking speed and u the
geographical walking direction of the pedestrian.

yðk þ 1Þ
xðk þ 1Þ
vðk þ 1Þ
uðk þ 1Þ

0

B

B

@

1

C

C

A
¼

yðkÞ
xðkÞ
vðkÞ
uðkÞ

0

B

B

@

1

C

C

A
þ

vðk þ 1Þ � cosðuðkÞÞ
vðk þ 1Þ � sinðuðkÞÞ

0
0

0

B

B

@

1

C

C

A
� dt ð3Þ

Equation 3. Prediction of the pedestrian state from time step k to k ? 1.

It has to be noted that the speed and walking direction, which are obtained by
GPS, can be erroneous, especially if the pedestrian changes his movement
behavior suddenly. This can lead to a falsified prediction which might cause a false
alarm afterwards. Therefore movement recognition algorithms will be integrated
in the position estimation and prediction in the future development, which use the
smartphone sensor data like a magnetic compass, the accelerometer sensor or the
gyroscope.
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To evaluate the criticality of a possible collision, the positions of the vehicle
and the pedestrian are predicted according to the formulas given above. If the
predicted positions of the vehicle and the pedestrian intersect, the criticality is
assessed as a function of the necessary time prediction interval and the geometric
constellation.

If the criticality exceeds a certain threshold a warning is given to the driver.
Furthermore an UDP packet is sent to all smartphones within the local network
that contains the ID of the smartphone that belongs to the endangered pedestrian.
The software module of each smartphone in the network evaluates the received
message and triggers a warning sound if the received ID matches the own ID. With
this method, a two-way protection function is implemented. The whole system
concept is shown in Fig. 1.

4 Performance Measurements

To evaluate the suitability of the architecture for a pedestrian protection system,
different measurement series were carried out. These included the analysis of the
smartphone GPS accuracy, the communication range as well as the energy con-
sumption. The results will be described in the following sections.

Fig. 1 Software architecture of the developed protection system
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4.1 GPS Accuracy

The accuracy of the GPS position information is of crucial importance for a robust
pedestrian protection system. A false positioning of the pedestrian or the vehicle
could lead to the two following malfunctions:

• False positive: An unnecessary warning due to an apparent collision
• False negative: A missing warning in case of a high collision risk.

Both failures might occur if the prediction of the positions is based on incorrect
initial positions that were measured by GPS. In [6] an absolute position error of
10 m is assumed for consumer GPS receivers, which is e.g. caused by atmospheric
effects, multipath propagation or drifts in the satellite clocks.

However, if one considers an automotive safety function, the relative distance
between the vehicle and the pedestrian is important, not the absolute position with
reference to the GPS coordinate system. If the pedestrian and the vehicle are close
to each other, one can assume that the GPS receivers evaluate the signals of similar
GPS satellites, suffer from the same atmospheric disturbances and underlie similar
multipath effects due to the same buildings in the environment. The short distance
between the vehicle and the pedestrian is not a heavy assumption in this case,
because this is exactly the field of application for a Car2Pedestrian protection
system.

Different static measurements were performed in urban and rural scenarios to
assess the absolute and relative positioning accuracy of smartphone GPS receivers.
Some of the results are shown in Fig. 2:

While the measurement points 1 and 5 were located in a rural area, the mea-
surement points 3–5 were located in an urban area. Due to multipath effects, the

Fig. 2 Accuracies of smartphone GPS measurements against DGPS and uBlox measurements
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error is greater there. Figure 2 shows the distance between the smartphone GPS
position and the reference position as well as the distance between the smartphone
GPS position and the uBlox GPS position. The reference position was measured by
DGPS (Differential GPS) and defines the point where the receivers were placed.
As it is to be seen, the error between the smartphones and the vehicle uBlox GPS
receiver is usually 2 m smaller than the error between the smartphone and the
reference position. This is because of similar error sources which affect the
measurements of the smartphone and the vehicle GPS receivers. However, for a
warning system the average error between the smartphones and the uBlox GPS
receiver of approx. 5 m is still too high and could cause false warnings and
missing warnings. Therefore, further improvements regarding the positioning of
smartphones is necessary.

4.2 Communication Range

To evaluate the performance of the WLAN communication regarding the possible
range, two different series of measurements were carried out. Both series were
performed statically, where the test subjects carried different smartphones in the
pockets of their trousers and moved away from the standing vehicle. The smart-
phones broadcasted UDP packets with a frequency of 40 Hz. The tests were
performed in a free field scenario without any obstacles and on a crowded parking
area with shadowing effects by other cars. Afterwards the received packet rate as a
function of the distance of the pedestrian to the vehicle was evaluated. Some of the
measurements are shown in Fig. 3.

Fig. 3 Measurements of the WLAN range with different smartphones
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The rate of successful received packets did not depend on the distance between
the pedestrian and the vehicle. However, in nearly all measurements a shorter
range could be noticed if the smartphone was worn in the front pocket. This is
because the test subjects moved away from the vehicle forwards and the human
body shadowed the antenna of the vehicle in this case.

As it is to be seen, in the free field scenario a range up to 200 m was achieved.
In the parking scenario however, the range reduced to approx. 60 m. Nonetheless
the necessary communication range of 25 m and 45 m, that were deduced from the
accident speeds in Sect. 3.1 were achieved. It has to be said that the communi-
cation range depends on several physical factors like the transmitting power, the
antenna gain and the geometry of the vehicle, but even without special hardware
the necessary range with respect to the accident analysis was attainable.

4.3 Energy Consumption

In contrast to passive Radio Frequency Identification (RFID) tags, that are stim-
ulated and powered by electromagnetic waves of the reading device, the
Car2Pedestrian system uses an active scheme. That means that the smartphones
have to transmit the information on their own and are not detected passively.

The whole developed software architecture that is implemented in the smart-
phones was evaluated regarding the energy consumption. Therefore the smart-
phones were carried by a test subject and all software modules were activated. The
tests were performed outdoors to obtain a GPS fix and the data were transmitted
via WLAN. The average overall operating time during the tests was about 5 h.
This value mainly depends on the battery capacity, which is different for each
smartphone and the lifetime of the battery. Therefore no generalized statements
regarding the energy consumption can be made. However, one can say that the
energy consumption is not higher compared to other regular utilizations like
surfing the internet or using an application.

5 Conclusion and further research

An architecture was presented that uses smartphones as sensor devices for a radio-
based protection system. Because of the characteristics of radio waves this system
has the capability to address the major accident scenarios of pedestrians and
bicyclists with vehicles. No special hardware was used to demonstrate the feasi-
bility of the proposed architecture. The system detects critical traffic situations
between passenger cars and pedestrians and delivers a warning to the driver as well
as the pedestrian to prevent a possible collision.

The main challenges for a successful application of the system remain in the
GPS positioning accuracy and the suitable communication technology. For a
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warning system, the relative distance between the vehicle and the pedestrian has to
be determined exactly. For a braking system, this requirement is even stronger, to
prevent false warnings and, as a consequence thereof, wrong brake applications.
Therefore the motion sensors of the smartphones will be evaluated by a dead
reckoning module in the future development to deliver higher accuracy and a
positioning solution if no GPS is available. Regarding the communication it could
be shown that the achievable range is sufficient in terms of accident speeds.
However, a fast connection establishment is necessary to transmit the information
to an early point of time. Therefore ad hoc communication solutions for consumer
WLAN are required. Another possibility would be to use future fast cell tech-
nologies like Long Term Evolution (LTE) in combination with a server. In this
way a connection would be given instantly and the connection time could be
disregarded. In this way the Car2Pedestrian system would offer a benefit for
pedestrian safety.
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Retrieving Human Control After
Situations of Automated Driving: How
to Measure Situation Awareness

Arie P. van den Beukel and Mascha C. van der Voort

Abstract When applying automated driving as a means for congestion assistance,
developers need to account for regular and sudden transitions between automation
and manual control. To assess then the ability to retrieve human control, we tested
within a driver simulator experiment how Situation Awareness (SA) gained during
time-critical take-overs, and based on a simulation freeze technique (SAGAT) and
SA queries (SART), could be measured. The results show that drivers are able to
build up SA in these time-critical situations. With regard to measurement method,
only SART showed positive correlation with successfulness in retrieving control.
Nonetheless, the applied measurement method showed to allow future selection of
support types drivers are in need for when retrieving control after automation.

Keywords Automated driving � Congestion assistance � Situation awareness �
Take-over control

1 Introduction

Demos with prototype vehicles show far reached technical capabilities for auto-
mated driving [1]. The application of automated driving enhances comfort under
monotonous and tiresome driving conditions. Moreover, automated driving is
expected to offer a major contribution to more efficient and environmental-friendly
road transport [2]. The automotive industry’s current focus for automated driving
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is on developing congestion assistance providing automated lateral and longitu-
dinal control during low speeds on motorways [1]. Due to this application, tran-
sitions between automation and manual driving occur regularly: For example when
traffic speed exceeds the low speed threshold, a take-over will be requested by the
system. However, during automation a driver is placed remote from the control
loop. Likely, this causes slower reaction times and reduces driver’s awareness of
the situation. This in turn causes a misunderstanding of what corrective actions
need to be taken [3]. Successful application of congestion assistance is therefore
related to the effectiveness of the developed interface to support drivers in taking
over control. To assess the effectiveness of such interface the driver’s ability to
gain Situation Awareness (SA) is an informative measure. The ability to take-over
control is also influenced by timing aspects, i.e., the frequency and urgency of
requested take-overs. Therefore, this paper presents the outcome of an experiment
which aim is to investigate to what respect drivers build up SA in time-critical
situations of taking over control after automation. Based on the results of the
experiment, this paper provides conclusions with respect to the applicability of the
methods tested to assess SA. Therewith, the results also support the development
of (future) interfaces that provide appropriate assistance to successfully gain
human control after automation.

2 Definition and Possible Methods to Measure Driver’s SA

The first aim of this research is to assess how Situation Awareness (SA) gained
during take-over of control can be measured. A reliably insight in SA gained
during take-over will help to determine the support drivers are in need for as well
as to assess the quality of possible interfaces providing this support. In this paper
we will first determine which elements comprise operator SA within our take-over
task to achieve a better understanding what we want to assess. Then we will review
relevant existing measuring methods and choose applicable methods for our aimed
SA-assessment.

2.1 Understanding How Drivers Achieve Situation
Awareness

The driving task basically involves five processing steps: (1) perception; (2) com-
prehension; (3) projection, (4) decision making and (5) implementing. Based on
information detected on the state of the environment, drivers select courses of action
that may or may not change their driving task. Driver actions include accelerating,
decelerating, taking over, etc. With automated driving the driver is placed ‘‘out-of-
the-loop’’, i.e., the driver is not, or less, involved in before mentioned processing
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steps. To determine which elements comprise driver’s Situation Awareness, we first
recall how SA is psychologically be defined. According to the most widely adopted
definition [3] Situation Awareness is a psychological construct, containing three
levels: (1) The observed presence or absence of elements in the situation; (2) The
participants’ comprehension of the meaning of these elements; and (3) The antici-
pated future state of the elements. Because Situation Awareness contains the first
three of before mentioned processing steps (perception, comprehension and pro-
jection), SA is theoretically a prerequisite for the remaining steps and a necessity to
enable performance of the complete driving task [5].

Understanding how task performance proceeds in sudden take-over situations is
however encompassed with assumptions. It could be that with time-critical and
unexpected take-overs control is more based on intuition, assuming a more or less
impulsive step from ‘perception’ directly to ‘implementation’. Nonetheless,
Matthews et al. [5] related the three levels of SA to the three tasks (i.e., opera-
tional, tactical, strategic task) from Michon’s generally accepted taxonomy of the
driving task. Accident avoidance involves tactical tasks, requiring short span
projection of the driving environment. According to Matthews’ model, tactical
tasks in turn involve especially level 1 and level 2 SA. As we are interested in
measuring SA during take-over (accident avoidance) it seems plausible to espe-
cially focus on the first two levels of SA.

2.2 Available Methods and Choice to Measure Situation
Awareness

Based on Salmon et al. [6] we consider 4 categories of SA measurement methods
applicable within driving simulator experiments: Freeze probe techniques; Real-
time probe techniques; Self-rating techniques; Performance measures.

Freeze probe techniques involve the administration of queries during ‘freezes’
in a simulation. The queries relate to probes and their answers are assumed to be
representative for SA, e.g.: ‘‘Is there currently (i.e.: during ‘freeze’) a vehicle on
the neighbouring lane?’’ During these ‘freezes’ the screens of a simulation are
typically blanked and the queries are randomly chosen from a set of relevant
probes. The primary advantage of freeze-probe techniques is their direct nature.
A disadvantage, however, is their intrusiveness upon primary task performance.
Within this category, the Situation Awareness Global Assessment Technique
(SAGAT) [7] is most commonly used. Although especially developed for the
aviation domain, the method is also applicable for SA assessment in driving [5].

Real-time probe techniques also use probes. The technique is intended to be
less intrusive, while an expert administrates the real-time probes during task
performance. Typical application is for time-taking supervisory tasks, like video-
surveillance. As our application (emergency take-over) requires quick responses
this method is not considered appropriate.
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Self-rating techniques involve self-assessment by participants based on stan-
dardized queries. The main advantage is their non-intrusiveness, since they are
typically administrated post-trial. However, self-rating techniques are criticized,
due to interference of SA with task performance, their dependence on memory
capacities and because of participant’s inability to rate levels of SA—especially
with regard to accurately measuring poor SA as participants may not realise that
they have inadequate SA in the first place [7]. Due to the ease of application (fast
and low cost) self-rating techniques are nonetheless wide-spread used and the
Situation Awareness Rating Technique (SART) [8] is most popular.

Performance measures allow an indirect assessment of SA, for example lane
position or crash avoidance. Their advantages are that they are objective and
non-intrusive. The main problem when applying performance measures for
SA-assessment is however the underlying assumption that efficient performance is
achieved as a result of efficient SA. However, it may be that efficient performance is
achieved despite an inadequate level of SA, or that poor performance is achieved
regardless of a high level of SA (e.g. a novice driver with good SA, but inferior
driving skills). However, since performance measures are normally taken during
task performance anyway, they are valuable as a back-up and extra reference with
regard to the success of performing a task.

Existing studies which focus on measuring SA during driving, mostly relate to
SA while being involved in some secondary task (e.g. telephoning) versus ‘nor-
mal’ driving [4]. No studies have been found specifically focussing on drivers’ SA
during transition from higher to lower levels of automation. Based on afore review
of techniques, we consider both SAGAT and SART most suitable for our intended
SA assessment. Hence, both SAGAT and SART are most widely used and vali-
dated. SAGAT has demonstrated reliability and validity within driving task studies
[6] and SART’s main advantage is its ease of application. SAGAT’s disadvantage
of primary task intrusiveness will be accounted for in the specific set up of our
experiment; Because fast response are linked to the nature of our experiment
(emergency take-over) and therefore SA-measurement will take place directly
after primary task performance. Moreover, by comparing correlation of the two
methods with successfulness of taking over control, we will assess to what respect
the disadvantages of SART (accuracy of self-assessment) come into play for our
specific situation (take-over scenarios).

3 Method

3.1 Task

The task used in this study was to avoid an accident, within a short period of time,
after automation of the driving task was suddenly being terminated, due to a
critical road situation. Participants were seated in a mocked-up vehicle placed in a
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simulated motorway environment (see Fig. 1), while driving automatically. For
taking over control user inputs occurred through common automobile control
interfaces, including a physical steering wheel and physical gas and brake pedals.
Other vehicles drove in front and behind the simulated vehicle, as well as on the
neighbouring lane. To simulated congested driving all vehicles were driving with
time headways between 1 and 1.5 s at approximately 60 km/h. The vehicles dif-
fered in type and colour and the environment included exits, emergency lanes,
grass, road markings and buildings, offering a realistic driving scenery. During
automation no input from the driver was required and to simulate a driver being
out-of-the-loop the driver was asked to perform a secondary task. This task was a
motoric-visual task executed with a touch-screen located in the centre console
below the dashboard (see Fig. 1). The task involved manipulation of a blue dot by
moving it over the screen and avoiding collision with moving red coloured dots.
This secondary task required right hand operation and to take the eyes off the road.

The critical road situation consisted of the car in front braking by -8 m/s2,
which corresponds with emergency braking and is far beyond the boundaries
within which typical systems for automated driving can brake by themselves, thus
requiring take-over. The system’s detection of the critical situation was announced
by an alarming sound (A 3-tone sound of 82 Hz, exceeding the simulated engine
and road roar with about 12 Hz). The time to react (i.e.: the time between the
alarming sound and the moment an accident happens if the driver would not
intervene) was varied to simulate three different levels of criticality. The partici-
pants received the instruction to take over control as soon as the situation requires,
based upon their own judgement. Moreover, participants were advised to avoid an
accident by swerving out if possible, but any kind of accident avoidance was
allowed. The critical situations (i.e. the lead vehicle makes an emergency brake,
marked with an alarming sound) were distinct from the automated driving situa-
tion. Hence, none of the participants took over control at another moment.

Fig. 1 Driving simulator used for the experiment. Photo on the right shows secondary task on
the touch screen at the centre console
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3.2 Experimental Design

The independent variables for the experiment comprised of ‘criticality’ (i.e. the
time between the moment at which the front vehicle starts braking and the moment
an accident would happen, if the driver does not react) and ‘method’ (i.e. SA
assessment by using SART and SAGAT). ‘Criticality’ was manipulated within
subject: Each participant was confronted with three different time conditions in
which take-over was required. To avoid habituation, one condition was added in
which no take-over was required because no critical road situation occurred. Each
time condition was duplicated to make two sets: one set with 4 conditions while
driving on the left lane, and one set while driving on the right lane. To increase
data generation, all conditions were also repeated once, resulting in a 4 9 2 9 2
design (16 trials totally per participant). The order of trials was randomized for
each participant to avoid carry-over effects. The take-over required only a few
seconds and the time beforehand (in which the vehicle was driving automatically
and the participant performed the secondary task) varied between 15 and 20 s.
After successful take-over the simulation was shut down. If an accident happened,
the simulation also ended. Hereafter, SA was measured using both the Situation
Awareness Global Assessment Technique (SAGAT) and Situation Awareness
Rating Technique (SART). While the simulation stopped, the screens were
blacked out and the experimenter subjected the participant to a SAGAT ques-
tionnaire. Each questionnaire presented a sample of three SAGAT questions from
a pool of 11 questions. Within these queries, participants were required to e.g.
recall car type, location and colour and give the answers promptly to the experi-
menter. After participants completed this questionnaire, they were required to fill
out a SART questionnaire themselves, using paper and pencil. The applied SART
method involves a 3-dimensions subjective, self-assessment of Situational
Awareness. Based on Taylor [8], the questionnaire referred to (1) the involved
cognitive demand, (2) the involved mental resources (‘‘supply’’), and (3) the
gained understanding of the situation. After completing both the SAGAT and
SART questionnaires, a new trial was started. Then, the driver (participant) was
again ‘launched’ into the road situation, already driving automatically, with a new
set of surrounding vehicles on the road. The successfulness of take-over was
assessed through observation (i.e. the experimenter rated the successfulness with:
‘‘successful’’ and ‘‘unsuccessful’’).

3.3 Simulator Environment

The experiment was conducted with a high fidelity driving simulation, using a
stationary (non-moving) driving simulator with 180� viewing angle. See also
Fig. 1. The simulation was programmed using a modified version of ‘‘Drive v2.5’’
(developed by Re-lion) and Lua script. The simulator-vehicle’s interior consisted
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of a complete dashboard. The interior was mounted in a neutrally designed car
mock-up. The 180� viewing angle was realized by placing the mock-up in front of
three connected screens each 2.5 m high and 3 m wide, illuminated by three
opposing video projectors. The simulated vehicle has an automatic clutch and the
mirrors were projected onto the screens. The elapsed time, vehicle speed and
following headway were recorded at 5 Hz. Between experiments the position of
the neighbouring vehicles was similar per time-condition. This is important to
ensure that participants got the same chance of resolving the situation.

3.4 Participants and Procedure

Thirty-four university students were recruited for the simulator experiment, who
had no prior knowledge of the study. All participants had normal or corrected to
normal vision and were required to have at least 1 year of driving experience.
Participation was voluntary. The average age was 21, 3 years.

Per participant the experiment lasted 1 h. The time schedule is shown in Fig. 2
and consisted of 16 times an approximately 3 min trial per participant. Per trial the
automated driving lasted between 15 and 20 s until a take-over was requested. The
take-over required only a few seconds. After take-over the questionnaires took
approximately 2� min. 4 Out of 16 trials required no take-over, each lasting ca.
1� min. The participant started each trial manually via an ignition handle, then
they were directly driving automatically.

3.5 Hypotheses

The aim of this experiment is to investigate to what respect drivers build up SA in
time-critical situations of taking over control after automation and to assess what
method for measuring SA is most suitable for these situations. Within various
existing studies the SAGAT technique has proven to be superior in terms of reli-
ability and sensitivity when compared to SART [6]. Also in view of the expected
inaccuracy of self-assessment involved in SART, we therefore hypothesized in
particular a positive correlation between SA and successfulness of retrieving control

Fig. 2 Schematically presentation of the experiment’s procedure
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based on SAGAT measurement. Furthermore, we expected that the successful take-
overs would correspond with the least critical time conditions, as these conditions
allow more time to become situation aware.

4 Results and Discussion

Figure 3 presents the percentage of successful and non-successful take-overs per
time condition (criticality). The graph shows that unsuccessful take-over (‘‘Acci-
dent’’) occurs most often during the most critical time condition (0.5 s) and that
the time-conditions relate positively to success-rate, i.e. the least critical time-
condition has the highest success-rates. This is in line with expectations. A Pearson
correlation coefficient revealed a significant correlation between the percentage of
successful takeovers and criticality (r = 0.541, p \ 0.001). Analysis of variance
(ANOVA) indicated that the mean success-rates for each of the three conditions
differ significantly [F(2, 89) = 20.417, p \ 0.001], confirming the effect of crit-
icality on success-rate.

Figure 4 presents the SA scores per time condition (criticality) provided by the
SAGAT and SART questionnaires. Because the SART scores range from 1 to 14
[8] and the SAGAT questionnaire we used ranged from 0 to 15 (With respectively
14 and 15 denoting high SA), the scores of SART have been corrected to match the
range of scores for SAGAT. (Further analysis was performed without any cor-
rection to avoid inaccuracies.) The plot reveals that based on SAGAT participants
have on average best SA at the intermediate time condition (1.0 s) and worst SA
for the least critical (‘easiest’) time-condition, which is contrary to expectations.

Analysis of variance (ANOVA) showed, based on either SART or SAGAT, that
there was an interaction effect of criticality (time-condition) on SA [SAGAT: F(2,

Fig. 3 Percentage successful
(accident avoided) and non-
successful take-overs per
time-condition
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101) = 3.391, p = 0.038; SART: F(2, 101) = 4.721, p = 0.011]. Pearson corre-
lation coefficients showed an insignificant correlation between criticality and mean
SAGAT scores (r = -0.169, p = 0.089). However, a significant correlation was
found between criticality and the mean SART-scores (r = 0.284, p = 0.004). The
correlation between SART-scores and criticality is according to expectations.
Al-though insignificant, the effect of SAGAT-score on criticality (time-condition)
is remarkable because of its direction: the more critical the time-condition is, the
better SAGAT scores. This result with respect to SAGAT is contrary to the
expectation that situation awareness would increase as the criticality decreases. An
explanation for this effect could be that within the least critical time condition, the
traffic situation is most changeable. The SAGAT quires were taken directly after
the simulation stopped and there were approximately 4 s between take-over
request and termination. The lower SAGAT scores are therefore not likely to result
from remembrance effects, but rather from confusion associated with the more
interchangeable traffic during the longer time conditions. In other words, when
there was more time for take-over, participants encountered during take-over more
changeable traffic, making it more difficult to precisely refer to type or colour of
the neighbouring vehicle at the very moment the take-over was requested. This
might have resulted in more wrong answers. Hence, reduced SAGAT-scores.

We also expected a positive correlation between SA and successfulness of take-
over, as SA could be assumed a prerequisite for good driving performance.
However, Pearson correlation coefficients show that only SART-scores are posi-
tively correlated with successfulness (r = 0.323, p = 0.002). The SAGAT-scores
show no correlation (r = 0.020, p = 0.852). As successfulness has shown to be

Fig. 4 SA-scores based on SAGAT and SART per time-condition
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correlated with criticality and the SAGAT-scores have presumably be influenced
by ambiguity in giving the correct responses during the longer time-conditions,
this failing correlation of successfulness (in retrieving control) on SAGAT-scores
is most likely caused by the same ambiguity in probe-taking.

Overall, the results within this experiment show better correlation with suc-
cessfulness and time-criticality for SART-scores then for SAGAT. These results
are remarkable because within various validation studies the SAGAT technique
proved to be superior in terms of reliability, validity and sensitivity when com-
pared to SART [6]. The exception shown in this research seems to indicate a
significant influence of probe-taking (timing and types of probes) on SAGAT-
scores. Hence, further research would be needed to investigate this relation.

5 Concluding Remarks

Following the purposes of the current study (i.e.: Investigating to what respect
drivers build up SA in time-critical situations of taking over control after auto-
mation, and assessing what method for measuring SA is most suitable for these
situations), we draw the following conclusions and recommendations.

The SART questionnaire has shown some positive correlation with the suc-
cessfulness of take-over. This seems promising: when SA increases, so does the
chance for a successful take-over. However, in this experiment, SA measurement
based on SAGAT technique does not correlate with successfulness of taking over
control. When comparing SA-scores for their relation with criticality (i.e. time
available for taking over control), the contradiction between SAGAT and SART is
even stronger: SART-scores showed positive correlation again, whereas SAGAT-
scores showed to be negatively correlated with criticality. The latter is not only
contrary to expectations, but also opposing previous research since previous
research showed SAGAT technique to be superior with respect to validity and
sensitivity in comparison with SART. As explained in the previous chapter, the
reason for this contradictory influence between SART and SAGAT method on
successfulness of retrieving control is likely to be the result from ambiguity in
probe-taking involved in the SAGAT technique we applied. In general, the probes
involved in SAGAT are tailored for each experiment. Hence, we need to point at
the precarious driving situation applied in our research: accident avoidance within
time-critical situations after automation. For such situations SA measurement has
hardly been examined. We therefore recommend to further improve probe-taking
within SAGAT for our future experiments, e.g. by looking at the precise contents
probes refer to and their relevance for accident avoidance.

In view of our results and previous research we cannot draw a final conclusion
yet which method is to be preferred for measuring SA during time-critical situa-
tions of retrieving control after automation. Nonetheless, we do cautiously con-
clude the SART method to be at least a secure consideration for our application,
while undermining the precariousness of probe-taking involved in SAGAT.
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Finally, the results of this experiment show that the chosen levels of criticality
influenced driving performance. Meaning that although criticality was high in all
conditions, the less critical conditions were more manageable to the participants
than the more critical ones. Based on this result, we conclude that applying these
time conditions in future interface-tests will allow to distinguish in support for
taking over control provided by different interface-types. This is important for the
development of future interfaces which provide appropriate support in retrieving
human control after automation.
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Abstract Population increases globally have put considerable strain on transport
infrastructure and transport management resulting in large social, environmental
and economic costs. Cooperative Intelligent Transport Systems (ITS), based on
Information and Communication Technologies (ICT), can help focus on problems
associated with traffic management, infrastructure management and security, as
well as enhanced driver safety and logistics support for transport operations. It will
improve drivers’ commutes, provide better information to city planners, increase
the productivity of businesses and raise citizens’ quality of life, reduce congestion,
shrink fuel use and cut CO2 emissions. This paper presents a multi-modal
Cooperative Intelligent Transport Systems based solution that has been designed
as a more efficient and effective approach to prevent and potentially eliminate
collisions at rail/road crossings. Large scale field trials of the system at level
crossing interfaces have produced promising outcomes is a major step towards
improving safety at level crossings.
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1 Introduction

Australia faces major transport challenges through increasing traffic congestion,
greenhouse emissions, strong public demands for enhanced safety, and the urgent
need for an integrated transport system, namely:

• the national costs of traffic congestion in Australian cities will exceed $20
billion by 2020;

• stop-start congested traffic increases fuel consumption and greenhouse gas
emissions (GHG) by around 30 %, contributing to transport being the nation’s
3rd largest and 2nd fastest growing GHG sector;

• the National Road Safety Strategy 2011–2020 aims to reduce deaths and serious
injuries by approximately 30 % by 2020;

• road accidents cost the nation around $27B annually and,
• a latent demand exists for greater transport efficiency.

According to the Australian Transport Safety Bureau (ATSB) between 2001
and 2009 over 630 road vehicle collisions occurred at level crossings in Australia
with the state of Victoria alone accounting for 236 of these incidences [1]. In
addition to the financial loss of level crossing accidents, they have also resulted in
high level of tragic fatalities (over 70 deaths between 1997 and 2002 [2]).
Investigation by the ATSB into 12 level crossing accidents between April 2006
and December 2007 observed that nine of these incidences involved heavy road
vehicles [3]. These incidences resulted in 19 deaths and an estimated financial loss
of over $100 million, including a single incident near Karang, Victoria, where 11
people died.

The major factors which have accounted for collisions have included driver
behaviour (and errors), poor communications, signalling difficulties and environ-
mental conditions such as visibility [4–6]. Existing approaches to improve safety
include both passive and train activated warning signs and signalling systems.
Although passive signs are economical to deploy, they can be less effective in
addressing common causes of crossing incidences e.g. poor visibility, human
errors due to fatigue or inappropriate driver behaviour [7, 8]. On the other hand,
active warning systems such as boom gates can be expensive to deploy.

Furthermore the absence of active warning systems or the presence of adverse
weather or road conditions are not always the primary factors behind level crossing
incidences. According to a study of 87 level crossing accidents conducted by ATSB
[9], over 80 % of the fatal accidents at level crossings occurred in excellent driving
conditions that included daylight (excluding dawn and dusk), fine weather and
straight and dry road. In addition to this, at least half of the level crossings involved
in these collisions employed some form of active warning system such as boom
gates, flashing lights or barriers. Driver error was the most common cause of level
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crossing collisions accounting for 46 % of all incidents. Errors, however, are not
monocausal and range from attentional lapses to false expectations, inappropriate
decision making, driver mental overload and perceptual misjudgement [4, 5].

Over the past few years, the Federal and State Governments of Australia have
made several recommendations [10, 11] to improve safety at rail-road crossings.
Seven of these recommendations relate to the development and use of new
Cooperative Intelligent Transport System (ITS) to improve safety at level cross-
ings. The State Government of Victoria through the Public Transport Victoria and
the Federal Government of Australia through the Cooperative Research Centre for
Advanced Automotive Technology (AutoCRC) along with a number of key
Universities and industry partners have cooperatively funded a new multi-million
dollar project which aims at developing a co-operative Intelligent Transport
System to improve safety at rail-road crossings. The specific aims within the scope
of the project are to develop an Intelligent Transport System simulation platform
for rail-road crossings based on 5.9 GHz DSRC technology; to develop an ITS
demonstrator system and to implement field trials with up to 100 vehicles at
several level crossing interfaces. This paper presents the research, system archi-
tecture and the outcomes of this project.

2 Intelligent Transport Systems

Existing technologies, such as Global Positioning System (GPS), can be deployed
to establish communication between vehicles. Such systems offer communication
platform to facilitate sharing of information within the transportation infrastructure
to allow realisation of a range of safety and mobility applications. The develop-
ment of the Dedicated Short Range Communication (DSRC) standard by the IEEE
has paved the way to efficiently implement a wireless ad-hoc network, which can
be used for vehicle-to-vehicle (V2V) and vehicles-to-infrastructure (V2I) com-
munication to facilitate the development of ITS. ITS enables applications across
three main categories, with the potential to offer significant social, economic and
environmental benefits, namely:

• Safety: ITS safety applications use the communication mechanism within DSRC
to create complete situation awareness for vehicles.

• Mobility: ITS mobility applications include travel and route planning, traffic and
congestion management including public transport, transport network produc-
tivity and reliability enhancement etc.

• Commercial: ITS can allow a very wide range of commercial applications
ranging from next generation electronic toll collection (ETC) and fleet man-
agement to variety of data and infotainment applications.
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2.1 Dedicated Short Range Communication

In late 1999 United States Federal Communications Commission (FCC) allocated
a 75 MHz spectrum for DSRC at 5.9 GHz for use in Intelligent Transport System
applications. The Australian Communication and Media Authority (ACMA) is
also planning allocating a similar frequency spectrum in Australia [12]. The
Dedicated Short Range Communication (DSRC) technology allows rapid and high
speed communication between multiple vehicles and between vehicles and
infrastructure to enable both safety and non-safety applications. This technology at
5.9 GHz offers 7 channels of 10 MHz each, allowing communication data rates of
up to 27 Mbps, with communication capabilities at vehicle speeds up to 200 km/h.
This next generation 5.9 GHz DSRC technology is based around a set of standards
being developed by the IEEE. Following is a summary of the key standards that
are being developed to support this technology:

• IEEE 802.11p (Wireless LAN medium access control [MAC] and physical layer
[PHY] specification for WAVE): The WAVE architecture uses an adaption of
IEEE 802.11a Wireless LAN standard for supporting wireless communication in
vehicular environments (initially developed in ASTM standard E2213-03 [13]).
The IEEE 802.11p amendment [14] to extend the IEEE 802.11 standard is
intended specifically towards addressing harsh vehicular ad-hoc network com-
munication requirements—to enable rapid and reliable communication mecha-
nism for dissemination of safety messages.

• 1609.1 (WAVE Resource Manager): This standard [15] defines the WAVE
‘‘Resource Manager’’ application and specifies its services and interfaces. It
allows multiplexing communications of multiple remote applications, each of
which can interact with radio units in many vehicles.

• 1609.2 (WAVE Security Services): This standard [16] defines the DSRC
security services for applications and management messages (including secure
message formats and processing) which are intended to provide anonymity,
authenticity and confidentiality for the messages exchanged.

• 1609.3 (WAVE Networking Services): This standard [17] defines network and
transport layer services (including addressing and routing) in support of secure
WAVE data exchange.

• 1609.4 (WAVE Multi-Channel Operation): This standard [18] defines the mul-
tichannel wireless radio operation of WAVE. It is intended to tightly integrate
with the IEEE 802.11p to manage the lower layer usage of DSRC channels.
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3 The Project: Multi-Modal Cooperative Intelligent
Transport Systems to Improve Safety at Level Crossing

The overall aim of the project was to research, develop, implement and trial a
DSRC based ITS solution to improve safety at level crossings. The solution aims
to reduce and potentially eliminate level crossing accidents by enabling dynamic
V2V and V2I communications using DSRC technology. The specific aims within
the scope of the project are:

• Phase 1: To develop an Intelligent Transport System (ITS) simulation platform
for rail-road crossings based on 5.9 GHz DSRC technology.

• Phase 2: To develop an ITS demonstrator and Proof-of-Concept system.
• Phase 3: To carry-out field trials at level crossing interfaces.

Figure 1 illustrates the system architecture of the proposed DSRC based
Cooperative Intelligent Transport System deployed at a level crossing. The system
is composed of DSRC enabled roadside units (RSUs) and on-board units (OBUs).
The RSUs are placed at locations such as rail-road crossing active signs while the
OBUs are installed in road vehicles and trains.

A DSRC based ITS at level crossing will enable communication between
infrastructure nodes and vehicles in the vicinity of the crossing including trains and
road vehicles. This communication enables sharing abundant data between vehi-
cles including basic information such as vehicle size and type, position and motion
and other control information such as brake status, throttle, steering angle etc.
Depending on various parameters and conditions, the information can be shared
directly using V2V communication or indirectly using V2I communication. The
information will be used by a specialised level crossing safety application to
generating warning messages such as advice of an approaching train, advance
indication of a potentially faulty crossing, expected delay at the level crossing,
suggestion of alternate routes etc. The Human–Machine–Interface (HMI) used to
communicate safety messages to drivers was developed to not only address the
immediate safety requirements but also to promote overall long term behavioural
change of drivers towards safety consciousness.

3.1 Simulation Platform

Existing simulation platforms/tools such as CarSim/TruckSim, Automated High-
way Simulations (AHS), are generally domain specific. Most high-end simulation
platforms are commercial, closed-source projects and co-simulation can be
extremely computation-intensive in nature. The overall result is a limited capacity
for simulation systems to perform simulations on a larger scale in a respectable
time that will allow real empirical evaluation of a system.
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To address the limitations of existing solutions, this project involved the
development of a DSRC based ITS simulation platform which can accurately
simulate the mobility, DSRC communication and complete interaction of trains
and road vehicles at a level crossing. Figure 2 illustrates the architecture and the
elements of the simulation platform. The platform has been developed to allow
simulation of all domains in a unified simulation environment that is specialised
for level crossings.

The features of the simulation platform include:

• Distributed High Performance Computing (HPC) cluster based simulation
environment.

Fig. 1 Architecture of DSRC-based ITS for level crossings
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• Scalable models of DSRC communication, GPS, Intelligent Collision Avoid-
ance Applications, Vehicle models (articulated trains, buses, trucks, cars),
Mapping system models, and Human behaviour models (driving behaviour and
HMI).

• Flexible parameter configurability and efficient simulation trace/debugging/
event filtering mechanisms for all models to allow Design of Experiment (DoE)
and heuristic search.

• A complete simulation set-up/visualisation engine with graphical user interfaces
that includes real-world map loading, drag and drop of element placements,
optimal traffic routing and parameterisation of various elements.

The simulation platform allows detailed modelling and forecasting of the
typical interactions between rail and road traffic. A simulator normed with com-
plex empirically collected field trial data can be used to further the design of
intelligent collision avoidance algorithms, and visually and intuitively evaluate
system boundary conditions for safety factors such as the predicted motion paths
of vehicles, different configurations of collision warning thresholds, and human
behaviour variations on attributes such as reaction time, driving style or atten-
tiveness. With its high level of customisability, this platform has the potential to
direct the design and implementation of practical DSRC road-safety infrastructures
and mobile devices.
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Fig. 2 Simulation platform architecture
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3.2 Human Machine Interface

While there are already numerous in-vehicle Human Machine Interface (HMI)
implementation in existing vehicles that address forward collision or lane depar-
ture, there is currently no system dedicated to provide timely and effective train
warnings at rail level crossings.

In this project, the HMI was developed through a combination of focus groups,
and experimental tests, and field trial feedback. Audio-visual warning messages, as
shown in Fig. 3, dynamically intensify on multiple dimensions (volume, pitch,
semantic content, contrast, static versus dynamic image animation) as driver risk
increases.

3.3 Demonstrator System

A demonstrator system was developed using Cohda Wireless’s 5.9 GHz DSRC
radio platform. The main objective of this work was to establish a proof of concept
through the development of a technology demonstrator based on 5.9 GHz DSRC
technology. The most significant aspects of this work include:

• development of optimised embedded software for DSRC-based safety applica-
tions based on intelligent new algorithms for proactive collision avoidance,
human factor research outcomes, and with work leading towards congestion and
emission reduction.

• the identification, development, and implementation of core technologies for
HMI, including both functionality and display characteristics of HMIs and
drivers’ behaviour issues. The resultant HMI interface was designed to be
scalable.

Fig. 3 a Warning sequence on a direct, b parallel approach to level crossing
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3.4 Field Trials

Phase 3 of the project involved conducting real-world field trials of the system
with a large number of vehicles at level crossings in urban and rural locations to
verify:

• radio communication performance under adverse conditions including vehicular
congestion, ‘high’ speed vehicular interactions, and built environment
operation;

• key system performance factors including data rate, application response,
multipath fading, Doppler effect, on-time reception of safety critical messages,
and GPS positioning accuracy;

• driver reaction (risk reduction) factors such as message effectiveness, usability
of the HMI, and effect of a passenger on the driver.

In addition to the orchestrated trials, a 6 week longitudinal trial was conducted
at the two urban trial sites. Ten local drivers were recruited to drive across the
level crossing as they normally would and 16 radios were fitted to eight live trains
that passed through the DSRC controlled level crossing. The aim of this project
phase was to gather data on alert adaptation over time, system acceptance and, if
applicable, changes to driver behaviour as a result of exposure to warnings.

4 Outcomes

The final stage of the trials was being completed at the time of writing this paper.
The key results available are related to the driver’s interaction with the system
during first part of the orchestrated field trials. The evaluation of the driver
experience focused on drivers’ perceived ease of use of the system, perception and
assessment of the individual alerts with respect to both nuisance and safety, and,
most importantly, a global assessment of system effectiveness.

Across all field trial conditions participants reported a high level of effective-
ness for the alerts. As presented in Fig. 4, ratings were highest for the most
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noticeable and intrusive alert, and lowest for the low level advisory notification.
This result was in keeping with the objective of design, that alerts should be non-
intrusive in non-threating situations.

A second important factor for the overall assessment of effectiveness is the
appropriateness of alert timing. Early alerts are likely to lead to driver frustration,
while late alerts present a significant safety hazard. Figure 5 illustrates the driver’s
response in the urban field trial.

A third important aspect was drivers’ perceived level of distraction and startle.
Both of these are safety–critical in emergency situation as they lengthen reaction
time and impair appropriate decision making. Aggregated across all alerts, par-
ticipant drivers reported low levels of both distraction and startle as presented in
Fig. 6.

Overall, the data collected in this project provide some understanding of the
behavioural effects brought about by the in-vehicle alerts. Importantly, the data
suggest that participants perceive the system to be effective, while at the same time
not to be overly intrusive or otherwise adverse. This is a crucial aspect in deter-
mining the likelihood of uptake and acceptance by drivers. The longitudinal field
trial, which concluded at the time of writing this paper, on the other hand, did
provide data from unanticipated encounters between road- and rail vehicles, yet
the nature of the trial prevented a similar rigor of data collection (e.g., no
in-vehicle video recording) that was implemented during the orchestrated trial.
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Future projects will address this aspect specifically by adding to the existing data
and through tests of additional scenarios both under laboratory and field
conditions.

5 Conclusion

Level crossing collisions can be catastrophic in nature and lead to tragic deaths and
significant financial losses. Study and analyses carried out by the Australian
Transport and Safety Bureau have indicated that driver error is one of the most
significant factors that lead to collisions at level crossings. DSRC technology has
the potential to offer a cost effective means of deploying an Intelligent Transport
Systems offering social, economic and environmental benefits.

This paper has presented the overview of the research, system architecture and
the preliminary outcomes of a $5.5 million Intelligent Transport System to
Improve Safety at Level Crossing project. This project has resulted in development
of a complete proof-of-concept safety solution for improving safety at level
crossings. The outcomes indicate that the DSRC technology has performed under
adverse conditions including vehicular congestion and preliminary results from
large scale field trials of the safety solution indicate that overall, drivers perceive
the system to be effective and largely resilient to adverse effects. Broadly, the
solution will not only result in immediate safety outcomes in terms of collision
avoidance, it may also help in long term behaviour change of drivers and result in
an overall improvement in safety consciousness on Australian roads.
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Vision Zero: Technologies and Limitation

Klaus Krumbiegel, Hadj Hamma Tadjine, Benedikt Schonlau
and Robert Schwaiger

Abstract In order to meet the growing requirements on vehicle safety, additional
safety systems are usually integrated that then fulfill a certain function. The function
only becomes active in the defined use cases, since it could have a negative effect on
the vehicle safety in other situations, or the necessity of intervention is not at all
recognized. For the implementation of a traffic system without traffic fatalities, it is
very difficult to implement this method, since an infinitely large number of situations
have to be taken into consideration. In an integral safety concept, the individual
safety systems are closely networked and act interdependently with each other. This
paper examines in simple scenarios whether it is possible to ensure accident-free
driving such that the so-called Vision Zero can be realized in any case.

Keywords Vision zero � Integral safety � Accident-free driving � Appropriate
driving

1 Introduction

In 2011, 395,934 people were involved in accidents on public roads in Germany.
4,002 of them died [1]. In 2012, for the first time in 30 years, both of these
numbers have risen compared to the previous year [2].
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The White Paper on Transport [3], published by the European Union, associates
the year 2050 with the Vision Zero—the vision of no fatalities or serious injuries
in road traffic [4]. In regards to accident statistics, it becomes obvious that this
vision will not come true with today’s efforts. Therefore, the Vision Zero docu-
ments include a set of requirements divided into three fields of action: the human
being, the car, and the infrastructure. In this context, ‘human being’ refers to the
driver of a car. In 95 % of all accidents in road traffic, he or she is at least partially
responsible. Nevertheless, Vision Zero accepts that humans are fallible. And if
they do not adapt to the road traffic system, it has to adapt to them. The automobile
manufacturers and their suppliers have to make a contribution to fulfill the four
fundamental rules of Vision Zero: to correct human mistakes, to make the occu-
pants’ survival non-negotiable, to regard man’s biological ‘‘toughness’’ as the
limit, and to give people the right to be part of a safe road traffic system. This paper
addresses the question of whether it is possible to develop a suitable safety con-
cept. It has to prevent accidents caused by human errors that the Vision Zero rules
are not violated at any time. Initially, the examination is limited to the longitudinal
traffic with multiple lanes—the entire analysis is based on this scenario. Further
investigations extended to include the entire road traffic system are conceivable
after initial positive results. Furthermore, accidents should be incorporated in the
analysis provided that these accidents do not result in serious injuries violating the
rules of the Vision Zero.

To solve the problem, a comprehensive analysis of the state of the technology
in vehicle safety is performed. Only comprehensive knowledge about all safety
systems, their mode of functioning, constraints and prospects make possible the
drawing of conclusions about why we are so far away from accident-free driving
despite our advanced technology.

Out of the variety of active, passive and assistance safety systems, only those
which are significant for the implementation of Vision Zero should be carried over
to the integral safety concept. Furthermore, the concept contains strict specifica-
tions on detecting hazards and on who has which rights and duties to intervene.
Also, current laws will be ignored if this is necessary to achieve positive results.

2 Preliminary Results

This chapter concerns about classification and specification of vehicle systems
affecting safety. Furthermore, simple driving scenarios are defined in which the
investigation takes place. Safety can be considered as a condition in which no
unacceptable risks occur. A risk in turn is ‘‘the expected frequency of occurrence
of an event that leads to damage and the expected extent of damages’’ [5].
According to this, vehicle safety systems have the task of lowering the risk to a
reasonable degree while the vehicle is in use.

In technical literature, vehicle safety systems are usually divided into active and
passive systems. This does not refer to the mode of operation but to their
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placement in the chronological sequence of an accident or a dangerous situation.
According to this clear classification, the driver assistance systems (DAS) and
driver information systems (DIS) are to be counted as active systems since they
already take effect before T0, the occurrence of an accident. However, a further
division is logical for this paper. As well as the intervention point, the authority to
act is to be used to make a comparison. Besides the passive and active safety
systems, this results in the driver information and assistance systems as individual
categories. Thus, four categories were created in the results of the status analysis.

Passive safety systems are those that reduce the consequences of an accident
independent of T0. For example, airbags or seatbelts have to be listed in this
category. Active safety systems were defined as those systems that function to
prevent accidents and whose function cannot be overridden by the driver, such as
the Electronic Stability Program or Antilock Braking System. All systems in the
investigation that also fulfill a safety function but which can be overridden by the
driver at any time were categorized as driver assistance systems. The Lane
Departure Warning System or Adaptive Cruise Control are classic examples. The
last category consists of the driver and surroundings information systems. This
includes all systems that serve the exchange of driver, vehicle and surroundings
information. This class includes simple systems, like the car-lighting as well as the
technical advanced Car-to-X Communication.

The vehicle that was created using the information compiled was equipped with
all currently available safety systems. This vehicle then had to run through the
scenario described in the following. In this way it was to be determined if accident-
free driving could currently be implemented such that the Vision Zero is fulfilled.

The driving scenario was initially designed as simple as possible but at the same
time representative of real traffic. The driving task is to be managed on an asphalt
road with two lanes and a shoulder. The model for the following specifications was
a highway in Germany in accordance with the German Highway Traffic Code,
see [6].

The roadway of the oncoming traffic is structurally separate and is not further
considered for the driving scenario. There is also a structural separation on the
right side of the road shoulder that is only interrupted in special cases. A highway
does not have intersections on the same level, and on and off ramps are not part of
the examined scenario.

All vehicles have to fulfill certain requirements in order to be allowed on the
road. In the scenario, all vehicles correspond to the category of vehicles with a
permitted total weight of up to 3.5 metric tons and an attainable maximum speed
of at least 60 km/h. A listing of the comprehensive rules for driving in cases of
limited functionality, e.g. in road works, was not considered since these are not
used in the scenario.

The partial scenarios developed in the following represented the basis for the
analysis of the feasibility of Vision Zero and the subsequent concept development,
see Table 1. Note that in this paper no specific simulation tool was used to rep-
resent the scenarios or the links between them.
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3 Analysis Regarding Feasibility of Vision Zero

This paper concentrates on accident-free driving since it is generally not possible
to estimate the consequences of an imminent accident precisely. Of course, the
majority of collisions are non-fatal such that the Vision Zero is not violated.
Nevertheless, avoiding accidents lead to a strict fulfillment of the Vision Zero.
It will be part of ongoing work, how it is possible to allow also for non-fatal
collisions in the present investigation since for certain crash scenarios the con-
sequences can be estimated. By linking the presented scenarios, this section will
analyze whether or not accident-free driving is realizable.

A program flowchart was generated from the different determined partial sce-
narios and by linking them with each other. This schedule serves to illustrate the
driving task in the scenario and should demonstrate at which points violations
regarding accident-free driving take place. Due to lack of space Fig. 1 shows only
a section of this flowchart, see [7].

All connectors that represent a violation of the assumption that can no longer be
averted are marked red in the diagram. The analysis starts backwards from the end
marked red. This end represents the violation of the stated requirement and is

Table 1 Different scenarios for the analysis

Scenario 1 A slightly slower car ahead on right lane
Scenario 2 Adjusting the vehicle speed to follow a car
Scenario 3 Lane-change to the left due to an obstacle
Scenario 4 Driving on the left lane, obstacle ahead
Scenario 5 Following a car on the left lane
Scenario 6 Lane-change to the right after overtaking
Scenario 7 Nearly stationary object on right lane ahead
Scenario 8 Emergency brake to avoid a collision
Scenario 9 Collision with an obstacle

Fig. 1 Detail of the program flowchart, describing a stationary obstacle ahead and resulting
options
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reached via the partial scenario 9, the accident. Since at that time there is no
possibility to avoid the collision, the arrows are followed backwards further. It is
clear that, in these scenarios, two causes are responsible for the collision of the
examined vehicle with another road user. The first cause is insufficient scanning of
the surrounding area.

For instance during a lane change, the driver steers into the desired lane and
collides directly with another vehicle or interferes with it in such a way that it
causes an accident. The relevant vehicle safety systems such as Blind spot warning
and Lane keeping assistant that are to counteract this situation can simply be
ignored or overridden by the driver. The following critical scenario can also
be attributed to insufficient scanning of the surroundings. The driver does not react
to an emerging oncoming obstacle. Since intentional wrongdoing can be ruled out,
it is assumed that the driver does not detect the obstacle due to distraction or other
outside influences.

The other cause for the unavoidable accident is inappropriate driving behavior,
which in most cases expresses itself as driving too fast or not keeping a safe
distance to the vehicle ahead. Regarded to the emergency braking scenario, a full
stop can no longer be achieved in time. The safe speed, distance and visibility are
directly affected by environmental influences such as rain, snowfall or ice on the
road thus having influence on the appropriateness of driving.

As a consequence there are two reasons that Vision Zero cannot be fulfilled:
insufficient scanning of surroundings and inappropriate driving behavior. Both of
these are driver weaknesses. In turn, this means that Vision Zero would also be
possible without safety systems if there was a perfect driver in every vehicle. Since
this cannot be assumed and Vision Zero even explicitly states that human error is
natural and allowed, the listed causes have to be addressed in another way.

As the link between the driver and the road, the vehicle lends itself to inter-
vention in risk situations through assistance and active safety functions.

4 Concept Proposal

4.1 Legislative Adjustments

Since Vision Zero states that man is to be accepted as a source of errors, the
Vienna Commission on Road Traffic [8] can no longer apply in its current
wording. As long as the driver has to always be the last resort in a vehicle and a
system cannot autonomously intervene before the unavoidableness of an accident,
human errors will continue to result in fatal accidents. In order to fulfill Vision
Zero, the authority to act in the last resort has to therefore be extended to the
vehicle safety systems. If one of the safety systems detects an action of the driver
that will lead to an accident, this driving command is not to be executed. The
adjustments have to contain extensive term definitions and sequences. When and
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why the driver is relieved of the control over the vehicle has to be comprehensible.
If technical systems are allowed as the last resort and can therefore no longer be
overridden by the driver, this will also have effects on function validation and tests.

4.2 Function Validation

Several necessary adjustments will be described under the generic term of function
validation. It is fundamental that the technical vehicle safety systems that are able
to intervene as a last resort must always work. They cannot be deactivated or
malfunction without the driver being informed of this. The driver of the vehicle
must not at any time have the possibility to deactivate safety systems for emer-
gency intervention. Since vehicles with inactive safety systems are controlled
solely by a human being who is considered fallible, a Vision Zero without this
requirement is not enforceable. People deactivate systems frequently for the
simple reason that they believe the systems trigger erroneously, intervene
uncomfortably, or are disturbing. If drivers no longer have the option of switching
the systems off, their acceptance has to be increased, because only when safety
systems are accepted and drivers do not feel restricted by them will they stop
searching for alternative ways to bypass the systems.

4.3 Scanning the Surroundings

A further point that caused today’s vehicle to fail the requirements in this work
was the insufficient surroundings detection. The variety of sensors used in the
vehicle already record the majority of the surroundings. This information is
sometimes only available to certain systems, or sensor types are not suitable for all
objects that are to be detected. Accordingly, it is necessary to adjust the sensors
used and the processing of the data.

In order to enable accident-free driving, the driving speed has to be adjusted to
the visual range of the vehicle in which all objects can be detected. The goals of
surroundings detection in the discussed scenarios are therefore to implement
complete object detection with as high a range as possible.

The state of the technology in the field of vehicle sensors compiled in the run-
up shows the use of radar, video, infrared and ultrasonic sensors. The examination
shows that only the information of the radar sensors is available for long ranges,
but they only reflect metal surfaces. Non-metal obstacles such as animals, humans
or lost cargo cannot be detected. The video sensors for the front end are currently
primarily used for the detection of lanes and traffic signs. In terms of Vision Zero,
video sensors possess several advantages over the other sensors used. The infor-
mation content of the recorded signal is larger and can be used, given adequate
video processing, for all safety functions with environmental scanning.
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Furthermore, the ‘‘perception’’ of the video sensors is the most similar to human
vision. Since the existing surroundings sensors have already been adjusted to the
requirements of the corresponding functions and have advantages over imaging
systems in some areas, it is imperative that they are maintained. An overlapping of
the monitored areas of some sensors is advantageous, since disadvantages can in
this way be compensated for and the results can be checked against each other for
plausibility.

Concealed targets cannot be detected by the sensors used actually. The possi-
bilities of the C2X communication could supplement the data of the surroundings
scanning in this case. If one’s own vehicle receives the C2X signals from three
vehicles in the right lane, but only detects two of these with its own sensors, the
obvious concealment can be reacted to.

The vehicle speed permissible for the realization of Vision Zero depends
directly on how far in front of the vehicle objects can be detected. The rear end and
side areas have to cover the lanes in order enable lane changes with adequate
surroundings scanning.

4.4 Appropriateness

This section addresses the definition of the appropriate driving behavior on the
basis of the considered scenario. Even under the assumption that the legislation
allows autonomous driving interventions, that these systems always work, and that
environmental sensors detect all obstacles reliably, an accident resulting from
inappropriate driving behavior cannot be reliably prevented. The reason for this
can be a speed at which the braking distance is too long for an emergency braking
action to prevent a collision. The parameters reflecting appropriate driving
behavior have to be continuously calculated by the vehicle data and data provided
by surrounding scanning sensors. It has to be ensured that the limiting values are
not exceeded at any time or under any circumstances.

Related to the considered scenario it is only necessary to compare two variables
in order to ensure that one’s own vehicle comes to a complete stop on time in front
of an immobile obstacle when travelling unobstructedly. One’s own braking dis-
tance (lB) must never be larger than the visual range (lS) of the sensors used for the
front area. As long as lB \ lS is valid, an emergency stop can prevent a collision.
Figure 2 graphically illustrates the correlation. The delay between the obstacle
detection and start of braking, i.e. the reaction time, is still disregarded here.

Even though the figure in this case shows a vehicle travelling at its own speed
as the obstacle, in the worst case a standing obstacle has to also be taken into
consideration for the investigation. The figure depicts precisely the point when the
obstacle was detected. Since the braking distance here is shorter than the visual
range, the green car can stop on time. Obstacles that have a negative relative
speed, i.e. oncoming vehicles, have not been dealt with in accordance with the
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scenario basis. The input values of the braking distance and visual range are not
directly recordable by the sensors.

Methods for detecting the own braking distance in real-time, often compare
estimated longitudinal forces with values from estimated road conditions. The
quality of the estimated values and the simplifications strongly influence the result.
Thus, the available methods for predicting one’s own braking distance using the
traction potential are not yet accurate enough to fulfill the requirements of ensuring
accident free driving [8]. For detecting the own visual range more than one already
working method is available. For example Winner [9] explains that LiDAR sensors
can be used to determine an atmospheric visual range. Another way of detecting
the own visual range is described by Charbonniér [10]. This method uses a stereo
camera which generates a three-dimensional image. The algorithms used make an
exact assertion about the distance at which object detection is still possible. The
additional costs are lower than for the LiDAR detection, since the stereo camera is
already used for other tasks in the vehicle.

When the visual range of the sensors (lS) is determined, it can be compared with
the calculated current braking distance. Test calculations showed that permissible
speeds over the valid recommended speed are possible. For the acceptance of the
concept it is important that all limitations, especially with greater visual ranges, are
minimal. Therefore, provided that the assumptions for the calculation are close to
reality, this requirement can be considered as fulfilled.

This approach to appropriate driving behavior is based on and is also valid only
for the driving scenario of this paper. Approximations of real traffic result in
additional situations. The assumptions made here have to be supplemented in order
to be able to react to this.

5 Conclusions

The objective of the investigations was to determine if and under what circum-
stances the vision of zero traffic fatalities can be achieved. For this purpose a
uniform driving scenario was defined. A vehicle corresponding to the previously

Fig. 2 Appropriateness shown via relation of braking distance and visual range
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researched state of the technology had to perform different tasks in the scenario.
The ability of the driver-vehicle alliance to complete the individual partial sce-
narios without an accident was investigated. The result of the analysis was that the
requirement of accident free driving cannot be achieved if the driver has the final
authority to act, since he or she always has to be considered fallible. In turn, it was
therefore certain that the vehicle has to prevent accidents itself using suitable
sensors. From these and further results, the requirements for the integral safety
concept were derived with the help of which Vision Zero is to be made possible.
As far as the necessary sensors for the detection of the vehicle’s surroundings are
concerned, it could be proven using the previously determined state of the tech-
nology that the technical prerequisites are in large part already available. Modern
driver assistance and safety systems already scan large areas around the vehicle.
On the other hand, it was determined that the adjustments of the authority to act
and function validation that are theoretically easy to carry out are not compatible
with current legislation. The Vienna Convention on Road Traffic that is valid in
many European countries currently prohibits necessary intervention in the driving
task. Although the legal requirements were ignored for the continuation of the
work, this means that accidents can only be avoided to a limited degree. Accidents
in which the physical limits of driving dynamics prevent early enough obstacle
avoidance and braking maneuver must be averted by constantly appropriate
driving behavior. This results in the driver only being able to freely decide about
the driving parameters within a framework of determined limiting values. The
requirements on this appropriate driving behavior in the considered scenarios were
easily defined. However, it became clear that driving dynamic parameters that are
currently not available with sufficient precision in the vehicle are to be determined
for the implementation of the requirements. Since it involves important data—but
data that is very complex to collect—only approaches were made whose imple-
mentation could be the topic of further papers. For future studies it is still con-
ceivable to expand the scenario in order to thus come closer to the complex actual
infrastructure. Some possibilities would be, for example, to expand to three lanes
or road construction situations. Furthermore, accidents and passive safety systems
should be incorporated in the analysis provided that these accidents do not result in
serious injuries violating the rules of the Vision Zero. Therefore, it is necessary to
deal with the estimation of the severity of accidents and evaluation of these results
concerning accuracy.

In conclusion, for the investigations it can be stated that the question of
implementing Vision Zero has to be considered under different aspects. On the one
hand, the investigations showed that the necessary adjustments to our current
system are less complex than they first appear. On the other hand, the presumably
extensive effects on economic aspects and the important acceptance by the
automobile manufacturers’ customers could not be determined. Statements about
the implementation before 2050 could also not be made with the current state of
knowledge. However, it turned out that the limitations resulting from the integral
safety concept will strongly affect public road traffic. Humans as the drivers of
vehicles would possess absolute freedom to act only in a certain framework at
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whose limits they would lose all authority. The necessary intervention of safety
systems could possibly be, in certain situations, considered an unjustified limita-
tion of one’s freedom to act, which would reduce the acceptance of the concept.
Therefore the question remains as to how much freedom a person is willing to
forgo for his or her own safety, because Vision Zero cannot be enforced without
the stated limitations.
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Advanced Headlight System: 3D
High Beam

Robert Büthorn, Hadj Hamma Tadjine, Bert Auerbach
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Abstract In this paper, a new concept for an advanced headlight system is
presented. The weather or the road geometry cause a reduced illumination range or
glare which is critical for driver safety. An optimal headlamp system should be
able to adapt on a multitude of parameters from the ego vehicle and the envi-
ronment to ensure a sufficient illumination of the street without glaring other road
users. A perfect road illumination without providing glare for other traffic par-
ticipants and giving the maximum additional information about the environment to
the driver is still a hard task for these systems. The improvement of such systems
will be achieved only with the combination of lane data and a list of detected
objects provided from the camera system with the PSD format data of the GPS
(Global PS) and the navigation system. The most part of the technology which is
needed for the realization of an optimal adaptive system is still available.
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1 Introduction

The first vehicles were left parked in darkness because the drivers could barely see
where they were driving. Light is an important factor of a person’s comfort and
well-being, especially for the elderly. Having appropriate lighting conditions in a
household is both crucial and difficult to achieve. The only choice a car driver had
for a long time was to switch the lights on or off. This is different today:
The headlights think with the driver, sometimes even faster than him. They can
illuminate corners, automatically switch between high beam and low beam and
even leave out or highlight certain areas.

The first car with adaptive lights was already built in 1918 [1]. Electric lights
were not invented until the 1920s of the last century. The adaptive light entered
series production in the 1960s [2]. The headlights were connected to the steering
axle and followed the steering motions through a simple pulley system. Today this
is all managed electronically: Either using additional headlights which switch on
simultaneously with the indicator lights or swiveling headlights [3].

In the last years the development of driver assistant systems which can improve
the visibility range have hardly increased. Reasons for this development are the
usage of the new technologies such as the Xenon head-lights, new adequate optical
sensors, High dynamic range cameras and very faster ECUs.

Studies on the well-being of drivers at night show that 48 % of drivers feel
stressed when driving in low-light conditions [4] and 34 % of drivers are using
light assistance systems [5–7].

Accident statistics show that the current task of the automotive industry is to
guarantee for the driver more safety, more comfort and more security. One of the
most important topics is the improvement of street visibility at night. In 2011 died
4,002 peoples due to traffic accidents in Germany. Approximately 38 % of these
accidents are happened at night. In contrast the driving performance amounts only
25 % at night. Furthermore 29 % of all seriously injured and 36 % of all killed
people are listed at night [8] (see Fig. 1).

Fig. 1 Accident statistic—comparison between day and night
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2 State of the Art Light Functions

2.1 Evolution of Light Functions

It has been a long way from a headlamp that normally illuminates the area in front
of the car to modern light based driver assistance systems. The first system was
integrated at the beginning of the 20th century, when two differently angled
headlamps were integrated and installed that enabled low beam and high beam
settings. Almost 40 years later, the first type approval for headlamps with asym-
metrical light distribution was granted. Although different approaches for cor-
nering light and bend lighting have been carried out over the time, it took until the
beginning of this century to establish these dynamic light functions. Moreover, in
2006, legislation allowed the use of adaptive front lighting systems that provide
specialized light distributions for different driving situations.

Currently, more than 25 % of all new German cars were equipped with adaptive
lights, compared to 2009 where only 15 % were equipped [9]. In the current
automotive market, there are a variety of technical solutions to facilitate these light
distributions like: dynamic bending light, high beam assist, adaptive main beam
and the adaptive high beam. All of these systems could improve the visibility for
the driver. However, all these systems are technically limited and suffer from the
problem of the package and the high costs [10].

2.2 Dynamic Bend Lighting

Dynamic bend lighting is a well visible lighting function with great benefit for the
end-customer, because the entire headlamp light distribution is swiveled up to
±15�. This dynamic movement of the light distribution represents an active gain in
safety due to the increased range of illumination along the road. On winding roads,
visibility can therefore be increased by up to 50 %, depending on the curve radius.
The calculation of the swivel angle depends on the vehicle speed, steering angle
and yaw angle [10, 11].

The proposed system suffers from some limitation. Due to the CAN Vehicle
data, the swivel angle could be calculated only in one time and the system could
not allowed any prediction. In several scenarios the light distribution due to the
main beam will not be distributed on the street, where the driver needs it. As seen
in the Figs. 2 and 3 at the beginning of a curve the main beam shines straight
forward, not into the curve. Also, in the end of a curve, the main beam is bended to
the left or right side but the lane in front of the car is already straight.
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2.3 High Beam Assist

High-Beam Assistant System manages the operation of dipped and main beam
lights whilst driving at night. The system comprises primarily of a camera located
in the interior rear-view mirror housing. The camera monitors the light from any
source at the front of the vehicle (e.g. rear lights of a vehicle in front, street lights,
and headlights of an approaching vehicle) which then triggers the system to
automatically operate the dipped or main beam function of the Xenon headlights.

Fig. 2 Dynamic bending
light at the beginning
of a curve

Fig. 3 Dynamic bending
light at an alternating curve
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This system can be overridden by either manually selecting the ‘On’ position for
the headlights or by using the dipped beam selector on the indicator stalk.

As benefits, an optimum light control and visibility at all times with improved
focus on the road and a reduction of actions required from the driver will be
enabled. Also, the possibility of dazzling approaching drivers by automatically
selecting dipped or main beam headlights will be reduced. This system has a main
limitation. In case of automatic deactivation due to oncoming vehicles the area up
to the car in front is not illuminated and obstacles especially in this area can be
missed (Fig. 4).

2.4 Adaptive Main Beam

The adaptive main beam assistant is a camera based system which adapts the range
of the main beam to the distance to the other cars. The headlamps work in con-
junction with a camera fitted on the inside of the windscreen that detects oncoming
vehicles and vehicles in front. The system automatically adjusts the headlamps to
prevent other drivers from being dazzled by gradually transitioning to high-beam
mode if the road ahead is clear (see Fig. 5).

A front camera recognizes continuously the oncoming traffic. Blobs of the head
lights or the rear lights will be automatically detected and classified using an image
processing algorithms. The cone of the main beam always ends at the nearest
detected light to the ego-car. With a presence of other cars near to the ego-car, the
main beam will be in the normal position or in another height without any
assistance.

Obstacles at the roadside will not be marked und could be overlooked or
missed.

Fig. 4 The high beam assist
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2.5 Adaptive High Beam Assist

A camera system mounted on the front windscreen is used to detect an oncoming
vehicle in the opposite lane or another vehicle in front and could automatically
adjusts the headlamp range to the appropriate distance—in contrast to traditional
systems which only switch between dipped and main beam. This allows the range
of the dipped beam to be increased from around 65 to approaching 300 m without
dazzling other drivers (Adaption of the illumination range dependent on the
position of other road users). Consequently, the driver always benefits from the
optimum illumination range, providing earlier and better recognition of the road
ahead, pedestrians and danger spots [3].

With the current adaptive System, the high beam is almost active. An optimum
light distribution needed for the driver will be calculated and generated from the
System in order to reduce the dazzling effect. This is pretty up-to-date, so the
current camera system and the headlamps adapted for the system are real
expensive. Furthermore the system is set inactive, if the traffic density is high and a
lot of turn ups and dips of the headlamps is needed (Fig. 6).

Fig. 5 The adaptive main beam

Fig. 6 The adaptive high beam assist
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3 Adaptive Bending Light

During night time driving it is more demanding to keep the vehicle within the lane
boundaries. The automotive lighting equipment illuminates the driver’s viewing
field and has to deliver the appropriate information for lane keeping under many
different driving situations.

Regarding the driver’s needs for visual information about the road ahead,
present headlight technology insufficiently lights up bends in the road ahead. The
advantage of using an adaptive lighting system, where one observes a country road
lit correctly. Instead of illuminating some fields or trees, the available light is
directed dynamically in the direction where it is actually needed, enhancing the
visual information for the driver. The adaptive bending light is not realized due to
vehicle speed, steering-, and yaw angle, like the dynamic bending light.

The new systems are controlled by means of path prediction based on vehicle
dynamics, lane information from the camera system and route vectors of the
navigation system.

With the output of the path prediction model it is possible to control the
movable headlamps appropriately. To assure a best illumination of the street, the
mid-position of the light distribution is placed on the left lane of the road (see
Figs. 7 and 8).

The prediction consists of an estimation of the lateral accelerations acting on
the vehicle body and a prediction of the future path of the vehicle based on the
current vehicle dynamic states in combination with a simple model of the vehicle.
Extra filtering has been added to improve the quality of the prediction. If no PSD-
and GPS-data are available, the adaptive system will fall back automatically to the
normal lighting function such as the dynamic bending light.

Fig. 7 Comparison between
dynamic and adaptive
bending light at beginning of
a curve
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4 Adaptive Main Beam at Hilltops and Dips

Classic headlamps are static systems which emit the light always in the same
direction independent from the road geometry. The optimal range can be achieved
for a straight, horizontal street geometry. In case of cambers, dips and curves the
illuminated range on the street can decrease while the glare of the oncoming traffic
can increase. According to this an optimal headlamp should be able to adapt on the
horizontal (curves) and vertical (cambers and dips) street geometry to assure a
better illumination, a constant visibility range and a minimized glare.

One possibility to realize this concept is a swiveling light module. Some
modern headlamps, especially from cars of the upper class are already equipped
with this system which is called dynamic bending light. They offer an adaption on
curves. The potential of these systems to increase the road safety is classified as
very high. The risk to cause an accident in curves increases significant at night
especially in curves with a small radius [4].

The dynamic bending light offers only an adaption on the horizontal road
geometry. Not yet realized in production cars but also important is an adaption on
the vertical road geometry. Cambers and dips can cause a reduced visibility dis-
tance or glare of the oncoming traffic, too. A vertical swiveling light module
ensures a constant illumination range.

For this purpose, the headlight of oncoming traffic and the traffic backlights
ahead will be used as reference for the distance estimation between the ego vehicle
and other oncoming vehicles. The system will be activated if no other vehicles in
the relevant area where other drivers could be dazzled are detected. Else, the

Fig. 8 Comparison between
dynamic and adaptive
bending light at an alternating
curve

84 R. Büthorn et al.



system will be switched to the adaptive mode. That means, the cut-off of the main
beam is lowered infinitely variable up until the headlights or backlights of the
other car. A maximal high is not intended (see Figs. 9 and 10).

5 Proposed Approach

As extension for the existing system, a combination of the adaptive main beam
with the adaptive high beam assist will assure the best possible illumination of the
road is proposed. This improves the headlamp illumination by means of contin-
uous adaptation of the headlamps according to the current driving situation and
current environment. For this reason the vehicle trajectory must be analyzed three-
dimensional. To assure a good functionality of the proposed system and to become
a close view of the real lane, an adequate prediction is required.

First road estimation is achieved based on the camera system. The road vertical
curvature estimation is performed, due to the fact that at far distances the road may
be not plane. Once, this road curvature is estimated, a vertical offset correction is

Fig. 9 Adaptive main beam
at a hilltop and a dip with
traffic ahead
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only done for those objects located close to the horizon line, at the infinity.
A representative features are calculated for each tracked object, and then objects
are classified (main nuisance light source due to the reflections of the own vehi-
cle’s light over the road-traffic signs) or vehicles, using a special classification. To
estimate the distance between the ego vehicle and the detected vehicles using
monocular camera, the Dickmanns Model is used [12].

By using the road vertical curvature estimation camera based, a correction of
the vertical image coordinate of all the objects located at the infinity where the flat
road assumption is not valid is performed [13, 14]. Vertical and horizontal map-
ping models can be carried out. However, this distance is only an approximation,
since some sources of error can affect this estimated distance, such as: elevation of
the vehicle’s light, road unevenness, object’s centroid, etc. In order to minimize
these errors, a vertical coordinate correction is proposed [15].

Generally, the road is assumed as plane. However, this is a dangerous
assumption, since at far distances (more than 500 m) the road vertical curvature
may influence the vertical position at which the objects appear in the image. As a
simplifying assumption, the horizontal road curvature is assumed to be so small

Fig. 10 Adaptive main beam
at a hilltop and a dip with
oncoming traffic
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that is not considered in the perspective model [16, 17]. If the road vertical
curvature is significant, some mistakes can arise in the classification process due to
the flat road assumption, so road vertical curvature estimation must be included
into our camera perspective model. For these reasons additional information from
other systems are needed.

In addition to the vehicle dynamic parameters, route vectors from the naviga-
tion system are used. The navigation system permanently keeps track of the pre-
cise location of the car, and with its built in digital road map it knows the road
characteristics ahead. Finally, the path prediction, the navigation data, vehicle
CAN data and an objects list provided from the camera system will be coupled to
ensure consistent control of the headlamps (see Fig. 11).

6 Conclusion

In this paper, a new concept for an advanced headlight system is presented. The
weather or the road geometry cause a reduced illumination range or glare which is
critical for the driver safety. An optimal headlamp system should be able to adapt
on a multitude of parameters from the ego vehicle and the environment to ensure a
sufficient illumination of the street without glaring other road users. A perfect road
illumination without providing glare for other traffic participants and giving the
maximum additional information about the environment to the driver still a hard
task for these systems.

The improvement of such systems will be achieved only with the combination
of the lane data and the list of detected objects provided from the camera system
with the PSD format data of the GPS (Global Positioning System) and the navi-
gation system. The most part of the technology which is needed for the realization
of an optimal adaptive system is still available. But these systems are not man-
datory by the Economic Commission for Europe (ECE).

Fig. 11 Block diagram
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A Prototyping ITS Station for Advanced
Driver Assistance Systems and Pedestrian
Safety

Robin Streiter, Christian Adam, Sven Bauer, Marcus Obst,
Timo Pech, Pierre Reisdorf, Robin Schubert, Jan Thomanek,
André Welzel and Gerd Wanielik

Abstract The steadily increasing complexity of cooperative Advanced Driver
Assistance Systems (ADASs) requires efficient development and prototyping
strategies for new ADAS applications. In this paper the prototyping road side unit
(RSU) PROTECT1 from Chemnitz University of Technology is presented as a
generic intelligent transportation system (ITS) with a variety of sensors, computing
units, and different human–machine interfaces (HMIs) in order to allow the fast
implementation and evaluation of new ADASs and safety applications for
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vulnerable road users (VRUs). It is an integral part of the rapid prototyping
framework for ADAS applications of the Professorship for Communications
Engineering—which furthermore consists of two multisensory equipped vehicles
CARAI 1/2 and the modular software prototyping framework BASELABS Suite.

Keywords Road side unit � ADAS development � VRU protection � Precise
positioning � Classification � Tracking � Localization � Intelligent transportation
systems

1 Introduction

The idea was to set up a generic ITS research station in order to complement the
existing ADAS prototyping vehicles to expand the scope from Car2Car (V2V) to
Car2Infrastructure (V2X) applications. In addition to the description of the tech-
nical components, the utilized software prototyping framework and the usage of
PROTECT1 is demonstrated on the example of different ADAS applications.

With the help of the complete test bed, new and innovative ADAS applications
will be implemented as proposed. Based on the integrated positioning sensors,
communication and visual sensors, different applications can be derived. On the
one hand there will be all ADAS applications based on low cost precise locali-
zation (e.g. relative positioning). In order to do that, PROTECT1 will determine
and distribute DGPS corrections via the integrated V2X communication equip-
ment or mobile data networks (LTE) to V2V enabled vehicles and pedestrians.
New Global Navigation Satellite System (GNSS) augmentation strategies, like the
distribution of urban satellite shadow maps will be evaluated. On the other hand
there are VRU safety applications. The main objectives are the evaluation of
tracking algorithms for crowded pedestrians basing on data fusion algorithms for
the integrated stereo vision- and a far infrared camera (FIR). Here new approaches
to classify crowds of pedestrians will be evaluated. The pedestrian safety appli-
cations will directly benefit from the increased positioning performance for mobile
devices—augmented by the ITS station.

The processing of different data types originating from several sources is
managed by the software framework BASELABS Connect and Create which
handle data acquisition from sensors, data recording and replay, rapid prototyping
of algorithmic components with focus on probabilistic data fusion and data dis-
tribution. The paper is structured as follows. In the first part the test bed and the
equipment of the components will be illustrated. In the second part of the paper
some applications are introduced that have already been implemented and some
future scenarios are described that are based on existing components, including
how these applications will be set up within the test bed.
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2 Prototyping Test Bed and Sensor Equipment

Figure 1 shows the components of the prototyping test bed. Since the measurement
vehicles introduced in detail in [1] the focus in that paper will be on PROTECT1—
also named RSU. It is equipped with an amount of sensor types, able to observe the
vicinity and to communicate via different channels. There are vision sensors,
localization sensors and communication devices which are utilized depending on
the current application. Figure 2 shows the sensor configuration of the whole test
bed—while the following list shows the detailed configuration of PROTECT1.

Vision Systems:

• Far Infrared Camera (FLIR Photon 320)
• 3-sensor multi-baseline IEEE-1394b compliant stereo vision system (Bumble-

bee XB3).

Communication Devices:

• V2X and V2V compliant communication device (IEEE 802.11p) (Denso
Wireless Safety Unit)

• Wi-Fi/3G/4G enabled network.

Other Components:

• Embedded PC
• u-blox GNSS localization module LEA-6T with precision timing
• Further sensor modules and components within the vehicles are shown in Fig. 2.

The ITS station is able to receive and to redistribute information from partic-
ipants on various information channels, simultaneously. The communication
devices are providing the infrastructure to set up various broadcasting and data
distribution applications. Basing on DENSO Wireless Safety Units a V2X infra-
structure can easily be established between the RSU and the vehicles. In order to
address further road users like pedestrians or cyclists communication via Wi-Fi is
enabled. In order to receive information from external sources (traffic center

Fig. 1 ADAS research and
rapid prototyping Framework
with ITS Station PROTECT1
(left) and test vehicles
‘‘CARAI 1&2’’ (right)
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information, weather, GPS augmentation) 3G and 4G can also be used. The
position of road users within the sensor coverage who are not equipped with
appropriate devices will also be distributed. The detailed description about the
implemented algorithms is given in the following sections.

3 ADAS Prototyping Software Framework

The software framework can be broken down in two parts. On the one hand there
is the BASELABS software framework where the whole application is set up at
component level and on the other hand there are the concrete sensor and algo-
rithmic components. Both are described in this section.

3.1 Multi-Sensor Application Design Using
BASELABS Connect

In order to facilitate a rapid implementation of system prototypes, the development
software tool BASELABS Connect is applied [2]. It provides a library of ready-
to-use sensor components, including various cameras, Radar, LIDAR, GPS, and
others. In addition, different communication components including TCP, UDP, or
CAN are provided. For evaluating the advantages of such a software-supported
design methodology, some core features of Connect will be described in the
following.

Infrastructure (ITS Station)

Vehicle

Software Framework (Specific data fusion application running on ITS Station)

Low Cost GNSS 
Receiver
(uBlox LEA 6)

Far Infrared 
Camera
FLIR Photon 320

Embedded PC Communication 
Devices
(LTE, UMTS,WiFi)

Bumblebee 
Stereovision 
System

Software Framework (Specific data fusion application running on Vehicle)

Range Sensors
(Laserscanner, 
Lidar) Front and 
Rear

V2X 
communication 
compliant devices

Reference 
Positioning System 
(NovAtel SPAN 
with RTK and IMU) 

Communication 
Devices
(LTE, UMTS, 
WiFi)

Low Cost GNSS 
Receiver
(uBlox LEA 4 / 6)

Vision Systems
(Aglaia Stereo 
System, Near and 
Far Infrared)

Fig. 2 The test bed hardware architecture is divided into infrastructure represented by the ITS
station (top) and the vehicles (bottom)
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The software facilitates a rapid top down approach of complex multi-sensor
applications. The first step is the definition of encapsulated software modules with
defined data interfaces (called components). Such components can be designed
quickly by using the provided software assistants. After that, the components can
be used via drag and drop within the development environment. In particular,
components can be connected with each other given that the output data type of the
data source complies with the input data type of the data sink.

Figure 3 illustrates an example of this methodology. The image shows that
BASELABS Connect can be used seamlessly in existing development environ-
ments which facilitates simultaneous application design and debugging. In the
lower right part, the so-called toolbox contains all components which are linked to
the project (including components created by the user). The upper left part illus-
trates the graphical usage of these components and, in particular, their connections.
These connections specify the data flow within the designed application. The
control flow is based on a data-driven paradigm and requires no further attention in
standard scenarios. For complex applications, however, the synchronization
behavior of the system can be adjusted in detail.

An additional feature of BASELABS Connect is the automatic recording and
replaying of sensor data. The term automatic refers to the fact that no manual
interaction such as serializing/deserializing or timestamping is required for this
functionality as long as the data interfaces between the modules are appropriately
defined. The software supports a proprietary, efficient binary format as well as the
possibility to include user-specific formats. In addition, the usage of databases for
sensor data management is supported.

Fig. 3 Screenshot of BASELABS connect illustrating the rapid application design
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3.2 Algorithmic Components

This section introduces several algorithmic components that are used in the
described software framework. Based on these components the concrete applica-
tion can be set up.

3.2.1 Global Satellite Navigation

GNSSs, e.g. GPS, GLONASS or the emerging GALILEO, are an appropriate
solution for many absolute positioning tasks like vehicle localization. Typically,
accuracy between 2 and 10 m is achievable under good conditions with standard
low-cost hardware like a u-blox LEA6T GPS receiver.

The prototyping vehicle CARAI and the ITS station are equipped with different
algorithms appropriate for single and multi-constellation satellite navigation. This
includes standard least square solvers as well as loosely and tightly coupled Bayes
filter variants which are especially useful for dynamic applications like moving
vehicles [3].

Moreover, the ITS station broadcasts corrections for some of the GNSS errors
by relaying information provided by EGNOS/EDAS to the connected vehicles.
Another approach, similar to differential GPS, called relative positioning which
was developed inside of the European research project CoVeL [4] is implemented
in the ITS station as well. Here, the ITS stations constantly observes the mea-
surements of the built-in u-blox GPS receiver and compares them to the well-
known position of the ITS station itself. The error between the observation and the
a priori knowledge is then broadcasted to the vehicle with V2X.

3.2.2 Generic Classifier

To detect objects like pedestrians, vehicles or other features at an image a generic
classifier has been implemented. Therefore, normalized Histograms of Oriented
Gradients (HOGs) [5] are used as feature descriptors. The extracted feature vector
is classified using a trained Classifier Cascade [6]. It consists of a series of
AdaBoost classifiers which contains several decision trees as weak learner. The
classifier was trained for vehicles and pedestrians [7].

As multiple cameras are used for environment recognition, a high-performance
implementation was required to manage the workload in real-time. To meet this
requirement, the parallel nature of the necessary image processing and classifi-
cation was exploited by offloading the complete process to the graphics processing
unit (GPU). The CUDA [8] based implementation uploads the grayscale camera
image to the graphic cards video memory, calculates integral images to speed up
the following HOG feature computation and computes the classification result for
numerous regions of interests. Positive detections are then returned to the host for
further processing, e.g. by the tracker described in the following.
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3.2.3 Tracking

The tracking algorithm estimates the motion of all objects detected by the image
classification over time. That includes the direction and the velocity of VRUs and
vehicles. With this information, the likely position of all objects can be predicted
for a few seconds in future, which enables the system to detect possible collisions
and to broadcast suitable warnings to the concerned traffic participants.

The tracking also compensates the unreliable detection performance of the
image classifier. In some cases the classifier can miss an object, that is, it provides
no detection for this object. In other cases, the classifier may provide multiple
detections for the same object. The reason for that is that the object is small
enough to fit into several regions of interest of the classifier, but is great enough to
cause a positive classification. In that case, each investigated region becomes a
valid detection. One tracking algorithm that especially manages multiple detec-
tions from one object is the General Probabilistic Data Association (GPDA) [7].

The tracking is implemented with BASELABS Create. Other Bayesian filtering
algorithms are also provided—like the Unscented Kalman filter (UKF), various
tracking algorithms like SPRT, IPDA, and GPDA, and ready-to-use sensor and
motion models. Furthermore, it provides graphical assistance for the user-friendly
implementation of multi-sensorial systems and reduces the effort for the imple-
mentation significantly. The modular architecture for Create enables quick inter-
changeability of algorithm parts. For example, the same tracking component can
be used with different association algorithms and motion models without the need
to change the code significantly. Thereby, different algorithms can be implemented
in short time and evaluated against each other to find the best one for the intended
application.

4 Applications

The ITS prototyping station is used in various research projects in order to provide
the required V2X infrastructure. In this chapter several ADAS and VRU protection
applications are introduced.

4.1 Vulnerable Road User Protection

Our team develops ADAS applications enhanced by visual human machine
interfaces (HMIs). This includes a system to display detected pedestrians and
traffic related information within a head up display in the driver’s line of sight on
the windshield. The ITS station contributes to increase the safety of VRUs.
Vehicles in the range of the RSU receive the position and movement information
of pedestrians approaching the road. The early warning system detects whether a
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collision of the vehicle and the pedestrian is imminent and visually alerts the
driver. Using PROTECT1, drivers whose vehicle is equipped with communication
devices only, can be made aware of VRUs as well. In order to support the
in-vehicle intersection assistant, the ITS station broadcasts information regarding
the right of way and traffic signs in the surrounding intersections. The visual
ADAS application will generate the projection for the head up display.

4.1.1 Reliable Pedestrian Detection

The development of pedestrian protection systems is in the main focus of research
in the field of ADASs. The automated identification of pedestrians has the
objective to reduce the number of collisions and to improve the safety of regular
vehicles. However, pedestrian detection is a challenging task due to different
illumination and weather conditions, and the large variations of the poses of the
pedestrians. Various types of sensors, for instance cameras, Radars and LIDARs
have been examined in order to find the most suitable sensor for a reliable and
robust detection of pedestrians [9]. But one input given by a single sensor may
often not be capable of reproducing a complete view of the environment. There-
fore, computer-processing tasks use the process of combining substantial infor-
mation from several sensors to provide a more accurate description from observed
scenes. Particularly for imaging sensors, e.g. visible light cameras or infrared
cameras, such multi-sensor fusion can be done on pixel-level. The output of the
data fusion is a single composite image that will be more comprehensive and thus,
more useful for further object detection tasks [10].

Generally, FIR cameras seem to be more suited for the detection of pedestrians
than the visible light ones. However, the FIR camera would fail to correctly detect
pedestrians in the case of hot and sunny weather. Therefore, the proposed appli-
cation is based on a combination of far-infrared and visible light sensors to
improve the capability of the detection system with respect to single and crowded
people in different conditions of illumination and weather.

The pixel-based fusion is the precise spatial alignment of the infrared and visual
image. Figure 1 depicts the aligned images (dark green is FIR image light green is
stereo image). Finally, the extracted features are passed to the classifier described
in Sect. 3.2.2. The algorithm flow is depicted in Fig. 4.

4.2 Low Cost Vehicle Localization in Urban Areas

Reliable and precise positioning is a key technology for various ADAS applica-
tions. Erroneous pseudorange measurements are a major problem for GNSS based
positioning. Large errors are caused by so called multipath and non-line-of-sight
(NLOS) effects due to signal reflection and blockage. This is especially a problem
in dense urban areas, where foliage and large buildings are usually nearby. In order
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to overcome the limitations of existing positioning solutions PROTECT1 will help
to transfer state-of-the-art positioning algorithms to road applications. Figure 5
shows the approach to mitigate multipath errors is the creation and distribution of
so called shadow maps [11]. Using a 3D environment model consisting of an
elevation map and building models the areas where a satellites ranging signal can
be directly received and where only NLOS reception is possible can be computed.
This can be done by calculating the satellites 3D position at a certain point in time
and casting the buildings shapes to the ground as seen from this position. As
shadow casting is a classical problem in 3D computer graphics. GPUs can be
utilized to optimize this algorithm. The resulting maps can then be broadcasted to
the vehicles using the ITS station’s V2X interface or by using cellular networks to
allow the in-vehicle receiver to weight down pseudorange measurements. By that
approach, observations potentially affected by NLOS conditions can be excluded.

Other error sources like tropospheric and ionospheric influences cannot fully be
compensated by correction services like EGNOS. Therefore, PROTECT1 imple-
ments another approach called relative positioning (Fig. 6). As the location of
PROTECT1 is precisely known, it can estimate errors in measured satellite
observations and broadcast them using the 3G network or its V2X interface to the
connected vehicles. One step further, it can also broadcast its own pseudorange
measurements to nearby vehicles. Assuming that the ITS station and the vehicle
measurements are affected by the same global errors—which is likely in close
proximity—a more precise relative location can be computed by single

Fig. 5 Precise positioning
through satellite shadow map
exchange

Fig. 4 Pedestrian detection
system based on sensor image
fusion of far-infrared and
video data
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differencing as shown in [12]. Furthermore, the described ITS station extends the
concept of relative positioning between vehicles to mobile devices of pedestrians.
The smart phones of the connected pedestrians may use a cellular network or even
Wi-Fi to receive precise correction information from PROTECT1. In a next step, it
cross-checks the received pedestrian position with its internal sensors and
retransmits this to the nearby vehicles to leverage an enhanced perception.
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Abstract One of the main contributors to the massively rising complexity within
automotive systems are the huge improvements made in the area of integrated
safety systems. This enormous complexity stimulates the demand for methodol-
ogies supporting the efficient development of such systems. Within this work, a
comprehensive approach for modeling, simulation and virtual validation of inte-
grated safety systems is proposed. Based on the idea of co-simulation, a process is
defined which integrates the development and parameterization of simulation
models, the creation of a suitable co-simulation configuration and the according
virtual validation of integrated safety systems. This helps the developer to get a
comprehensive view about the whole integrated safety system.
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1 Introduction

In recent years, enhancements of sensors led to substantial progress of integrated
vehicle safety. The goal of integrated safety is the avoidance of accidents and the
reduction of severity of accidents as well as a further reduction of the risk of
injuries. For this purpose, active and passive safety systems are combined, leading
to extensive cross-linking of safety functions in the vehicle. This, however, means
an increasing complexity in the development and integration of such distributed
safety systems. The enormous complexity represents a major challenge: currently,
safety functions often can only be developed and examined individually and not as
a distributed system. This makes it very difficult to get a comprehensive view
about the whole system.

An essential utility to understand the whole system is co-simulation. Co-sim-
ulation means to simulate a system using different modeling languages, abstraction
levels, solvers, tools or computing systems in one common simulation [1, 2].
Different simulators and models of various disciplines are combined to represent
the properties of the complete system. As a result, cross-disciplinary issues can be
answered and dependencies as well as interactions between individual subsystems
can be easily analyzed. Based on the idea of co-simulation, a process is defined
within this work which integrates the development and parameterization of sim-
ulation models, the creation of a suitable co-simulation configuration and the
according virtual validation of integrated safety systems.

2 Modeling, Simulation and Virtual Validation
of Integrated Safety Systems

Within this chapter, the proposed approach for modeling, simulation and virtual
validation of integrated safety systems is described. First, an overview about the
approach is given, followed by details about selected individual steps.

2.1 Approach Description

Based on the well-known V-model, we propose an approach for modeling, sim-
ulation and virtual validation of integrated safety systems. It is shown in Fig. 1.
Consisting of six main steps, it describes the overall way from the requirements
level up to the concluding HW/SW test and verification levels.

In the first step, the requirements for the integrated safety systems have to be
captured. This can be done by using specialized tools (e.g. Doors) and by using
techniques for requirement specification (e.g. boiler plates, semi-formal nota-
tion…) or by using common tools like Microsoft Word or Excel. The accurate
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specification of requirements is very important because they will be used again
later on for the validation, verification and test of the system.

The next step of the proposed approach is the system modeling and co-simu-
lation configuration phase. During that phase, based on requirements a hierarchical
system model of the integrated safety system and its environment is created. All
required interfaces and external influences have to be represented in this system
model. Out of this, a corresponding co-simulation configuration (mapping of
components to simulation models and tools, distributed over different platforms)
can be created automatically. This step is described in detail in Sect. 2.2.

Following, detailed simulation models for the different system components are
created and parameterized. Together with the resulting co-simulation configuration
from the previous step, an executable co-simulation environment is available
which can be used to perform a virtual validation of the integrated safety system.
With co-simulation different simulators and models of various disciplines can be
combined to represent the whole system. Dependencies and interactions between
different models can easily be analyzed. The whole system includes all relevant
effects and dependencies between the different models. With this approach it is
possible to virtually validate the integrated safety system by performing a number
of co-simulation based dynamic test runs with different parameters. The developer
is able to change parameters in one model and immediately gets the result. This
helps to get a comprehensive view about the complete system, massively
increasing the understanding of the overall mechatronic system. More in-depth
details about this step are described in [3, 4].

Within this paper, we are focusing on the left side of the V-model shown in
Fig. 1, hence not demonstrating the actual implementation. Based on the simu-
lation models and the results of the virtual validation process the actual HW/SW

Fig. 1 Proposed approach for modeling, simulation and virtual validation of integrated safety
systems
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implementation can be done. Following, the according HW/SW integration is
performed and specific HW/SW tests and verification can be accomplished (e.g. to
cover important corner cases).

2.2 System Modeling and Co-simulation Configuration

In the automotive domain, the environment for developers is usually inhomoge-
neous. Engineering domains like mechanics or electrics follow diverse approaches
and use different types of models. For example, finite element or software models
are of different nature, but might still interact. The discipline of system engi-
neering tries to deal with such environments. In this context, a number of tools are
available which comply with certain standards. In this work, we want to exploit
these facts in order to (a) generate a high level system view and (b) use this view to
set up a system level co-simulation environment for virtual system verification and
validation.

2.2.1 System Modeling

Model-based system design is a key issue in the development of automotive E/E
systems. There are several reasons for that. Models are often more suitable to
deliver a rough overview, due to their limited size and complexity. Usually they
can be structured according to several properties. Furthermore, their increased
re-usability and testability account for decreased development time and cost. A
meta-model unifying automotive development effort is AUTOSAR. The AUTO-
SAR standard provides a common meta-model for the development of automotive
software and systems. It is founded on model-based approaches, supporting the
automotive industry’s need for a data exchange format between OEMs and sup-
pliers. Software components are used to group and encapsulate single function-
alities. Compositions are structuring elements including software components. The
interconnection between software components and compositions is defined by
using ports. In the AUTOSAR context, this represents a logical grouping. The final
distribution of software components to ECUs is not affected and may differ from
that. Each software component implements one or more certain behaviors, which
are called Runnables in AUTOSAR.

Additionally to the architectural information, all elements are enhanced with
information relevant for simulation. For example, a software component may
include information linking to a simulation tool and corresponding model, which
are capable of reproducing the component’s behavior.

These architectural elements are used to build a system’s description. We
decided to use dSPACE SystemDesk for that matter. Its project library enables the
management of architectural elements to enforce re-usability and structuring of
information. The result of this process step is an AUTOSAR ARXML file.
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2.2.2 Model Conversion

In the next step we want to take the previously generated system description file,
and convert it to a co-simulation configuration file. For this task, a model converter
was written. It performs the following steps.

First of all, all software components, compositions, ports and interconnections
from the AUTOSAR model are read. The interconnections are analyzed and
evaluated. All software components are then converted to so-called wrappers,
which are the basic building blocks within the co-simulation framework used,
where one wrapper connects to one solver. Each of the software component’s ports
is converted to one parameter. Parameters determine the data interface for
co-simulation. They include information about physical units, data types,
interpolation and more. Using this mapping, it can easily be seen that the
interconnection of wrappers is represented by the system’s architectural design.

After that, the resulting data structure is written in XML file format as a
co-simulation configuration file.

2.2.3 Independent Co-simulation

The co-simulation software ‘‘Independent Co-Simulation’’ (ICOS) [5] is an
in-house development by Virtual Vehicle. Its core feature is the ability of coupling
solvers of different simulation tools. The connecting element between a simulation
tool and the coordinating simulation engine is called wrapper. ICOS currently
supports more than 30 industrial simulation tools by providing wrappers for each
of them. Typically, the workflow of setting up an ICOS based co-simulation
involves the manual assignment of solver quantities to wrappers and also between
wrappers. This process can now be automated by taking the generated configu-
ration file. This file can be imported to ICOS. Assumed that all wrappers are
running on their dedicated machines, the co-simulation may be started instantly.

2.2.4 Co-simulation Configuration Process Overview

Figure 2 shows the complete process from graphical system description to the
execution of the proposed co-simulation experiment. A graphical block repre-
sentation is linking to its simulation model. This information is included within the
block itself, using customized parameters. This information is also preserved
during serialization. A standard compliant ARXML is exported and fed to the
XML-converter. It transforms the ARXML file to a so called ICOSXML file. This
file defines the necessary data types and parameters of simulation models, which
are coupled in the next step. ICOS reads this ICOSXML file and prepares all
required solvers. Note that ICOS is capable of linking solvers from different
models as well as solvers running on very different computers.
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This process is fully automated and is flexible related to changes of the system
architecture, since all necessary information is stored directly in the used com-
ponents and compositions.

3 Case Study: Camera-Based Pedestrian Detection

Crossing the road is the most frequent accident scenario for a pedestrian. In [6], it
is shown that about 65 % of all pedestrian accidents happen in the front of the car.
For this reason we analyzed a scenario where a pedestrian is crossing the road.

Within this case study, we show how our proposed co-simulation based
approach is applied to a pedestrian detection system. The focus is on modeling of a
camera-based pedestrian detection and the associated safety function algorithm
(warning and braking logic) within the control units of the vehicle. The area in front
of the vehicle is analyzed by the safety function algorithm. In case of a critical
situation with a pedestrian in front of the car, the algorithm calculates the situation.
Depending of the level of the situation, it initiates an acoustic warning to the driver
or starts an autonomous braking intervention to reduce the accident severity. For the
parameterization of simulation models, tests on a pedestrian test bed with different
scenarios were carried out to get a realistic baseline for the models.

The case study which we want to simulate is shown in Fig. 3. The pedestrian
starts behind the vehicle on the roadside and is hidden until he walks onto the road.

Fig. 2 Proposed process for co-simulation configuration generation

Fig. 3 Case-study for the camera-based pedestrian detection
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The ego-vehicle drives with a constant speed in the direction of the pedestrian. To
simulate the scenario shown in Fig. 3, the following models are needed:

• Ego-vehicle plus integrated safety system (vehicle, safety function algorithm,
sensor)

• Environment (pedestrian model, vehicle on the roadside)
• Simulation control (visibility model, collision detection).

We will now demonstrate the individual steps as shown on the left side of
Fig. 1. After the requirements have been captured (not shown here, trivial task),
the hierarchical system model is created by using SystemDesk. An excerpt is
shown in Fig. 4, also already showing the resulting co-simulation configuration in
ICOS.

It mainly consists of the different components mentioned before (ego-vehicle
plus integrated safety system, environment…) including all interfaces and infor-
mation relevant for co-simulation configuration (e.g. modeling languages and
simulators/solvers used for different parts of the system model, configuration data
for distributed co-simulation…).

Out of this, the co-simulation configuration is automatically created according
to the process shown Fig. 2. After the different simulation models have been
implemented and parameterized (Fig. 5 is showing an example for the camera
model), the created co-simulation configuration can be executed and used for
virtual validation of the integrated safety system.

Within the co-simulation based environment, it is easily possible to change the
parameters e.g. for the safety function algorithm used in the model. For example a
reduced time-to-collision for the braking zone. With this possibility it is easy to get

Fig. 4 System model with resulting co-simulation configuration
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results for a new set of parameters in the simulation without doing tests on the test
bed. If changes have the desired effect, parameters can be transferred to the vehicle
and tested on the test bed.

A co-simulation result of the preventive pedestrian protection using one specific
set of parameters is shown in Fig. 6. Here, the different states of the integrated
safety function can be seen. First the pedestrian is not visible because of the
vehicle on the roadside. If the pedestrian is visible, the camera needs some time to
identify the pedestrian and to estimate the distance to the pedestrian. After iden-
tification, the driver is notified by a warning signal. If there is no reaction by the
driver, the system starts an autonomous braking action.

More in-depth details about the implemented camera-based pedestrian detec-
tion system can be found in [3].

4 Summary

In early phases during development of an integrated safety system, it is difficult to
get a comprehensive view on the whole system. This stimulates the demand for
methodologies supporting the efficient development of such systems. For the first
time, a comprehensive virtual assessment of integrated safety systems is now
possible. By using co-simulation, we demonstrated a workflow for the efficient
modeling, simulation and virtual validation of integrated safety systems. This

Fig. 6 Co-simulation result using one specific set of parameters
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helps saving development time and costs. The applicability of the co-simulation
based approach has been demonstrated by an integrated safety system for camera-
based detection of pedestrians. Performing several fast and efficient co-simulation
based dynamic test runs with different parameters helps the developer to get an
overview of the whole system’s behavior. This also helps to optimize and validate
other parameters, like warning and braking parameters for the safety function
algorithm, during early phases of the development process (virtual validation).
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1 Introduction

A key objective of the EU Transport Policy is to reduce considerably (50 % and
more in the future) casualties due to road accidents. Various programs have been
established to investigate new sensor technologies and the resulting applications as
basis for advanced driver assistance systems. The project ADOSE (Reliable
Application Specific Detection of Road Users with Vehicle On-board Sensors, FP7
ICT 216049) addressed the enhancement of preventive and active safety functions
through the development of high performance and low cost sensing technologies
suitable for detection and classification of vulnerable road users under harsh
environmental, weather and light conditions by combining and evaluating com-
plementary technologies.

ADOSE addressed five breakthrough sensing technologies, with the goal to
improve the current state-of-the-art in terms of costs, performance and reliability:

• IR-add-on sensor (FIR), with sufficiently good thermal and spatial resolution at
lower cost, to be combined to a high resolution imager for enhanced night vision
(BOSCH, IZM, UMICORE).

• Low-cost multi-functional and multi-spectral CMOS vision sensor (MFOS),
detecting critical environmental parameters (fog, rain etc.) and providing
information on the driving scenario (vehicles, VRUs (vulnerable road users) at
nigh etc.) (CRF, STM, IZM, MM).

• High spatial resolution and low-cost 3D range camera (3DCAM), by the inte-
gration of 3D packaging, optical CMOS and laser radar technologies for short
range ADAS requirements (high-speed object recognition and distance mea-
surement) (IMEC).

• Harmonic radar combined to passive nonlinear reflector and active tags
(HR-PTAG and HR-ATAG), enabling easy detection of traffic obstacles and vul-
nerable road users, even in dark or adverse weather conditions (VTT, TRIAD, UU).

• High temporal resolution and low-cost bio-inspired silicon retina stereo sensor,
addressing time critical decision applications (SRS) (AIT).

• Additionally, data (pre-) processing and partial functional system integration for
demonstrators have been performed by CRF, AIT, Paragon and MM.

ADOSE was set up in the context of EPoSS, the ‘‘European Technology Platform
on Smart Systems Integration’’ by its Automotive Working Group. All partners are
members of this EPoSS WG. The project was designed to focus on the development
of high performance and low cost sensing technologies for ADAS for accident
prevention and pre-warning. Sensor fusion and post-processing was addressed in a
complementary project PReVENT and some other related projects (see Fig. 1).

Only pre-processing algorithm have been developed and implemented for each
sensor, which are sensor specific, but have not been extended to sensor data fusion.
Raw data processing has been implemented on laptop processing hardware to be
able to demonstrate the sensing technology and its abilities in a real driving
environment (done for the review at a test drive area at CRF near Torino).
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The sensors have been installed in two demo vehicles, one from CRF and one
from AIT, both demonstrating together their ‘‘ego-vehicle’’ capabilities based on
the sensors installed. The project focused fully on in-vehicle sensor technology
without communication and interaction with sensors outside the vehicle.

2 ADOSE Sensors for the In-Vehicle Virtual Safety Belt

The five sensor types listed in ‘‘A Warning Algorithm for Intersection Collision
Avoidance’’ have different fields of view and distances where they are optimal for
detection of objects, potential collision or side impact. Fig. 2 provides an overview
of all sensors evaluated and considered in ADOSE and their potential application
area. It can be seen that no single sensor would be able to fulfill all requirements of
safe obstacle detection and pre-crash warning functionality under all light and
weather conditions. The goal of ADOSE was to improve these sensors, to develop
low-cost versions (for mass production) and with extended capabilities (improved
parameters), or to provide new implementations like the silicon retina sensor for
stereo vision on moving objects (up to now they had been applied statically
mounted e.g. to count passing vehicles for traffic monitoring or people, or to detect
unusual behavior in elderly care flats etc.).

ADOSE will have impact on the ‘‘virtual safety belt’’ around the vehicle by
offering different sensing technologies for a set of complementary safety functions.

3 The ADOSE Approach, Selected Driving Scenarios

The ADOSE approach and the selection of the relevant driving scenarios had to
take into account the following criteria:

Fig. 1 ADAS sensors field of interest addressed in ADOSE (as compared to projects like
PReVENT)
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• ADOSE aims at enhancing the current ADAS sensors by breakthrough tech-
nological developments; the distinctiveness of each sensor (see Fig. 2) limits the
number of scenarios.

• ADOSE is a product driven project which means that partners have to select
scenarios (preventive and active functions), characterized by higher user
demand and acceptance, in order to be competitive on the market.

ADOSE did a state-of-the art analysis of safety functions and systems available
on the market (2008), analyzed the scenarios of complementary or related research
projects like PReVENT, WATCH-OVER, SAFESPOT or COOPERS, including
co-operative smart systems communication with other road users or infrastructure
(see also [1]). As a result, ADOSE focused on Ego-vehicle bound scenarios and
put these scenarios in relation to ADOSE sensor types (see Fig. 2), identifying
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their potential and restrictions, and potential measures for pre-crash warning or
active safety actions, depending on timing and controllability of the situation.

ADOSE scenarios were because of these criteria limited to two groups:

• Collision Avoidance (urban and extra-urban areas) (1.1, 1.2)
• Pre-Crash Warning/Preparation (front, side and rear impact) (2.1, 2.2, 2.3).

It should be noted, that the side impact (distance 6 m and less over a very short
time) allows no reasonable collision-avoiding safety action, only pre-crash pre-
parative actions (e.g. side airbag, warning signal, pre-tensioning of safety belts,
stopping flow of fuel). Because of the fast reaction time needed the SRS sensor is
best fit for this purpose and was therefore selected for this scenario [2].

The result is best described in a scenario/sensor technology matrix (Table 1):

4 Summary of the Results of ADOSE Sensor Development

This text is taken from the ADOSE Final Report, the final publishable summary
(which is public by definition), since this is the most concise summary of ADOSE
results). This text was prepared by the whole ADOSE project team (partners are
listed in the abstract).

4.1 FIR Imager (BOSCH, IZM, UMICORE)

In the last year the FIR imager activities focused on manufacturing of the final
integrated FIR array devices targeting the ADOSE specifications (automotive
night vision add-on sensor for hot-spot detection and combination with a NIR
CMOS camera, [3]). The FIR chip uses micromechanically suspended and ther-
mally insulated multiple thermo-diodes, manufactured simultaneously with the
read-out integrated circuit (ROIC). Mono-crystalline silicon as sensor material
enables batch wafer-level vacuum packaging.

Although the samples had a flaw within the ROIC and a redesign was impos-
sible within the project deadline, a metal-fix was applied in order to show the basic
functionality of the imager. All measures possible within the project constraints
were taken and resulted in a demonstrator camera with fair performance to show
feasibility of the concept but not fulfilling completely the specification for
ADOSE.

Evaluation and testing of the samples and the demonstrator camera was con-
ducted with reasonable results. In parallel steps towards a redesigned and then
fully functional ROIC have been taken.
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4.2 Multifunctional Optical Sensor (CRF, ST, IZM, MM)

Two MFOS camera prototypes, enabling different functional integration, have
been developed with optical designs based on light guides concepts: (a) planar
optical light guides by IZM, (b) dioptric lenses by CRF.

The plastic optical components have been fabricated respectively with hot-
embossing and injection molding technologies. The CMOS imager based on
OLGA package has been redesigned and realized by ST to meet the ADOSE
specifications. The MFOS easy-to-assemble process has been evaluated with
respect to the position tolerances between the imager and the optical light guides
affecting the performance reliability.

Fog, twilight, rain and solar functions have been integrated in the two sensor
prototypes. The housing of one prototype sensor has been designed and fabricated
in order to be integrated in the internal rear view mirror.

Indoor tests have been carried out at component, sensor and functional levels.
Outdoor tests have been performed on the twilight, tunnel/bridge and warning
night vision functions.

4.3 3D Range Camera (IMEC)

Different 3D imaging methods have been analyzed and simulated. A range-imaging
hybrid camera concept was completed. The camera consists of a photo sensor and
its corresponding readout electronics. These two components are hybridized using
existing IMEC capabilities for wafer processing and flip-chip technology.

The photo sensor has been designed and fabricated at IMEC’s facilities. It uses
back-side illuminated (BSI) technology to increase the quantum efficiency and the
fill factor of the detector elements. The readout electronics have been designed to be
able to implement different range measurement methods in order to find the opti-
mum one. It was designed at IMEC and fabricated at a commercial CMOS foundry.

The system controlling the camera comprises an FPGA implementing the
control of the camera and the communication with the ADOSE central control
system and software. It also contains the necessary power supply, bias and
clocking sources. The sensor is located in a small PCB which is connected to the
main control PCB.

4.4 Harmonic Radar and Tags (VTT, TRIAD, UU)

The harmonic radar relies on intermodulation principle, which provides a smaller
frequency offset as compared to the traditional harmonic radar. The radar proto-
type transmits two nearby signals at the 77 GHz band allocated for automotive
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radars. Harmonic reflectors, or tags have a nonlinear component that create an
intermodulation response at a nearby frequency. Because nonlinear reflections are
rare in nature, tags can be easily identified from the radar reflection. If the tag is
carried by a vulnerable road user, he/she can be detected even in dark or fog.

Several nonlinear elements have been studied: Schottky diodes, ferroelectric
varactors and MEMS resonators. For longer detection range, semi-passive or
active tags can be used. In these designs, a switch (semi-passive tag) or an
amplifier (active tag) is used to achieve modulated backscattering. Tag antennas
are developed on a flexible substrate, to make tag integration into textiles and
curved surfaces easier. In the last year of ADOSE project, the radar and tag
concept has been tested and demonstrated in a laboratory setup.

4.5 Silicon Retina Stereo Sensor (AIT)

The ‘‘silicon retina’’ sensor technology is based on bio-inspired analogue circuits
that pre-process the visual information on-chip in parallel for each pixel. These
optical sensors provide excellent temporal resolution, a wide dynamic range and
have low power consumption [4].

Typical applications include vision systems for roadside traffic data acquisition,
real-time stereo vision systems for reliable person counting and in ADOSE high-
speed and low-cost ranging sensors for time-critical decision making functions. In
a first step the automotive requirements for such a sensor system were collected,
and the technical specifications were determined. In ADOSE the stereo high res-
olution (304 9 240 Pixel) SRSS was used as a pre-crash sensor for side-impact
airbags control.

Novel algorithms based on locality and timely correlation of asynchronous data
streams have been developed in order to fully exploit the advantages of the silicon
retina technology for safety–critical automotive applications. The stereo matching
and detection algorithm have been further enhanced and adapted to work with the
shorter baseline of 15 cm (45 cm of the laboratory prototype) [5]. The final
demonstrator is able to show functionality of novel time–space stereo matching
technique.

4.6 Data Processing and Functional System Integration
(MM, PARAGON, AIT, CRF)

The ADOSE sensor specifications (related to the communication bus, protocol and
data format), the software architectures and the test plans have been defined.
Algorithms for pre-processing of raw data have been defined in terms of high level
(flow chart) and low level (pseudo-code) design. The development of such
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algorithms (based on features extraction, timing and spatial common reference
between FIR and NIR sensors) has been completed with real data for MFOS and
NIR sensors and with data coming from FIR prototype sensor available.

Application oriented algorithm (AdaBoost) for vehicle classification has been
defined, developed and trained using different target vehicles in different
conditions.

As far as regard the 3DCAM, the SW has been based on simulator of the sensor.
Different working modes have been also provided (Normal, Recording and

Testing) in order to give the possibility to manage different situations, allowing
calibration procedures, and to reproduce on bench the behavior experienced during
the driving sessions for tuning of algorithms and parameters and for the analysis of
the results.

The Harmonic Radar (HR-TAG) raw data pre-processing algorithms for
detection, early sensor fusion, object tracking and feature extraction have been
developed and integrated in the radar ECU software module, and, finally tested
successfully using HR-TAG simulated data. Paragon’s radar ECU architecture is
modular and portable. The module is customizable, may support multiple radar
sensors as an early sensor fusion stage, and may retrieve the car dynamics from its
CAN-bus.

Classical and advanced stochastic algorithms have been implemented to
enhance the characteristics of detected road-users (RU). Objects and features
detected by the radar ECU are available to other ECUs, as well as, for further
object and situation refinement by any higher ADAS layer, to improve VRU
safety.

Test (indoor, outdoor, static and dynamic) procedures, test cases, and dynamic
laser testing technology have been defined. Test execution has been performed in
both indoor and outdoor environments and in both static and dynamic conditions.
Software for the testing technology (LIDAR) has been developed and tuned and
synchronization and communication procedures between NI/FIR framework and
LIDAR framework have been developed and set up.

5 The ADOSE Demonstrators

Two demonstrator vehicles were available for the Final review meeting and a final
demonstration was organized at the Centro Sicurezza test track of CRF (Torino):

• MFOS and FIR cameras for Warning Night Vision (CRF vehicle) (Fig. 3),
• SRS sensor for side pre-crash applications (AIT vehicle) (Fig. 3).

The first vehicle was equipped with CMOS NIR multifunctional camera inte-
grated in the internal rear-view mirror, low resolution FIR camera and NIR illu-
minators integrated in the headlight housings.

The interior of AIT demo vehicle has been modified to allow integration of a
fixed rack-mounting system. The camera demonstrator was installed in the inside
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of the vehicle at the rear window. At the final demonstration the output of the 3D
algorithm was shown in real-time for pre-crash side impact.
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Abstract Driving Assistances aim at enhancing the driver safety and the comfort.
Nowadays, the consumption is also a major criterion which must be integrated in
the driving assistances. Then, we propose to redefine the behavior of an ACC with
energy efficiency consideration to perform a Smart and Green ACC. We apply our
development to the specific use case of the electric vehicle that allows regenerative
braking. The ACC, once activated, operates under two possible modes (speed
control and headway spacing control). We define the behavior of the driving
assistance under these both possible modes, focusing on the distance control. We
present the efficiency of various strategies without trading off safety. We conclude
on the efficiency by presenting several use cases that show the SAGA behavior.
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1 Introduction

Daily traffic congestion or long trip on a highway brings up issues that the driver
must face during his driving experience. However, these tasks may generate anger,
stress or drowsiness. In a situation where the driver kept a constant clearance for a
long time, and suddenly facing braking, his reaction time is higher and may lead to
a collision. Automation, and automated driving seem to be one possible answer to
these problems, by delegating partly or totally the driving task. Many projects
during the 80’s and 90’s, have proved the feasibility of automated and autonomous
(without driver interaction) driving systems. Eureka Prometheus project in Europe,
or the US National Automated Highway System consortium conducted experi-
ments on real road of automated driving or platoon. Even if the concepts were not
fully adapted by car manufacturers, current vehicles benefit greatly from these
research. Since 10 years, the driving assistances are booming. However these
driving assistances present two major drawbacks:

• The optimization process behind the driving assistance aims only at maximizing
the safety and/or the comfort of the considered vehicle,

• In order to work, the driving assistance relies only on the perception systems
embedded in the vehicle: they are autonomous systems.

In today situation, the energy consumption is one of the major topic for the car
users: electric vehicles still have a limited range and for conventional vehicles, the
oil price has skyrocketed and the greenhouse gas emissions must be reduced.
The consumption criterion must be taken into account in the definition of a driving
assistance.

Moreover, communication devices and navigation devices become popular. In a
vehicle, we can consider that we have access to these systems to exchange data
with other vehicles and with the infrastructure. The driving assistance systems are
now cooperative and the driving assistance systems can sense the environment
behind the vehicle sensors range.

In the eFuture project, we focus on the shared control between the vehicle
automated systems and the driver for electric vehicles. The driving assistance we
propose, the Smart and Green ACC (SAGA), derives from a standard ACC
(Adaptive Cruise Control). It aims at optimizing the common criteria and also the
energy consumption. Moreover, the required variables come from the vehicle
sensors and from a digital map which includes information on the upcoming road.

With an Adaptive Cruise Control system, the driver delegates the longitudinal
control task. When the system is active, the vehicle speed is controlled automat-
ically either to maintain a given clearance to a forward vehicle, or to maintain the
driver desired speed, whichever is lower. Since 1997, car manufacturers propose
this system on their high-end cars. However, research is still active. Researchers
aim at evaluating the impact of the ACC on traffic, under congested situation [1] or
with improved strategies [2]. They also extend the range of possible speeds, driver
comfort, safety or road capacity [3, 4]. In 2006, the introduction of a vehicle to
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vehicle communication (cooperation ACC, C-ACC) allows to decrease drastically
the clearance to a forward vehicle [5] and also to create stable vehicle platoon. The
evaluation of the C-ACC [6, 7] shows promising results on road capacity and
safety. An ISO standard now defines the intended performance of the ACC [8].

In the following, we develop the Smart and Green ACC function. In the next
section, we define the function, the notations and the consumption model.
Section 3 explains the two problems: speed control and distance control. This last
point, being the main issue, as it means to handle both consumption and safety
criteria, will be developed in Sect. 4. The Sect. 5 presents simulation results. In the
last section, we conclude on this work.

2 Problem Definition

2.1 Adaptive Cruise Control

When an ACC system operates, the function is either in a speed control or distance
control mode (Fig. 1). In the first case, there is no vehicle in front of the considered
vehicle or in the distance of sensing. The vehicle aims at reaching a driver’s
desired speed. In the second case, a vehicle is in front of our vehicle. The system
aims at maintaining a clearance defined by the driver, as soon as the lead vehicle
speed is lower than the driver’s desired speed.

The general variables are represented on the Fig. 1, along with the Table 1, for
the description and units.

Moreover, [8] also defines the operating range of the driving assistance. The
assistance cannot be activated below a given speed Vmin, which must be higher
than 7 m/s. The average automatic deceleration of ACC systems shall not exceed
3.5 m/s2, while the acceleration is limited to 2 m/s2. the average rate of change of
an automatic deceleration (jerk) shall not exceed 2.5 m/s2. The ISO standard also
defines the minimal performance of the perception system according to the pos-
sible value of the speed and of the time gap.

Then, we have to define the behavior of the SAGA function for these two
modes: Speed Control and Distance Control.

Fig. 1 ACC architecture and generic use case
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2.2 Consumption and Efficiency Model

The consumption model that we define here, is based on the evaluation of the
torque needed, at each of the two motorized wheel, to overcome resisting forces
and generate the desired acceleration. It could be defined as:

T ¼ Rw

2
ð1
2

qSCxV2 þMgCrr þMG sin Ur þMcÞ ð1Þ

where Rw is the wheel radius, the air volumetric mass, SCx the air drag coefficient,
V the current vehicle speed, M the vehicle’s mass, Crr the rolling resistance coef-
ficient, /r the slope and c the vehicle acceleration. The engine speed, supposing

without sliding, is we ¼ V=Rw
. According with the torque definition, we evaluate the

kinetic energy and the electric energy that is either consumed or regenerated during
a period of time dt, depending on the value of the torque, in Table 2, where
gg; gb; g are respectively the efficiency of the transmission, the battery and the
motor. This last parameter depends on the torque demand and on the motor speed.

Using previous equations, we can then define the specific regenerative braking
area for a given electric motor associated with the regenerated power. A real
characteristic of regenerative deceleration is presented on the Fig. 2. It is obtained
from the first prototype of eFuture project. At low speed, the regenerative braking
is not high. The main reasons are technological choices and to avoid that a
regenerative braking leads to a blocked wheel. However, at low speed, the energy
that could be regenerated is low, because of the low speed of the motor.

The regenerative braking area could be easily approximated by the following
function :

cd Vð Þ ¼ cdec1
: V\V1

A
V : V �V1

�

ð2Þ

Table 1 ACC related variables

Variables Description Units

d Clearances to the lead vehicle m
V, Vd Speed of the ego vehicle, drive desired speed m/s
c Acceleration of the ego vehicle m/s2

T, Td Time Headway (T = d/V), driver desired time headway s
Vi Speed of the lead vehicle m/s
ci Acceleration of the lead vehicle m/s2

DV Relative speed (DV = Vi - V) m/s

Table 2 Energy definition for the consumption model

Energy Consumption Regeneration

Mechanic Em ¼ 1=ggTewedt Em ¼ ggTewedt

Electric Em ¼ 1=gbEmg Te; weð Þ Em ¼ gbEmg Te; weð Þ
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where A is a negative constant, cdec1
is the maximal deceleration below a given

speed V1.

3 SAGA Function

As described in the previous section, our SAGA function must cope with two
operating domain. The first one corresponds to the speed control case, where the
system must follow a driver’s desired speed. The second one deals with the problem
of distance control with a lead vehicle. The system must regulate the speed to
maintain a constant clearance expressed as a driver desired headway time.

3.1 SAGA Speed Control Function

In this operating mode, there is not many safety related issues considering the
interaction with the other road users, as, by definition, SAGA system operates in
this mode when no vehicle is detected in front of our vehicle.

The main idea is then to supervise the conventional behavior of the ACC by
defining a speed profile that includes the regenerative braking limitation and safety
issues using a digital map to provide the needed data: legal speed limit if lower,
can override the driver desired speed; approaching an intersection, the system
automatically decreases the speed limit; using the curvature and slope information,
a speed profile is defined to safely pass the curve. In this case, we extend the speed
profile computation defined in [9, 10] with the deceleration limitation of the
regenerative braking described previously.

Fig. 2 Regenerative braking
area for an electric motor
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3.2 SAGA Distance Control Function

The distance control function is far more critical as it directly deals with the
interaction between vehicles. The objective of the ACC is to regulate the error on
the clearance edðed ¼ d � TdVÞ around 0. Depending on the sensors used to
measure the distance, the algorithm may be more robust by integrating the error on
the relative speed DV . The resulting acceleration is a function of this two errors,
which is limited by the definition of the ACC. However, the regenerative braking
is often below this threshold: with only a regenerative braking, we cannot ensure
the same safety level of an ACC if we use the same strategy. Figure 3 shows the
safety domain of a conventional ACC and an ACC which uses a regenerative
braking. In this figure, we suppose that a front vehicle has a constant speed of
20 m/s and that the driver sets the time headway at 2 s.

The objective is then to regulate the acceleration of our vehicle to reach the
point 40 m; 20 m=sð Þ. We can define a limit curve as being the points ðd; vÞ which
allow to reach this point with a given braking capacity. The points below this curve
are in a safe area. As the regenerative braking is lower than the conventional ACC,
the safe area is smaller. If we want to keep the performance in term of speed, the
sensing range must be greater, at the opposite, if we want to keep the same
performance on the sensors, then the maximal speed must be smaller. In the
following, we suppose that we keep a constant maximal sensing distance and that
we limit the maximal speed.

4 SAGA and Distance Control Problem

We must handle two specific situations for distance control:

Fig. 3 Conventional ACC
and regenerative braking
safety domain
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• We approach a slow vehicle, starting at a given distance and speed in the safe
domain

• We follow a vehicle with an error ed at zero. The lead vehicle start to decelerate
with a deceleration that is greater than the possible deceleration.

For the first problem (see Fig. 4), we can suppose that the vehicle can either
maintain a constant speed until it reaches the limit of the safe area, then decelerate
at the regenerative deceleration (red path). Or that the vehicle starts to decelerate
early to reach a speed that is slightly higher than the lead vehicle, and then it dece
lerates slowly (orange path). Between these two extrema, we can tune the SAGA
strategy.

The main drawback of the second strategy is that the gap between the two
vehicles diminishes slowly. This situation allows a third vehicle to cut in our lane,
leading to possible strong deceleration of our vehicle. If we follow the first
strategy, and that the lead vehicle starts to decelerate, we may go out of the safe
domain. For instance, if the front vehicle decelerates to 17 m/s (green curve in
Fig. 4), our trajectory may quickly go out of the safe domain, losing the regen-
erative capacity, while the other strategy allows us to remain in the safe domain.
Therefore, we need to define a tradeoff between these two strategies.

For the second problem, we need, at least, to achieve at least the same safety
than a conventional ACC. For instance, we consider the following use case: a lead
vehicle that drives at 30 m/s, our vehicle is at the same speed and the time
headway is set at 2 s. The lead vehicle decelerates with a given deceleration ci up
to a speed of 7 m/s. The ACC system can achieve the deceleration without any
collision for a large variation of the lead vehicle deceleration, even if the time
headway drops to very low value (0.6 s for a considered deceleration of -8 m/s2).
Figure 5 represents the clearance when the vehicle reaches the same speed than the
lead vehicle. Even for a very strong deceleration, the vehicle does not collide.

Fig. 4 Variation of the
safe domain with a
deceleration of the lead
vehicle
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Using the regenerative deceleration only, it is not possible to obtain the same
safety level than a conventional ACC with the same use case (initial time headway
of 2 s, speed of 30 m/s and final speed of the lead vehicle of 7 m/s). The possible
solutions are:

• To increase the minimal time headway that is defined by the driver. However, to
obtain the same safety, we need to increase the minimal time headway up to 5 s.
The resulting distance is hardly achievable as the sensor range is limited and
other road user may cut in the space between vehicles.

• To switch to conventional braking if the time headway drops below a given
threshold. For instance, we can maintain a collision free system, as for a con-
ventional ACC, with an initial time headway of 3.7 s and an activation of a
stronger braking at a threshold on the time headway of 1.5 s.

• To switch to an emergency braking if the deceleration of the lead vehicle and
the distance drops below given thresholds. If the emergency braking can
generate a deceleration of -6 m/s2 when the time to collision (difference of
distance divided by the difference of speed) is below 2 s, we can set the minimal
time headway at 3 s.

As we want to use only the ACC system, then we choose the second option.
However, we do not evaluate the acceptability by the user of the resulting clearance.

5 Simulation Results

In the following, we develop two different use cases to present the efficiency of the
system. In a first scenario, our vehicle drives at the driver desired speed and it
approaches a slow vehicle. The second scenario shows the reaction on a cut

Fig. 5 Final clearance
as a function of the
deceleration of the lead
vehicle
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in situation. The new target first decelerates slowly to increase the clearance with
the previous lead vehicle, then accelerates to reach the traffic flow speed.

In the following, the ACC aims to regulate the distance at an headway of 2 s,
the SAGA parameter is at 3.5 s. For SAGA, we use the conventional ACC if the
headway drops below 1.2 s, and we start to control the vehicle with a 20 % longer
distance.

5.1 Approaching a Slow Vehicle

In this scenario (see Fig. 6), we suppose that the lead vehicle is at 150 m in front
of our vehicle. The lead vehicle’s speed is constant and equal to 20 m/s. SAGA
takes into account this front vehicle very early and decelerates slowly to reach the
same speed and the correct clearance. The clearance decreases slowly and the
complete maneuver takes more than 12 s. For the ACC, the same result is achieved
in 8 s. During this maneuver, the State of Charge (SoC) increases of 0.07 kw for
the SAGA, while it decreases of 0.05 kw for the ACC.

5.2 Vehicle Cut In

In this use case (see Fig. 7), we suppose that our vehicle follows a lead vehicle at a
speed of 20 m/s with a time headway of 3.5 s. At t = 1 s, a vehicle inserts at a
distance of 20 m in front of our vehicle. Its speed is 20 m/s and it decreases slowly
to 18 m/s in order to increase its gap with the lead vehicle. At t = 1 s, our vehicle
starts to decelerate, first with a regenerative deceleration, but as the new lead
vehicle may be dangerous, the system shift to a conventional ACC, without
regenerative capacity. During this deceleration, the vehicle’s speed drops to

Fig. 6 Approaching a vehicle, comparison of SAGA and ACC outputs on speed and state of
charge
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12.7 m/s. In the last phase the vehicle has to accelerate to reach the lead vehicle
speed and the driver desired time headway. The system manages this dangerous
situation without any collision.

6 Conclusion

In this article, we have presented the Smart and Green ACC, namely SAGA. This
application enhances the conventional ACC for electric vehicle with regenerative
capacity. The main aim of the application is to deliver, at least, the same level of
safety than a conventional ACC, and to integrate a consumption criteria. Given the
motor specification, and the possible deceleration, the tradeoff is to increase the
clearance and to replace the regenerative deceleration with a conventional braking
if the clearance drops below a low value. Moreover, the deceleration has to start
early to allow a regenerative braking when the vehicle approach a slower vehicle.
This behavior could maintain a large clearance for a long time, allowing a third
vehicle to cut in the gap. On daily situation, the driving assistance shows to be
efficient, increasing or at least maintaining the state of charge of the battery. We
demonstrate the efficiency and the safety of our application on two use cases.

However, the behavior of the driving assistance has a huge impact on the
acceptability: increased clearance, long deceleration and resulting smaller time
headway, which need to be evaluated under the user point of view.
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electric vehicles, based on an innovative Energy Management System (EMS). In
particular, a novel model-based EMS is proposed, which aims at reducing the
energy consumption on board by actively modifying the driving-style in real-time.
The proposed EMS is capable of tracking a desired discharge rate by means of
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the high-level energy control policies. Simulation and experimental results prove
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1 Introduction

The increasing cost of fuel, reduced availability of oil and environmental concerns
encouraged the spread of fully-electric vehicles (EVs). As EVs do not use oil in the
tank-to-wheel path, they can be regarded as a solution for the urban mobility of the
near future, see e.g., [1–3]. However, range anxiety, i.e., the fear of not having
enough battery State of Charge (SoC) to reach the desired destination, constitutes a
huge barrier to the spread of EVs. In fact, range anxiety is such that existing EVs
capabilities, in terms of driving range, are largely under-exploited. The upcoming
increase of recharging points number in urban areas can only solve a part of the
problem: charging might become accessible but still be time consuming and thus
significantly impacting on the vehicle usability. In view of these issues, it is of the
utmost importance to allow the driver feeling safe and confident that the final
destination can be in fact reached within the given battery charge.

To this end, EVs must be designed to cover the average driving ranges needed
by potential users, while also leaving some margin against variable traffic condi-
tions or more aggressive driving styles. This is quite tough to achieve, as users are
used to Internal Combustion Engine (ICE) vehicles, which generally cover longer
distances with a full tank, and for which re-charging (i.e., filling the tank when
empty) is a matter of a few minutes.

To address this challenging task, this paper proposes a novel Energy Man-
agement System (EMS), realized in the form of an active closed-loop state of
charge controller for EVs, enforcing limitations on the driving-style. Specifically,
once the desired battery discharge rate has been defined according to the specified
route to be covered, the corresponding tracking problem determines speed and
acceleration bounds that must not be exceeded by the vehicle in order to ensure the
desired energy consumption. To this end, low-level motion controllers enforce the
vehicle to stay within the prescribed limits by dynamically redefining the relation
between the gas handle and the torque generation logic. In this work, we focus on
light, two-wheeled EVs, as they represent an intriguing solution for green mobility
in urban scenarios. However, it is worth noticing that the proposed approach might
be extended to ICE vehicles: in this context, the proposed controller would allow
reducing energy consumption (and thus emissions), using exactly the same
rationale as that presented herein, with the sole difference that the regulated var-
iable would be fuel consumption in place of the battery discharge rate.

The structure of the paper is as follows: Sect. 2 presents the vehicle setup, while
Sect. 3 details the vehicle model. Further, Sect. 4 illustrates the proposed EMS
showing also the experimental results.
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2 Vehicle Setup

The test vehicle is a prototype, two-wheeled EV, equipped with a CAN-bus for
signal transmission (see Fig. 1). A Li-Ion battery stores the energy available for
the propulsion. An electric motor exchanges power with the rear wheel (the wheel
radius is denoted with rw) via a wet transmission with fixed transmission ratio Kg.
The motor is equipped with an electric motor drive (EMD) which converts the gas
handle opening signal geðtÞ into a motor torque set-point Tm;ref tð Þ via a static map,
which is an unknown function of geðtÞ and vehicle speed, vðtÞ. Such a set-point is
tracked by means of a control strategy which is embedded in the EMD itself and
not directly accessible, i.e., Tm tð Þ ! Tm;ref ðtÞ. In the remainder of the chapter, we
denote with TmðtÞ and FwðtÞ the motor torque and the force at the wheel,
respectively. The electric motor works both in traction and regenerative braking
mode; in particular, traction is achieved when ge tð Þ[ 0, while energy is recovered
in the battery by means of regenerative braking policies if and only if ge tð Þ ¼ 0:

Thus,

Fw ¼ fg ge; vð Þ ¼
ggjgTm; ge [ 0:
1
gg

jgTm; ge ¼ 0: ;

(

where gg is the transmission efficiency and jg ¼ Kgrw.
The vehicle ECU (the Gateway block in Fig. 1) measures the gas handle

opening requested by the rider, gdðtÞ, and processes such signal before sending it
to the EMD. Thus, the EMS influences the battery discharge by varying the torque
requested to the electric motor for a given value of gdðtÞ. As a consequence geðtÞ is
the control variable. Obviously, the open-loop operation is characterized by the
relation ge tð Þ ¼ gdðtÞ. Further, an estimate of the battery State of Charge (SoC)
nðtÞ is available for control purposes and the battery current ibðtÞ and voltage vbðtÞ
are measured by the gateway ECU. Finally, the vehicle longitudinal speed vðtÞ is
available on the CAN-bus. All signals are sampled at fs ¼ 100 Hz:

A Bluetooth module embedded on the gateway ECU manages the communi-
cation with the smartphone. The smartphone computational capability is exploited

Fig. 1 Schematic view of the instrumented vehicle
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for controller execution, as it runs the high-level control algorithms. Furthermore,
by means of a dedicated application (developed on both Android OS and on iOS),
the rider is made aware of the vehicle status and can play active role in the vehicle
energy management. In fact, the user can modify some parameters of the SoC
control loop via the smartphone human–machine-interface (HMI), [4].

3 Vehicle Dynamics Model

Consider a vehicle with mass M that proceeds at velocity v on a road with slope #
(#[ 0 indicates uphill roads). The vehicle longitudinal acceleration is _v. Denoted
with Ff the friction forces, Fs ¼ Mg sin# the slope forces (the term g represents
the gravitational acceleration) and Fbr the mechanical braking forces, the model of
the longitudinal dynamics has the form (see also [5] and [6])

M _v ¼ Fw � Ff þ Fs þ Fbr

� �

:

The friction forces can be described with a lumped-parameter model, i.e.,

Ff ¼ rf ;2v2 þ rf ;1vþMgrf ;0:

The quadratic term represents the aerodynamic drag force, the linear term
highlights the viscous components and the constant term indicates the rolling
resistance. The parameters rf ;ii 2 1; 2; 3f g were identified as detailed in [7].

To derive a complete energy-oriented model, we express the longitudinal
dynamics model in terms of power, namely

Pi ¼ Pw � Pf þ Ps þ Pbr

� �

! Pw ¼ Pi þ Pf þ Ps þ Pbr:

Notice that the power at the wheel Pw ¼ Fwv is the sum of the inertial power
Pi ¼ M _vv, the friction power Pf ¼ Ff v, the slope power Ps ¼ Fsv and the
mechanical braking power Pbr ¼ Fbrv.

Let us now introduce the battery power Pb ¼ vbib and the idle battery power
Pb;0, i.e., the idle constant power. The vehicle efficiency

g ¼
gt ¼ Pw

Pb�Pb;0
; ge [ 0:

gr ¼
Pb�Pb;0

Pw
; ge ¼ 0:

(

links the power at the wheel to the battery power. The battery SoC is defined as
_n ¼ �ib=Q0, where Q0 is the battery capacity. We adopt the electrical model of the
battery (see [8]) to describe the relation between the electrical quantities and the
battery power, i.e., Pb ¼ vbib ¼ vocib � Rbi2b, where vocðnÞ indicates the open-
circuit voltage, and Rb is the inner battery resistance. Finally, the complete
nonlinear energy-oriented model of the vehicle is
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_n ¼ �
voc �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2
oc � 4Rb Pb;0 þ gPw

� �
q

2RbQ0
;

and it outputs the battery SoC given a speed profile.
The unknown parameters were estimated with the following experiments:

• Coasting down experiments. The vehicle decelerates subject to the sole friction
forces (Fw ¼ 0; Fbr ¼ 0Þ, starting from maximum speed.

• Regenerative braking experiments. The vehicles decelerates subject to the
friction forces ? the regenerative braking force (Fw\0; Fbr ¼ 0Þ, starting from
maximum speed.

• Long-run experiments. The vehicle is ridden along a 13.3 km urban flat path.
Several quantities can be derived from these experiments by properly filtering
the measurements and approximating nonlinear terms, e.g., the efficiency, using
neural networks, see, e.g., [9].

To evaluate the quality of the validation results, we introduce two performance
indexes, based on the simulation error e, which is defined as the error between the
simulated output ~y and the real measurement y.

• Normalized squared L2-norm of the simulation error, defined as

JL2 ¼
L2 eð Þ2

LE Yð Þ2
;

where L2ðyÞ denotes the L2-norm of the signal y. This index gives insight into the
capability of the model in reproducing the real measurements, i.e., the fitting
performance.
• Normalized mean of the simulation error, defined as

Jm ¼
mðeÞ
mðyÞ ;

where mðyÞ is the sample mean of the signal y. This index is suitable for the
detection of non-zero mean errors, which may worsen the model prediction
capabilities.

Table 1 Performance
measurements evaluated on
three validation datasets

Rider JL2 Jm

Rider 1 0.06 0.007
Rider 2 0.053 0.055
Rider 3 0.045 0.039
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The cost functions were evaluated over the battery power data taken from 6
experiments carried out by 3 different riders. Validation results (collected in
Table 1) show that the energy-oriented model is suitable for the development of
the energy management control system (Fig. 2).

4 The Energy Management System

In this section we present the EMS depicted in Fig. 3. The proposed hierarchically
distributed architecture is composed of two main elements (refer also to [6]).

• The Gateway ECU, which hosts the speed/acceleration controllers, driven by the
speed and acceleration bounds provided by the external SoC control-loop. These
control systems have been located on the gateway ECU as they actively modify
the vehicle behaviour, thus posing safety–critical issues that need a time-
triggered control loop with guaranteed execution patterns.

• The mobile device. The smartphone runs the high-level control routines and acts
as a driver-to-vehicle and vehicle-to-driver interface. The energy manager
represents the core of the EMS and it provides the speed/acceleration bounds to
the low-level motion controllers.

Fig. 2 Validation of the energetic model. Time histories of the model output (black solid line)
and measurements (grey solid line). a Battery power (zoom). b Battery SoC
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Due to the fact that a smartphone is nested in the control loop, we refer to this
paradigm as smartphone-in-the-loop. The low-level motion controllers are detailed
in [6, 9]. In the following, we will focus on the energy manager only.

To better define the working principles of the EMS, let us introduce the spa-
tially normalized discharge n ¼ �dn=ds ¼ �ð1=vÞdn=dt. This quantity is a useful
indicator of the energy consumption on-board as it represents the projection of the
discharge rate of the battery over the spatial coordinate s. Notice that, given a
spatial interval Ds ¼ siþ1 � si, we can compute the average value of n as

navg ¼
1
Ds

Z siþ1

si

n ds ¼ 1
Q0

ib;avg

vavg
¼ Dn

Ds
¼ niþ1 � ni

siþ1 � si

:

Hence, the energy consumption over a flat path with length Ds can be fully
characterized by looking at the relation between vavg and navg. To study the relation
between these two quantities, we focused on a trapezoidal speed profile, whose
features (maximum acceleration, coast speed, deceleration, distance travelled) can
be regarded as a simple parameterization of a riding-style. Specifically, we studied
the impact on navg of perturbations on the coast speed/maximum acceleration,
using the identified vehicle model. The analysis showed that there exists a relation
(consumption map) between the maximum coast speed pv and the average spatially
normalized discharge, i.e., navg ¼ fcðpvÞ. Furthermore, a feasible value of navg is
always related to one single value of pv, i.e., pv ¼ f�1

c navg

� �

.
The energy manager structure is depicted in Fig. 4. Note, again, that the inputs

of the energy manager are the rider objectives, the battery SoC and the travelled
distance s, while its outputs are the speed/acceleration bounds.

The user interacts with the system through the SoC reference generation block.
Here, the rider specifies the objectives in terms of destination and desired final
value of the battery SoC. The smartphone computes the desired route using the
Internet connection, querying one of the providers of navigation data. Said sf

the length of the desired route, we denote with nref ðsf Þ the desired final value of

Fig. 3 Schematic view of the energy management system
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the SoC. On a flat road, an easy way to define a set-point is to track a spatially
linear SoC profile, namely

nref sð Þ ¼ n 0ð Þ � navg;ref sf ; navg;ref ¼
n 0ð Þ � nref ðsf Þ

sf
:

If the road grade is not negligible, the slope power Ps significantly affects the
power consumption at the wheel Pw and must be taken into account while defining
the control policy, i.e., the reference profile must be modified accordingly. The
interested reader may refer to [10] for a thorough analysis.

The energy manager works in a spatial domain. In particular, every �s meters, it
evaluates the one-step ahead consumption, i.e., it defines a value of average
spatially-normalized discharge no

avg that the vehicle must track in the following �s

meters in order for the SoC to track the reference, i.e.,

no
avg : n sþ �sð Þ ¼ nref sð Þ ! no

avg ¼
n sð Þ � nref ðsþ �sÞ

�s
:

This value is then passed to the consumption map, which provides the maxi-
mum coast speed, i.e., pv ¼ f�1

c ðnavgÞ. The speed/acceleration maps process the
maximum value for the coast speed in order to obtain the driving-style bounds, i.e.,
ðvb; abÞ. These maps are computed offline and have the form

ab v; pvð Þ ¼
ab;1 ¼ ab;min þ ab;max�ab;min

pv;max�pv;min
pv � pv;min

� �

; v\vt

ab;2 ¼ ab;1 � ab;1

pv�vt
v� vtð Þ; v� vt

(

vb ¼ pv

where vt is a threshold speed (set to 15 km/h) used to guarantee an acceptable level
of acceleration at low speeds. The acceleration limitation varies between ab;min and
ab;max (maximum vehicle acceleration). Note that when pv ¼ pv;max (maximum

Fig. 4 Schematic view of the energy manager block
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vehicle speed) the EMS interventions are limited, while pv ¼ pv;min implies great
interventions as the current driving style is not compliant with the desired dis-
charge profile of the rider.

We kept the shape of these maps as simple as possible; furthermore, several
riders tested the system with different maps: this shape comes also from their
feedbacks about the vehicle dynamics.

Experimental results are shown in Fig. 5. Figure 5a plots a comparison between
an open-loop and a closed-loop SoC profile. In particular, we computed the SoC
error with respect to a linear reference discharge policy. The percentage refers to
the SoC, namely n %½ � ¼ 100n. The vehicle was used in the same external con-
ditions, i.e., rider, path, day hour. Some comments are due: the open-loop SoC
profile diverges from the zero-error line, even if the rider tried to adopt a con-
servative riding style; the closed-loop system keeps the SoC profile as close as
possible to the SoC reference [note that the error is kept between (-0.5 0.8) %].
This situation is what we call ‘‘range assurance’’: the EMS intervenes so to attain
the desired level of energy consumption. In particular, we saved approximately
6 %, which corresponds to the 30 % of the energy depleted in the open-loop test.
In Fig. 5b the reader can appreciate the system robustness: two riders used the
vehicle over the same route and adopted the same SoC policy, i.e., the same
reference profile. Notice that the SoC profiles are quite different: this is mainly due
to the fact that the driving styles are rider-dependent. Nevertheless, the closed-loop
SoC profile tracks the reference in both cases, thus guaranteeing the correct ‘‘range
assurance’’.

Fig. 5 Experimental results. SoC error closed-loop vs open-loop as a function of distance in (a).
Closed-loop SoC as a function of distance for different riders in (b)
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5 Concluding Remarks

This paper presented a novel model-based energy management system for light-
electric two-wheeled vehicles, which allows reducing the energy consumption by
actively modifying the driving-style. The proposed hierarchical control architec-
ture is capable of regulating the battery state of charge by imposing a desired
discharge rate, which is tracked by means of low-level motion controllers that
regulate the vehicle dynamics according to the high-level energy control policies.
Extensive experimental results proved the effectiveness of the approach.
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Cooperative Systems in Motorway
Environment: The Example
of Trento Test Site in Italy

Filippo Visintainer, Leandro D’Orazio, Marco Darin
and Luciano Altomare

Abstract Cooperative systems play a major role in the reduction of road accidents.
Among several research initiatives, field trials allow to evaluate cooperative system
performance as well as their impact on end-users. Field Operational Tests, such as
DRIVE C2X EU Project, are being carried out by major players in several sites
across Europe. In this context, an Italian Test Site close Trento city addresses free-
flow scenarios on a motorway. Applications based on vehicle-to-vehicle and
vehicle-to-infrastructure cooperation provide alerts directly on-board. This paper
describes the Italian Test Site, including vehicle fleet and infrastructure elements.
It outlines a specific application tested and preliminary experimental results.

Keywords Test site � Cooperative system � Wrong way driving � Vehicle-
to-vehicle � Vehicle-to-infrastructure � ITS-G5 � IEEE802.11p � Communication

1 Introduction

Road safety and traffic efficiency still represent major issues to solve for a sus-
tainable transport in future society. Accidents, delays, high fuel consumption as
well as discomfort while driving are becoming a less and less acceptable cost of
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individual mobility, which sums to the collective cost in terms of environmental
impact caused by traffic congestions. Among the approaches for safe and efficient
driving, Intelligent Transportation Systems (ITS) based on the cooperation among
vehicles and road infrastructure through low-latency wireless communications,
have been addressed by several research initiatives. Through vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) data exchange using ITS-G5/
IEEE802.11p, cars, roadside elements and service centres back-ends form a highly
responsive cooperative system, capable of rapidly sharing and processing infor-
mation about the surroundings. In particular, this article will refer to the ETSI
standard communication architecture [1], where communication among nodes is
primarily based on the transmission of Cooperative Awareness Messages (CAMs)
and Decentralized Environmental Notification Messages (DENMs). CAMs [2] are
generated by each ITS station providing information related to presence, position
and status of itself to other neighbouring nodes. This kind of messages can be
transmitted at a frequency varying from 1 to 10 Hz (depending on the vehicle
type) and their broadcast diffusion is strictly limited to the radio coverage of the
system (i.e., single hop distance). DENMs [3] are event-based messages mainly
used by cooperative road hazard warning applications for alerting road users about
detected dangerous situations (e.g., collision risk warning, emergency electronic
brake light). These messages are repeated at a given frequency by the transmitting
ITS station and their diffusion persists for the whole event duration. If critical
events are detected, drivers are then provided with early warning whenever a
hazard or traffic congestion may affect them, much earlier than their own per-
ception, and even earlier than automotive detection systems. The safety margin is
thus increased to the preventive safety region, whereby the user can still react and
safely avert dangers, avoid congestions, or behave in a more efficient way in
queue-forming conditions. Research projects at national and international level
have been going on in Europe, spanning from the enabling technologies and
applications [4, 5], and providing guidelines for deployment and standardisation
[6]. Lately, cooperative systems are being experimented in large scale Field
Operational Tests (FOTs) [7], whereby stakeholders can assess V2V- and V2I-
based applications not only from technical perspective, but also from the impact
they will have in future society. In DRIVE C2X FOT [8, 9], co-funded by the
European Commission DG Connect within the 7th Framework Programme, major
OEMs, equipment suppliers, road operators and research institutes are testing a
common cooperative system in seven test sites across Europe, covering a whole set
of scenarios, environments and local adaptations. One of the test sites is located
near the city of Trento, it is led by FIAT Research Centre (CRF) together with the
local operator Autostrada del Brennero (A22 motorway), and focuses on free-flow
scenarios on a segment of the local motorway. A fleet of equipped vehicles is
operational along the motorway, to test V2V–V2I cooperation for on-board
warning, e.g. of traffic jams, broken-down cars ahead, speed limits, approaching
emergency vehicle. Cooperative systems give the possibility to develop applica-
tions that inform incoming drivers more effectively, in terms of timeliness,
distance and on-board warning strategies, further reducing collision risks. In this
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paper the architecture of the cooperative system and the specific Wrong Way
Driving function are presented, as deployed at the Italian Test Site. Then, pre-
liminary results of experiments on vehicular ITS-G5 connectivity are reported.

2 Test Site Overview

The Italian Test Site is located near the city of Trento in northern Italy, along the
A22 motorway. The latter is a 314 km toll road with 2 lanes per direction, con-
necting Italy with northern Europe, thus having a consistent flow of commercial
vehicles, but also tourist flow peaks in specific periods. The motorway is already
equipped with ICT infrastructure for mobility. The Test Site is a 9 km long section
between ‘‘Rovereto Nord’’ and ‘‘Rovereto Sud’’ toll stations, dedicated to coop-
erative applications and tested by the FOT fleet.

2.1 Vehicle

The cooperative vehicle prototypes of the Test Site fleet (Fig. 1) are provided by
CRF and host the Vehicle ITS Station (VIS) of the DRIVE C2X reference system
[1, 10–12].

The system, schematically represented in Fig. 2, is based on two on-board
computers: a Communication Control Unit (CCU) and an Application Unit
(AU). The AU operating system is Linux-based and runs the cooperative
applications via OSGi framework, collecting GPS data for positioning and
vehicle data from CAN bus. It is connected to CCU for short range and UMTS
for long-range communication. The CCU is mainly dedicated to short range
communication using ITS-G5 and it is connected to an omnidirectional antenna
on the car roof.

Fig. 1 CRF fleet: Vehicles aligned at a demonstration (left); Lancia Delta prototype (right)
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One sample vehicle was tested in the System Test Site of DRIVE C2X in Hel-
mond, the Netherlands, to validate the set-up. Then, a fine tuning phase followed in
Trento to obtaining the final prototypes.

2.2 Road Infrastructure

Cooperative infrastructure has the primary function to enable roadside-based
applications, enhancing the capability of existing equipment, for example Variable
Message Signs, through short range communication with incoming vehicles. In
turn, existing infrastructure can provide useful data on road conditions to the Test
Site. In terms of architecture, Roadside ITS Stations (RIS) like VIS are based on an
ITS-G5 Communication Control Unit and an Application Unit. The CCU is
connected to reflector antennas placed on roadside poles or gantries. Roadside
CCUs are connected to AUs and Service Centre terminals via fibre optics. In
parallel to V2I communication, roadside infrastructure is used to measure local
conditions. Existing roadside components include traffic and weather sensors,
whose interface has been adapted by Autostrada del Brennero to provide data to
the Field Operational Test analysts, so that the boundary conditions of each trial
can be evaluated. In addition, for V2I, five RIS have been installed. The following
picture (Fig. 3) reports their placement along the motorway.

RIS 901 and RIS 905 were placed at the north and south boundary of the Test Site,
902 was placed at the Gas Station, to inform in case of Wrong Way Driving, while
RIS 903 and RIS 904 were placed close to each other to test continuous coverage.

Fig. 2 Scheme of in-vehicle system demonstrator

150 F. Visintainer et al.



3 Functions of the Test Site

The functions addressed by the Italian Test Site are Wrong Way Driving, In Vehicle
Signage, Car Breakdown Warning, Road Works Warning, Motorcycle Warning,
Traffic Jam Ahead Warning, Slow Vehicle Warning, Approaching Emergency
Vehicle. More functions can be implemented and tested in the future. An important
aspect of this large scale FOT is the fact that these functions are provided by project
OEMs and research centres, e.g. for this Test Site CRF, Opel, PSA, Ford, Honda,
Fraunhofer Fokus. Functions are tested and compared in multiple test sites, to account
for the distinct geographical and road characteristics as well as for the legacy systems
already in place. For instance, In-Vehicle Signage function allows the Service Centre
to send messages to the drivers via vehicle-to-infrastructure communication. The
driver’s behaviour is then monitored with and without the function, to infer the impact
of the function on driving behaviour [13]. A specific function of the Italian Test Site is
Wrong Way Driving. In motorways, wrong way driving may happen at Gas Stations
or rest areas mainly in two kinds of situations. In the first scenario, the driver leaves the
station and, due to its own condition or to adverse factors such as lowered visibility,
proceeds towards the station entrance instead of the exit. If not informed, the driver
will enter the main road in opposite direction. This case is typically unintentional and
rare, but when it happens the connected accident risk is very high. In the second
scenario, a driver about to enter the gas station suddenly decides to return to the main
road. Instead of crossing the station, he/she drives backwards along the entrance lane

Fig. 3 Test Site overview
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and resumes driving in the correct direction once on the main road. Some past cases
concerned heavy vehicles entering rest areas to stop overnight, but finding no place.
They decided to save time moving backwards, instead of crossing the narrow passage
among other parked trucks. This scenario happens more frequently than the former
one, and although the hazard is limited to the time of reverse maneuver, there is a high
risk for vehicles approaching the station in that moment. Wrong Way Driving
function should thus guarantee a prompt detection and immediate warning of the
approaching cars, as well as the offending car itself, to avoid or limit the consequences
of a vehicle proceeding along the highway in opposite direction. An implemented
solution is constituted by sensors able to detect the direction of the vehicle passing on
the entrance lane. The passage of the vehicle determines the trigger of the alarm
condition through light and sound indicators located along the entrance lane to warn
the wrong way driver. In critical conditions, the Service Centre is informed. A way to
enhance the effectiveness of this solution is the integration of DRIVE C2X cooper-
ative system, which allows in addition to transmit warning messages to incoming
vehicles, through Wrong Way Driving function. Wrong Way Driving works either
through a command from the Service Centre or through an autonomous trigger by
the local sensors. Based on these inputs, the function sends via ITS-G5 a warning
message using DENM standard format [3], in order to inform drivers about the risk.
The on board application of the Vehicle ITS station receiving the message analyzes its
content, checks its validity and finally provides the warning to the driver. Incoming
vehicles are thus warned more effectively, both in terms of space–time as well as in
terms of warning strategies. Indeed, the alert is displayed directly on board and
filtering false alarms and signal redundancies, through algorithms which depend on
vehicle direction, approach and geographic position.

4 Preliminary Experiments on the Italian Test Site

This chapter illustrates preliminary tests to characterise the message reception by
vehicles approaching the RIS used for Wrong Way Driving near the Gas Station.
In particular, the communication performance was tested, for the safety margin
extension. In addition, another scenario and location was addressed, to provide an
example of the dependency of short range communication on the geometrical and
geographical characteristics, as also other studies report [14, 15].

4.1 Communication Coverage: Experimental Set
up and Tests

The car used was a Lancia Delta demonstrator, equipped with DRIVE C2X
Vehicle ITS Station, using NEC Linkbird CCU connected to 5.9 GHz omnidi-
rectional antenna MOBILEMARK ECOM6-5500, with 6 dBi nominal gain. The
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first Roadside ITS Station addressed, RIS 902, is installed on an overhead gantry
300 m north of the gas station and 11 m above the road surface. It is equipped
with a NEC CCU, connected to two corner reflector 5.9 GHz antennas,
MOBILEMARK SCR14-5725, each having 14 dBi nominal gain, beam width 30�
in azimuth and 60� in elevation. In particular the antenna heading north, informing
the vehicles in direction south of possible ghost drivers, was addressed. Both VIS
and RIS CCUs have been configured with an output power of 21 dBm. Without
considering cable and insertion losses (\2–3 dB), this yields 27 dBm total
transmit power on the vehicle, while on the roadside, accounting for power splitter
attenuation and antenna gain, 32 dBm total transmit power in each direction of the
motorway. First, trials at typical motorway speeds were carried out, namely 10
trials at 90 km/h on the right lane and 10 trials at 130 km/h on the left lane
respectively, to evaluate communication in free-flow conditions and to locate the
areas of interest for subsequent static accurate measurements. Based on the results,
static tests were planned, with the support from A22 operators, for safety reasons.
Seven test points were selected (Fig. 4), where the vehicle stopped for the
acquisition of RIS 902 CAMs [2]. The test point selection criteria was based on the
message reception rate, to spot the area where this rate increased to almost 100 %.
The acquisition at each point lasted 10 min, in order to gather a statistically
relevant number of samples, considering the 1 Hz frequency of RIS messages.
Experiments were repeated on another roadside station, RIS 904, installed on the
roadside and 9 m high, for comparison.

The following graph in Fig. 5 reports the measured Packet Delivery Ratio
(PDR) versus the distance between Vehicle and Roadside ITS Station. The PDR is
intended as the ratio between received and transmitted packets, and is measured in
the Vehicle ITS Station collecting the CAMs sent by RIS 902 at 1 Hz. When an
incoming message is available for the vehicle application, it is logged with the
in-vehicle system timestamp. Both VIS and RIS are synchronised, as the following

Fig. 4 RIS 902 and RIS 904 location on OpenStreetMap
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section reports. In static tests, PDR was computed from a sequence of 500–700
transmitted messages, while in dynamic tests, PDR was inferred from the peri-
odicity of the received messages, averaged over multiple trials across the Test Site.

Test results show that the vehicle started receiving roadside beacons between
1,400 and 1,200 m. A steep increase in the PDR happens between 1,200 and
1,000 m. Static measurements show that a PDR close to 100 % is reached at
longer distance, as expected. However, there is a very sudden change of reception
rate around 1,250 m (Fig. 6). A possible explanation could be the geographic
characteristics. Indeed, RIS902 antenna heading north faces a free and almost flat
landscape up to 1 km, followed by a slight bend between 1.1 and 1.5 km.

Moving to test results on RIS 904 (Fig. 7), an analogous behaviour of the PDR
was measured, but on a different scale, as can be seen in the following graph.
Communication range is around 300 m, much lower than the previous case.

Compared to the straight road segment before RIS 902, the road before RIS 904
passes through a hilly environment and is flanked by woods (Fig. 8). When
reaching the area from direction north, RIS 904 is installed just after a curve and
becomes in free line of sight only from around 500 m.

These landscape characteristics could explain the overall lowering of range
with respect to RIS 902, and maybe the better results of 130 km/h with respect of

Fig. 5 RIS 902, PDR versus distance

Fig. 6 RIS 902: Static test area (left), Static test point (right)
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90 km/h trials, thanks to a longer vehicle-to-infrastructure line of sight in the
overtaking lane. Static measurements give the best results, as the good conditions
of stopped vehicle might counterbalance the lowered line of sight. Overall, it can
thus be expected that a vehicle at 130 km/h with this equipment, receives mes-
sages before approaching the area of interest with 27 s advance for RIS 902 and
8 s advance for RIS904, respectively.

4.2 Latency: Experimental Set up and Tests

Latency measurements were performed on a warning message from RIS 902. The
road side system is time synchronized with a NTP server provided by Autostrada
del Brennero, the latter being synchronized with GPS time. The vehicle system is
also time synchronized via the specific software module NTPD, used in conjunction
with the vehicle GPS sensor and the related software component GPSD in the
Application Unit. The car uses a 5 Hz GPS sensor on board (U-BLOX EVK-6H),
and the vehicle application unit is running a specific software module NTPD with

Fig. 7 RIS 904, PDR versus distance

Fig. 8 RIS 904: Static test area (left), Static test point (right)
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GPSD to synchronize the system clock internally and provide time synchronisation
to other in-vehicle devices. Measurements were carried out collecting data from the
receiving vehicle in static conditions at 350 m distance from RIS 902, for about
30 min. To measure latency, the generation timestamp of the received DENM
message was compared with the timestamp corresponding to the instant at which
the received message was available for the listener application, since each DENM
packet has its generation timestamp stored internally. This means an end-to-end
latency between the application layers of emitting RIS and the receiving Vehicle
ITS Station (Fig. 9). Measurements over 2,000 received messages gave an average
time delay of 42 ms with a standard deviation of 6 ms. This latency was measured
to evaluate the time until data are available to the HMI. The measured value is
below the requirements of 100 ms set by ETSI for ITS [16].

5 Conclusions

Within the worldwide framework of cooperative system, Field Operational Tests
allow for a thorough evaluation of C2X systems, the assessment of their impact,
and the set-up of test sites as a groundwork of an Interoperable pan-European
cooperative system. As a whole, test sites represent an opportunity for both car
manufacturers and road providers to assess their applications in real, free-flow
scenarios. In the Italian Test Site, cooperative systems have been adapted to the
existing motorway infrastructure, with the aim of improving safety thanks to
vehicular networking. Several functions are being tested by a fleet of equipped

Fig. 9 Application-to-application latency measurement
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vehicles. During the tests, data are collected of communication, application
behaviour, vehicle dynamics and environmental conditions. First steps of the
testing were the technical characterisation of the implemented system for the
applications addressed, considering the Test Site specific installation. Preliminary
tests focussed on the ITS-G5 data reception in the vehicle along the motorway,
measured in terms of packet delivery ratio and end-to-end latency of the V2I
communication, to evaluate the extension in space–time of the safety margin
thanks to the early warning on board the vehicle. The tests showed how the
specific environment and installation strongly affect the behaviour of vehicle-
to-infrastructure communication, as is evident comparing the figures of two
roadside stations versus the local characteristics. As a whole, vehicle connectivity
with infrastructure in the motorway environment of the Test Site gave good results
up to 1,000 m in free line of sight. These values are confirmed by further tests on
other roadside units. Concerning latency of messages, 42 ms was measured as an
average end-to-end latency among application layers in these preliminary tests.
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GuideWeb: Information Acquisition
Analysis in a Conceptually
Infrastructure-Free Vehicle
Navigation System

Bernd X. Weis

Abstract GuideWeb is a support network for vehicle navigation and guidance. It
is constituted by the cooperation of a multitude of autonomous MapSynthesiser
located in the vehicles. A MapSynthesiser, being the autonomous constitutional
core of GuideWeb, receives over radio communication traffic flow information via
information-enhanced maps (called map syntheses) from other GuideWeb
participants’ MapSynthesiser. It creates from received map syntheses and the
information of its own travel route a new map synthesis, which is then broad-
casted. MapSynthesiser provides timely and accurate information on traffic flow,
density and trend on how traffic will develop as well as traversability everywhere
within a radius of approx. 100 km to a navigation system for driver assistance.
MapSynthesiser cooperation is based on short range radio communication
e.g. Wireless Local Area Network (WLAN) according to IEEE 802.11 standards.
Further, the information acquisition analysis shows that a MapSynthesiser density
of only 2 % in a medium traffic load class enables the acquisition of 500 km of
route information in approx. 15 min.

Keywords Vehicle navigation � Privacy � Ad-hoc-networks � Autonomous
Systems � Data acquisition � Dynamic systems

1 Introduction and Background

There is an increasing demand for individual traffic and route information and
navigation. The existing systems are typically based either on elaborate infra-
structures for traffic measurement or on traffic patterns derived e.g. from individual
mobile phone movements. Both concepts have their drawbacks.
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The first one requires substantial investment into setting up the infrastructure;
its maintenance incurs cost and should result in some profits. Therefore, this
service for the end user can’t be free of charge. Furthermore, the measurement
infrastructure is typically only available on motorways.

The second one collects data by tracking individual user-movements e.g.
mobile phones. By processing this data and matching it to maps allows the deri-
vation of traffic flow estimations. This process can’t ensure privacy as patterns of
movement of individuals are recorded. The potential misuse of this data mandates
a rigid supervision of the process by independent auditors.

v2v communication allows a variety of applications e.g. communicating to
other vehicles dangerous situations [1–3] and/or mobile Internet [4, 5] with their
corresponding issues of security [6] etc. A German study [7] indicates that v2v
communication networking will not be in place before 2020.

This sets the scene for the concept presented here. The requirements derived
from above are:

• to create most up-to-date traffic flow information and navigation support
everywhere—city, over-land or motorway (ubiquity),

• to offer most up-to-date information on temporarily traversable/non-traversable
routes not provided by the maps of a navigation system,

• to ensure privacy and data security,
• to avoid recurrent service charges.

The implications of these requirements are manifold. The most important one
is: no investments into infrastructure and no cost for system maintenance. The
direct implication is that no centralized processing, evaluation or distribution unit
must be required for the functioning of the process.

The concept GuideWeb presented in the following fulfils these requirements
[8–10]. GuideWeb is a systemic process, in which a multitude of autonomous
participants are involved. A similar concept has been presented in [11].

This paper describes briefly the functioning and implementation of GuideWeb.
First the concept of GuideWeb and the autonomous MapSynthesiser as its con-
stituting element is introduced. The next two sections present the MapSynthesiser
and its map processing capabilities. Simulation results that quantify penetration
requirements and a conclusion complete the paper.

2 GuideWeb and MapSynthesiser

The principle of GuideWeb is intriguingly simple—one gets information, pro-
cesses it, uses it and distributes the processed information. Information is freely
offered and everyone can take it (give and take). GuideWeb is constituted by a
multitude of participants where the participants continuously broadcast their
information and knowledge about current traffic and environment in the form of
map syntheses. A map synthesis is a data compressed form of the synthesized map
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(NowMap) derived from the aggregation of all routes GuideWeb participants have
traversed including averaged speed and traffic density information of route seg-
ments. Thus, the individual map synthesis is built up from every participant’s best
knowledge of traffic flow and environment. In order to facilitate this process each
participant is equipped with a device called MapSynthesiser of which the func-
tional diagram is shown in Fig. 1.

The MapSynthesiser is typically a software application (executing together with
a navigation application), which autonomously enables the functionalities of the
GuideWeb only requiring connectivity from the communication platform and
some basic vehicle information. MapSynthesiser provides timely and accurate
information on traffic flow and density as well as traversability of roads every-
where within a radius of approx. 100 km. This information can be further
processed and displayed to the driver e.g. by a navigation system. The MapSyn-
thesiser generates the NowMap, the representation of the current information and
knowledge about the environment, from which the broadcasted map synthesis is
derived.

Conceptually GuideWeb is self-organizing and self-contained and independent
of any infrastructure. Functionally GuideWeb rests entirely on the cooperation of
the multitude of autonomous MapSynthesiser nodes.

3 Analysis of Information Acquisition in MapSynthesiser

The following analysis discusses how quantitatively MapSynthesiser acquires
route information. Two cases will be considered.

Receiving a 
multitude of
map syntheses

Processing them 
to create
NowMap

Broadcast a 
compressed version of 
NowMap

MapSynthesiser

Map Synthesis 2

Map Synthesis 3

Vehicle 
Information
e.g. position

time

Receive
Map
Syntheses

Process
Map
Syntheses
+ Sensor
Inputs

Broadcast
Map
Synthesis

NowMap

Map Synthesis 1

Map Synthesis

Navigation
Information
map synthesis

Fig. 1 Functional diagram of the MapSynthesiser
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The first case is based on the scenario that all MapSynthesiser in a specific area
start collecting information at the same time, i.e. all MapSynthesiser have no
information about the environment.

The second case is based on the scenario that only the MapSynthesiser under
consideration has no information at all. The other MapSynthesiser have already
acquired information of the environment. Reality is somewhere in between—
however it is safe to assume that it is closer to the second case than to the first.

The system to be analyzed is rather complex and the full stochastic analysis is
rather tedious. Therefore, the analysis given in the following restricts itself to a
mean value analysis. The main results are not affected by this limitation.

3.1 Definitions and Notations

When describing traffic situations typically the following two parameters are
stated:
Traffic flow (or flux) Q Number of vehicles per time unit
Traffic density D Number of vehicles per length unit

Traffic flow and traffic density relate through the average vehicle velocity, i.e.

vav ¼ dQ
dD or in the steady state vav Steady State ¼ Qav

Dav

The following table classifies traffic density in traffic load classes with Traffic
density = Number of Vehicles per km.

It is called ‘‘encounter’’ when in traffic two vehicles both equipped with a
device executing MapSynthesiser exchange route information. For further expla-
nation of the notations see Fig. 2.
tEn Point in time of encounter n
sn Time period between encounters n and n ? 1
Kin(t) Route information in km stored in the map of MapSynthesiser i after

encounter n at time t
Si(sn) Distance in km driven of MapSynthesiser i between encounters n and

n ? 1
Kmax Maximum route information in km that can be stored

Traffic density Traffic load class

0–16 Low
16–23 Medium
23–32 High
32–45 Very high
45– Overload

162 B. X. Weis



Pi(sn) Maximum route information in km that can be processed in time sn

between encounters n and n ? 1 (determined by processing power of
MapSynthesiser computing platform)

a Parameter to account for maps not completely matching in their
respective map areas.

3.2 Route Information in MapSynthesiser

The route information available in MapSynthesiser i at time t is the information at
the last encounter Kin(tEn) and the information from its own travel experience
Si(t - tEn) adjusted by the information load already in place, which accounts for
multiple traversed route segments, i.e.

Information load adjustment: 1� KinðtEnÞ
Kmax

� �

:

During the encounter n ? 1 the route information Kjm(tEn) received in
encounter n from MapSynthesiser j is processed into the route information Kin(tEn)
creating Ki(n+1)(tE(n+1)). However, since the processing power of the platform on
which MapSynthesiser is executing is limited only that information that is actually
processed contributes to Ki(n+1)(tE(n+1)). This accounts for the minimization term.
Further, since the some of the route information may not be of relevance the
minimization term is adjusted by the parameter a as defined above. Hence,

Kiðnþ1ÞðtEðnþ1ÞÞ ¼ KinðtEnÞ þ ðSiðsnÞ

þ a MinfKjmðtEnÞ; PiðsnÞgÞ 1� KinðtEnÞ
Kmax

� �

:

Case 1: GuideWeb in formation state

For a more detailed analysis of this formula assume that all MapSynthesiser start at
the same time t = 0, i.e. GuideWeb is in the process of being formed. Then,
stochastically there is no difference between Kin and Kjm with respect to the size of
the route information available, thus

Kiðnþ1ÞðtEðnþ1ÞÞ ¼ KinðtEnÞ þ ðSi snð Þ

þ a MinfKinðtEnÞ; PiðsnÞgÞ 1� KinðtEnÞ
Kmax

� �

:

t

tEn tE(n+1)n

Pi( n)

tE(n+2)n+1

Pi( n+1)
Encounter with

MapSynthesiser j

τ τ

ττ

Fig. 2 Definition of notations
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Case 2: GuideWeb in steady state

In this case the MapSynthesiser enters the system when it is already in steady state.
The information acquisition is only limited by the processing power of the com-
puting platform, thus

Kiðnþ1ÞðtEðnþ1ÞÞ ¼ KinðtEnÞ þ ðSiðsnÞ þ a PiðsnÞÞ 1� KinðtEnÞ
Kmax

� �

:

3.3 Average Case Analysis

In order to evaluate this formula the average case is analyzed. For that assume that
the encounters in which map information is exchanged between vehicles in traffic
is with respect to time equidistant, i.e. sn = s for all n. Thus, tE(n+1) = tEn ? s.

The size of the map information available in MapSynthesiser i at the (n ? 1)-st
encounter is given by

Case 1:

Kiðnþ1ÞðtEðnþ1ÞÞ ¼ KinðtEnÞ þ ðSiðsÞ þ a MinfKinðtEnÞ; PiðsÞgÞ 1� KinðtEnÞ
Kmax

� �

:

Case 2:

Kiðnþ1ÞðtEðnþ1ÞÞ ¼ KinðtEnÞ þ ðSiðsÞ þ a PiðsÞÞ 1� KinðtEnÞ
Kmax

� �

:

3.4 Average Case Results

For the following it is assumed that the route information corresponding to 3,000 km
road can be handled in MapSynthesiser which corresponds to a payload size for
transmission of approx. 100 kB. When the transmission is based on WLAN using
the UDP protocol the payload is limited to 1,522 Byte. Thus, the information to be
transmitted is broken down in suitable chunks of payload whose sizes don’t exceed
1,522 Byte resulting in approx. 75 messages each representing approx. 40 km of
road information. A received message (*1,350 Byte payload) needs less than 1 s
processing time. This processing time has been determined on an ASUS 636 N with
Windows Mobile 5. But MapSynthesiser is not the only application executing on the
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platform, at least a navigation application runs in parallel; therefore only a certain
percentage is available for MapSynthesiser execution.

In summary

Maximum length of 1 map (Kmax) 3,000 km (\100 kByte)

75 messages (per 1 map): ) 40 km per message
Processing time for 1 message = 1 s ) lmax = 60/min
Processing time for MapSynthesiser 25 % ) l = 15/min
Traffic density: 30 vehicle/km @ 50 km/h (both directions) ) Traffic flow: 3,000 vehicle/h

Case 1: Evaluation With Respect to Traffic Density

Figure 3 presents the results for the following parameter settings:

Parameter Value Traffic load class

a = 0.8
Traffic density = 10–40 veh./km From low to very high
Traffic flow = 1,000–4,000 veh./h
MapSynthesiser density = 1 and 2 %, resp.
Share of processing power = 25 %

Acquisition time in minutes of 500 km road information

Traffic density

MapSynthesiser density (%) 10 20 30 40

1.0 46 26 21 15
2.0 26 15 11 9

Fig. 3 Road information in MapSynthesiser in km vs. acquisition time with traffic density as
varying parameter
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Case 1: Evaluation With Respect to MapSynthesiser Density

Figure 4 presents the results for the following parameter settings:

Parameter Value Traffic load class

a = 0.8
Traffic density = 20, 30 vehicle/km Medium and high
Traffic flow = 2,000, 3,000 vehicle/h
MapSynthesiser Density = 0.5–3.0 %
Share of processing power = 25 %

Acquisition time in minutes of 500 km road information

MapSynthesiser density

Traffic density 0.5 % 1.0 % 1.5 % 2.0 % 2.5 % 3.0 %

20 47 26 19 15 13 11
30 33 19 14 11 9 8

Fig. 4 Road information in MapSynthesiser in km vs. acquisition time with as MapSynthesiser
density varying parameter
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Case 1: Evaluation With Respect to Processing Power Share

The acquisition times in min of 500 km road information for the following
parameter settings

Parameter Value Traffic load class

a = 0.8
Traffic density = 20, 30 vehicle/km Medium and high
Traffic flow = 2000, 3000 vehicle/h
MapSynthesiser Density = 2,0 %
Share of processing power = 25–10 %

show only minor variances with respect to the share of processing power.

Processing power share

Traffic density 25 % 20 % 15 % 10 %

20 15 15 15 15
30 11 11 11 11

Case 2: Evaluation With Respect to MapSynthesiser Density

In this case the MapSynthesiser enters the system when it is already in steady state.
The processing of the data exchanged is then only limited by the processing power
of the computing platform.

Fig. 5 Road information in MapSynthesiser in km vs. acquisition time with MapSynthesiser
density as varying parameter entering GuideWeb in steady state
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Figure 5 presents the results for the following parameter settings:

Parameter Value Traffic load class

a = 0.8
Traffic density = 20, 30 vehicle/km Medium and high
Traffic flow = 2000, 3000 vehicle/h
MapSynthesiser density = 0.5–3.0 %
Share of processing power = 25 %

The time to acquire 500 km road information is approx. 1 min in both cases.

3.5 Summary

Case 1: A MapSynthesiser enters GuideWeb in formation state

A MapSynthesiser enters a GuideWeb that is just forming, i.e. the road informa-
tion exchanged in encounters is likely to be of the same size. From the results
presented above for a medium traffic load class and a MapSynthesiser density of
2 % the acquisition time for 500 km road information is approx. 15 min.

Case 2: A MapSynthesiser enters GuideWeb in already steady state

A MapSynthesiser enters a GuideWeb that is already in a steady state, i.e. the road
information received is of maximum size. In this case the acquisition time of
500 km road information is approx. 1 min.

4 Conclusion

In this paper the concept GuideWeb for vehicle navigation support based on v2v
communica-tion has been presented. It has been shown that GuideWeb is a very
suitable candidate for a commercially viable introduction of v2v communication
imposing a minimum requirement on networking. By using a broadcast commu-
nication concept, important difficulties in v2v communi-cation are overcome or
circumvented, and due to its coordinate-based exchange format it is independent of
map suppliers and easily integrated in any driver assistance system. GuideWeb
finds its application window beginning now until all the challenges of the v2v
networking capabilities are resolved.

Further, the insights derived from GuideWeb deployment and its behavior
allows learning about v2v communication system performance. Keeping historical
data of the route segment attributes adds a new level of complexity—the systemic
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memory. However, the advantages of historical data (detection of implausible
attributes or malicious users, computing trends…) trade off favorably with the
implications of the systemic memory as shown by simulation. Furthermore, by
concept the penetration level required for GuideWeb to function is much lower
than in other v2v communication systems. The processing methodology allows
that information about specific vehicles can neither be extracted nor traced, i.e.
that privacy is ensured.
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Mobile Probe for Green Traffic
Management in the INTEGREEN Project
Considering Both Traffic
and Environmental Information

Reinhard Kloibhofer, Franco Fresolone and Roberto Cavaliere

Abstract The main objective of the EU LIFE ? project INTEGREEN is to
introduce a demonstrative system for the municipal mobility management centre
of the city of Bolzano that aims at providing the local public authorities with
distributed correlated traffic and environmental information for the adoption of
eco-friendly real-time traffic management policies. To achieve this goal a new
innovative mobile probe with both traffic and environmental monitoring units will
be developed. The mobile probe transmits the sensor data to the traffic manage-
ment centre and receives information for the driver to offer him/her the possibility
to more efficiently optimize his/her trip while en-route. The proposed system
architecture is designed in a way, such that it can be easily exploited for other
similar urban areas.
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1 Introduction and Overview

The project INTEGREEN (INTEgration of traffic and environmental data for
improving GREEN policies in the city of Bolzano) is an EU LIFE ? project to
improve traffic and environmental issuers with new IT technologies. The main
objective is the design and implementation of a demonstrative system for a
municipal mobility management centre that aims to provide the public authorities
with distributed correlated traffic and environmental information for the adoption
of eco-friendly traffic management policies.

To achieve this objective the INTEGREEN system will integrate traffic
and environmental data from driving vehicles as well as from static traffic and
environmental sensors. Moreover, on the base of the validated INTEGREEN
framework, the project aims at studying and demonstrating the quantitative impact
of specific traffic policies on the urban environment, including effects of novel
strategies. This study will include a quantitative assessment of the importance of
providing processed information to the whole population through the use of dif-
ferent communication means, including existing Variable Message Signs (VMS)
and through new web-based tools.

The demonstration of the system will take place in the city of Bolzano in South
Tyrol. South Tyrol is an Italian bordering region in the north of Italy fully col-
located in the alpine chain. The main centre of the region is Bolzano, a medium
city of about 100,000 inhabitants, which hosts about one-fifth of the entire South
Tyrolean population. Bolzano is located in a bowl at the confluence of three
natural valleys (Adige valley, Isarco valley and Sarentino valley) and represents
the main connection point of the local arterial roads [1, 2].

Mobility in the area of Bolzano is affected by several complementary aspects:

• Being Bolzano the main centre of the Province, where most of the central Public
Administration services, private companies, schools (including the university)
are located, the town is the daily destination for a large amount of commuters
who every day leave their residence placed in a remote town in one of the
surrounding valleys in order to reach their working or studying place.

• Bolzano is a node connecting the Province to the Corridor 1 (Berlin-Palermo
motorway line), and therefore acts as a transit point for the relevant people and
goods traffic flows which every day travel along the Brenner Corridor through
the A22 motorway.

• The town is a well-known Point-of-Interest for mass tourism, due to the beauty
of the surrounding natural landscapes (e.g. Dolomites), skiing facilities, summer
resorts as well as local events such as the Christmas market. Consequently,
traffic peaks of relevant intensity in conjunction to particular circumstances
periodically appear.

In order to achieve the objectives of the project, a set of technological actions
and a set of social actions are planned.
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From a technological point of view, the project consists in analysing, designing,
implementing and testing new functional modules to be integrated in the existing
mobility centre of the city of Bolzano. The novel components that will be intro-
duced during the project are mainly a mobile probe which is equipped with a traffic
monitoring unit and an environmental monitoring unit. Also the number of the
stationary traffic sensors (mainly video cameras and vehicle counting inductive
loops) which currently is the main input for the traffic management centre will be
enlarged. Neither environmental stations nor meteorological stations are currently
available to the mobility centre for the gathering of environmental (and weather)
information and for the correlation of such data with traffic conditions.

From a social point of view, the objective is to perform an active involvement
of the local mobility participants (including tourists), for an improvement of
drivers’ behaviour and habits in relation to the environment (optimisation of
displacements, eco-driving, co-modality, etc.). Secondly, local stakeholders will
be involved to promote a more integrated approach in the management of the
urban environment and for the exploitation of the INTEGREEN system. Lastly,
EU actors will also be involved to disseminate the active sharing of the mission of
this initiative through best-practice exchange and active involvement in EU
networks.

2 Architecture, the FRAME Concept

In the INTEGREEN project the objective is to combine data from mobile and
roadside units in order to proactively manage and improve the traffic and air-
quality of the city. The introduction of this new subsystem in the existing traffic
management system is very challenging task.

For creating Intelligent Transport Systems (ITS) the EC funds projects that help
to create better ITS infrastructure. Following the recommendation of the High
Level Group on Telematics, and a resolution of the Transport Council, the
European ITS Framework Architecture, colloquially known as ‘‘The FRAME
Architecture’’, was introduced by the EC funded project KAREN (1998–2000).

It has been maintained and enhanced continuously since then—with coopera-
tive systems being added by the current project E-FRAME (2008–2011) [3]
(Fig 1).

From the INTEGREEN project ‘‘Stakeholders Aspiration’’ which are the high
level requirements the formal ‘‘User Needs’’ will be extracted. After this FRAME
offers a tool to generate the Functional View which are the functions or processes
needed in order to satisfy the User Needs. Here are also considered the data stores
and data exchange between the functions and processes.

The next step is the development of the physical architecture with the FRAME-
tool. This shows where the processes are physically located.
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The last step is the definition of the communication Layer. Here all data rates
between the physical locations will be defined. This part is not included in the
FRAME-tool (Fig 2).

The result is a standardized view of the whole architecture. The tool helps with
a the FRAME databank not to forget some functions and data and it gives a good

Fig. 1 ITS architecture showing the FRAME components [3]

Fig. 2 View of ITS architecture sub-set creation [3]
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basis for expansions or changes in the future. With the FRAME approach it is also
much easier to adapt the INTEGREEN reference architecture for the specific needs
of other locations or cities.

3 Use Cases

The use cases of the INTEGREEN system are various and they cover the thematic
field of traffic and environmental planning, navigation, traffic control, environ-
mental control and evaluation of traffic management policies.

In the context of traffic issues we can distinguish three categories of
requirements:

• Pre-trip use cases
• On-trip use cases
• Use cases for traffic management.

In the pre-trip use cases a local traveller can get information about the traffic
situation in the area where he will be driving with the vehicle. This information
will be made available on public channels like a web page or a smartphone
application. He gets also information about the environmental state in the city. If
the driver will know there are areas with higher pollution, then he can choose a
different route. Perhaps it is possible to do the trip at a different time where the
status will be better. Not only private users can profit from the system but also
local fleet manager can plan their trips in a way to avoid peak periods and zones
with high traffic and pollution load.

In the on-trip use cases if the driver has the mobile INTEGREEN system installed
on his vehicle he will get information about the actual state of his route with mes-
sages on a small display and he will be able to choose a different route with less
pollution or less traffic. Also if the driver doesn’t have the INTEGREEN mobile
system on board he will still get actual and dynamic information through the Var-
iable Message Sign (VMS) which are controlled from the traffic management centre.

The traffic management centre has also different use cases. It gathers all the
traffic and environmental data of the different mobile probes moving in the city as
well as the data of the stationary sensors and evaluates carefully the status in the
city. If there are critical situations (traffic and or pollution) it can react in real time
and manage the traffic according to predefined policies. Some possibilities are
short-time and some are long-time, such as:

• giving information on a dedicated web page
• providing messages on the VMS
• opening or closing lanes
• changing driving direction of one-way streets
• changing the cycles of the traffic lights
• changing the speed limits in specific areas of the city.
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4 The Car as a Sensor

The mobile probe of the INTEGREEN system should be able to be integrated into
commercial vehicles like city buses, delivery vans or Taxis as well as in private
cars which are traveling frequently in the city.

Modern vehicles are already equipped with a large number of sensors for the
safety and comfort of the driver. Therefore it makes sense to use these sensors also
for the INTEGREEN mobile system.

The sensors of interest for the mobile probe are in particular the vehicle speed
sensors and the acceleration sensors. Additionally also the climatic sensors for the
external temperature and humidity are of interest. The sensor values can easily be
read from the CAN-Bus in commercial vehicles.

5 The Mobile Probe

The mobile probe is a device which can be mounted in private cars or in com-
mercial vehicles. It is composed of different modules. So it is very flexible for
upgrades (i.e. new sensors) and or functional extensions.

In Fig. 3 the main units are illustrated:

• Telematic Unit: control and data processing. Directly connected there are a
communication unit for the data-exchange with the traffic management centre
and an Human Machine Interface (HMI) for the vehicle driver

• Environmental Monitoring Unit: sensor unit for environmental measurements
• Traffic Monitoring Unit: sensor unit for traffic data collection.

5.1 Traffic Monitoring Unit

The Traffic Monitoring Unit is equipped with kinematic sensors and a CAN-Bus
Interface for traffic state estimation.

Fig. 3 Architecture of the on-board system
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To estimate traffic status from the own driving vehicle is very challenging task,
and different projects have addressed this argument. The most important inputs are
the vehicle speed and the characteristics of acceleration and deceleration in the
direction of driving. When this information together with a GPS sensor data and
the local map data is processed, a typical local traffic status can be derived (i.e.
fluid traffic, stop-and-go).

Additionally, the actuation of the brake-pedal can be monitored from the CAN-
Bus in order to further improve the derived results. If no CAN-Bus access is
possible the speed and acceleration of the vehicle can be derived with separate
acceleration sensors.

5.2 Environmental Monitoring Unit

The Environmental Monitoring Unit (EMU) will have the function of measuring
the air quality. To perform accurate measurements with moving vehicles to
determine the air quality and at an affordable price is a very challenging task. Short
sample periods, high sensitivity (ppb concentration) and small dimensions are the
main requirements,

The parameters of interest for traffic environment are the following gases and
pollutants:

• NOx (nitrogen oxides)
• O3 (ozone)
• CO (carbon monoxide)
• PM10 (particulate matter).

In addition also the climatic status is of interest because the environmental
sensors typically vary with these parameters:

• temperature
• humidity.

In INTEGREEN the goal is to develop an EMU based on existing sensors rather
than designing new ad-hoc sensors.

For measuring the most important pollutants a very large number of off-
the-shelf sensors and measurement devices are available on the market. The
characteristics of these devices differ strongly in accuracy, linearity, measurement
range, stability, cross sensibility to other pollutants, measurement update rate,
power-on time, dimension, weight and price.

The most common principles for electrical measurement of gas concentrations
are:

• Chemo resistive, Metal Oxide Semiconductors (MOX)
• Capacitive
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• Thermic (Pellistor)
• Optical, based on the Beer—Lambert law.

The most accurate sensors can be found in the stationary measurement devices
and are typically based on optical gas sensors.

These stations are designed only for stationary mode of operation for high
precision measurements and medium to long sample periods. The size and weight
are normally large and the price is quite high.

In addition to fixed stations there are also a few measurement devices available
with fast sampling time characteristics based on Differential UltraViolet Absorp-
tion Spectroscopy (DUVAS) from the start-up company Duvas Technologies Ltd.
Although it’s a smaller and transportable solution it is still too large for integration
in normal vehicles.

In the INTEGREEN project an environmental monitoring unit with physically
small and economic sensors will be developed. Therefor the MOX type sensors
with a good sensitivity are suitable candidate for INTEGREEN.

The working principle is based on the variation of conductivity in the presence
of oxidising and reducing gases. The electron density changes with the adsorption
and desorption of oxygen (O, O2). Adsorbed oxygen gives rise to potential barriers
at grain boundaries and thus increases the resistance of the sensor surface (Fig 4).

5.3 Communication

The communication with the traffic management centre is based on existing wireless
communication standards. The mobile probe transmits sensor data to the traffic
management centre and receives messages for the driver to be displayed on the HMI.

Fig. 4 View of a MOX-
sensor [4]
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Therefore a bidirectional communication link is necessary. The following com-
munication techniques can be used:

• GPRS
• UMTS
• W-LAN
• Bluetooth.

As the on-board system is built on a modular architecture, the communication
unit can be easily upgraded to meet future ITS communication standards like
CALM (Communications Access for Land Mobiles).

6 Conclusions

In the project INTEGREEN from the EU LIFE ? Programme, an improved sensor
system for the traffic management centre of the city of Bolzano will be developed.
The novelty and innovation in this project is that static and mobile data sources are
combined together in order to achieve a more efficient and environmental-aware
traffic management, and all this on a real-time basis. In order to accomplish this, a
certain number of vehicles driving frequently in the city will be equipped with
a flexible on-board unit. The vehicles will then act as a mobile sensor offering a
much wider geographical coverage than fixed monitoring stations. The data is
transmitted in real time to the traffic management centre. The driver gets infor-
mation back about traffic and environmental state on his route and can proactively
react by adopting a greener driving. Given these preconditions, the INTEGREEN
system paves the way for a near future introduction of cooperative schemes for
further increasing the efficiency of how urban traffic is controlled.
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Part III
Electrified Vehicles



Multi-Voltage Domain Communication
in Electric Vehicles and Consequences
for E/E Architectures

Frank Schade and Steffen Müller

Abstract The electrical and electronic (E/E) architecture of electrical vehicles
(EV) consists of at least two voltage domains where vehicle modules are placed in
relation to their application. Some communicate across voltage domains. There is
a need to protect humans from dangerous voltages and electronics from damage.
Limiting the high-voltage domain to 48 V has safety advantages and avoids the
need for galvanic isolation but is of limited use for EVs that require higher supply
voltages. Even within 48 V systems, unwanted effects may occur when bridging
the 12 and 48 V domains. We show exemplary communication architectures and
explain effects between voltage domains that may result in damaged electronic
sub-systems. EMC effects are investigated in the context of isolation and study
results on noise propagation across voltage domains are discussed.

Keywords CAN transceiver � Galvanic isolator � Isolator techniques � CAN
isolator � 48 V � High-voltage E/E architecture � TJA1052i

1 Introduction of Multi-Voltage Domains
in E/E Architecture

In electric and hybrid vehicles, a further high-voltage onboard power supply
expands the 12 V power supply. Figure 1 shows an exemplary E/E architecture
with one motor per wheel. Some control units connect to both voltage domains.
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The complexity of cross-voltage domain communication depends on the EV
type and number of channels that share control data during operation. For instance,
a micro-hybrid with 48 V power supply for a start/stop system requires less cross-
domain interaction than the EV that powers its drive with for example 600 V.

The Heating, vent, and air conditioning system exemplifies a vehicle sub-system
that is typically located in the high-voltage domain due to its power consumption; in
Fig. 1 it relates to the ‘‘additional ECUs’’ box. Control and sensor data exchange
with the climate control unit (12 V domain) requires galvanic isolation of the path.

Technical aspects are touch safety and protection of electronics against high
voltages. The a.m. micro-hybrid solves touch safety by staying below 60 V (DC),
but the destruction of electronics remains a possibility in the event of failure.

2 Effects in Cross-Voltage Domain
Communication Systems

In general, the power supply voltage greater than 12 or 24 V creates a challenge
for communication networks. Most bus transceivers are designed for interferences
in 12 or 24 V systems but not above. The high-voltage vehicle supply causes
EMC-related interferences. Root causes include ground shift, loss of ground,
reverse currents, transient pulses, and voltage surges [2]. In high-voltage systems,
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the phenomena place significant challenges on bus transceivers and may destroy
most of those that are available today. With voltages above 60 V, protection
against human touch is an important requirement. Thus, it is vital to shield and
isolate voltages that are dangerous for humans in all places that are accessible
during vehicle operation and maintenance.

2.1 Electrical Networking Effects in Multi-Voltage
Architectures

A potential problem may occur in the event of loss of ground of a control unit. As
known from 12 V systems, the electronic sub-system of this control unit will drift
towards battery voltage if the ground is disconnected. The drift speed towards the
battery supply voltage depends on the buffer capacities. For bus transceivers in
modules with disconnected ground, bus lines appear to have a negative potential
difference up to battery voltage while other control units are properly supplied and
keep the bus lines at a normal voltage level.

However, if the ungrounded control unit is supplied with 48 V, the voltage
potential compared to the bus potential will be accordingly higher than is known
from a supply of 12 V. The ungrounded transceiver (internal resistor network)
creates a voltage divider in conjunction with the remaining network of other bus
transceivers that still have a ground connection (Fig. 2).

Fig. 2 Potential situation with CAN transceiver with loss of ground of 48 V control unit
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The described voltage divider settles in the recessive bus state. Assuming a CAN
bus system, the first active ‘‘start of frame’’ edge of the still supplied network is a
timing-critical synchronizing reference. Delaying the first edge will result in a major
synchronization deviation between network nodes. In the worst-case scenario, this
leads to a stop of communication (Fig. 3). In contrast to a FlexRay bus transceiver, a
CAN bus transceiver does not actively drive the so-called recessive bits.

This will result in each recessive bit being repeatedly exposed to the voltage
divider by the non-supplied network node and influences the subsequent dominant
bus timing. This effect also exists in 12 V systems with reduced potential shift.
A loss of ground (GND) impacts the ‘bit timing’ (signal RxD), as shown in Fig. 3.

A further aspect is the possible damage of the bus transceiver caused by a ‘‘loss
of ground’’, e.g. in 48 V systems. That may cause a voltage between the faulty
connected module and the remaining network of up to 48 V. Consequently, bus
transceivers are supposed to have bus voltage robustness of 48 V or galvanic
isolation with separated ground supplies for both voltage domains.

2.2 Electrical Effects in Control Units in Multi-Voltage
Architectures

Galvanic isolation is beneficial for 12/48 V systems with separated ground con-
nections (KL31, KL41 in Fig. 4) when the electronic control unit uses both voltage
levels on one PCB. As both grounds are already connected at vehicle level, ground
pins connected a second time at a different location create ground loops.

When ground connection is lost on one side of the control unit, uncontrolled cross-
currents may occur that may cause unforeseen damage. Galvanic isolation is an ideal

Fig. 3 CAN network with mixed 12/48 V control units in case of loss of ground
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means to prevent this. Two schematics are possible, shown in Fig. 4 with different
locations of the isolator. The location has to be chosen on a case-by-case basis.

2.3 EMC Effects in Multi-Voltage Architectures
and EMC Limits

The main sources of interference in hybrid and electric vehicles are electric motors,
converters (three-phase alternators), and DC/DC converters (instead of alternators)
[4]. With the number of functions, the number of potential disturbers increases in
sensitive frequency bands where electronic systems must not be disturbed.

This imposes sharper EM emission limits in general. VHF radio is a prominent
example but other sensitive frequency ranges may play a more important role in
vehicles in the future. Relaxed limits for emissions might be permitted in fre-
quency ranges with less significance. Figure 5 shows such frequency ranges
marked in different colors to separate applications. The lines refer to limit spec-
ifications by German OEMs [3].

3 Galvanic Isolated CAN Bus Transceiver and Results

Integrated galvanic isolated bus transceivers provide a solution for communication
across voltage domains: optimized bus transceivers and galvanic isolation without
compromising on functionality, safety, and EMC.

3.1 Basics of Galvanic Isolation and Technology Selection

Table 1 compares galvanic isolation techniques for bus transceivers. After the
assessment of different galvanic isolation principles, NXP Semiconductors
implemented capacitive isolation in a CAN transceiver. This solution combines the

Fig. 4 Variants for location of galvanic isolation in electronic control units
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advantages of low current consumption, short processing times, and stable pulse
widths. By good implementation, the sensitivity to HF fields of capacitive isolators
can be limited to a non-application-relevant degree.

TJA1052i [1] combines the advantages of galvanic isolation of up to
5,000 VRMS with excellent EMC characteristics of CAN bus transceivers from
NXP Semiconductors. Isolator (two smaller dies) and bus transceiver die are
shown in Fig. 6.

3.2 Compliancy versus Standard

The NXP TJA1052i complies with ISO 11898-2 and has a loop delay of 220 ns
including isolation that enables a baud rate of up to 1 MBaud in networks.

3.3 Compared EMC Performance

An important EMC parameter for isolated bus transceivers is immunity against
conducted interferences. Immunity describes the ability of a device, piece of
equipment, or system to perform without degradation in the presence of EM dis-
turbance. Measurement results show minor differences compared to a conventional
transceiver in the observed frequency range. Detailed results are shown in [5].
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3.4 Voltage Domain Crosstalk

Bus transceivers transfer high-frequency interferences on battery or ground pin to
the communication network of the vehicle. Galvanically isolated bus transceivers
offer the advantage of extra attenuation between isolated voltage domains.
Emissions on one power supply/ground (led from control units to bus and vice
versa) are reduced and interferences between voltage domains are suppressed.

Table 1 Overview of the most popular galvanic isolation techniques
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driver
driver
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• Direct & slow alternating signals • Modulated direct and slow alternating
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• Sensitive to parasitic capacitive coupling

paths and crosstalk
• Impulse compliance difficult (inductivity,

crosstalk of inductors)
• Not sensitive to E/M fields • Immune common-mode interfer
• Long signal throughput (60–100 ns) • Average signal throughput times

• Low power consumption• Aging of optical isolation layer
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Capacitive isolators
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OSC
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• Feasible with standard technology • Exciter coil and GMR detector
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• Direct and alternating signals
• Short signal throughput times

• Modulated direct and slow
alternating \ 150 MHz

• Undefined output signals when connecting to
power supply

• Sensitive to external HF fields
• Short signal throughput times
• Low power consumption
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Figure 7 displays the S21 transfer impedance measurements of conventional
and galvanically isolated CAN transceivers that are available on the market. The
tests were directly carried out on the respective pin and thus without voltage
supply. The lower string of curves shows isolated transceivers and an attenuation
of 10 dB between power supply and bus pins in comparison with non-isolated
transceivers.

4 Summary

Galvanically isolation is a must in multi-voltage domain data communication
above 60 V; aspects are touch safety and protection of the electronic systems.

48 V architectures make isolation obsolete with the correct CAN transceiver
selection (right level of bus pin voltage robustness) and a carefully designed

Fig. 6 Mechanical build of
the TJA1052i

Fig. 7 Comparison of pin
transfer impedance S21 from
VCC to CANH for different
conventional CAN
transceivers (upper string)
and isolated CAN
transceivers (lower string)
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communication network taking control unit effects when ‘‘loss of ground’’ occurs
into consideration.

Galvanic isolated transceivers based on capacitive coupling technologies like
TJA1052i have significant advantages versus opto-couplers, e.g. the aging effect
with opto-couplers and the higher loop delay.

EMC performance remains at the same level when comparing galvanically
isolated and conventional transceivers; an advantage of 10 dB was measured for
domain crosstalk.
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Development of a Scalable
Multi-Controller ECU for a Smart,
Safe and Efficient Battery
Electric Vehicle

Ulrich Köhler, Nikolaus Decius, Christopher Masjosthusmann
and Ulrich Büker

Abstract The goal of the public funded project eFuture is to develop a safe and
efficient battery electric vehicle to widen the BEV’s bottleneck that is the still
expensive battery, limited in capacity and lifetime. A novel E/E architecture
designed to merge different the function domains HMI, ADAS, Driving Dynamics,
and Energy uses a central decision unit approach based on a central control unit.
An ECU developed as the core of the new architecture—yet providing carry-over
functionality—is a scalable multi-controller unit with four independent 32-bit
microcontroller systems. The viability of this ECU concept is successfully dem-
onstrated on the basis of a Tata Indica Vista EV.

Keywords Electric vehicle � Electronic control unit

1 Introduction

Increasing the degree of electrification of the drivetrain, up to and including purely
electric vehicles, constitutes an important part of today’s efforts in greening mobility.
Ultimately, the scarcity of fossile resources brings about the need to use other energy
sources. Moving to electric energy both as an energy source and storage enables
using sustainable sources, be it solar or water power or wind energy.
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Moreover, moving to a more electrified vehicle power system enables a higher
degree of control of the different power flows between the individual components.
Energy management on vehicle level is employed to control and prioretize the
energy budget of different functions. In this regard it is obviously very important to
either keep the driver closely informed, so as to ensure his compliance, or other to
keep him completely unaware of possible limitations. The latter is of course
limited to functions unrelated to immediate safety issues.

The work presented here is part of the research project eFuture. Started in 2010
as part of the European Commission’s Green Car Initiative, its goal lies in
investigating new avenues towards an efficient and safe electric vehicle [1, 2].
These new ways are being looked at from different perspectives: the user expe-
rience or the vehicle-driver interface, as mentioned above, predictive driver
support through camera or navigation information, improvements in high voltage
battery and drive train such as torque vectoring; however the E/E architecture
offers a range of possibilities to improve on [3]. Within the frame of this paper,
only a certain aspect of the different angles investigated in the course of the project
will be presented, the development of a central control unit as the heart of a novel
E/E architecture. As such it is housing new functions, and incorporating a new
functional architecture [3, 4]. This functional architecture comprises a classical
layer structure with command and execution layer. Each of the layers incorporates
a so-called Decision Unit (DU). In case of the DU 1 of the command layer
determines the proper prioretization and magnitude of the various control inputs,
for example the driver’s input, the vehicle energy management or ADAS func-
tions, and generating the appropriate control vector. The DU 2 in turn contains
algorithms which transpose the control vector into actuator actions. This operating
principle is shown in Fig. 1.

From Fig. 1 another important aspect can be identified: altogether there are four
levels that make up the functional architecture: the aforementioned command
and execution layers, plus perception and energy layer, respectively. Within the
eFuture project, the responsibilities for the different layers are split between the
partners into the areas Driving Dynamics, Energy, Guiding ADAS and HMI.

2 ECU Realization

Based on the deliberations of the preceding section, a concept of a new electronic
control unit (ECU) was developed and realized. This concept would make use of
the function distribution discussed, at the same time incorporating standardization
and modularization.

A key aspect lies in assigning and partitioning the computing resources. In the
project presented here, four Freescale Bolero micro controllers are used. This basic
aspect is clearly oriented towards the fact that within the eFuture project four
partners contribute software (SW) to run on the ECU discussed here. In fact, with a
function distribution onto four layers, using four controllers, and having four
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partners supplying SW, it is relatively straightforward to really decouple the dif-
ferent software functions.

2.1 ECU Concept and Boundary Conditions

As this paper details results achieved within the European project eFuture, it is
necessary to outline the boundary conditions met, which of course influence the
choice of concept.

Most importantly, the project demonstration vehicle is a Tata Indica Vista EV.
Being an adaption of a conventionally ICE driven compact car, the base EV is
further adapted. Therefore care had to be taken in order to preserve some carry
over functionality contained in an ECU which was substituted by the so-called
Vehicle Head Unit (VHU) presented here. An important difference between the
Vista EV and the modified eFuture vehicle lies in the use of a different drivetrain,
enabling torque vectoring by employing two motors, one for each front wheel. The
torque vectoring algorithm runs on the VHU, and a safe and reliable communi-
cation between VHU and the motors/inverters is imperative [5, 6].

Therefore, special care was taken on designing a robust system. Robustness in
turn requires efforts with regard of both hardware and software. Concerning the
latter, an AUTOSAR oriented approach towards base and application software was
chosen. This enables a reuse of base software for all controllers, assures a free
function distribution on the application SW level, and as a result facilitates
modularization and transfer to other products.

Fig. 1 Layer-based functional architecture using a decision unit approach
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Additionally, due to the VHU substituting a conventional ECU and incorporating
exterioceptive sensors such as camera or radar, a number of input/output lines and
communication protocols needed to be integrated as well.

Figure 2 showcases the setup of the Vista EV, with the schematic above the
dashed line depicting the conventional 12 V components, and the project specific
HV related components below the line. Colour coding shows components on 12 V
level in blue and HV level components in red.

2.2 Results

As already mentioned above, the VHU contains four mutually independent 32 bit
Freescale MPC5607 micro controller systems with a system basis chip (SBC)
each. This combination guarantees e.g. supply voltage regulation, and window
watchdog with hardware reset generation.

These ‘‘building blocks’’ in turn are communicating with each other by means
of a private asynchronous CAN bus.

In terms of software, the use of an AUTOSAR structure with base software
layer, virtual function bus, and application layer enables a high degree of modu-
larity on one side, and on the other side provides a well-defined method of

Fig. 2 Block schematic showing the principal layout of EV components, conventional
components, and the relation to eFuture’s VHU control unit
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communication between different application modules, i.e. functions, keeping a
high degree of independence at the same time.

This unique combination served well within the project consortium, since the
modularity and relative independence of the software application enabled the
distribution of the individual software development efforts between the partners as
well. As a consequence, responsibility for the four function levels shown in Fig. 1
is distributed too.

Using this approach an easy scalability of this method is apparent.
Another important aspect in developing this ECU was a high degree of

robustness. This level could be achieved by a number of different measures:
Two micro controllers are mutually monitoring their status. In case of a detected

malfunction may one controller take over duties of the other one, e.g. providing a
limp home mode with limited functionality, however preventing total shutdown or
even catastrophic failure. As a necessary prerequisite to this capability, important
communication lines are fed to a pair of micro controllers.

As can be easily deduced from Fig. 3, this robustness is also demonstrated
by the choice of connectors. Essentially, the use of two individual connectors
guarantees a limited functionality even in case of one connector failing com-
pletely. Of course, the lines are not simply duplicated, however vital connections
as e.g. power feed are redundant. At the same time, the wiring harness may be split
in under bonnet and cabin wiring too.

Figure 4 depicts the engine compartment of the Vista EV with a mounted VHU
in the centre. The vehicle was successfully integrated.

During the last project year, all software functionalities will be integrated onto
the ECU. Drive tests will be performed to validate the implemented functions.
Moreover the test results will be used for validating and parametrizing vehicle
simulation models, as well as optimizing the control algorithm parameters
underlying the various functions.

Fig. 3 Realized VHU with outer package, connectors, and four micro controllers clearly visible
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3 Conclusions

In this paper, a scalable ECU with a modular approach to both hardware and
software was introduced. The ECU was developed within the frame of the
European research project eFuture. It is part of a new E/E architecture designed to
enable a safer and more efficient electric vehicle. While the vehicle has already
been integrated, and base driving functionality could be successfully demon-
strated, the full functionality still needs to be implemented. Validation tests are
ongoing.

The authors gratefully acknowledge the financial support under the FP 7 Green
Cars Initiative, grant number 258133.
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Wireless Charging: The Future
of Electric Vehicles

Anthony Thomson

Abstract Bringing any new and complex technology to a global market requires
specific industrial capabilities and key business acumen. Wireless Electric Vehicle
Charging (WEVC) is now viewed as a go-to-market solution for the EV industry
due to the technology’s simple and effortless ability to make EV charging hassle
free. WEVC also expands the EV use cases into city taxis and car share schemes
that can struggle with conductive, plug-in charging solutions. While the use cases
for WEVC deliver user simplicity, the commercial deployment into the complex
automotive industry is challenging. This presentation will consider some of the
commercial, technological and business issues that need to be addressed in order to
make WEVC viable in the near term and to deliver long-term automotive and
environmental advantages.

Keywords Electric vehicle � Wireless charging

1 Introduction

Bringing any new and complex technology to a global market requires specific
industrial capabilities and key business acumen. Wireless Electric Vehicle
Charging (WEVC) is now viewed as a go-to-market solution for the EV industry
due to the technology’s simple and effortless ability to make EV charging hassle
free. WEVC also expands the EV use cases into city taxis and car share schemes
that can struggle with conductive, plug-in charging solutions.
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While the use cases for WEVC deliver user simplicity, the commercial
deployment into the complex automotive industry is challenging. This presentation
will consider some of the commercial, technological and business issues that need
to be addressed in order to make WEVC viable in the near term and to deliver
long-term automotive and environmental advantages.

2 Technology Challenges

Delivering a commercially compliant WEVC system into the automotive market
will require a deep understanding of the technology and its performance charac-
teristics. Compliance requirements are also vital for engineers to meet in order for car
manufacturers to have confidence in wireless EV charging. None interference with
on-board electronics and keyless entry systems must be considered, for example.

At a technology level, there are a number of design options that could be
considered. Pad and coil architectures as well as operating frequency are key to
how the system performs across a wide spectrum of criteria.

Coil design decision is predominantly a choice between double pole and
variations of single pole structures. While double pole wireless charging systems
have been prevalent in industrial installations including LCD clean rooms for a
number of years, automotive requirements—in particular EMC regulations—have
resulted in the design and construction of more efficient and compliant circular
single pole pad configurations. Single and multiple coil designs can now deliver
end to end power transfer efficiencies of 90 % and above while tolerating high
levels of pad offset, both laterally, (x, y) and vertically, (z). Tolerance to offset of
the pads during charging is considered vital to ensure simplicity of use by drivers.
The complexity of automatic guidance and parking systems while offering a good
alignment solution for double pole based systems add cost and increase the time to
park—both of which will stifle user adoption if implemented.

The operating frequency of the resonant magnetic induction system has also
been discussed at length in open forums and in standards groups such as the
Society of Automotive Engineers (SAE). Early systems have tended to focus
around the sub 40 kHz band due to the cost and availability of high power elec-
tronic components at high frequencies. There is however a direct link to power
transfer efficiency and frequency and therefore the industry is discussing alter-
native options below 150 kHz, generally regarded as the upper limit due to a
broadcast license being needed in many regions above this frequency. Companies,
including Qualcomm are designing and testing systems at frequencies above
70 kHz and early results will be published in time for the EVS27 congress.
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3 Regulatory Compliance and Electromagnetic
Compatibility

Compliance to requirements for non-interference with implantable medical devi-
ces has been a key focus of Qualcomm’s compliance engineering team based in
San Diego. The team benefits from more than 20 years of EMC and regulatory
engineering experience and has been a key function in ensuring the Qualcomm
Halo WEVC system meets the delivery criteria of the partners participating in the
London wireless EV charging trial.

Figure 1 shows a typical example of the work carried out by the compliance
engineering team on an existing electric vehicle. Bodywork structure, layout and
materials can be included in modelling to analyse the effects on the wireless
charging magnetic fields to determine compliance with Pacemaker immunity. This
assessment is key when considering the integration of WEVC into the vehicle.

RF (radio frequency) exposure must also be assessed when considering oper-
ation of the WEVC system to ensure compliance to regulated exposure limits such
as those based on the International Commission for Non Ionizing Radiation Pro-
tection (ICNIRP). Again, working directly with OEMs on their EV design enables
simulations to be carried out to ascertain the exposure levels that would be
expected with different car materials and charging pad locations as well as offset
positions of the base-charging and vehicle-charging pads.

Figure 2 shows an EV saloon with considerations for assessing induced effects
into bystanders outside the vehicle as well as humans inside the vehicle.

Fig. 1 Pacemaker EMI analysis (PC69-2007 limit-bystander)

Wireless Charging: The Future of Electric Vehicles 201



Compliance also extends to ensuring that the system is commercially safe to use
in public installations. There are two key areas of compliance that need to be
considered; Foreign Object Detection (FOD)—detection of all ferrous material;
and Living Object Protection (LOP)—ensuring organic matter is not exposed to
the magnetic field during operation.

Foreign Object Detection systems must detect all instances of a ferrous object
coming between the pads, either before charging commences, or during charging.
Large objects are easy to detect, and notice if they are on the pad as the driver
approaches the charging bay, but small metallic objects can be more difficult to see
so the FOD system must ensure rapid suspension of charging the instant detection
occurs in Fig. 3.

Fig. 2 RF exposure
assessments

Fig. 3 Foreign object
detection
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Living Object Protection can be enabled using various technologies; in par-
ticular, off the shelf 60 GHz radar sensors typically used for reverse parking
indicators could pick up any movement under the vehicle and automatically turn
off the system.

4 Business Model

Technology and compliance to industry standards is only one half of the WEVC
commercial proposition. Any company that is bringing a new complex technology
to market must be able to invest in both engineering resources to support its
automotive customers and in on going research and development to ensure a strong
forward roadmap as the technology develops.

WEVC is evolving from a strong foundation of 3.3 kW for home use to 7 kW
for home and public use, as well as 20 kW fast charge solutions for commercial
and public site installations. This development requires companies to be able and
willing to invest long term in WEVC technology and to support a range of diverse
customers with varying needs. Future deployments may also incorporate semi-
dynamic and full-dynamic charge-on-the-move capabilities, which will require
substantial R&D investments to make this version of WEVC a commercial reality.
There are a limited number of companies that can deliver on the WEVC vision and
Qualcomm is one of those that has the knowledge, history and experience to do
just that.
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With System Integration and Lightweight
Design to Highest Energy Densities

Klaus Höhne and Eva Hirtz

Abstract Electric Vehicles will play an important role in future mobility. Despite
the high efficiency of the electric motor electric vehicles have only a limited range
due to the low energy density of battery systems. The progress on cell level will be
only evolutionary, but there is a high potential for weight reduction of other
components of traction batteries. Within the FP7 project Smart and Safe Inte-
gration of Batteries in Electric Vehicles (SmartBatt) a consortium of nine partners
from five European countries pushed up the energy density on system level from
80 to 148 Wh/kg by a smart lightweight design.

Keywords Battery system � Lightweight design � Electrical vehicle � Energy
density

1 Introduction

Climate change is a global issue with a high impact on environment and society as
it can change dramatically the conditions of life in many areas worldwide. The
Intergovernmental Panel on Climate Change (IPCC) determined a very high
confidence, i.e. a probability higher than 90 %, that human activities have been the
source of global warming. The global increases in concentration of the major
greenhouse gas (GHG) carbon dioxide (CO2) are due primarily to fossil fuel use
and land use change [1]. The Stern Review showed clearly that climate change has
as well an enormous economic impact [2].
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Transport is a source of prosperity and economic growth as well as pollution
and illness. Transport is responsible for 32 % of EU’s final energy use and 21 % of
GHG emissions. The transformation towards a green transport is of utmost
importance. Electric mobility will be one of the future modes of transport. It offers
several advantages: (1) No local emissions of GHG, nitrogen oxides (NOx), and
particulate matter (PM). (2) In combination with renewable energies carbon
neutral transportation and (3) reduced dependency on imported fossil fuels.

The European Union set ambitious targets to decarbonise the European road
transport. The new car emissions of CO2 have to be below 95 g/km in 2020. In
order to reach this ambitious target the affiliation of electric vehicles (EV) to the
portfolios of the vehicle manufacturers is without alternative. But a successful
introduction of EVs to the market is only possible, if these vehicles meet the
expectations of the users in terms of safety, purpose and costs. The main advantage
of EVs lies in the high efficiency of electric motors whereas the main handicaps
are the low energy density of batteries as well as the high price of batteries.

The FP7 project Smart and Safe Integration of Batteries in Electric Vehicles
(SmartBatt) addressed the important topics: energy density, safety, and costs of
batteries for electric vehicles. Nine partners from academia and industry of five EU
member states contribute with their competences. This paper shows how the
energy density of battery systems can be significantly increased by consequent
lightweight design.

2 Scientific Targets

Experts are convinced that electric mobility will develop first in urban areas.
Therefore the SmartBatt battery system was designed to meet the requirements of
townspeople and commuters, i.e. a segment C vehicle with a range of at least
100 km in the New European Driving Cycle (NEDC). This results in a battery
system that must be able to store more than 20 kWh of energy and has a nominal
voltage around 300 V [3]. As a reference vehicle the FP6 result SuperLIGHT-
CAR (SLC) was used [4]. The goal was a smart integration of the battery system
into the SLC structure without any loss of performance, i.e. keep or even increase
the crash worthiness and the torsional stiffness of the vehicle body.

Chemists all over the world are working hard to increase the energy density of
lithium ion cells. Despite this there will be only evolutionary progress. New
technologies like lithium sulphur or lithium air promise big progress, but an
introduction into the market will not be before 2025 [5]. An improvement of the
energy density of lithium ion cells was not in the scope of the SmartBatt project.
But there is a high potential for weight reduction of other components of traction
batteries. In actual EVs the cells contribute to 60 % of the total mass of the battery
system. The target of the SmartBatt project was to increase this value up to 75 %
by smart integration and lightweight design.
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The key element to reach the target is the functional integration of the battery
system to the floor structure of the EV. Since the project focused on battery
integration and not on the development of a pure EV, the consortium followed a
conversion design approach. Using this approach two figures are the cornerstones
of the concept: the available design space and the cell selection.

3 Design Space

Up to date the expectations of European consumers on EVs are similar as for
conventional cars. Therefore no or maximal minor reductions of the safety level or
the volume of the passenger/luggage compartment are acceptable. In order to meet
this demand the car structure of the SLC was analysed in detail and possible
positions for the SmartBatt battery were defined. The available design space must
not be deformed during any possible crash event and has to offer a sufficient
volume to integrate the whole battery system. The elementary structural analysis
of the SLC body-in-white revealed the necessity of a redesign of the original SLC
floor structure in order to integrate the battery system and to meet the strength and
crashworthiness criteria. Further structural analysis of the SLC/EV concept
showed a considerable potential of the new configuration to increase both struc-
tural stiffness as well as crashworthiness of the electric vehicle, if battery housing
is integrated into the EV’s load carrying structure. New design ideas were assessed
with regard to crashworthiness by using the macro element (ME) approach [6, 7].
The modelling and CPU time in ME approach is up to 3 orders of magnitude faster
compared to FE analysis. Over 2,000 variants were evaluated. For the most
promising variants a detailed FE analysis was conducted. The investigation
pointed out, that the space below the rear seats and in the tunnel are safe positions
for the battery system. Furthermore it was shown, that with some modifications of
the floor structure a battery pack below the front seats can enhance the crash safety
during a side pole crash for both battery and passengers [8].

4 Cell Selection

As denoted above the cell selection is crucial for several attributes of the EV.
Among those are design space, performance, costs, reliability and safety. Lithium
ion technology offers high energy density, high power density, and high cycle life
time. These properties make these batteries attractive for the use in fully EVs.
Efficient production processes and a mass market promise to reduce the costs for
automotive cells by approximately two third until 2020 [5]. Nevertheless there is
still a lot of research and development (R&D) and standardization necessary to get
cells, which comply with automotive requirements on performance, safety and
costs.
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As the project focused on a smart and safe integration of batteries into EVs of
the shelf cells were used. There is a wide range of different lithium ion cells
available on the market. They differ in chemistry, shape, capacity, and safety. The
shape can be cylindrical, prismatic or pouch cells. Chemistries are based on
electro-active oxide or spinel, such as the three element lithium nickel cobalt
manganese oxide (NCM) cells or lithium cobalt manganese spinel (LCMO), or on
lithiated metal phosphate, for example lithium iron phosphate (LFP). A detailed
analysis of the market with respect the requirements of the SmartBatt battery
system led to four different cells, LCMO prismatic, NCM pouch, LFP pouch and
LFP prismatic, which were further investigated on multiple attributes.

5 Concepts and Their Assessment

The used cell type influences the design on all levels: module and pack housing,
cooling requirements, electrical design, sensors, etc. The previous results led to
five different design ideas for the SmartBatt battery system: NCM pouch cells
below the luggage compartment and the rear seats, NCM pouch cells as well as
LCMO prismatic cells below the rear and the front seats, LFP pouch cells as well
as LFP prismatic cells below rear and front seats and in the tunnel. A successive
assessment on multiple attributes lead to the final SmartBatt concept.

Mass and mass distribution differ for each concept. Numerical simulations on the
vehicle stability were performed to ensure driving safety. The impact of the dif-
ferent approaches was investigated by simulating several driving manoeuvres:
brake test, steady-state skid-pad test, slalom test and lane change test. No significant
deviation on the vehicle stability compared to the SLC was found in any concept.

A thermal analysis was performed for different concepts. For this analysis a
software tool was used. Cell and thermal model were verified by experiments
before implementing them. Cell parameters were determined by measurements.
The simulation uses the ARTEMIS driving cycle at different ambient temperatures
from -30 �C up to +40 �C. Four different types of cooling (none, air convection,
forced air, and water) were investigated for each concept. The LCMO prismatic
cells are the only cells which do not need an active thermal management, if one
accepts that they cannot quite meet the target power at -20 �C. The NCM pouch
cells require active cooling and heating, while the LFP pouch cells just require
active cooling.

Preliminary and therefore rough weight and cost estimations for the whole
battery system (including battery management system (BMS), housing, etc.)
showed that concept 1, LCMO prismatic cells below the rear and the front seats,
has the lowest mass and the lowest price. As it is expected that future EVs will be
powered by large format pouch cells, a second concept with NCM pouch cells
below rear and front seats was kept. In order to meet the voltage and energy
requirements the battery topology is 84 cells in series for concept 2 and an 88s16p-
configuration, i.e. 88 cells in series 16 in parallel, for concept 1. The result is a
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22.92 kWh battery system with a nominal voltage of 325.6 V for concept 1 and
27.04 kWh at 310.80 V for concept 2. Both are well over the above defined targets
for a segment C electric vehicle.

6 Modules

The cells chosen for the two concepts are representatives for two classes of cell
types and differ considerably in their layout and their dimensions. Therefore dif-
ferent constructions for the module housing were needed. Several design versions
of the modules were built up in CAD for packaging studies. Due to the dimensions
of the large format pouch cells it is not possible to fill the available design space by
only one type of modules. So for the second concept two different versions of
modules were built up. The front pack version with six cells and an eleven cells
version for the rear pack. The smaller modules of concept 1 are fitting well in the
design space.

The SmartBatt solution for concept 1 has only four different parts, is easy to
assemble, uses standard welding technologies, and was optimised on short elec-
trical connections. The design for concept 2 is completely different. For active
thermal management of the NCM pouch cells the concept 2 module structure must
include cooling plates. Furthermore pouch cells need an additional supporting,
since they have no hard casing. Therefore the module housing needs parts for cell
supporting. Hence 19 different parts are needed and the handling in the assembling
process is quite complex. One of the main targets of the SmartBatt project is to
increase the mass ratio cells/system up to 75 %. To reach this target the mass of
the module housing has to be as low as possible. The concept 2 module housings
contribute with 18 % for the 11 cells module respectively with 20 % for the 6 cells
module. In the case of the concept 1 module housing it is only 12 %.

Several tests on cell level were performed to assess the safety of the cells. The
mechanical shock testing, which was based on the results achieved from crash-
simulations, and the thermal shock test according to SAE J2464 showed no safety
issues on both cell types. Overcharge and nail penetration test, both according to
SAE J2464, showed significant differences in the behaviour of the two candidate
cells. The LCMO prismatic cells passed this abuse tests. In contrast the NCM
pouch cells showed a severe reaction in both tests. A brief summary of the
assessment results can be found in Table 1.

7 Housing/System

The concept 1 with the LCMO prismatic cells showed the greatest promise con-
cerning weight, costs, safety and design. So this concept was carried out for final
design of the SmartBatt battery system. There are different approaches for
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lightweight design, e.g. using lightweight materials, structural durability assessment
or functional integration. The SmartBatt consortium used a mix of approaches to
reach the ambitious lightweight design targets.

7.1 Functional Integration

The basic idea of the SmartBatt project is a high functional integration. The
functional integration of the battery housing into the floor structure, i.e. using the
floor structure as top of the battery housing, offer both, a significant weight
reduction of the battery system as well as an enhanced crash safety of the EV.

The SmartBatt battery system consists of three parts. The modules are parti-
tioned in a front pack with 16 modules and a rear pack with 72 modules. Both
packs are connected via a tunnel in which most parts of the BMS and the service
disconnect are located. The connectors to the on-board electrical system and the
communication bus are placed on a small balcony of the front pack. The SmartBatt
battery system is shown in Fig. 1.

Considering the design space restriction to keep the passenger compartment as
big as possible the floor structure of the SLC was adapted to the SmartBatt con-
cept. Major changes are the side pockets which redirect the load path in a side pole
crash and influence the crash behaviour in this scenario positively.

The battery housing consists of a bottom cover shaped like a flat pan which
carries the vertical load and closes the SmartBatt battery system against the
environment. Frames around front and rear pack carry the longitudinal and

Table 1 Comparison of the two different concepts

Concept 1 Concept 2

Cell Cell type Prismatic Pouch
Chemistry LCMO NCM
Energy density 181 Wh/kg 180 Wh/kg
Mechanical shock Passed Passed
Thermal shock Passed Passed
Overcharge Passed Severe reaction
Nail penetration Passed Severe reaction

Module Module variants 1 2
Topology 1s16p 11s1p 6s1p
Energy 0.26 kWh 3.54 kWh 1.93 kWh
Mass 1.628 kg 24.686 kg 14.000 kg
Energy density 160 Wh/kg 143 Wh/kg 138 Wh/kg
Different parts 4 19
Assembly Simple Complex
Number of modules 88 6 3
Thermal management No Active
Vehicle dynamics No change No change
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transversal forces resulting from the inertia of the modules. The tunnel enables the
battery housing to stiffen the whole car structure. With the integration of this
mechanical functionality secondary weight reduction effects could be achieved for
the vehicle structure.

7.2 Innovative Materials

In addition to the functional integration the use of innovative materials boost the
mass reduction of the SmartBatt housing. A benefit analysis for different materials,
sandwich material as well as sheet metal, results in the decision for aluminium
foam sandwich material. The use of sandwich material for the battery cover is a
novel approach. Top and bottom layer are aluminium sheet metal of a thickness of
0.5 mm. Spheres of aluminium foam with a diameter of 4 mm are used as core
material and a two component epoxy as adhesive [9]. The overall density of the
sandwich material is 0.94 g/cm3, which is a third of the density of aluminium
(2.7 g/cm3). This material offers a high bending stiffness at low weight. A 5 mm
aluminium foam sandwich of length 1 m has a bending stiffness of 3.54�108 Nmm2

and a mass of 4.72 kg. The bending stiffness of a 3.3 mm monolithic aluminium
sheet is only 2.1�108 Nmm2 (57 % less) and the mass 8.91 kg (89 % more). Due to
the thickness and good energy absorbing properties of the aluminium foam
sandwich material an enhanced intrusion protection was realized. In addition the
thermal properties of this material are another benefit. Measurements of the
coefficient of thermal conductivity kthem of the aluminium foam sandwich material
result in a value of 0:4 W=ðm � KÞ, which is over 500 times below the coefficient of
thermal conductivity of aluminium [220 W=ðm � KÞ].

The tunnel fulfils several functions. It physically connects front and rear part,
stiffens the whole vehicle structure, and hosts many electronic components. To
integrate different components and functionalities complex shapes have to be
realised. Assuming mass production die casting is a cost efficient process to cope
with this challenge. The use of cast aluminium for vehicle floor structure is again a

Fig. 1 Final design of the SmartBatt battery system
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novel and promising approach. Especially high pressure die casting offers the
possibility for a cost efficient production of optimised complex shapes.

Using small format LCMO prismatic cells led to an 88s16p configuration and
1,408 cells have to be connected. So the electrical connectors can have a signif-
icant influence on the total mass of the battery system. In the SmartBatt battery
system aluminium is used as conductor material for the bus bars connecting the
cells in parallel in the modules and for serial connection of the modules. The
specific resistance of aluminium is 2:65 � 10�8 Xm, which is higher than for copper
(1:68 � 10�8 Xm). To achieve the same electrical properties the cross-sectional area
of the electrical connector has to be 1.6 times larger. Nevertheless the density of
aluminium is less than a third of copper (2.7 g/cm3 vs. 8.9 g/cm3). Therefore
electrical connectors out of aluminium have only half the mass at equivalent
resistance.

7.3 Smart Design

The use of lightweight materials and high functional integration may not result in
lightweight products. A weight optimised solution can only be achieved if a smart
design combines the advantages of the different lightweight design approaches.

For example it was shown that the use of aluminium for the electrical inter
module bus bars can save half the mass compared to copper. The inter module bus
bars are designed to have a second functionality. They fix the modules mechani-
cally to each other. Depending on the position inside the pack one of four different
types of bus bars connects the modules. So there is a single solution for the
electrical and mechanical connection. But the best lightweight design is to use as
less material as possible. Different topologies for the positioning of the modules
were analysed with respect to the total length of the inter module bus bars. The
final wiring concept is symmetric and minimizes the material usage for the electric
and mechanical connection of the modules. The total mass of the electrical and
mechanical inter module connection is only 579 g. In contrast the copper cable
used to connect electrically front and rear pack has a mass of 600 g.

The BMS is modular. It consists of a central battery control module and six
voltage and temperature balance modules (VTBM). Each VTBM controls up to 16
modules. To keep the mass of the sensor harness as low as possible the VTBMs
were placed close to the modules, i.e. four on the frame of the rear pack and two in
the tunnel next to the front pack. Despite this measure the mass of the wires related
to the BMS and their fixation is with 1,193 g similar to the complete high voltage
net of the battery system. Taking into account the increasing amount of electronics
in modern cars especially in EV wires with small diameter made out of aluminium
can contribute to an overall lightweight design.
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8 Conclusions

Electric vehicles are promising candidates to decarbonise European road transport.
Despite the high efficiency of electric motors EVs have only a limited range due to the
low energy density of state of the art battery systems. There will be only evolutionary
progress on cell level until the market introduction of new technologies like lithium
sulphur or lithium air, which are not expected before 2025. Today there is a high
potential for the weight reduction of the other components of battery systems. The
SmartBatt consortium used a mix of different approaches to lightweight design
(innovative materials, functional integration, and smart design) to push up the energy
density on system level from 80 to 148 Wh/kg. The effect is shown in Fig. 2 (right).
For the SLC/EV the range as a function of the energy for different battery systems
was calculated. The increased energy density of the SmartBatt solution results in a
10 % higher range or a 3 kWh (-12 %) smaller battery system to realize the same
range as with state of the art battery systems. The mass ratio cell/system increased
from 60 % up to 81 % (c.f. Fig. 2, left). Lightweight design results in lower mass and
longer range with the same energy – i.e. more efficient electric vehicles.

Acknowledgments The work presented in this paper was done cooperatively by all partners of
the SmartBatt consortium. The partners are AIT Mobility, Axeon Technologies Ltd, Fraunhofer
IFAM, Fraunhofer LBF, Impact Design Europe, Leichtmetallkompetenzzentrum Ranshofen,
Ricardo, SP Technical Research Institute of Sweden, Graz University of Technology, and
Volkswagen. The paper is dedicated to Włodek Abramowicz, who died during the project term.
His work is an essential result of the project. He inspired the project by introducing novel ideas,
with useful comments and enriched the consortium with his personality. The SmartBatt project
was funded by the European Union within the 7th Framework Programme (Grand Agreement No
266074). Additional information can be found under www.smartbatt.eu.

15 20 25 30
60

80

100

120

140

160

180

Energy [kWh]

R
an

ge
 [k

m
]

 

 

Cells

Modules

El. comp.
Housing SmartBatt

SotA
Pb

Fig. 2 Left Mass fraction of the components of the SmartBatt battery system: cells (dark blue,
81 %), modules without cells (light blue, 11 %), electrical components (yellow, 1 %), electrical
connections (orange, 1 %), battery housing (red, 6 %). Right EV range as a function of energy
for lead acid, state of the art, and the SmartBatt battery systems

With System Integration and Lightweight Design 213

http://www.smartbatt.eu


References

1. Solomon S et al (2007) IPCC, 2007: summary for policymakers. In Proceedings of climate
change 2007: the physical science basis. Contribution of working group I to the fourth
assessment report of the intergovernmental panel on climate change, Camebridge University
Press, Cambridge

2. Stern N (2007) The economics of climate change. Cambridge University Press, Cambridge
3. Broussely M (2010) Battery requirements for HEVs, PEVs, and EVs: an overview, in electric

and hybrid vehicles. Elsevier B.V, Amsterdam
4. Goede M, Stehlin M (2009) SuperLIGHT-car project—an integrated research approach for

lightweight car body innovations. In: Proceedings of the international SLC conference:
innovative developments for lightweight vehicle structures, Wolfsburg

5. National Platform for Electric Mobility (2010) Interim report of the national platform for
electric mobility, GGEMO, Berlin

6. Abramowicz W (2001) Macro element method in crashworthiness of vehicles. In: Ambrosio J
(ed) Crashworthiness—energy management and occupant protection. Springer, Vienna

7. Abramowicz W (2004) An alternative formulation of the FE method for arbitrary discrete/
continuous models. Int J Impact Eng 30:1081–1098

8. Luttenberger P et al (2012) Structural analysis of a body in white for battery integration using
finite element and macro element with focus on pole crash optimization. In: Proceedings of
European congress on computational methods in applied science and engineering, Vienna

9. Jörg Weise et al (2012) Epoxy aluminum hybrid foam—an innovative sandwich core material
with improved energy absorption characteristics. In: Proceedings of 10th international
conference on sandwich structures, Nantes

214 K. Höhne and E. Hirtz



Rotor Position Sensor for Hybrid
and Electric Drives

Olivier Brunel and Rainer Moller

Abstract Electrification of the power train will play a key role in the struggle for
higher energy efficiencies and reduced emissions of vehicles. Optimized control of
modern electric motors requires precise measurement of the rotor position. Elec-
tricfil has developed an Electric Motor Position Sensor (EMPOS) that provides a
number of advantages over traditional sensors, including very high robustness to
mechanical tolerances, a digital interface and low production costs [1]. After
having validated the concept on prototypes, EFI Automotive is now working on
the industrialisation of the product that will be ready for mass production sched-
uled to begin in early 2015.

Keywords Electric motor position sensor � Permanent magnet synchronous �
Alterating current � Application specific integrated circuit � Printed circuit board �
Electric vehicles � Hybrid electric vehicle � Electro magnetic force � Electro
magnetic interference � Surface mount device � Field programmable gate array

1 Background and Challenges

1.1 Introduction

Greenhouse effect and emission pollutant reduction is within the main objective of
the world community. Transportation represents 20 % of greenhouse gas effect,
passenger cars contribute to half of this emission. All countries have committed to
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challenging CO2 emission targets that will require extensive use of electric drives.
Marketing studies forecast that annual production of electric drives vehicles will
reach more than 10 million units per year. This is more than 5 times actual
production quantities. Thanks to their high efficiency and high power densities,
permanent magnet synchronous motor (PMSM) are actually the preferred choice
of OEMs building electric drives vehicles, hybrids or full electric. The electric
motor control generate optimum phase shift between the stator coil induced
magnetic field and the rotor permanent magnet field. This phase shift is 90� within
low to medium speed and is then gradually increased as a defluxing strategy to
avoid overvoltage. The optimum angle is controlled with space vector processing
in which the position measured by the sensor is a critical variable for the Park
transformation. Sensor errors or delay will lead to torque ripple, reduced efficiency
and reduced maximum torque capability.

1.2 Challenges

Electric motors for automotive applications mostly use a resolver, the only now
available robust solution. Resolvers are basically transformers with one primary
and two secondary windings, where the coupling between primary and secondary
windings depends on the angular position of the rotor [2]. The construction of a
resolver is similar to that of an electric motor, with a primary winding on the rotor
and the secondary windings on the stator. An external conditioning circuit pro-
vides the excitation signal and processes the two secondary signals.

This technology is well proven and very robust to harsh environment. But the
drawbacks are high sensitivity to external magnetic field requiring shieldings,
accurate positioning of sensor and target and high cost for large diameter.

The goal of Electricfil was to develop a compact and flexible technology with
high immunity to external magnet field, low cost and with optional digital output
with below specification: (Table 1).

2 EMPOS Technology

Electric Motor Position Sensor called EMPOS is based on Eddy current tech-
nology. The EMPOS working principal is quite similar to that of a resolver.
However, the excitation frequency is much higher, typically a few MHz, making it
possible to use printed circuit air coils instead of winded coils on ferromagnetic
sheet metals.

A primary winding and two secondary windings are printed on the same PCB
which is fixed to the stator. A trigger wheel made of aluminium or steel with N
teeth is fixed on the rotor. When a high frequency AC current is injected into the
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primary winding, a magnetic field is generated. This high frequency magnetic field
causes Eddy currents to circulate in the teeth of the trigger wheel.

The eddy currents in return generate a magnetic field that is opposed to the
original field, thereby modifying the coupling between primary and secondary
windings. The sensor coils are designed to provide a coupling factor between
primary and secondary windings that depends on the position of the trigger wheel.

We obtain two secondary voltages given by

V1 ¼ A� sinðN� qÞ � sinðxtÞ and

V2 ¼ A� cosðN� qÞ � sinðxtÞ

where A is a constant that depends on sensor parameters, x is the excitation signal
frequency, t is the time, h is the angular position of the trigger wheel, and N is
number of pole pairs (N 9 h is the electrical angle).

We can then determine the angular position of the rotor as follows:

V1
V2
¼ sinðN � hÞ

cosðN � hÞ ¼ tanðN � hÞ

, N � h ¼ arctan
V1
V2

� �

An application specific integrated circuit (ASIC) generates the excitation signal
and assures the whole signal treatment chain, including the analogue part
(amplification, demodulation, filtering, sampling…) and the digital part (calcula-
tion of ratio and arctan function, digital filtering…). The ASIC also provides
diagnostic functions in order to avoid false position information in case of any
single failure.

The ASIC is soldered directly on the Sensor PCB assuring short signal paths for
high frequency analog signals. The position signal and a diagnostic signal are

Table 1 EMPOS
specification

Functional

Range 0–360� (electrical)
Angular speed 0–200,000 RPM
Refresh time 0.25 ls
Accuracy ±1�
Resolution 12 bit
Noise \0.1� rms
Airgap range 0.5–3 mm
Electrical
Power supply voltage 5 ± 0.5 V
Power supply current \15 mA
Output protocol SIN/COS

SIN/COS modulated
DIGITAL SSI
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transmitted to the motor controller via either an analog or a digital serial interface,
the later assures no loss of accuracy due to ADC accuracy, noise and EMI.

The sensor consists of a multi layer PCB with printed coils. The trigger wheel is
an aluminium or steel part. The sensor is very light, because it doesn’t need any
ferromagnetic materials for flux concentration.

All required electronic components including an ASIC and some passive SMD
components are directly soldered onto the sensor PCB. The sensor PCB is packaged
in a sealed plastic housing with either a cable output or an integrated connector. The
total thickness of the packaged sensor can be less than 10 mm. The trigger wheel
teeth should be about 2 mm thick to guarantee mechanical robustness.

The first generation of EMPOS was with a ring PCB and package. A second
generation with a moon shape has been developed in order to improve integration,
serviceability and cost (Fig. 1).

3 Integration

3.1 Mechanical Interface

EMPOS is a design that adapts easily to electric motor topology, size, and number
of pole pairs thanks to a flexible printed circuit board technology.

The PCB size is adjusted according to the inner diameter of the shaft, and the
layout period is suited to the number of pole pair. The sensor is bolted on the
motor stator while the trigger wheel is attached to the stator with press fit, bolt
(Fig. 2).

3.2 Electrical Interface

The ASIC has been design in order to be compatible with 3 electrical interfaces.
In term of system performance to cost ratio we would recommend the digital

interface but analog interface are proposed to be compatible with available Motor
Control Unit (MCU) (Fig. 3) (Table 2).

Fig. 1 First generation ‘‘ring
design’’—second generation
‘‘moon design’’
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4 Performances

The sensor has inherent errors due to magnetic coupling, non-linearity, and
electronic processing errors (offset, gain, ADC…). The sensor performance has
minor dependence on the motor shaft diameter (within range of 30 mm to
300 mm) and number of pole pairs (3–16 pole pairs) when we consider electrical
angle (related to an electric period). In nominal condition the sensor accuracy
is ±0.6�.

The external parameters, such as operating temperature, motor speed,
mechanical tolerances (axial, radial, tilt) will create additional errors.

Fig. 2 Mechanical interface
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Fig. 3 Electrical interface options

Table 2 Electrical interface comparison

ANALOG non
modulated

ANALOG
modulated

DIGITAL
SSI

EMC immunity - - +
Offset immunity - + +
Signal delay control - - +
Transmission Diagnostic Not applicable Yes
Electronic processing

complexity
0 - +
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Total errors for the ‘‘ring design’’ are within ±1� for all operating conditions
and mechanical tolerances less than:

– ±1 mm axial
– ±0.5 mm radial
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Fig. 6 Radial tolerance effect (±0.5 mm)
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Integrated signal processing provides error compensation for electrical speeds
above 12,000 RPM.

The following graphs shows the influence of above parameters (Figs. 4, 5, 6,
and 7).

5 Conclusion

Electrification of the power train will play a key role in the struggle for higher
energy efficiencies and reduced emissions of vehicles. The drawbacks of current
sensor technologies like high costs or sensibility to EMI will not be acceptable any
more when electric power trains go into mass production.

EFI Automotive has developed EMPOS (an Electric Motor Position Sensor)
based on eddy-current technology. Less than 10 mm thick and weighing under
100 g, the sensor can be easily integrated in HEV and EV applications. Its sealed
package is designed to keep water, oil and pollution out. With no ferromagnetic
parts, it is insensitive to EMI, vibrations and positioning errors. In addition, the
trigger wheel has been designed to keep production costs down.

The integrated ASIC handles the entire signal-treatment chain, including analog
and digital processing. It includes diagnostic functions to avoid false position
information in the event of any single failure.

After having validated the concept on prototypes, EFI Automotive is now
working on the industrialisation of the product that will be ready for mass pro-
duction scheduled to begin in early 2015.
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Advanced Modular Drive Train Concepts
for Electric Vehicles

Tobias Lange, Hauke van Hoek, Christoph Schäper
and Rik W. De Doncker

Abstract The paper gives a detailed overview on modular drive train concepts
and how significant benefits can be obtained with different levels of modularity.
The advantages are assessed with respect to the additional effort. Modularity offers
an inherent scalability of power and driving range, which enables car concepts to
be composed with building blocks. This lifts the boundaries between different car
types, as all consist of the same blocks. Obviously, a high level of modularity
comes along with standardization of components as well as interfaces and offers a
substantially high impact on cost reduction due to the economy of scale. Other
important aspects are component integration, increased reliability due to redun-
dancy and impacts of the system voltage levels on the safety effort.

Keywords Modular drive train � Low-voltage (LV) battery � Fast high-power
dc-charging � Electric vehicle
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1 Introduction

The perspective for a successful market introduction of the electric car has never
been that promising. Upcoming resource shortage, urban pollution, global warm-
ing, as well as environmental disasters are all arguments which emphasize the need
for sustainable energy generation and consumption concepts. The electric mobility
in combination with renewable energies forms the most promising solution. As a
result, numerous governments, for example Germany, recently subsidize a lot of
projects to encourage car manufacturers to add electric cars to their portfolio.
However, currently, the high prices prevent people from buying electric cars.

With the combustion engine car as competitor, the electric car has to compete
with a century of innovation and research, invested in a product with a production
volume of above 80 Million pieces in 2011. It is comprehensible that it takes time
for the individual parts of the electric car to be able to catch up.

So far, many electric car concepts are based on a combustion engine car
platform where the drive train is replaced. Figure 1 depicts the standard solution,
which is commonly used in these cars. It consists of three basic components: the
battery pack, the inverter and the electrical machine that is connected to a motor
shaft. For varied car types, these components have to be adjusted individually.

Although technology can be adapted and innovation synergies achieved, this
production approach restricts the possibility to decrease costs with high production
volumes. Within this paper, an overview will be given how standardization and
modularity can lift these restrictions.

2 Economy of Scale

For a market breakthrough of electric vehicles the mass production of components
is a key aspect. To reach the aim of the German government to establish a million
electric cars in Germany by 2020, it is necessary to achieve the cost goals

Fig. 1 Standard drive train
topology
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presented in roadmaps like [1]. The costs of high-energy Li-Ion cells are estimated
to decrease to 300 €/kWh and for high-power Li-Ion cells to 500 €/kWh within the
next three years. Power electronics costs will decline more significantly compared
to the battery system costs. Thus the main costs are due to battery cells as
described in Table 1. For traction inverters costs of 3.7 €/kW, power densities of
up to 12 kW/l and an efficiency of 97.5 % are estimated for the year 2015. This
paper proposes vehicle concepts based on identical components for different
purpose as urban, compact, medium- sized and luxury vehicles. Medium-sized and
luxury vehicles are assumed to be composed of urban and compact vehicle
components.

With standardized interfaces and scalable components, the amount of identical
parts can be increased, which substantially reduces the production price. Addi-
tionally, the development and certification costs of electric drive trains can be
reduced as the variety of modules is decreased.

3 Scalability of Power and Driving Range

Creating standards enables the utilization of economies of scale. The lowest
standardization level concerns the auxiliary components, such as electrical con-
nectors and cables as well as cooling systems, which have to be specified and
commonly used within the drive trains. Although this aspect is quite obvious, it has
not been established so far. However, a significantly higher impact can be achieved
with standards concerning voltage levels within the drive train. This approach is
only realistic with a dc-to-dc converter as it lifts the restrictions on the battery
layout. When the dc-link voltage level is specified, all drive train components can
be design accordingly. Ultimately, all car concepts can consist of the same
modular building blocks. The amount of battery packs is chosen according to the
desired range and drive train power, while the traction power can be adjusted with
the number of machines and inverters. Thereby, a common component market can
be created, granting access for new market players. The advantages are numerous:
new battery concepts or technologies can be immediately tested within cars as only
the dc-to-dc converter has to be changed or adapted. Defective devices can be
replaced more easily. In particular, instead of one monolithic battery pack there are
several medium sized battery modules, which make a replacement more man-
ageable and cheaper. Furthermore, there is no issue concerning different states of

Table 1 Cost goals for power electronics and Li-Ion cells in electric- and hybrid vehicles in the
year 2015

Power (kW) Energy (kWh) Inverter (€) Li-Ion cells (€)

Urban vehicle 30 20 112 6,000
Compact vehicle 50 30 186 9,000
Medium-sized vehicle 80 40 297 12,000
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health or even manufacturers of the battery modules. Small modular components
can be divided throughout the limited space within the car more arbitrarily.

Scalability creates the important link to introduce identical modules for dif-
ferent vehicle platforms. Figure 2 shows the components of a modular drive train,
including low-voltage (LV) batteries, battery-integrated dc-to-dc converter as well
as a high-voltage (HV) dc-link bus that feeds the traction inverter and is used for
charging.

Modular drive trains allow to build platforms with single machine urban and
compact vehicles or multi-machine driven medium-sized and luxury vehicles
(Fig. 1). These concepts offer new possibilities in terms of driving comfort and
dynamics, which can be realized by controlling the torque of the two to four
motors individually. Electronic differential gear and driving dynamic features like
torque vectoring are established.

The installed power is scalable by replacing or adding machines in the electric
drive train. Driving range is adjusted by adding or removing battery pack modules
with integrated dc-to-dc converters.

Urban and compact cars can be powered by single motor modules, identical to
those of the multi-machine vehicles. To optimize the drive train for each vehicle
type concerning its characteristic driving cycle, different combinations of machine
types are reasonable. For urban and compact vehicles a relatively small power is
sufficient. Thus, the Interior Permanent Magnet Motor (IPMSM) is beneficial to
achieve high power densities and high efficiencies for the low speed driving cycle.
The most important alternative cost effective machine types are the induction
machine (IM) and the switched reluctance machine (SRM). Especially the SRM
achieves high power density and high efficiency comparable to an IPMSM. As the
switched reluctance machine has nearly no rotor losses compared to the IPMSM
and the IM it is especially suitable for high-speed integrated drive systems with
15,000–25,000 rpm. Thereby, high power-densities about 12–18 kW/l can be
reached. The main issue of the switched reluctance machine is the acoustic noise
radiated by the machine housing due to its electro-mechanical excitation. Active
and passive damping of this noise is a main research topic for this machine type.

Machine powers of up to 50 kW allow an efficient and agile vehicle. For urban
use one battery pack is sufficient to meet the driving range and power require-
ments. In [1] it is shown that the average driving distance per day is below 70 km
for about 77.9 % of the private vehicles in Germany. For commercial used
vehicles, average driving distances of 130 km and below are reached by about
77.2 %. Thus, the assumption of one medium-sized battery pack is reasonable to
keep extra costs of the periphery, like a pre-charging unit and a dc-to-dc converter,
low in comparison to a two battery pack solution. It is possible to charge the
vehicle at night without any drawback for the general use.

Compact vehicles can be equipped with IMs to enable moderate efficiencies at
low and medium speed. The amount of battery packs can be adopted on the
demanded range for each vehicle concept. By combining the advantages of both
machine types, medium-sized and luxury vehicles can be equipped with IPMSM
and IM or SRM to meet demands for long distances and higher agility.
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Fig. 2 Modular drive trains based on identical components
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For example the ‘‘e performance’’ Project, funded by the BMBF, realized a
multi-machine concept to allow efficient and powerful driving for a sports car [4].
The vehicle compromises two induction machines with 60 kW each at the rear
axle and one permanent-magnet machine with 50 kW at the front as a transaxle.
This concept affords and includes studies for each presented vehicle concept. It is
scalable between 50, 60/120 up to 170 kW in the four wheel driving mode.
Detailed analysis and results will be published in future.

By increasing the amount of medium power machines, in a range of 30–60 kW,
a redundancy and fault tolerance is ensured. Because of the independent compo-
nents in the modular drive train most faults only limit the maximum system power.
Thus battery packs, dc-to-dc converters or even traction inverters and machines
can fail without causing a break down. Range and maximum speed might be
limited, but at least a limp home functionality can be offered.

4 Low-Voltage Battery

Low-voltage traction battery concepts within electric vehicles are motivated by
concerns of safety and reliability. Firstly, the vehicle maintenance is not neces-
sarily carried out by skilled electricians. While this might be avoidable for utility
vehicles, it can be expected that people repair and modify their electric passenger
cars on their own the same way they do with their combustion engine car. Sec-
ondly, accidents potentially lead to major deformations of the car structure, which
can result in risks for driver and rescuers due to exposed voltages. These risks have
to be minimized with a certain safety effort, such as insulation monitoring and a
redundantly insulated battery packs to prevent access from laymen.

Battery concepts with voltages Vbatt \ 60 V fall in a less strict safety category as
these voltages are not considered to be dangerous for the human body. Combining
these voltages with a high traction power, however, implies the usage of a dc-to-dc
converter as otherwise the currents achieved within the drive train are too high.

A structure that depicts a low-voltage battery pack is shown in Fig. 3. The two
batteries each have a voltage of 48 V with respect to the vehicle ground potential.
By connecting both in series the dc-to-dc converters input terminal voltage is
96 V. The converter creates the specified dc-link voltage at the output terminals.
When the system shuts down the dc-link voltage, e.g. the car is parked, all
capacitors are discharged and the batteries are disconnected. Thus, only the 48 V
battery voltages are left within the system, making it inherently safe in terms of
exposed voltages even in failure case.

The integrated dc-to-dc converter decouples the low-voltage battery from the
dc-link. Hence, all the mentioned advantages of a modular system with dc-to-dc
converter apply. Besides, by defining a modular battery package by its output
terminal parameters, the system design can be carried out independent of the
battery pack’s inner structure.
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Table 2 lists the estimated costs for two modular LV and one HV battery pack
of 40 kWh. On basis of these values the higher effort for a low voltage battery
concept can be assessed. The costs increase by 2.2 %, which is mainly caused by
the extra housing and electronics. With respect to the advantages the additional
costs of modular LV battery packs are reasonable.

5 Increasing Efficiency

The total system efficiency is an important aspect for the electric vehicle design as
it directly influences the driving range and the cooling effort. There are several
possibilities to increase the system efficiency depending on the vehicle purpose.
Driving cycle, range and traction power have a deep impact on the system con-
figuration. In this paper the proposed modular topologies and their advantages are
investigated further. Vehicles without dc-to-dc converter have to be designed to
provide the rated maximum traction power at minimum voltage. This results in an
oversized drive train, because it has to be designed according to the high currents,
which are particularly restricted by the thermal limits of the inverter and the
machine. By adding a dc-to-dc converter the inverter input terminal voltage can be
adjusted independent of the batteries state of charge (SOC). Under partial load
conditions multi-phase dc-to-dc converters are able to increase the converter’s
efficiency by disabling phases. The maximum efficiency of each phase can be
established at different multiple operating point. The use of several battery packs
equipped with dc-to-dc converters further increase the adaptable efficiency range
from low to full load condition.

Fig. 3 Low-voltage battery
pack

Table 2 Estimated costs of
HV with 40 kWh and two LV
Battery packs with 20 kWh
each (without dc-to-dc
converter)

Costs

HV (€) LV (€)

Cells 15,350 15,350
Periphery 1,572 1,947
Over all 16,922 17,297
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Dc-to-dc converters can also be used to create a variable dc-link voltage [2, 3].
Thereby, the voltage level can be adjusted according to the drive’s operating point
to reduce the inverter’s switching losses or enable a six step operation mode. The
simulation results in Fig. 4 show two efficiency maps of the inverter losses with
fixed and variable dc-link voltage assuming space vector modulation. In base
speed range of below 5,000 rpm, especially at high torque, the inverter losses are
decreased according to the reduced dc-link voltage.

Assessments show that the advantage of a system with dc-to-dc converter
depends on the driving cycle. For city cycles like the ‘‘Hyzem urban’’ and the New
European Driving Cycle ‘‘NEDC’’ higher efficiencies can be reached. However,
driving cycles with higher performance like the ‘‘Hyzem rural’’ or the ‘‘Hyzem
highway’’ show higher efficiencies without dc-to-dc converters. An example is
given in Table 3, taken from [4].

6 Fast High-Power DC Charging

Charging concepts are still an essential discussion aspect concerning vehicle
mobility. Ultimately, the electric vehicle is assessed with respect to the combus-
tion engine cars, which has a range of several hundred kilometers and needs about
ten minutes to be refueled. However, the battery energy storage capability limits
the range of an electric vehicle, while the charging power is limited by the pro-
cesses within the battery.

Common concepts expect either a single-phase charging process with around
3.7 kW and 230 V at home (Europe) or fast charging with up to 43.5 kW and
400 V at public charging stations. The inconsistent requirements are difficult to
combine with a compact charger. A concept with dc-to-dc converter and a

Fig. 4 Efficiency maps
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standardized dc-link voltage overcomes this issue: There is no need for an addi-
tional charger within the car. The charging station is designed according to the
power grid at the connection point and does not have to fulfill automotive
requirements. It feeds the dc-link with a standardized voltage while the dc-to-dc
converter takes over the charging process and realizes the battery management
system. As the dc-to-dc converter is designed according to the traction power, the
possible charging power is significantly increased, making either the battery itself
or the available terminal power the bottleneck.

For future grid structures, dc-grids are currently in discussion for transmission
lines as well as smart homes. These concepts can lift the need for a charging
station as the vehicle’s dc-link can be connected to the dc-supply grid of the house.
Furthermore, this concept is inherently bidirectional. Thus, the vehicle’s battery
can be used as energy storage to support the grid.

7 Conclusion

An overview on modular drive train topologies has been presented. It has been
described how modularity and standardization can increase the chances for a
market breakthrough of electric vehicles by providing a better opportunity for high
production volumes. This is achieved by using identical building blocks for all
vehicle classes. It potentially leads to a better utilization of economies of scale and
can significantly reduce the vehicle costs.

A concept with low-voltage batteries with an integrated dc-to-dc converter has
been proposed, which substantially reduces the safety effort. It has also been
shown that the additional costs of this battery concept are not significant.

By using an integrated dc-to-dc converter higher system efficiency can be
achieved. Furthermore this concept enables the possibility of high-power
dc-charging to eliminate additional onboard charger units.
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Electric Vehicle Preparation for Vehicle
Performances Analysis and Battery
Evaluation in Normal Operation
Conditions

Alberto Fraile Del Pozo, Sara Sánchez Monclus
and Emilio Larrodé Pellicer

Abstract The primary objective of this project is the transformation of a vehicle
powered by an internal combustion engine into an electric competition vehicle
with zero-emission able to perform long distances and having high performance,
as well as establishing a design process model for future electrifications. It
determined the technical characteristics and the parameters needed for further
transformation. Currently, the developed vehicle is monitored and adequately
equipped with measurement equipment and allows evaluating the different types of
batteries depending on the technical characteristics of the vehicle and the journey
to perform, therefore evaluation of vehicle performances can be done in order to
test battery behavior in different driving conditions.

Keywords Electric vehicles � Battery � Controller � Electrification � Power sizing

1 Introduction

This project was carried out in the company Automotive ZYTEL collaboration
with the University of Zaragoza. ZYTEL Automotive is a Spanish company
dedicated to the electrification of vehicles and electric vehicle manufacturing. As
part of the development process of their electric vehicles and promoting your
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brand, has decided to participate in the ZERO RACE, race where the electric
vehicle will go around the world with zero CO2 emissions. The way in was
decided to approach the project was by adapting a vehicle to the requirements of
career and regulations imposed by the European Union. The achievement of this
objective is performed by meeting a number of objectives are described below.
First, there was a work vehicle documentation to know its main systems as well as
the design and modeling of its main components, within the field of electric
vehicles. Also undertook a market study for the selection of the vehicle, compo-
nent selection, both main and auxiliary systems, and components prior test. Once
the vehicle structure was determinated and the final parameters are known, it was
made a process of dynamic performance calculation, modeling components,
mechanical analysis, electric circuit design, design protections and vehicle energy
efficiency study, for the detection of shortcomings and possible improvements in
the vehicle. Upon completion of the above tasks, we proceeded to study the
integration of the vehicle components, the assembly process planning and sub-
sequent implementation.

2 Technical Characteristics of the Project. Regulations

The starting point was an analysis of the regulations issued by the organization of
the race, from which we extracted the points related to project specifications
concerning the vehicle, such as distance traveled (30,000 km) or the limitation that
the power source should only be the electricity [1].

Established the regulations of the race, there is a need that the vehicle must
comply with all legal requirements driving in countries that will be crossed by the
ZERO RACE. After studying the rules of movement of each country, was extracted
the conclusion that complying with the regulations established by the European
Economic Commission (EEC) would be sufficient to ensure compliance with the
regulations established in Asian and American countries. Directive 2007/46/EC [2]
establishing a framework for the approval of motor vehicles and for trailers, systems,
components and separate technical units intended for such vehicles. After the study
of that directive and its annexes, concludes that: the vehicle that intends to partic-
ipate in the race (motor vehicle intended for the carriage of persons, two seats, with 4
wheels and maximum weight exceeding one ton) is framed in category M1
(Directive 70/156/EEC [3], annex I), which according to their category and changes
initially raised therein, is affected by the following regulations:

• Regulation 10 (R10) [4] ‘‘Radio interference EMC (electromagnetic
compatibility)’’;

• Regulation 100 (R100) [4] ‘‘Battery Electric Vehicle’’;
• Regulation 101 (R101) [5] ‘‘Electric Motor Consumption’’; which will be

considered throughout the project.
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3 Power Sizing

Today it is difficult to store large amounts of energy, especially in the form of
electricity. Electric energy storage systems are expensive and heavy, so a previous
calculation of electric power that will be used to achieve the vehicle to reach
established targets is essential. Through the determination of the equations gov-
erning the forces opposing the advance of the vehicle and the initial conditions will
be set an algorithm that will result planned energy that would be needed to store.
This process is called power sizing. The main function of power sizing process or
Calculation Model of the Power Sizing (CMPS) is to determine the energy
required to make a particular vehicle perform a certain number of drive cycles.
Parallel it is used for various functions such as calculation of the engine power
required, the maximum vehicle speed, the acceleration, the selection of the gear
ratio and the obtaining of the vehicle’s curves among others. Using the CMPS and
yield maps of the electric motor together allows a previous analysis of possible
modifications to be made to the vehicle in order to obtain maximum performance.
The energy necessary for the traction of the vehicle is set by the simultaneous sum
of the resistance to advance, the speed and the time elapsed during the movement.
Resistance to advance is caused by the friction of the tyres with ground, the
friction with the air, inertial resistance and strength, positive or negative, produced
in the ascent or descent of terrain slopes. Fixed the methodology for calculating the
resistance to the advance of the vehicle, it’ll study consumption cycles in the
regulation-101 [5].

3.1 Driving Cycles

A drive cycle graphically represents the vehicle’s speed versus time during a
supposed route. Throughout a cycle can distinguish four driving modes: acceler-
ation, deceleration, constant speed and stop. The standard driving cycles (cycle
ECE-15 and cycle EUDC) have been developed to simulate a conduction that is
representative of urban and interurban driving. These cycles are used to evaluate
the use of vehicles on test benches simulating real operating conditions. The cycle
New European Driving Cycle (NEDC) is used in the European Union Regulation
101 [5] to certify passenger vehicles and light trucks. It is composed of four urban
cycles ECE-15 and a cycle EUDC thus simulating real conditions daily. It has
duration of 1,200 s at an average speed of 33.60 km/h and a total distance of
11,022 m. The result shows figures which are difficult to interpret at first sight
therefore are transformed to more conventional units as it is consumption in
kWh/100 km, so for this case get consumption per cycle of 17.23 kWh/100 km.
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3.2 Estimated Battery Weigh

Following the selection criteria through the regulatory requirements of the project,
it must set the weight of batteries as a determining factor when selecting the
vehicle and batteries. To do so, according to article 9.6 of the regulations of the
race’s organization [1], it is must daily tackle a first stage of 225 km with a
maximum recharge of 4 h and then another stage of 225 km.

As conclusions in this first phase of power sizing, without knowing what the
structural components of the project will be, it can say looking at Table 1 that the
first election is either lithium or sodium batteries. It will select a light vehicle,
large load capacity, a drive system as light as possible and high efficiency. It can
be seen as the weight will be a key factor in the development of the project, mainly
due to two reasons, one of them is the high percentage of mass which will provide
the batteries and the second to increased consumption by the weight which would
require an greater number of batteries, converting the calculation in an iterative
process.

4 Market Research. Components Selection

Established the technical characteristics of the project and conducted a first
approximation of the energy needs of the vehicle, it must continue with the
selection of the components that will make possible the achievement of the
objectives established. For this has been developed a diagram that brand guidelines
to be followed for the selection (Fig. 1):

4.1 Vehicle Selection

Set of selection criteria which were as follows:

• Vehicle of independent frame, for simplification afforded by this type of vehicle
to the structural changes of the same and the high load capacity that allows;

• Vehicle with at least two seats and cargo space for a minimum of 600 kg of
batteries;

• Vehicle of low weight to obtain higher final performance;

Table 1 Batteries possible to incorporate

Batteries Lead-acid Lithium Sodium

Energy density (Wh/kg) 45 115 120
Weight _necessary (kg) 1,506.96 589.68 565.11
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• A high resistance and reliability of structural components that guarantee the
possible changes thereto, as well as an increase of the load to bear;

• Maximum safety of occupants with a minimum equipment of ABS and Airbag;
• Low acquisition cost.

After establishing selection criteria was elaborated a study of the local and
national markets. For economic reasons it chose the second hand market. It was
determined that the most appropriate range of vehicles for the electrification would
be of those models that have an independent frame design, so that the number of
candidates would be presumably minimized, since the trend of the past 15 years in
the manufacture of cars has been developed around the self-supporting body
(Table 2).

Fig. 1 Diagram of components selection procedure

Table 2 Technical
characteristics of selected
vehicle

Model Suzuki (Jimny-05)

Dimensions [mm] 3,625 9 1,600 9 1,655
Weight [kg] 1,140
Power [CV] 81
Load Capacity [kg] 360
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In comparison with other similar models, it selected the Suzuki Jimny-05
vehicle by its higher load capacity, greater amount of safety devices, its reliability
and likeness in dimensions one of the ZYTEL vehicles (Zytel GORILA), so ful-
filling one of the conditions laid down by the company.

4.2 Motor Selection

The chosen motor type was one of type DC Brushless permanent magnets due to
its high torque, high speed of rotation, high acceleration, high reliability and a
characteristic curve linear torque-speed. Due to the high price of DC Brushless
motors, also the possibility of choice of a squirrel-cage asynchronous motor is
valued as another option.

For the purchase of the engine, was first performed an analysis of the market.
The selection criteria were based on the technical characteristics of the project and
existing technology. Set out below are the criteria used:

• High torque and power up to 45 kW;
• Low weight;
• High efficiency and operating voltage;
• Dimensions contained for easy location.

After the search for distributors and manufacturers of motors, a first selection of
engine models and a comparison was made between them. All selected motors had
a high efficiency over 90 %, with voltages higher than 300 V and maximum speed
over 5,000 rpm; being these factors valid for design. The factors that determined
the selection of the motor were the specific power (kW/kg) and its dimensions,
standing out above the rest and being the final choice, the motor PH145 of UQM
with maximum power 145 kW and 94 % of efficiency. In Fig. 2 below is detailed
the efficiency’s map and torque-power curves running as a motor:

4.2.1 Controller

The UQM-PH145 motor has to operate with a controller from the manufacturer,
the controller/inverter DD45-500L. This controller is based on half-bridge archi-
tecture with 3 IGBT as elements of power and a digital signals processor (DSP).
The addition of the DSP allows that the controller, also the motor control,
incorporated communication series, CAN Bus support, diagnostic capability,
speed reading and reading of the motor’s temperature and controller’s temperature.
The controller allows control the motor from three different modes: torque control,
speed control and voltage control. The controller-motor unit is a machine capable
of working in all four quadrants of operation, so it will be possible to its operation
as a generator, or what is the same, will have regenerative braking function.
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4.2.2 Electrical Connections

The electrical circuit of the motor-controller set describes the connection between
the motor, controller and batteries as a power circuit and the controller as a control
circuit. The electrical connection between the motor and the controller has three
different connection types (Fig. 3). The first one is the connection of power with
the wires connecting the motor to the controller installed on the motor. The second
is the connection of data transmission using a connector amphenol-21 of the
controller. The third is the union of the shells between motor and controller to
balance the electrical potential between them and thus reduce pollution emission
electromagnetic behaving both as a Faraday cage.

4.3 Battery Selection

The choice of one type of battery or other determines the vehicle’s weight, the
maximum discharge, the power’s motor and cycle life of the batteries. Based on
the results of Sect. 3, the batteries should store 70 kWh of energy with a limitation
of 700 kg. These values of energy and weight result in the batteries must have a
specific energy greater than 100 Wh/kg, so according to the studied batteries is

Fig. 2 Efficiency and torque-power graph of PH145 motor
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used two types of batteries based on lithium or sodium. Sodium batteries operate at
a very high temperature ([250 �C) which compromises the safety of occupants
and the reliability of the whole. This makes this typology of battery selected is
based at first in lithium batteries [6, 7].

To purchase the batteries, firstly it performed an analysis of the market where
the selection criteria were based on the technical characteristics of the project and
existing technology, below are the criteria used:

• High specific energy greater than 100 Wh/kg;
• High specific power greater than 200 W/kg;
• High discharge capacity, higher than 3C (Battery Capacity [Ah]);
• High load capacity than 1C and low internal resistance less than 5 mX;
• Low sensitivity to temperature;
• Low self-discharge, less than 1 % a week;
• Cycles of life, over 500 cycles.

Fig. 3 Electrical system connections
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4.3.1 Properties of the Battery Selected

After analyzing the various manufacturers European, American and Asian, battery
select was SE180AHA of the Sky Energy manufacturer since it is the most similar
to the requirements. The vehicle traction battery is composed of 120 units con-
nected in series and divided in 4 different locations on the vehicle. The battery
pack provides a total energy of 71.28 Wh, 396 V nominal voltage, with a mini-
mum voltage of 240 V and a weight of 672 kg. The internal resistance afforded by
the battery assembly is 360 mX. The battery system is a crucial component in the
development of the project. This motivates mainly perform three tests to define
correctly the battery and know its behavior. Initially there is information provided
by the manufacturer even so it is important to carry out two tests on the batteries.
The first test is aimed at knowing the internal resistance of the battery which is
calculated and resulted 3.02 mX. Download curves with different load are
obtained in the second test. Finally to get the maximum energy stored in the
traction battery set each battery should be balanced individually during charging
[8]. This action is not possible due to the type of battery so it adopts solution for
balancing previously to installing of batteries in the vehicle.

4.4 Selection of Auxiliary Components

Systems that integrate a vehicle equipped with an internal combustion engine vary
to incorporate electric motor due to amending or some of its components are
removed. In addition, for the operation of the electric traction vehicle is necessary
to introduce other new systems. Cooling system, brake system, steering system,
auxiliary battery system, electric power system and the system of traction’s
batteries—Battery Management System (BMS) are new systems that will be
incorporated or modified but which here weren‘t detailing descriptively.

5 Calculation Process

The dynamics of a vehicle is composed of existing forces in the three axes of
space, two axes included in a horizontal plane, and a third axis in the vertical
plane. The vertical axis represents the vertical dynamic behavior of the vehicle and
is necessary to optimize the reactions to ensure the comfort and safety of
passengers. The suspension system is responsible for this. Modification of the
vehicle’s weight, involves a change in its vertical dynamics. Therefore incorpo-
rating batteries to perform the transformation in electric vehicle should redesign
the suspension system, taking into account tyres, springs and shock absorbers.
These modifications and its satisfactory results shall grant the vehicle one greater
safety index, after being amended the overall weight, the width of the axes,
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unsprung weight and changed the springs and dampers of the suspension to support
a greater weight. As seen throughout the project there are many elements that
directly affect vehicle safety. The gravity center is one of the essential elements for
vehicle dynamics, being closely related to height, so it is particularly important in
the design of the vehicle. Logically, a lower gravity center height positively
influences the overall balance of the vehicle, improving stability, weight distri-
bution and braking. Other important aspect is linked to the clearance height and the
angle of attack, mainly when they are moving by ground badly paved or unpaved.
These parameters are changed by the weight and the placement of the batteries. So
it should study how have been modified and where necessary raises any appro-
priate modifications for the new vehicle complies with all legal and functional
requirements. To increase the clearance height it could be increased the diameter
of the wheels, raise the height of the frame by increasing the length of the sus-
pension and/or raise the height of the bodywork respect to the frame.

6 Planning and Implement Electrification Process

The electrification vehicle process consists of 7 different phases in chronological
order with the possibility of overlap between them. These phases are distributed as
follows:

1. Removing MACI and body elements
2. Adaptation of existing systems
3. Implementation and installation of new components
4. Modifications to the bodywork
5. Installation and adjustment of electric traction
6. Installation of electrical circuit and batteries
7. Test and the revision of the components.

7 Conclusions and Possibilities For Continuation

The possibilities for continuation of the project are many although all go in the
same direction: increase the degree of optimization of the electric vehicle. On the
one hand could verify the accuracy of the calculations of consumption and
autonomy. Calculation models, proposing new specifications for the optimization
of vehicle and its subsequent verification in real conditions could be extended in
this way. It also is studying the possibility of assembling multiple sensors on the
vehicle, to perform a very valuable data acquisition to deepen the knowledge of the
behavior of the vehicle and its components, especially the traction systems and
batteries. Currently, the developed vehicle is monitored and adequately equipped
with measurement equipment and allows evaluating the different types of batteries
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depending on the technical characteristics of the vehicle and the journey to per-
form, therefore a battery testing vehicle has been performed and evaluation of
vehicle performances can be done in order to test battery behavior in different
driving conditions.
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Strategy Car Performances Selection
for an Efficient in Urban Freight
Distribution

Sara Sánchez, Alberto Fraile and Emilio Larrodé

Abstract In this paper, different strategies of electrical vehicles for urban freight
distribution have been defined in function of the capacity of load. The transport
operation can be performed through an only electrical vehicle with large load
capacity able to perform by itself all the freight distribution process established
one journey, or distribution the load among several small electric vehicles with
maximum load of transport of 500 kg, or through an optimal combination among
an only large electrical vehicle and a determinate number of small electrical
vehicles with maximum load of transport of 500 kg. It has been performed several
simulations of different strategies of distribution, modifying the load capacity of a
large electrical vehicle and modifying the number of small electrical vehicles with
a maximum load of transport of 500 kg, until to find the optimal combination for a
efficient system of freight urban distribution.
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1 Introduction

Nowadays, the transport systems are considered a vital function but the people
know his several negative effects like the emissions of exhaust, particulate matter,
the contribution to greenhouse and their consequent deterioration of habitats and
climate change, noise and accidents among others [1].

For the economic development of the cities, regions and countries, the freight
urban distribution systems are fundamental, but his negative effects should be
consider. A feasible solution for decrease of these factors in the environment urban
is the design of electric vehicle fleets that perform the freight urban distribution
[2]. With them, not only the pollution emissions decreases, also waste materials
that can eventually contaminate the environment. These kinds of vehicles, help to
the decrease of noise pollution generating a more comfortable and quiet city.
Moreover, the quality of the transport favors the environment and intervenes on
the life quality of the cities [3].

2 Experimental Procedure

The analysis has been performed through the software of simulation Advanced
Vehicle Simulator (ADVISOR). It’s a tool of flexible modeling with which it can
evaluate the operation and economy of fuel conventional vehicles with internal
combustion engine, electrical vehicles, fuel cell vehicles and hybrid vehicles
among others [4].

ADVISOR has a large database of components of vehicles and several con-
figurations. It has also a details information about internal combustion engines,
electric engines, fuel cell and batteries as well as different strategies of control of
powertrain, several exhaust systems, transmissions, couplers pair, wheels, axis and
several accessories [5, 6].

The software includes also a wide range of drive cycles with the possibility of
generate tests in custom cycles. The drive cycles consists in a velocity–time
sequence, obtained with statistic information represented in a specific area. This
cycles are considerate very helpful for can obtain experimental factors of pollution
emissions, performance in vehicle, fuel consumption, etc., of several vehicles. For
perform a perfect measurement of the performances in vehicle design and emis-
sions generates by the vehicles, the drives cycles show the dynamic of conduction
observed in real operations and represents the actual driving mode. For this,
different countries and organizations, perform, define and standardize the cycles, in
order to compare different vehicles that they have been tested in the same drive
cycles.

The drive cycles used in the research, are urban cycles with a maximum
velocity lower to 50 km/h, with several stops and starts that simulate the normal
characteristics of conduction in urban environmental like a traffic lights,
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roundabouts, etc. the cycles present large travel distance, around 20 km, because
they are cycles associated to big cities like Madrid, Barcelona, Paris, etc., where
there are greater difficulty in the freight urban distribution.

3 Results and Discussion

For the analysis of operation costs, it has been considered the costs of the fuel,
named energy consumption costs, and the costs of the salary of the driver, named
logistics costs.

The analysis of the transport operation costs has been performed to a real case
of 6,000 kg of load demanded with two demand points of 3,000 kg, point 1 and
point 2 of load demanded, Fig. 1. All the vehicles should begin the system dis-
tribution on the point O, which it is the point where there is the company. It has
been looked for the optimum combined with which we obtain the best result. It has
been established five different cases of distribution, through the combined of large
and small electrical vehicles with different loads.

In the first case, it has been established a large electric vehicle able to distribute
all the freight by itself and the next cases of study, it has been incorporated small
electric vehicles for the transport of the freight. In the different cases, the large
vehicle going to transport less load and the small electric vehicles going to
increase his number of units required for able to distribute all the load demanded.
Of this way, the last case of study of distribution of freight is through twelve small
electric vehicles with a maximum load of 500 kilograms each vehicle, Fig. 1.

The first case, consists in an only large vehicle able to perform the system
distribution by itself, which transports the 6,000 kg of the load demanded. On the
second case, there is one large vehicle, which transports 4,000 kg, and four small
electric vehicles with 500 kg how maximum load capacity. The third case consists
in a medium electric vehicle, which transports 3,000 kg, and six small electric
vehicles with maximum load capacity of 500 kg. On the fourth case, there is a
medium electric vehicle that transports 2,000 kg and eight small electric vehicles
with 500 kg how maximum capacity of load. Last, the fifth case consists in twelve
small electric vehicles with maximum capacity of load of 500 kg. The cases of the
small electric vehicle with maximum capacity of load of 500 kg, are a subcontract
so as to perform the path imposed therefore their came back to the company has
not been considered.

The powertrain configurations of all the vehicles involved on the five cases, are
in the Table 1.

All the cases studied, have been simulated with the drive cycle of Fig. 2. It is a
cycle with urban character, with several stops and starts simulating in this way the
effect of roundabouts, traffic lights, among others, and his maximum speed id of
45 km/h. This cycle, has been simulated in each of the stage of each distribution
system of the different cases studied.
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Fig. 1 Cases of study of the different distribution systems

Table 1 Powertrain configuration of the vehicles

Configuration of the vehicles Case 1 Case 2 Case 3 Case 4 Case 5

Large electric vehicle Load transported (kg) 6,000 4,000 3,000 2,000 –
Batteries (Ah) Pb (91) Pb (91) Pb (91) Pb (91) –
N8 of modules 93 70 43 28 –
Electric Engine (kW) 219 219 123 87 –
Weight on empty (kg) 7,833 4,612 3,450 2,033 –

Small electric vehicles N8 units required – 4 6 8 12
Batteries (Ah) – Pb (91) Pb (91) Pb (91) Pb (91)
N8 of modules – 11 11 11 11
Electric Engine (kW) 75 75 75 75
Weight on empty (kg) – 1,595 1,595 1,595 1,595
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3.1 Energy Consumption Costs

The energy consumption costs of the vehicles, equation [1], it is based on function
of the energy consumed by the vehicles in each one of the cases studied. With the
help of ADVISOR, we obtain the energy consumption in kJ and with the applying
the current rate of electricity in force in Spain, it has been able to obtain the
economic data. It has been established that the vehicles should be recharged by the
night therefore the electricity tariff is cheaper.

Ci ¼
Xn

j¼1
Energy consumptionð Þj� Electricity tariffð Þ

h i

ð1Þ

Being n the total number of vehicles involved on the distribution system of each
case, therefore, the values of i and of n for each one of the case are on Table 2.

On the Fig. 3, it is possible to observe the economic data of the energy con-
sumption costs in function of the number of small electric vehicles, with maximum
capacity of load of 500 kg, involved in each one of the cases.

On Fig. 3, it is possible to observe that it exist a minimum on the energy
consumption on the second case. Of the five cases studied, the second case, with
four small electric vehicles with maximum load of transport of 500 kg each of
them, is who presents lowest energy consumption and therefore is who presents
lowest energy consumption costs.

Fig. 2 Drive cycle of all the
cases studied

Table 2 Values of i and n
for each one of the cases
studied

Case i n

1 1 1
2 2 5
3 3 7
4 4 9
5 5 12
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3.2 Logistics Costs

The calculating of logistics costs, equation [2], has been based on the total number
of vehicles involved in each case and with them, the number of the drivers nec-
essaries, the time of each driver for perform to the route and the time of each
operator for loading and unloading of the goods.

Ci ¼
Xn

j¼1
Driver salaryð Þ � trouteð Þj

h i

þ
Xn

j¼1
Operator Salaryð Þ � tl=u

� �

j

h i

ð2Þ

Being i the cases studied, n the total number of the vehicles involved in each
case, Table 1, troute the time of the route and tl/u the time of the loading and
unloading of the goods.

In this case, with increasing of the number of small electric vehicles, increases
also the logistics costs, Fig. 4.

Fig. 3 Energy consumption costs of the cases studied in function of the number of small electric
vehicles involved in each case

Fig. 4 Logistics costs of the
cases studied in function of
the number of small vehicles
involved in each case
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3.3 Analysis of the Operation Costs

Observing the energy consumption costs, there is a minimum energy consumption
on the second case, that is to say, the optimal energy is obtained with two small
electrical vehicles transporting each one 500 kg to the point 1, others with two
small electrical vehicles transporting each one 500 kg to the point 2 and a medium
electric vehicle transporting 4,000 kg so that unloads 2,000 kg on the point 1, then
unloads the others 2,000 kg and last comes back empty to the company, point O.

In return, with the logistics costs there isn’t a minimum, because the logistics
costs depends on the total number of vehicles involved in the distribution system,
so that as the number of vehicles involved increases, the logistics costs also
increases (Table 3).

When the total operation costs has been calculated, although the energy
consumption costs has a minimum value in the second case, the logistics costs is
higher than the energy consumption costs and therefore the total operation costs
increases with the increase of the number of vehicles involved in each case, Fig. 5.

Also the different between the energy consumption costs and the logistics costs
has been analyzed, Fig. 6 and it is quite high.

The costs function of the transport operation depends on the energy consumption
and logistics costs. In this case, the difference between energy consumption costs and
the logistics costs, Fig. 6, is quite high because the transport fleet is very small and
must be taken in account that when the size of the fleet increases, the logistics costs
decreases.

Table 3 Total operation costs

Case Energy consumption costs (€) Logistics costs (€) Total operational costs (€)

1 16.28 140.07 156.35
2 15.41 308.43 323.84
3 15.82 392.61 408.43
4 16.13 476.79 492.92
5 16.27 518.88 535.15

Fig. 5 Total operation costs
in function of the number of
vehicles involved in each
case
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When the fleets have a big size, the difference between logistics costs and
energy consumption costs will decrease and in this case, it will be very important
identify the distribution system with the minimum energy consumption costs.

4 Conclusions

To perform an analysis of operation costs, it has been defined five different cases
of distribution system of freight. The analysis of the transport operation costs has
been performed to a real case of 6,000 kg of load demanded with two demand
points of 3,000 kg, point 1 and point 2 of load demanded, and the company located
in the center of the city, Fig. 1.

In the first case, the distribution system is performed with an only large electric
vehicle able to perform by itself all the distribution system. Along different cases
has been increased the presence of small electric vehicles with a maximum capacity
of load of 500 kg, so that, in the last case the distribution system is performed with
twelve small electric vehicles with a maximum capacity of load of 500 kg.

The operation costs have been calculated with the energy consumption costs
and with the logistics costs. In the energy consumption costs, there is a minimum
energy consumption in the second case, with four small electric vehicles with a
maximum capacity of load of 500 kg and a medium size electric vehicle with the
other 4,000 kg of load, Fig. 3.

In return, in the logistics costs, as this costs depends on the number of vehicles
involved on the distribution system, the logistics costs increases when the total
number of vehicles involved increases also, Fig. 4.

In this way, as the logistics costs is bigger than the energy consumption costs
and despite of the minimum energy consumption costs of the second case, the total
operation costs increases when the total number of vehicles implicates on the
distribution systems increases, Fig. 5.

Fig. 6 Percentage of
difference between the
logistics costs and the energy
consumption costs
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In this case, the size of the fleet is small and exits a great difference between
logistics costs and the energy consumption costs, Fig. 6. It should be taken into
account the size of the fleet. When the fleet will be high, with an elevated number
of vehicles, the difference between logistics costs and energy consumption costs,
will be lower than the difference of this case.

So, in order to select an appropriate number of vehicles for the transport
operation in urban freight distribution, it is necessary to evaluate both, the energy
consumption costs and the logistics costs.
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Part IV
Energy Efficiency



A Bandwidth Enhanced Regenerative
Suspension System for Electric Vehicles

Chen-Yu Hsieh, Bo Huang, Farid Golnaraghi and Mehrdad Moallem

Abstract This paper proposes a novel energy harvesting methodology utilizing a
regenerative vehicle suspension system. Unlike conventional linear generator, this
new generator is able to bend the frequency response curve; thus extending the
bandwidth of the system. A method of realizing nonlinear stiffness force in a
vehicle suspension through a switch-mode power converter with hysteresis current
control (HCC) has been presented [1]. Adopting the mechanical–electrical analogy
the mechanical stiffness constant maps to an inverse electrical inductor, a new
method of inductance emulation using Variable Active–Passive Reactance
(VAPAR) has been implemented [2]. The proposed technique is analyzed using
perturbation method and its effectiveness is verified through numerical
simulations.

Keywords Electric vehicles � Regenerative suspension � Energy harvesting �
Bandwidth enhancement � Variable inductance

1 Introduction

Recent attention to vibration-based energy harvesting has resulted in the creation
of technique for regenerative vehicle suspension. The technique converts kinetic
motion of the suspension into electrical power and then reserves it in the energy
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storing device for further uses, such as supplying power for wireless sensor
networking and active control, etc. To date the linear resonant generator is the
most common device used in energy harvesting application. Kawamoto et al.
proposed an electromagnetic damper consisting of DC motor and the ball screw
mechanism [1]. It can be used as an active suspension and energy generator.
Li et al. [2] introduced an electromagnetic shock absorber based on a rack-pinion
mechanism for the purpose of energy harvesting and vibration damping. In these
designs, the generator will capture the maximum power at its resonant frequency.
However, a drawback occurs in that the performance will be sacrificed signifi-
cantly if the difference between two frequencies exists because of the narrow
bandwidth of this system.

To overcome the disadvantage of the linear resonant generator, the nonlinear
strategies for the purpose of extending operating frequency region is studied.
Ramlan et al. [3] investigated a nonlinear mechanism with hardening stiffness,
which provided a greater bandwidth. Burrow et al. [4] added magnetic reluctance
forces to the linear spring compliance to provide a wider bandwidth of operation.
All of above utilized the similar nonlinear characteristics of Duffing’s equation,
which contains cubic nonlinear spring force. Therefore, adding cubic nonlineari-
ties into suspension system are supposed to bend the frequency response curve;
thus extending the bandwidth of the system.

A new method of inductance emulation using Variable Active–Passive Reac-
tance (VAPAR) has been implemented to control the existing reactance in a
switch-mode power converter [5]. The produced active reactance works as a
passive reactive component, even in transient state. The method of emulating
linear time varying inductance is expected to be a fast and high efficiency/power
rating alternative to conventional op-amp based active inductor, providing a
possible application to simulate the dynamics of a mechanical mass-spring-damper
system with variable stiffness.

The available power analyses involving both methods of linear and nonlinear
have been demonstrated. The linear method involves merely connecting a discrete
power resistor across the back EMF terminal of dc motor. The nonlinear method
includes not only terminal resistance but also a nonlinear variable inductor (NVI)
to introduce cubic nonlinear dynamics in the electrical domain similar to those of
Duffing’s equations [7].

2 System Description and Modeling

The regenerative suspension system can be simplified by a quarter-car model,
which is shown in Fig. 1. The model consists of sprung mass, physical spring,
linear to rotational conversion mechanism, dc motor/generator, and back-end
switch-mode power converters.

First, we define relative displacement to be: z ¼ x� y with x indicating the
movement of the sprung mass and y indicates the movement of the base excitation.
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The governing equation of the suspension model while implementing either
linear or cubic nonlinear method are shown in Eqs. (1a) and (1b), respectively,

m€zþ kzþ kbkt

Rloadd2

� �

_z ¼ Froad ð1aÞ

m€zþ kbkt

Rloadd2
_zþ k þ kL

kbkt

d2

� �

zþ kN
k3

bkt

d4
z3 ¼ Froad ð1bÞ

where

Froad ¼ myx2 cosðxt þ sÞ ð2Þ

The coefficients of cubic nonlinearities are indicated by kN and kL. Moreover,
Rload is the load resistance connected to the motor, which provides the equivalent
electrical damping to the vehicle’s suspension system. d is the constant converting
translational motion to rotational, which is determined by the reference point and
properties of the translational to rotational mechanism. Froad; kt and kb are the road
force introduced to the proposed vehicle suspension model, torque and voltage
constant of the motor, respectively.

In the case of adopting the linear method, the total current drawn from the
motor only flows through the load resistance, thus, resulting the equivalent elec-
trical damping coefficient kbkt

Rloadd2 as shown in Eq. (1a). In the case of adopting the

cubic nonlinear method one has to consider the total current as the sum of load
current and the current flowing through the nonlinear variable inductor (NVI).
Thus, as shown in Table 1 would have the equivalent damping and stiffness terms

kbkt
Rloadd2 _zþ kL

kbkt
d2 zþ kN

k3
bkt

d4 z3 as shown in Eq. (1b). The resonance frequency is

modified to be
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k
mþ kL

kbkt
md2

q

; the equivalent damping force introduced to the system

would be kbkt
Rloadd2 _z; and the equivalent stiffness force introduced to the system, by the

switch-mode power converter, would now be kL
kbkt
d2 zþ kN

k3
bkt

d4 z3.

DC
generator

Nonlinear variable 
inductor (NVI)

( )
load

v t

Sprung Muass

Base
y

x

Translational to rotational 
mechanism

Physical
 spring

( )toti t ( )L t loadR

Fig. 1 Base excitation
model of the proposed model
incorporating nonlinear force
with power electronics
circuitry
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As previously mentioned, we have adopted the mechanical–electrical analogy
to represent mechanical force by electrical current, mass displacement by voltage
flux, and mass velocity by electrical voltage. Moreover, recalling the previous
derivation on nonlinear variable inductance one will realize in order to correctly
supply cubic nonlinearity to the system the HCC controller should always maintain
both the instantaneous current iLðtÞ and voltage flux uðtÞ to the following
relationship:

iLðtÞ ¼ kNuðtÞ3 þ kLuðtÞ ð3Þ

Also, if the controller is able to satisfy the relationship as indicated in Eq. (3)
the instantaneous nonlinear variable inductor will be presented by the function of
the following:

Lref ðtÞ ¼ 3kNuðtÞ2 þ kL

� ��1
ð4Þ

While knowing the NVI current iLðtÞ; the resistance current and total current
would be

itotðtÞ ¼ kNuðtÞ3 þ kLuðtÞ þ
vloadðtÞ
Rload

ð5Þ

where vloadðtÞ is the instantaneous load voltage.

3 Theoretical Analysis

In this section, the perturbation method will be utilized to determine the effect of
the cubic nonlinearities. Especially, the method of multiple scales will be used.
The dynamic equation of the suspension system as shown in Eq. (1b) can be
rewritten as

€zþ 2x1f1 _zþ x2
1zþ ax2

1z3 ¼ Y1 cosðxt þ sÞ ð6Þ

where

x1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k

m
þ kL

kbkt

d2m

r

; f1 ¼
kbkt

2x1Rloadd2m
; a ¼ kN

k3
bkt

x2
1d4m

; Y1 ¼ yx2

Table 1 Stiffness and damping in linear and nonlinear systems

System Linear Nonlinear

Equivalent linear stiffness k
k þ kL

kbkt

d2

Equivalent nonlinear stiffness n/a
kN

k3
bkt

d4

Equivalent damping kbkt

Rloadd2

kbkt

Rloadd2
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3.1 Perturbation Analysis

Since most energy introduced from the road surface to the generator will be
located in the region around resonance, we need to analyze the nonlinear effect on
the primary resonance where X� � 1. Firstly, to make the solution independent we
need to make z dimensionless by using the initial displacement z0. By using the
method of averaging, the steady-state solution can be obtained as

r ¼ 3
8

aa2 � f 2

4a2
� l2

� �1=2

ð7Þ

where r is introduced as a detuning parameter since we consider the case X� � 1; a
is the amplitude of the dimensionless solution. It follows that the approximation of
the solution is

z ¼ z0a cosðxt þ s� cÞ þ 1
32
2 z0aa3 cos 3xt þ 3s� 3cð Þ þ � � � ð8Þ

where e the amplitude of motion and e 2 0; 1ð Þ; c is the phase of the dimensionless
solution.

3.2 Frequency–Response Curve

A representative curve of a as a function of r can be obtained for given l; a and f.
By solving (7), the amplitude curve corresponding to the singular points in dif-
ferent state plane can be plotted. The solution is valid only if a� f

2l, so the peak

amplitude is given by ap ¼ f
2l. Figure 2 shows the a� r curve with the different

selected values of nonlinear factor a�.
From the figure we can see that the effect of the nonlinearity is to bend the

amplitude curve to the right for positive nonlinearities or left for negative non-
linearities. As a result, the bandwidth of the generator is widened. The extent of
bending is dependent on the value of a.

The portions indicated by red circles are unstable and the corresponding steady-
state motion cannot be physically realized by the system.

4 Principle and Realization of Variable Inductance

The NVI is essentially a switch-mode full-bridge switching topology power con-
verter as shown in Fig. 3. It is consisted of four discrete power MOSFETs, discrete
fixed power inductor, and a dc load, such as a dc motor. The converter is an active
inductance emulator where the duty ratio of the MOSFETs are controlled by HCC
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in order to maintain the correct relationship between iLðtÞ and uðtÞ as mentioned in
the previous sections. Thus, according to the mechanical–electrical analogy
adopted it is possible to vary the stiffness of a vehicle’s suspension with the help of
dc motor.

A method called hysteresis current control (HCC), as shown in Fig. 4, is well
known for controlling the output voltage of a switching converter or inverter. It is
implemented for regulating the actual measured instantaneous current, by means
of comparators with hysteresis. Unlike the PWM current controller, the HCC
controls the current on an instantaneous basis rather than an average basis. The
switching instants of MOSFETs Q1-4 are determined by comparing the integral of
the voltage error signal with the limits of a tolerance band placed about the desired
reference current [3]. For the switching operation of the NVI, as the instantaneous
current reaches the top boundary of the tolerance band MOSFETs Q1 and 3 are
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turned on, thus, causing the current to ramp down. When the decreasing current
reached the pre-determined tolerance band MOSFETs Q2 and 4 are turn on,
causing the instantaneous current to ramp up.

The main values of a quarter-car model adopted for simulating in MATLAB/
SIMULINK SymPowerSystem are: mass = 5.4 (kg), stiffness constant = 7,358.2
(N/m), d = 0.4, Rload ¼ 1X; and dc motor torque and speed constant
kb ¼ kt ¼ 2 (N-m/A and V-sec/rad).

The frequency response curves shown in Fig. 5 were simulated assuming
constant amplitude base excitation while forward sweeping across entire frequency
spectra (normalized). The figures showed available power and relative displace-
ment of both linear and nonlinear system with different degrees of nonlinearity.
When the system is purely linear (i.e. kN ¼ 0) there is no effect of ‘‘bending’’.
Indeed, similar to the Duffing’s equation the ‘‘bending’’ of the frequency curve
appears to be more significant with the increasing value of nonlinear coefficient
(i.e. kN), resulting higher available power and relative displacement in higher
frequency spectra, thus, effectively enhancing the available power bandwidth.

5 Standard Road Profile Simulation

Taking the real-life application into account, a standard road excitation is gener-
ated from ISO 8608:1995 for verification. The road profile is shown in Fig. 6.
Since the tire can be considered as a low-pass filter, the original road data is
filtered and the smoothed data is used as the excitation. A Grade-B road profile is
generated, and the speed of the vehicle is 70 km/h. Soft damping/stiffness is used
where spring constant is 322,752 N/m and damping coefficient is 3,145 Ns/m. The
natural frequency is 4.9 Hz and damping ratio is 0.15.

The responses of the linear and nonlinear systems are indicated in Fig. 7. The
chassis displacement, chassis acceleration, relative displacement and instantaneous
power are all displayed in the figure. The blue curves indicate the linear responses
and the red curves indicate the nonlinear responses. All the simulation values are
shown in Table 2.

It is known that the relative displacement is a proper measuring of road han-
dling and the absolute acceleration is a proper measuring of ride comfort. The

Fig. 4 Power MOSFETs
switching according to HCC
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comparison of average absorbed power, relative displacement and absolute
acceleration of the linear system and nonlinear systems with low and high non-
linearities is listed in Fig. 8, where the values have been normalized with respect
to the results of linear system so that their relative changes can be seen clearly,
neglecting their absolute values. The results suggest that road handling is almost
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not affected by the nonlinearities, and the energy harvesting capability of the
regenerative suspension system can be improved by dozens of percentage while
the ride comfort can be sacrificed at an accepted level.

6 Conclusion

Incorporating cubic nonlinearities into the regenerative suspension system has the
potential to enhance the bandwidth. The system will benefit from different
frequency regions by tuning the nonlinear factor based on the different road
conditions. The work of the VAPAR has not only simulated the linear and non-
linear variable inductive operations but the capacitive and negative inductive
operations were also successfully simulated [5]. The method of varying inductance
is expected to be a high efficiency/power rating alternative to conventional op-amp
based active inductor, providing a possible analogy to simulate both linear and
nonlinear dynamics of a suspension system with time varying mechanical stiffness
force.
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Optimal Energy Efficiency, Vehicle
Stability and Safety on the OpEneR EV
with Electrified Front and Rear Axles

Stephen Jones, Emre Kural, Kosmas Knödler and Jochen Steinmann

Abstract This paper relates to the European publicly funded project OpEneR.
A central field of research and development in this co-operative project, is ener-
getically optimal operation of the twin electric axle drivetrain of the fully elec-
trified OpEneR prototype cars. Advanced operation strategies for the two 50 kW
e-machines are being developed, which consider both energetically optimal pro-
pulsion and energetically optimal braking of the vehicle. Both e-machines are used
in such a way, that the maximum possible amount of energy can be electrically
recovered. However, during electrical recuperation the impact of the brake force
distribution on the vehicle’s stability, e.g. during braking on split–l surfaces, and
thus safety, has to be carefully considered. In this work, an advanced co-simulation
approach which allows the virtual evaluation of different electrical recuperative
braking, frictional braking and related control strategies is described.
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braking � Vehicle dynamics � Traction � Stability � Safety � ESP � VDC � ABS �
TCS � Split–l � Climbing � Co-simulation

1 Introduction

The range anxiety of potential buyers of fully electric vehicles (EV) needs to be
addressed, in order to give e-mobility the chance of a broader market entry in the
future. Many different approaches are being pursued by industry, research insti-
tutes and universities to address this. The European publicly funded project
OpEneR represents a cooperation between industry and research institutes. Unlike
other attempts focussed on new technology, e.g. novel lithium based high voltage
batteries, or new more efficient e-machines, the OpEneR project envisages a
networked system of on-board and off-board systems, fusing data together in
highly sophisticated energy saving driving strategies or algorithms [1]. The net-
worked systems in OpEneR are so numerous, that from the beginning the project
was split into three major levels, the so called OpEneR Technology Levels L1 to
L3. Figure 1 shows this and level L0–the baseline vehicle definition and build-up.

The baseline prototypes L0 were derived from the production Peugeot 3008
Diesel Hybrid, which is driven by a diesel combustion engine on the front axle
with 120 kW, and by an e-machine on the rear axle with 27 kW power. Both
motors are not directly coupled to each other. The fully electric OpEneR proto-
types were built up with twin e-axles, each with its own 50 kW e-machine and dog
clutch, two inverters, four high voltage battery packs, a high voltage charging
system and a completely adapted cooling and heating system (see Fig. 2).

L0A L0Q
Baseline 
Vehicle

LXA OpEneR Level X Availability of Vehicle/Hardware
LXV OpEneR Level X Validated OpEneR Technologies
LXQ OpEneR Level X Quantified OpEneR Efficiency

Level 1Level 0

L1A L1V L1Q

L2A L2V

L3A

L2Q

L3V L3Q

Level 1 Development

Level 2 Development

Level 3 Development

In-vehicle Development of 3 OpEneR Technology Levels

Level 2 Level 3

Fig. 1 OpEneR technology levels
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Within OpEneR Technology Level L1, information from inside the vehicle and
information from the GPS SatNav system are used for predictive energy man-
agement functions, e.g. an enhanced vehicle coasting assistant [2–4]. In Level L2
further systems for surround sensing will be included into the network, e.g. a long
range radar sensor and a multi purpose camera in the front of the vehicle and two
mid range radar sensors in the rear. Units for car-to-infrastructure communication
will be included in L2, and in the final OpEneR Technology Level L3 car-to-car
communication will be added. This process of stepwise integration is shown in
Fig. 3. Alongside this a virtual development methodology relying on the usage of
advanced vehicle and powertrain simulation tools has been developed and
extensively used to front load project development.

Fig. 2 Fully electric OpEneR prototype derived from Peugeot 3008 Diesel Hybrid, by replacing
the diesel engine with a second e-machine and adding four high voltage battery packs, etc
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Fig. 3 OpEneR vehicle development over technology levels L0 to L3
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2 Powertrain and Regenerative Braking System

Within levels L0 and L1 of the OpEneR project, the main integration activities
were related to the electric powertrain, including the high voltage battery system
and power electronics and the regenerative braking system. The electric power-
train and the braking system being described in this chapter in more detail.

2.1 Electric Powertrain

The prototypes employed in the project are pure electric vehicles and were
developed from the production Peugeot 3008 Diesel Hybrid vehicle. They offer e-
4WD via two e-machines. Each e-machine motors acts on one axle, front or rear,
and features 50 kW of nominal power and 200 Nm of nominal torque (see Fig. 4).
Aside from the cost benefits from using two small production e-machines, the
main advantage of the e-4WD topology is that it offers the possibility of optimally
distributing the traction and the regenerative braking torque between the front and
the rear e-machines, which results in a higher overall energy efficiency, by load
point switching, for example to one e-machine at lower loads and speeds [2].

Fig. 4 One of the two
50 kW e-machines employed
in the OpEneR prototypes
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2.2 Regenerative Braking System ESP�hev

The braking system components depicted on the left side of Fig. 5 are commonly
used in conventional combustion engine driven vehicles. A pneumatic brake
booster handles the vacuum based braking force amplification and a standard
ESP� system—including Anti Blocking System (ABS), Traction Control System
(TCS) and Vehicle Dynamics Controller (VDC)—modulates the brake pressure to
each wheel individually, to enhance vehicle traction and stability. On the right side
of Fig. 5, the alternative and so-called iBooster system, for hybrid and electric
vehicles, which uses electromechanical brake force amplification and the regen-
erative braking system known as ESP�hev is shown.

The advanced regenerative braking system ESP�hev used in the OpEneR
prototypes is characterised by a rear axle brake circuit that is fully decoupled from
the brake pedal during normal operation. In other words, driver brake pedal
application does not directly result in a brake pressure increase on the rear axle
brakes. Within a dead stroke in the master cylinder, and based on a signal from a
pedal stroke sensor, the braking demand given by a driver is covered by the
e-machines’ regenerative braking only. Beyond the dead stroke, the brake pressure
in the front axle brake circuit will be directly built up via the master cylinder. The
amount of brake torque at the rear axle being covered by the e-machine as long as
the recuperation potential of the system is not exceeded, and no stability critical
driving situation is reached. Since the recuperation potential of e-machines is not
constant over vehicle velocity, the appropriate supplementary frictional braking
pressure to achieve the desired vehicle deceleration is generated by the ESP�hev
system within the rear axle brake circuit. This compensation is called brake torque
blending. Shown over the different domains of actuation, power supply, modu-
lation and foundation, the transition between conventional brake system compo-
nents and the ones used in the OpEneR project is visualised in Fig. 6.

Vacuum Booster

ESP ® hevESP ®

Brake boost Vacuum-free &
high dynamics

Modulation Modulation &
Recuperation

iBooster

Fig. 5 Transition from
conventional brake system
components vacuum
booster ? ESP�, to
iBooster ? ESP�hev systems
used in OpEneR EV
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In case of system degradation (i.e. failure) or a critical vehicle stability situa-
tion, the ESP�hev system is able to decrease, or even completely switch-off the
brake torque derived from the e-machines, in order to guarantee safe vehicle
operation. Figure 7 describes the difference between simple braking systems
without blending, and the cooperative regenerative braking system ESP�hev. In
the latter case the driver will experience the expected constant deceleration when
constantly applying the brake pedal. In simpler systems, the driver will need to
compensate for variations in brake torque from the e-machines, by himself via the
brake pedal.

Fig. 6 Conventional and OpEneR EV brake systems over different domains
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3 Simulation Environment

Various diverse OpEneR vehicle and powertrain subsystems, need to be consid-
ered in complex new algorithms, related to energy saving driving strategies and
vehicle stability and thus safety. And whilst the stepwise project approach due to
the OpEneR Technology Levels and the modularity of the whole system, help to
manage this complexity, the development challenge is nevertheless considerable
and thus precludes the use of wholly conventional development techniques.

3.1 Simulation Tools

One important approach that directly addresses the complexity of the system
during the development of new control functions or algorithms, thereby helping to
ensure vehicle efficiency and safety, is the application of advanced model based
simulation techniques. However, their successful employment in a demanding
project like OpEneR, requires the development of an accurate simulation platform,
consisting of realistic vehicle and powertrain models, 3D real world driving routes
and sensor, controller, actuator and human driver models. In the OpEneR project,
co-simulation techniques are deployed to combine the best features of the fol-
lowing simulation tools:

AVL Cruise, to include a detailed description of the electrified powertrain
topology, subsystem and controller interfaces.

IPG CarMaker�, to simulate the vehicle dynamics, 3D road and complex
human driver functionality. This enables the virtual vehicle to interact dynamically
with traffic objects and its surroundings.

Matlab/Simulink�, to include existing complex sub-system models from the
project partners e.g. Bosch ESP�hev, and various operational control strategies
e.g. energy management functions.

3.2 Integrative Simulation Environment

Figure 8 depicts this AVL developed co-simulation environment as it is imple-
mented at the moment in the OpEneR project.

This detailed and realistic system co-simulation model allows the development
of advanced energy saving functions, and the direct evaluation of the benefit in
terms of efficiency. Furthermore, it enables the mandatory investigation of the
influence of the energy saving functions, e.g. energy optimised torque distribution,
on vehicle dynamics and safety. As mentioned above, the model contains also the
Bosch ESP�hev as a subsystem. Thereby simulation approaches similar to the ones
described by Lutz et al. [5] for conventional vehicle ESP� functions, can now also
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be undertaken for advanced fully electric or hybrid vehicles with novel power-
trains. The ESP�hev system used in OpEneR, is an advanced cooperative regen-
erative braking system on one hand, but it also contains vehicle stabilising
functions on the other hand. To address this, the interaction of the advanced energy
saving functions, vehicle stability and the vehicle stability controller ESP�hev, are
virtually investigated using the co-simulation methods described above, and
advanced vehicle stabilizing functions on both axles (each independently driven by
its own e-machine) thereby be developed. This simulative approach allows early
virtual testing of the new algorithms, thereby reducing the risk to persons and
material during later real testing. Thus, vital safety aspects of the project are
economically taken into account during the early development process.

4 Simulation Use Cases

In 2012 the OpEneR project progressed to level L1. As mentioned above, this level
focuses on the powertrain, the regenerative braking system and the optimal
interaction between them. This section shows a set of use cases that are addressed
using the co-simulation environment in level L1. One example, being a standard
braking manoeuvre with the cooperative braking system ESP�hev. Further use
cases (i.e. combinations of vehicle manoeuvres, traffic scenarios, environmental

Fig. 8 OpEneR co-simulation environment including the AVL CRUISE powertrain and Bosch
ESP

�
hev model
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conditions,…), that address relevant energy management functionality and specific
safety aspects of the OpEneR vehicle and its electric powertrain, are built up and
virtually tested in the developed co-simulation environment. Such scenarios can be
used to virtually investigate new energy manager software safety features and
margins in terms of vehicle stability.

4.1 Standard Braking Manoeuvre with the Cooperative
Braking System

The first simulation use case shown is the test and development of advanced
energy saving and recovery functions. In this section the simulation of a normal or
standard braking manoeuvre with the regenerative braking system ESP�hev is
presented.

A sample plot of co-simulation results obtained is depicted in Fig. 9. The Brake
Pedal [%] signal shows that the brake pedal is activated to 40 % at a vehicle speed
of 80 km/h. As explained in the description of the ESP�hev system in Sect. 2.2,
the brake pedal activation results in hydraulic pressure at the wheel brakes at the
front axle, when the dead stroke of the master brake cylinder has been exceeded.
The signal Brake Press FL [bar] shows that there is a pressure of 12 bar from the
beginning of the braking manoeuvre in the wheel brakes at the front axle, while the
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signal Brake Press RL [bar] shows that there is no pressure in the wheel brakes at
the rear axle. The driver’s brake request is derived from the brake pedal stroke by
the ESP�hev system, and the regenerative brake torque and the friction brake
torque is thus coordinated. The regenerative brake torque request is routed to the
e-machines by the signal Recup. Demand [Nm] which goes down to -120 Nm.
Thus the major part of the vehicle deceleration is realised by the electrical
regenerative brake torque and a high amount of energy is thus recovered by the
system. The signal SOC [%] shows that the battery state of charge is increasing
during the braking manoeuvre. Towards the end of the braking manoeuvre at low
speeds the recuperation potential of the e-machines is decreasing towards zero.
The ESP

�
hev system receives the decreasing recuperation potential and the

decreasing regenerative torque is progressively replaced by the mechanical friction
brake torque. This so called torque blending is visible at 37 s in the signals Rear
EM Torque [Nm] and Brake Press RL [bar].

4.2 Split-l Braking

One manoeuvre that shows a limitation of regenerative electrical braking due to
vehicle stability, is a braking manoeuvre on a road surface with the so called split–
l friction coefficient condition. i.e. the road-tire friction coefficient is different for
the wheels on the left side of the vehicle and those on the right side of the vehicle.
This situation is visualised by the screenshot from the co-simulation environment
shown in Fig. 10.

In the powertrain configuration employed on the OpEneR vehicle, each e-
machine is acting on both wheels of one axle via a differential gear. Thus, the

Fig. 10 Visualisation of split-l co-simulation OpEneR test case
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torque distribution of the e-machines between the left and the right wheel cannot
be controlled by the system. During regenerative braking on split-l this leads to a
torque around the z-axis of the vehicle that turns the vehicle to the high-l side,
because a higher braking torque can be generated on the high-l side.

This situation is recognised by the vehicle stability control system ESP�hev. As
mentioned above, this system is able to perform torque blending between regen-
erative braking and friction braking. However, during the split–l braking
manoeuvre the regenerative brake torque is disabled and replaced by frictionally
derived brake torque. The friction torque can be controlled at each wheel indi-
vidually by the ESP

�
hev system, and conventional vehicle dynamic controller

functions are applied to ensure vehicle stability and safe operation of the vehicle.
The simulation results are depicted in Figs. 11 and 12. The signal Mu Split Zone

indicates the split-l area. As can be seen in the Brake Pedal signal, the braking
manoeuvre already begins before the vehicle has entered the split-l area. In this
part of the manoeuvre the conditions are identical to the standard braking
manoeuvre. Thus, the signal Recup. Demand [Nm] is routed as a recuperation
request to the electrical machines which follow the request directly. However,
once the vehicle has entered the split-l area, the slip of the wheels on the right
low–l side increases, whereas the wheels on the left high-l side remain stable,
visible on the signals WheelSpd_FL [km/h] and WheelSpd_FR [km/h]. The situ-
ation is recognised by the ABS controller, which is indicated by the flag ABS
active. Because the distribution of the regenerative brake torque between the left
and the right wheel on one axle cannot be controlled by the system, the regen-
erative brake torque is disabled as soon as ABS is activated. The regenerative
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brake torque is replaced by friction brake torque via the ESP
�
hev system, since the

friction brake torque can be controlled individually at each wheel brake. The
system adjusts the hydraulic system brake pressures in such a way that the vehicle
remains steerable for the driver, and does not turn to the high-l side in an
uncontrollable way. The different pressure levels on the left high- and right low-l
sides are visible in the signals Brake Press FL [bar] and Brake Press FR [bar]
respectively.

4.3 Hill Climbing on a 10 % Hill on Split-l

During a hill climbing manoeuvre, on either low-l or split-l, it is necessary to
control the traction of the wheels, to ensure that the slip of the wheels stays in an
area where the vehicle remains steerable and the best possible grip level is
maintained. To support this the TCS function is part of the ESP�hev system. On a
electrified axle there are two actuators, the hydraulic wheel brake and the
e-machine, that can be used for control of wheel traction. In the powertrain of
the OpEneR vehicle there is one e-machine on each axle, which means that the
ESP�hev system has to control the torque of each e-machine individually.
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Of course, in order to increase overall vehicle efficiency the frictional wheel brakes
should be used as little as possible.

Figure 13 shows a simulation screenshot of the hill climbing manoeuvre. The
manoeuvre begins on a flat high-l surface and the vehicle rolls slowly up the 10 %
hill with the split-l surface. The simulation results of the manoeuvre are depicted
in the plots shown in Figs. 14 and 15. As soon as all four wheels of the OpEneR

Fig. 13 OpEneR car hill climbing on split-l surface
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electric car are on the split-l uphill slope, the accelerator pedal is applied fully, as
indicated in the signals Mu Split Zone and Gas Pedal [%] in Fig. 14.

When the accelerator pedal is applied fully, the wheels on the left low-l side go
to slip and TCS becomes active, Fig. 15. That the TCS control function is axle
specifically is visible in the signals TCS front and TCS rear, which do not switch
on at the same time. For reasons of clarity only the torque signals of the rear
e-machine are shown in Fig. 15. The signal ECU Torque Demand [Nm] is derived
from the accelerator pedal position and shows the high torque requested by the
driver. As soon as TCS function is activated, the e-machine torque is reduced by
the ESP�hev system, to an appropriately lower level that can be applied in the
current driving situation. This is visible on the signal EM Torque Rear [Nm] that
follows the TCS torque request.

In the split-l situation it is necessary to apply a modest amount of friction
braking at the wheels on the left low–l side, because the differential gear transfers
torque from the high–l side, where higher torque can be applied, to the low-l side.
Thus the wheels on left low-l side have to be held by the friction brake slightly to
control their slip and their traction. This is automatically performed by the
ESP�hev system, without intervention by the driver i.e. the Brake Pedal signal is
zero throughout the whole manoeuvre.
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For comparison, note that in a vehicle pullaway or launch manoeuvre on a flat
low-l surface, the traction control function is performed through modulation the
e-machine torques only, without any use of the friction brakes and thus energy is
not unnecessarily and wastefully dissipated in the friction brakes.

5 Conclusion and Outlook

In this paper, the European OpEneR project is used to demonstrate the develop-
ment of technology for a twin axle pure EV, fitted with a predictive energy
manager for use in future Intelligent Transportation Systems. The developed
system is implemented on a vehicle that will utilise diverse sources of information,
including on-board sensors, radar, video, GPS satellite navigation, car-to-infra-
structure and car-to-car communication systems, in order to extend the electrical
range, compared to an equivalent electric vehicle with a conventional energy
manager. The development of such a complex vehicle and powertrain requires
realistic co-simulation models to support system design, and to provide accurate
simulation plant models for virtual energy management control function devel-
opment, and also to ensure vehicle stability and safety. To describe the interaction
of powertrain energy flows and vehicle dynamics effects, an integrated co-simu-
lation toolchain comprising IPG CarMaker� and AVL CRUISE has been devel-
oped, whilst Matlab/Simulink� has been deployed to integrate the Bosch ESP�hev
system vehicle stability controller, which interacts with the powertrain energy
management, because strong recuperation via e-braking is possible on both axles.
This co-simulation platform, allows the user to virtually test various use cases and
scenarios, to virtually find the best compromise between the most efficient brake
force distribution between the e-machines and friction brakes, whilst ensuring
vehicle traction, stability, and thus safety. This is demonstrated with two simulated
EV use cases, split-l braking on level road and climbing on a split-l slope.

As the OpEneR project proceeds reproducible testing of predictive energy
management and related safety functionality, will be performed on AVL testbeds
fitted with InMotion vehicle simulation software, where the real OpEneR car will
be virtually driven over the same test cycles and manoeuvres as used in the pure
office simulation environment described above. In parallel track testing and finally
public road testing, will be used to further validate the simulation models devel-
oped as well as to test and refine the OpEneR system with respect to efficiency and
safety.
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Position Sensor for Brake System
Designed for Energy Recuperation

Bernhard Schmid, Frank Grunwald, Sören Lehmann
and Heinrich Acker

Abstract This paper describes a concept and product design of a sensor to detect
the position of an actuation piston in a highly integrated and compact electronic
brake system. This sensor is part of the highly integrated brake system MK C1
which can easily be integrated into a kinetic energy recuperation system for
re-charging the batteries of (hybrid-) electric vehicles. The concept ‘‘Linear
Inductive Position Sensor’’ (LIPS), which measures the position of the brake
actuation piston contactless, copes with the challenges of the integration into such
a compact and safety relevant brake system.

Keywords Electric hydraulic brake system � Energy recuperation � Linear
position sensor � Differential transducer � SPICE simulation � Goertzel filter

1 Introduction and Motivation

In an increased globalized and individualized market the numbers of different
vehicle architectures are continuously increasing. Ranging from the smallest
A-category like Smart, the well known Golf-class up to the luxury class of
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Mercedes Benz, BMW, AUDI etc., we count already 27 different categories. This
plurality will increase further due to the introduction of electrified vehicles ranging
from small hybrids up to full electric propulsion available in many vehicle classes.
To accomplish a broad band of all the different technical requirements deducted
from these categories but also to present a cost attractive product, Continental
developed the highly integrated brake system MK C1 which can be easily inte-
grated into a kinetic energy recuperation system for re-charging the battery of
(hybrid-) electric vehicles but also fits into classical combustion vehicles. How-
ever, in such a highly compact and encapsulated environment, it is a challenge to
integrate a sensor which measures the position of the actuation piston contactless.
This measurement is crucial to apply the desired brake force and therefore, has to
comply with the highest safety requirements of an ASIL D system.

The sensor concept bases on a well known transformer principle where a
permanent magnet placed on the actuation piston will saturate the transformer and
therefore, a contactless variable differential measurement principle is created,
which depends on the travel distance of the actuation piston.

2 Regenerative Brake Systems

Since the beginning of the auto-mobility epoch electrified propulsion technologies
are in usage. In the early days the electric propulsion was in advantage due to the
availability of batteries and electric motors, but the same challenges as today put
all the effort in the development of propulsion systems which are large in trav-
elling range and low in cost of ownership. Therefore, engineering pioneers like
Benz, Otto, Diesel, Opel etc. and hundreds of engineers after them pushed the
fossil driven motor technology to the comfortable and reliable level we can
experience today. However, fossil energy resources are limited and their
byproducts causes tremendous environmental problems, especially CO2 is known
as one of the root causes of the global warming.

With the increasing availability of regenerative energy, electric driven vehicles
seem to be the solution for individual mobility in a post oil age. Nevertheless,
the amount of stored electric energy in the vehicle is still very limited and thus the
travelling range.

2.1 General Performance

Since electric motors can also be employed in the generator mode it opens the
possibility to transform the kinetic energy back into electric energy instead of
the termination into heat by conventional friction braking. In such a system the
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recuperation is limited by the maximum charging capacity of the battery and
the motor-generator torque characteristic which depends on the vehicle speed. As
shown in Fig. 1 these effects limit the maximum deceleration torque in depen-
dence of the vehicle speed [1]. In case constant or higher deceleration is requested,
the lack of deceleration torque is compensated by conventional friction braking.

Fig. 1 Top A typical torque characteristic of a battery-generator system is shown. The graphs
displays battery charging and generator torque performance limitation in dependence of the
vehicle speed [1]. Bottom Transition of regenerative braking to friction braking [2]
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2.2 MK C1 Brake System Driver Interface

During the development of the high-end brake system MK C1 of Continental
beside the targets reduced installation effort, high packaging density, less com-
plexity and reduced weight (Fig. 2), also the capability to ensure maximum
recuperation braking with gear shift compensation and zero drag have been
accomplished.

The mission profile of the recuperation braking is defined by low to medium
speed where low deceleration levels are reached. In this driving mode the driver is
usually very sensitive against haptic feedback of the vehicle. With normal brake
systems the recuperation deceleration wouldn’t cause any force feedback to the
driver by the braking pedal. The MK C1 raises the feedback force by an actuation
piston-spring system without direct hydraulic pressure control which gives a
decent haptic feedback to the paddle. The brake request is detected by a linear
position sensor, measuring the position of a magnet placed on the piston (Fig. 3).

The sensor signal feeds the control setting of the electric motor, which
in- respectively decreases the hydraulic brake pressure. Since the recuperation
deceleration is to weak to ensure an emergency braking when the electric actuation
fails, the actuation piston employs at the very end of his traveling range directly the
increase of hydraulic pressure. On the other hand the false positive situation

Fig. 2 System components of a conventional brake system (a) and the new brake system MK C1
of continental (b and c) with fewer components, tubes and cabling harness [2]

Fig. 3 Integration of the linear position sensor (LIPS) in the MK C1
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(braking without driver brake request) can only be avoided when the operation of
the linear position sensing is detected fault free by the system. Therefore, the sensor
is rated as an ASIL D component, respectively decomposed into two times ASIL
B(D) sensing paths. The MK C1 system configuration is shown in Figs. 3 and 4 [2].

3 Linear Position Sensor Principe

3.1 Sensor Concept

The Linear Inductive Position Sensor (LIPS), belongs to a large family of dif-
ferential transformer based sensors. Other members of this family are the LVDT
(Linear Variable Differential Transformer) and the PLCD (Permanent Magnetic
Linear Contactless Displacement Sensor).

The transformer consists of a soft-magnetic core. Three coils are placed on this
core, the primary coil, covering nearly the complete core, and two secondary coils,
one at each end. To close the magnetic circle a second core is used. In Fig. 5 the
principle components of a LIPS is shown.

The transformer can be run either with an alternating current and with constant
amplitude (current mode) or with an alternating voltage (voltage mode) and with
constant current amplitude. Both methods are possible and have their advantages.

Fig. 4 System design of the MK C1 driver brake request part [2]

Position Sensor for Brake System Designed for Energy Recuperation 289



The magnetic field magnetizes the core periodically. The alternating magnetic
flux inside of the core induces voltages into the secondary coils. The voltages in
both secondary coils are the same because the magnetic flux is the same
throughout the whole core. To convert the transformer into a position sensor it is
necessary to divide the magnetic flux into two parts that are position dependant.

This is achieved by a strong magnet which saturates the magnetic core locally.
The saturated zone behaves like an air-gap, which divides the differential trans-
former into two transformers with a variable number of primary windings. Thus, in
its secondary coils each of these transformers induces voltage, depending on the
position of the magnet. The differences of the amplitudes are already a measure of
the magnet position. In case of running the sensor in current mode, the correlation
between magnet position and amplitude difference is already quite linear. For the
case of running the transformer in voltage mode it is necessary to divide the
voltage difference by the sum of the voltages to get a linear correlation.

P ¼ �u2 � �u1

�u1 þ �u2
ð1Þ

This ratio cancels all disturbances that influence the amplitude of both secondary
voltages in the same way like temperature effects, fluctuations of the primary
amplitude etc. Therefore, we decided to employ the sensor in the voltage mode.

3.2 Functional Core

The magnetic cores are made of high permeability, low coercive force material.
The magnetization hysteresis curve of such material is generally highly non-linear.
This causes a non-linear transformer which induces new frequencies in the sec-
ondary coils. However, due to the open magnetic circuit the hysteresis curve of the
core material is highly sheared. Therefore, as long as the magnetization of the core
is not saturated, the hysteresis curve becomes more linear, whereas the slope is
more flat. As a result also the transformer responses more linear.

Fig. 5 The sensor principle (left) and product design (right) of LIPS
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3.3 Redundancy Concept

For safety relevant applications it is necessary to supply redundant sensor signals
to the control unit. Therefore, the secondary coils are doubled at each end. To
detect external disturbances the sensor is driven at two frequencies at the same
time. Due to the linear correlation between the magnetic field applied to the cores
and the resultant flux densities inside of the cores, it is possible to run the sensor at
two frequencies simultaneously without affecting the amplitude of the other fre-
quency. Only the difference between these two frequencies must be large enough
so that the signals of the secondary coils can be separated within reasonable time.

4 Signal Conditioning

General requirements which were considered during the entire digital signal
processing concept development:

• Signal processing topology should fulfill predefined safety requirements.
• Usage of digital signal processing to guarantee flexibility and endurance.
• Reuse of an established 16 bit lC family for low cost and high volume.
• Displacement measurement results should be provided with an update rate faster

than 2.25 ms.
• Communication interfaces are digital.
• Accuracy improvement by using the A/D‘s oversampling capability which

compensates for the low 10 bit resolution.

4.1 Basic Structure of Digital Signal Processing

To meet the predefined safety requirements a two path fully redundant signal
processing solution was chosen. Each of the paths has its own narrow carrier
frequencies and each signal processing path should operate selectively such that no
cross talk form the other carrier frequency exists.

The simplified signal processing basic structure is shown in Fig. 6 which
determines the amplitude of the voltages induced in the secondary side of the
differential transformer (S.1.1 and S.1.2 path 1, S.2.1 and S.2.2 path 2). The
differential transformer is excited on the primary side with two carrier frequencies.
Thus, the amplitude detector must have a frequency selective behavior to distin-
guish the path-related excitation frequency. By subtracting the amplitudes the
desired displacement information is gained.
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4.2 Selective Amplitude Detector: Methods
and Characteristics

The best known selective operating amplitude detector principle, the synchronous
demodulator, multiplies the input signal with the oscillator signal of the same
frequency. The subsequent low-pass filter characteristic determines the selectivity
of this principle. One major disadvantage of the synchronous demodulator is it’s
phase shift sensitivity between input signal and excitation (oscillator) signal.

A concept was chosen that is not affected by the disadvantage stated above.
With the Goertzel algorithm (Discrete Fourier Transformation–DFT) the ampli-
tude of a particular spectral component can be analyzed. In contrast to the well
known fast Fourier transform (FFT), the Goertzel algorithm is capable to calculate
just one selectable frequency. Thus and because of its simple structure it operates
very efficiently and fast in applications where only a few spectral components are
required. Since the LIPS signal processing requires only the excitation frequency,
it is well suited to be operated on the small lC that should be used [3].

Fig. 6 Basic structure of digital signal processing
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From another point of view the Goertzel algorithm can also be understood as a
decimating band pass filter [4]. Through calculating of N input samples to one
output sample (principle of oversampling and decimation) the application of the
Goertzel algorithm contributes significantly to the improvement of the signal to
quantization noise ratio (S/N) of the whole signal chain. In other words: The
effective number of bits (ENOB) of the native 10 bit A/D converter used is raised
significantly.

Dimensioning of the Goertzel filter is a compromise between the processing
speed (update rate) and the amplitude response (Q-factor). Also the decimation
ratio (no. of input samples/no. of output samples) should be as high as possible,
since this improves the overall signal quality.

The parameters chosen in the LIPS sensor result on one hand in a filter
amplitude response that provides enough selectivity to distinguish reliably
between the two excitation frequencies and hence resulting in autonomous oper-
ation of the single paths (refer to Fig. 7) and on the other hand provides high
processing speed of approx. 1.7 ms which is far below the required 2.25 ms. The
remaining processing time is used for computing the measurement results, diag-
nostic failsafe and encoding of the digital output interface.

4.3 Detailed View on LIPS Digital Signal Processing

A more detailed digital signal processing block diagram is shown in Fig. 8.
To simplify the diagram it is reduced to path 1 only. Signal path 2 operates similar
but at the excitation frequency f2. The analog composite signals (f1 ? f2), coming

Fig. 7 Amplitude response of Goertzel filters with parameters: fs = 164.38 kHz, N = 256,
fk = 10.273 kHz (blue); fs = 164.38 kHz, N = 240, fk = 13.698 kHz (red). fs sampling
frequency, fk predefined center frequency, N number of samples within a block length
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from the secondary windings, are converted into digital format by the A/D con-
verter. The two signals S1.1 and S1.2 and all other analog port signals are pro-
cessed by a window function. In the WINDOWING block all input signals are
artificially modulated for the subsequent spectral component calculation. Possible
failures as the leakage effect are significantly reduced by this method.

The output signal of the GOERTZEL FILTER blocks represents the amplitude
of the voltage induced in the secondary windings of the differential transformer.

In the following NORMALIZATION sub function the amplitude results are
further processed: Compared to Fig. 6 not only a subtraction of the amplitude
results is carried out but also the quotient of the subtracted and the sum of the
amplitude of the secondary signals S1.1 and S1.2 is calculated. With this nor-
malization process the displacement value, which is also the result of the quotient
block, becomes independently from e.g. variations in primary excitation amplitude
which might vary due to aging or component tolerances.

The signal leaving the NORMALIZATION sub function is the raw displace-
ment signal. It will not meet the requirements in terms of linearity or measurement
range scaling and is therefore post processed in the LINEARIZA-
TION ? SCALING block. The linearization data applied is unit specific and it is
gained within a calibration routine in the factory.

Then the CHANNEL CODING block prepares the agreed digital communi-
cation protocol to be transmitted to the ECU subsystem.

Generation of the primary excitation signal is also done by the lC in a digital
way: The DMA CONTROLLER is fed with appropriate digital sinusoidal data
originating from a LOOK-UP-TABLE. The parallel clocked out DMA CON-
TROLLER output data is then converted in an external D/A converter to provide
the sinusoidal excitation signal.

Fig. 8 Detailed digital signal processing within LIPS displacement sensor. One signal path is
shown
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Since the sine signal generators and the Goertzel filter center frequency param-
eters share the same master clock oscillator they always match perfectly. Relative
frequency drift between sine signal generator and Goertzel filter center frequency,
which could result in displacement deviation, is impossible with this procedure.

5 Sensor Concept Simulation

Development of the Linear Inductive Position Sensor requires simulation, because
many effects and parameters influence its characteristics and simulation is sup-
posed to aid optimization in complex parameter fields. An FEM model was set up,
which included hard and soft magnetic materials in various degrees of saturation,
coils with excitation currents and induced voltages, and eddy currents flowing in
the vicinity of the sensor as well as in its components. It turned out that this model
was not sufficient for optimization, because the computational requirements were
too high. On a high-end simulation PC, finding the characteristics for one
parameter set required about 24 h, which does not allow for high productivity in
optimization.

SPICE, the classic circuit simulation program, was studied as an alternative.
The model mixes structural and behavioral modeling techniques to reduce the
computational effort by reducing the number of degrees of freedom. The price to
pay is a moderate loss of accuracy and resolution, while the computing time drops
by a factor of about 1,000. The accuracy is deemed insufficient for a prediction of
the properties of the sensor (model to product) but sufficient for comparing
parameter sets (model to model), which is the key in optimization.

5.1 Sensor SPICE Model Concept

The basic idea is to have a unified model for the magnetic circuit, the electric signal
conditioning circuit and those parts of the software that are on the data path to the
position output. SPICE is used for the electric circuits, the magnetic circuit, and the
FFT calculation that models the Goertzel algorithm, all in one model. Figure 9
depicts the workflow: The control script starts a number of SPICE runs with their
respective parameter sets. SPICE creates text files that include the result of the FFT

Fig. 9 Workflow for SPICE simulation
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at the operating frequency. An evaluation script performs the ratiometric calcula-
tion and creates the position output, eventually plotting the characteristic curve. The
scripts were created in the Python programming language; LTSPICE was the
SPICE flavor used for simulation.

Since SPICE knows only voltage and current, the magnetic parts of the model
need to map field and flux to these quantities. This is done via a magnetic coupling
element, shown in Fig. 10. It connects the usual electric circuit domain with the
new magnetic domain. The coupling element must model the coupling between an
inductor and its magnetic field by two effects:

1. Electric to magnetic: current causes a magnetic field (Ampere’s law).
2. Magnetic to electric: flux change induces voltage (law of induction).

This convention results in a magnetic resistance Rm in X. Ampere’s law is
implemented by the source H1 of Fig. 10: It provides a magnetic voltage which is
the current in the inductor (E1) times the number of coil turns (N). The law of
induction is implemented by F1, L1, and E1: The current in the magnetic domain
(H1) times N is copied to the current source F1 and differentiated at the inductor L1.
The coupling element itself is linear; all non-linearity is modeled in the magnetic
domain, by creating a non-linear magnetic resistance Rm.

The model makes heavy use of sub-circuits, which means that showing the
entire model is out of scope. Instead, the model of a core slice is displayed
(Fig. 12, left), which shows how the coupling element (X1) is actually used. It has
an electrical port at the top and a magnetic port at the bottom. The position magnet
(not shown) is a current (flux) source connected to two nodes that connect adjacent
slices, such that its flux can saturate the core at different positions, depending on
the slices selected. For the MK C1 application, the first part of the measurement
range (0 … 10 mm) is more relevant for comfort, and more frequently used. The
SPICE model was used for a parameter study on how to increase the slope of the
characteristic curve of the sensor.

Fig. 10 Magnetic coupling element for SPICE model
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5.2 Results

The evaluation script outputs two graphs like those in Fig. 11. The left figure
shows the result of the Goertzel algorithm for the two coils of the redundant sensor
parts S1 and S2. The right figure shows the characteristic curve as the result of the
ratiometric evaluation (V1 - V2)/(V1 ? V2) with the coil voltages V1 and V2.

The result for the slope is plotted in Fig. 12 (right). The green curve (optimized)
shows a higher slope in the desired region (compared to the previous, symmetric
design) at the expense of a smaller slope at the end of the measurement range,
which does not hurt in the MK C1 application. To achieve this result, many design
modifications have been tested. Both successful and possible was a reduction of
the core length at the end of the position range by 1.5 mm.

Fig. 12 Core slice schematic (left), ratiometric output slopes (right)

Fig. 11 Result plots: outputs of Goertzel algorithm (left), ratiometric output (right)
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6 Measurement Results

6.1 Raw Output Curve

Without any additional measures the output characteristic is already fairly linear.
For applications with higher requirements a linearization can be easily achieved.

The raw output curve has an S-shape with a linearity error of a few percent.
Figure 13 shows two curves measured simultaneously with working frequencies
of *10 and 13 kHz. They are practically identical.

6.2 Linearized Output Curve

Figure 14 shows the output characteristic after linearization.
Both output curves are indistinguishable. Due to the ratiometric evaluation of

the output data the curves are practically temperature independent and show nearly
no change within a temperature range of -40 �C up to 120 �C.

7 Conclusion

An overview of a high performance brake system is given which copes on one
hand with the raising cost pressure by a highly integration approach and on the
other hand with the enormous variety of different vehicle architectures, especially
for electric energy recuperation. Further, the function principle, the signal con-
ditioning and its magnetic simulation of the EHCU integrated driver brake request

Fig. 13 Output
characteristics of LIPS
without any linearity error
compensation
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sensor LIPS is described in detail. The advantages of the inductive differential
transducer function principle and the Goertzel filter, as well as the dual channel
and dual frequency safety concept to suppress disturbances and to cope with ASIL
D requirements are explained. In sum this sensor concept is well designed for such
cost sensitive and harsh application condition and can be applied also for other
precise linear position measurement tasks in automotive and industry.
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High Temperature Heat Exchanger
for Rankine Cycle based Exhaust
Waste Heat Recovery

Jean-Paul Janssens and Robert Cloudt

Abstract A high temperature heat exchanger has been developed for application
in a Rankine cycle. (Organic) Rankine Cycle technology is considered for exhaust
Waste Heat Recovery from heavy-duty vehicles and other high power applications.
The developed exhaust evaporator has a modular and durable design and can
operate at high temperature and pressure range. The design has been tested and
validated and has been certified according to European pressure equipment and
German AD 2000 directives. Units have been accumulating in-field operating
hours since 2007 without failure. The modular design allows to tailor an
evaporator for specific applications. This process is supported by a developed
dimensioning tool and simulation models.

Keywords Waste heat recovery � Rankine cycle � Heat exchanger � Evaporator �
Simulation

1 Introduction

The past decade has seen an increased attention for the fuel consumption of
internal combustion engines. This attention is caused by an increased awareness
for sustainability, CO2 emissions, fossil fuel energy security and increasing oil
prices. This trend is also reflected in new legislative documents affecting internal
combustion engines in passenger cars and commercial vehicles (e.g. [1]). Where
up till recently attention was geared towards reducing pollutants, the focus is
shifting to the reduction of fuel consumption and CO2 emissions.
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The larger internal combustion engines consume a considerable amount of fuel.
For that reason their efficiency has received continuous development over the
years and their fuel efficiency has been kept as low as economically viable within
the set limits for emissions. To further reduce the CO2 emissions for these engines
new technologies are considered. One candidate technology is the application of
exhaust Waste Heat Recovery (WHR) through the application of a Rankine Cycle
for a heat to power application (H2P). While also investigated for passenger
car applications [2], this technology is particularly suited for larger internal
combustion engines running at considerable average loads, such as in long-haul
heavy-duty trucks and Combined Heat and Power (CHP) generator applications.

In a Rankine Cycle (exhaust) heat that is otherwise wasted is used to generate
steam in an evaporator (Fig. 1). Superheated steam is fed to an expander device
that uses the steam expansion to generate mechanical power. After expansion the
stream is fed to a condenser which condenses the stream to liquid water stored in a
tank. A pump is used to feed the water to the evaporator.

Numerous variants on this cycle exist. The heat recovery cycle may be better
compatible with the waste heat source temperature if a working fluid other than
water is used. This is for example the case for exhaust Waste Heat Recovery for
heavy-duty trucks. Various working fluids are considered for these applications
such as ethanol and refrigerant R245fa [3]. With this choice for working fluid the
cycle is called an Organic Rankine Cycle.

Also, different options exist for the expander device [3]. It may for instance be
of a piston machine, scroll expander or turbine type. Depending on the application
the generated power may be fed to the engine crankshaft or converted to
electricity.

Feed pump

Evaporator

Expander

Tank

Condenser

Coolant

Exhaust gas Exhaust gas

Power

Fig. 1 Rankine cycle for exhaust waste heat recovery
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Specifically for heavy-duty diesel truck application there are generally two
waste heat sources of consideration. One is offered by the main exhaust gas stream.
The other source is the heat of the exhaust gas that is recirculated to reduce
Nitrogen Oxide emissions. This Exhaust Gas Recirculation (EGR) stream is nor-
mally cooled by a specific EGR cooler, but may be replaced by an EGR evaporator
for Waste Heat Recovery. Experimental studies have already demonstrated fuel
savings up to 6 % for systems utilising both sources [4, 5].

With the introduction of the newest Euro VI trucks some sentiments of aban-
doning EGR to more or less extent have been observed [6, 7]. Engines with no or
low EGR tend to have lower fuel consumption, less heat rejection and a
cost-effective design. When Waste Heat Recovery would be applied to those
(European) configurations, only an exhaust evaporator would be present.

A robust and modular evaporator for Rankine Cycle applications has been
developed at Bosal. The evaporator has low back-pressure in combination with a
high heat exchanging surface per volume and thus can be used in an exhaust. Its
design, validation and application will be discussed in this article. Furthermore
some ongoing developments will be highlighted that aid the integration of the
evaporator product in future applications.

2 Evaporator Design

As exhaust manufacturer, the company has broad experience in high temperature
stainless steel applications. For Rankine Cycle applications an exhaust evaporator
has been designed that is based on a vertical tube stack concept as depicted in
Fig. 2. The stack is constructed from cells of parallel U-tubes. The flow from the
U-tubes is distributed and gathered in collector caps before passing to neigh-
bouring cells.

This design has the following desirable properties:

• Low backpressure: The vertical tube stack has considerable open frontal area
that allows gas flow without excessive restriction.

• Effective heat transfer: The gas is in intensive contact with the tubes and the
vertical tube orientation offers highest heat transfer to the boiling fluid. This
allows compact evaporator design.

• Modular design: Variation of the number of cells and the tube length allows the
evaporator core to be tailored to a desired performance specification.

• High pressure operation: The construction and material thickness have been
optimised to withstand forces occurring at operating fluid pressures up to 60 bar.

• Capable of running dry: Withstands high temperatures in the absence of fluid
flow in case of less sophisticated controls and issues with the fluid loop.

• Built-in partial phase separation: Partial phase separation takes place in the
collector caps. This ensures a constant output stream quality and prevents
propagation of violent phenomena caused by the chaotic nature of boiling.
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• Robust: The design foresees expansion in vertical direction while offering a
strong rigid structure in horizontal direction. This construction has to cope with
severe temperature gradients and high pressures.

The tube stack is closely fitted with an outer plate such that intensive gas-tube
contact remains. The complete core is fitted in a housing that is engineered for the
specific application and ensures good flow uniformity (Fig. 3). Well thought
material choice results in an evaporator that is able to operate in an aggressive
exhaust environment and that is compatible with most working fluids.

3 Validation and Certification

The evaporator design has been validated through Finite Element Method (FEM)
based Low Cycle Fatigue analysis in combination with in-house thermal cycling
and vibration tests. This validation exercise has been input for obtaining European
Pressure Equipment Directive and German AD2000 certification. Alongside
design certification, also the production process has been proven compliant with
certification rules which include traceability and welder certification (Fig. 4).

A test rig has been implemented for evaporator testing on a burner test setup.
The setup comprises a water tank, fluid preheater, feed pump, large condenser,
valves and all necessary instrumentation. Optionally an expander coupled to a
dynamometer can be included for full Rankine Cycle testing as can be seen in

Fig. 2 Modular tube stack
evaporator design
concept
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Fig. 5. The test setup allows evaluation of evaporators, expanders and their inte-
gration into complete systems.

4 Application

Bosal evaporators have seen in-field application since 2007. One early application
integrated the evaporator for waste heat recovery in a railway power pack (Fig. 6).
Other evaporators have accumulated operating hours in CHP generator sets for
over 3 years now. An example of such an application is depicted in Fig. 7. In this
application exhaust gas temperatures are on the order of 450 �C and water is used
as working fluid. The generated steam is fed to a piston expander coupled to the
crankshaft of a 15L V8 engine.

The evaporators have proven very durable, even though some engines were
running on biofuel. For the CHP application the evaporator units are intermittently

Fig. 3 CFD Flow uniformity
validation for a 1,000 kWth
evaporator unit with four
parallel cores

Fig. 4 FEM design
validation
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Expander

Evaporator

Dynamometer

Fig. 5 Rankine cycle test setup with expander and dynamometer

Fig. 6 Railway power pack with Rankine cycle waste heat recovery

Fig. 7 CHP generator set
with evaporator mounted
above engine
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operated under high temperature dry conditions (absence of fluid flow) without
sustaining damage.

5 Tools and Development

The near future will see more applications of Rankine Cycle Waste Heat
Recovery. To offer suitable product proposals, a spreadsheet evaporator dimen-
sioning tool has been developed and extended. The spreadsheet allows to find a
suitable evaporator design configuration given an operating condition, desired heat
exchange performance and exhaust back-pressure limitation. To meet the demand
for alternative working fluids in Organic Rankine Cycle applications a calculation
method has been devised based on the so-called effectiveness-NTU method. This
approach based on non-dimensional numbers reveals key parameters: heat
capacity ratio, dimensionless subcool temperature, Stanton heat transfer numbers
and the Jakob number (sensitive to latent heat ratio). The method requires a
minimal amount of fluid properties limited to: boiling point, vaporization heat, and
specific heat capacity and transport properties at inlet, outlet and saturation con-
ditions. It is also extended to allow predictions with working fluid mixtures.

A second software tool oriented development is the development of a dynamic
evaporator simulation model. Current (Organic) Rankine Cycles are typically
applied for stationary or mildly transient operation. Future systems, when applied
on a heavy-duty truck for instance, will have to operate under transient conditions.
The evaporator has its impact on the WHR system response that needs to be
accounted for in system integration, optimisation and controls development [8, 9].
A transient simulation model of the evaporator is offered to support this system
engineering task. The model is implemented in Simulink1 and can be integrated
into other simulation environments like GT-SUITE 2 or AMESim3 .

Great care has been taken in the numerical implementation of the model.
Simulation of two-phase flow and phase change phenomena can be challenging.
Certain discretisation schemes and solution methods can lead to chattering; a
phenomenon that causes oscillatory solutions [10]. It is intended to further develop
a version of the simulation model that allows to study pulsive flow that can occur
for certain setups. Insight into the nature of these highly dynamic phenomena will
allow further improvement of the already durable design of the evaporator. For this
purpose it is important that numerical simulation artefacts are not mistaken for real
system dynamics.

1 www.mathworks.com/products/simulink
2 www.gtisoft.com.
3 www.lmsintl.com.
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6 Conclusion and Outlook

An exhaust evaporator has been developed for Rankine Cycle Waste Heat
recovery applications. It is based on a modular and robust concept and can be
operated at high pressure up to 60 bar. Design and production have been certified.
Test setups have been developed for component testing and system integration
testing. Evaporator units have seen in-field operation since 2007 and proved very
durable.

For a broad application of (Organic) Rankine Cycle Waste Heat Recovery it is
important that the system efficiency and investment together result in an accept-
able earn back period. The efficiency needs to be optimised through a systems
engineering approach that can be supported through developed simulation models.
The system cost should be optimized through cost-effective production and system
integration. The latter could for instance be accomplished through integration of
exhaust gas aftertreatment and evaporator. Future work on the evaporator design
will focus on further improvement of long-term endurance through study of
potential pulsive flow with simulation methods.
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DHC-Vehicle: Towards Energy Efficiency
and Safe Riding in Open Electric Vehicles

González Alonso Ignacio and Palomo Díaz Felipe

Abstract We are getting close to a hyperconnected future in which all the devices
will share, analyze and manage all the information using the energy more effi-
ciently, improving people’s quality of life. This paper presents the DHC-Vehicle
Project which intends to provide a real solution to the society needs related to the
electric vehicle and device manufacturers. The proposed solution is based on a
universal and open communication protocol, the standard Digital Home Compli-
ant, which allows the interoperability among different devices regardless of its
brand or model. DHC-Vehicle poses answers to the strategic agendas of the dif-
ferent technological platforms related to electric vehicles.

Keywords Interoperability � Electric vehicles � DH compliant � Safety � Energy
efficiency

1 Introduction

In the recent decades there has been a saturation of the transportation infrastruc-
tures. The number of vehicles is steadily increasing and this affects society in
different areas of life: emission of pollutants, accidents, traffic congestion, trans-
portation delays and safety. Therefore the automotive sector is investigating in
different solutions to address these problems [1].

Environmental and safety issues in driving are being improved with the
emergence of electric vehicles (EV) and the development of different technologies.
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We are getting close to a hyperconnected future in which all the devices will share,
analyze and manage all information using the energy more efficiently and
improving people’s quality of life.

Modern cars are becoming integrated with many electronic devices, sensors,
controllers, actuators, improving the comfort and safety to the driver. Therefore,
the active safety, connectivity, and intelligence have become a main direction of
research and development on the future cars [2]. These are the base of the complex
communication system established inside and outside the vehicle, involving a
network.

2 State of the Art

The first electric vehicle appeared in the 1890s. It is only relatively recently,
however, there has been a large increase in the use of the EV, due to increased
environmental awareness and technological advances. In recent years, EV have
become one of the preferred means of improving the transport system mainly
because of being a cleaner transportation. The biggest obstacle to the EV sector is
related to the batteries: duration, recharging times and infrastructure currently
available for such vehicles.

Now electric vehicle manufacturers are mainly focusing on three fronts:

• Improve battery life: the autonomy of electric vehicles is still far from the
autonomy of combustion vehicles.

• Decrease the battery recharging times by means of quick reloads, induction
charging, etc.

• Facilitate connectivity between vehicles machine to machine (M2 M), between
the VE and the grid (V2G), between the VE and the infrastructure (V2I); and
improve driving safety and comfort subjects.

Several organizations are dedicated to the objective of further increasing road
traffic safety and efficiency by means of cooperative Intelligent Transport Systems
with inter-vehicle communication. For instance, Car to Car (C2C) [3], is devel-
oping the ‘architecture’ to improve mobile communications among cars.

Some relevant projects in this sector are listed below.

• COMeSafety. The main purpose of this initiative is to develop a set of standards
to support European Community wide implementation and deployment of
Co-operative Intelligent Transport Systems [4].

• Coopers ‘‘CO-Operative SystEms for Intelligent Road Safety’’. The goal of the
project is the enhancement of road safety by direct and up to date traffic
information communication between infrastructure and motorized vehicles on a
motorway section [5].

• CVIS ‘‘Cooperative Vehicle-Infrastructure Systems’’. The CVIS objectives are
to create a unified technical solution allowing all vehicles and infrastructure
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elements to communicate with each other in a continuous and transparent way,
using a variety of media and with enhanced localization [6].

• GeoNet ‘‘Geographic addressing and routing for vehicular communications’’.
This is a networking mechanism distributing the information to nodes within a
designated destination area. A novel routing protocol is in charge of information
dissemination over multiple hops until every vehicle has received this
information within the destination area. Each vehicle evaluates whether
re-transmission is required and executes it with proper timing if needed [7].

• SAFESPOT ‘‘Smart Vehicles on Smart Roads’’. It creates dynamic cooperative
networks where the vehicles and the road infrastructure communicate to share
information gathered on board and at the roadside to enhance the drivers’
perception of the vehicle surroundings [8].

• SEVECOM ‘‘Secure Vehicle Communication’’. This initiative focuses on
providing a full definition and implementation of security requirements for
vehicular communications [9].

3 DHC-Vehicle

The starting point of the DHC-Vehicle project is the universal communication
protocol and open, DH Compliant (DHC) [10]. A brief overview of DHC is shown
in Fig. 1. The DHC architecture is based on sub-modules which are the solutions
for each of the following requirements:

• Devices must work in groups.
• A system for transmitting location information must be provided.

Fig. 1 DHC characteristics
as general standard
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• The user should be able to restrict the actions of the system by creating rules.
• A security framework transmitting sensitive data across a network must be

developed.
• The growing interest in efficient energy use raises the need of a specific energy

management sub-module.

Interoperability among systems requires more than the simple exchange of
information. All the devices involved must share a common interface which
enables the cooperation among them [11].

The DHC-Vehicle project is based on the following sub-protocols of DHC, as
represented in Fig. 2.

DHC-Localization
The localization subprotocol [12] has the purpose of laying the foundations for

the concept of location in the DHC protocol. DHC-Localization provides the
necessary data and it describes the actions in which the vehicle must follow to be
able to reach its destination.

By this subprotocol, the DHC-Vehicle will be capable of indicating to the driver
the nearest charging points, calculate alternative routes that pass through the
vicinity of said charging points according to the charging needs. Besides, schedule
may be synchronized such that the system can notify us of the tasks depending
which area you are.

Fig. 2 Scheme of DHC-Vehicle
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DHC-Groups
This specification [12] aims to address the collaboration among devices, in

order to accomplish a task in the shortest time possible. When a device receives a
task, it could use a call to other device/s that implement the same functionality, so
the task could be made in the shortest time possible.

By this sub-protocol the DHC-Vehicle devices will recognize both driver and
passenger. DHC-Vehicle will be able to identify the driver and tailor the driving
position to your preferences. All these capabilities are designed to improve
comfort and safety in driving.

DHC-Energy
The aim of this submodule [12] is to lay the concept of energy efficiency and

Smart Grids in the DHC protocol. The DHC-Energy services were defined as a set
of saving and energy management concepts to be used for by different devices.
Moreover, through DHC-Energy, the user will be able to know in detail the energy
accounting within the electric vehicle environment. By means of the data gathered,
the customer will be able to manage, prioritize, reduce or change the global energy
behavior and the profiles of the DHC associated devices.

The DHC-Vehicle subprotocol will enable the customer to know the battery
level to the driver. These data will be accessible from any user’s device, and will
be protected thanks to DHC-Security module [12].

DHC-Security
The fact that user’s data travel within an electric vehicle context could com-

promise the driver’s privacy. The DHC-Security specifies a set of data encryption
and authentication procedures in order to avoid unauthorized access to that
information or to avoid the system to be controlled by someone different from the
EV system owner. Only, the devices that are able to authenticate themselves into
the network are capable of inter-operating with other devices. Accordingly,
external devices cannot access to the data on the electric vehicle network.

A SysML diagram of the system is represented in Fig. 3.
The diagram explains the functioning of DHC-Vehicle, which is basically an

adapter through the DHC protocol will be compatible with all smart devices
regardless of model and brand (tablets, smartphones, etc.). This adapter will
control all parameters of the vehicle and its environment through the various
subprotocol implemented in the system. All this information is stored in the
‘‘cloud’’ so that will be accessible to the user from any location. The driver will be
able to know the status of the vehicle and set parameters according to the statistics
observed in the application.

The DHC-Vehicle functionalities are designed to improve safety and driving
comfort as well as the energy efficiency. The final goal of DHC-Vehicle is to
develop a ‘‘Vehicles Management System’’ in order to improve energy efficiency,
traffic conditions, interoperability and communication between vehicles, charging
infrastructure and people.
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4 Objectives

The motivation to pose DHC-Vehicle with different control functions is to create
an improved driving experience for the customer.

Control functions will take care of the energy system and the charging state of
the battery, so information could be known in advance for the user and facilitates
decision taking. Also they will provide security solutions like the user recognition
and safe data transmission due to the Security and Privacy module. It will supply
intercommunication among environment devices and user’s devices so it can favor
efficient and safe driving. Besides, it will take advantage of the Cloud Computing
and Internet of Things to store information in regard to vehicle localization, to
transmit information in real time and to calculate more efficient routes.

This is so because we do not want that the driver has other concern but driving.
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Optimized Regenerative Friction Braking
Distribution in an Electric Vehicle
with Four In-Wheel Motors

Manuel Ignacio González Hernández, Blanca Araujo Pérez,
Juan Sabas Martín Sánchez and Esteban Cañibano Álvarez

Abstract One of the most important features of electric vehicles (EV) is their
ability to recover significant amounts of braking energy. The electric motors can
be controlled to operate as generators in order to convert the kinetic or potential
energy of the vehicle into electric energy that can be stored in the battery and then
reused. In a hard braking manoeuvre, the braking torque is much larger than the
torque that an electric motor can produce. So, mechanical friction braking systems
have to coexist with electrical regenerative braking. In order to reach the target of
a highly efficiency electric braking, authors have analyzed different strategies to
find an optimized braking distribution between axles and between regenerative and
friction braking, recovering a huge percentage of the available energy during
braking manoeuvres.
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1 Introduction

As it has already been mentioned, the motivation for the present work comes from
the opportunities provided by electric motors to recover energy and then reuse it
for different purposes. In order to do this, the motor works as generator and brakes
the vehicle.

Generally, the braking torque is much larger than the torque that an electric
motor can produce. So, mechanical friction braking systems have to coexist with
electrical regenerative braking.

The work, which is shown in this article, was carried out in the frame of FP7
research project E-VECTOORC, a research project, where strategies to control and
optimize independent motors are being developed. The focus of this work is to
control the electric motors/generators for the vehicle dynamics enhancement.

The final goal of the design and control of the hybrid braking system is to
ensure the vehicle’s braking performance and its ability to recover as much
braking energy as possible.

Previous to the control design, the brake strategy that has to be applied to obtain
the largest energy charge was analyzed. A specific Matlab/Simulink tool has
allowed determining the regenerated power for different braking conditions (speed
and deceleration). It was also able to calculate the total input energy into the
batteries when a standard driving cycle was carried out, taking into account the
characteristics of the demonstrator vehicle within the project E-VECTOORC.

The present document shows the analysis of the brake calculations carried out
for the prediction of the regenerative/friction distribution. The tool allows us to
implement different power train configurations: one motor in each wheel or just
two motors in just one axle (front or rear). In this article, a four motors configu-
ration has been chosen.

2 General Theory

The idea of the developed tool is to help find the best point of distribution of
braking force that makes it possible to regenerate the maximum of energy. In the
vehicle, the braking forces are determined by the mass distribution in the vehicle
and the baseline friction brake.

For a vehicle, the optimum distribution is described by the equiadherence
parabola (blue curve in Fig. 1). If the real braking force distribution is below the
ideal braking force distribution curve (equiadherence parabola), the front wheels
will be locked earlier than the rear wheels. This situation leads to stable behaviour
of the vehicle, according to the ECE Regulation [1].

Fbf

Wf
� Fbr

Wr
ð1Þ
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where Fbi, is the Braking Force, in each axle (N) (f—front axle; r—rear axle) and
Wi, is Vehicle Weight on each axle (N).

However, when the working point is much below the ideal braking force dis-
tribution curve, most of the braking force will be applied to the front wheel and a
very small force will be applied to the rear wheels. This design will cause the
problem of reduced utilization of the road adhesive capability.

In order to avoid this situation, additional brake regulations have been devel-
oped. So, there exists a maximum possible braking force on the front wheels,
limited by the ECE regulation (red curve in Fig. 1).

According to this regulation, for values between 0.2 and 0.8, the braking dis-
tribution must satisfy the following expression [1]

z� 0:1þ 0:85ðlROAD � 0:2Þ ð2Þ

where z is Braking rate of vehicle (dimensionless), and
lROAD is Road adhesion (dimensionless)...
Then the allowed zone of the braking force distribution is between both curves

in the Fig. 1.
According to a conventional vehicle, the baseline friction brake system is

defined by the slope of the straight dotted line in the Fig. 1. In this specific case, a
possible braking distribution according to the physical characteristics of the fric-
tion brakes of the vehicle is calculated as the ratio of the rear and front axles
braking forces, according to the geometrical data of the friction braking system.

The tool uses additional lines over the graph shown in the Fig. 1 in order to take
into account the road adhesion. The friction limit is implemented as a group of
lines in order to represent the relationship of the braking forces on the front and
rear wheels when the front wheels are locked and the rear wheels are not locked
[1], taking into account the tyre-road adhesion (lROAD).
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Fig. 1 Representation of the braking calculations with friction limit
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FbR ¼ wb� lROAD � h
lROAD � h

� FbF �W � Lb

h
ð3Þ

According to the previous indications, for a specific deceleration z, all the
appropriate combinations of rear/front braking forces will be located on the pink
line (shown in Fig. 1, case: deceleration = 0.4 g, l = 0.5). The possible braking
distribution points will be located along the pink curve (according to a constant
deceleration line, with road adhesion limitation).

The developed tool will allow determining the most interesting rear/front brake
distribution and also the regenerative/friction split among all the possible com-
binations (taking into account different strategies and assumptions).

2.1 Braking Strategy

In the tool, in order to find the most efficient regenerative/friction brake distri-
bution, from the energetic point of view, three different strategies have been
implemented. In all strategies, there is a common rule to find the force distribution.
This rule is that the tool starts in the front axle when making calculations to
recover energy. So, the front motors try to recover all the available energy in the
axle, taking into account the limitation given by the battery capacity. If the front
axle motors are not able to cover all the battery capacity, also the rear motors
recover energy. According to the dynamics of the vehicle in a braking manoeuvre,
the biggest amount of energy that can be recovered is available in the front axle
(static ? dynamic mass).

The three different strategies that were implemented are:

2.1.1 Maximum Regenerated Power Strategy

The selected criterion in this strategy is to regenerate the maximum amount of
energy in all the motors. This strategy selects the defined number of points over the
constant deceleration line (pink curve in Fig. 1) and calculates the regenerated
power in each point. Finally it chooses the point with the maximum regenerated
power.

2.1.2 Optimal Braking Distribution Strategy

This strategy is the ideal combination between front and rear braking force. A
working point over the parabolic curve (blue curve in Fig. 1) means using the
maximum braking capability in the vehicle, within a safety performance (both
axles will block at the same time).
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2.1.3 Bilinear Regenerative 1 Friction Braking Strategy

This strategy is a physical simplification of the optimal braking distribution
strategy. In this strategy the parabola curve is approximated by two lines. This
strategy is the rule that conventional braking systems apply. This strategy was
simulated to know the increase of recovered energy when one of the two first
strategies is applied (Fig. 2).

3 Tool Algorithms

3.1 Braking Force Calculations

For all the implemented strategies, in function of the braking deceleration equi-
adherence parabola and the ECE curve, the working points on the braking diagram
(Fig. 1) are located. For the different working point, the braking torque for front
and rear axles are calculated.

3.2 Regenerative Power Calculation

The following step in the tool begins identifying if the motor can provide the
demanded braking force in the working point or not.
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For each motor, in the working condition (speed), two alternatives are possible:

• The ‘‘Required braking torque’’ to achieve the needed deceleration in the braking
manoeuvre is higher or equal than ‘‘Maximum braking torque’’ (according to
characteristics of the motor): In this case, the motor gives its maximum torque.

• ‘‘Required braking torque’’ is lower than ‘‘Maximum braking torque’’: In this case,
the motor gives the required braking and friction torque is not required (Fig. 3).

3.3 Limitations

At the end of the mentioned steps, the performance of the motor has been ana-
lysed. The tool has defined the braking capacity of the motor. However, according
to the working condition, this capacity could not be used because of two intro-
duced limitations:

3.3.1 Motor Efficiency

When the motor is working as generator, at low speeds, the recovered energy could
be negligible because of its reduced efficiency. In this case, using the motor as
generator is not interesting, and the vehicle controller must decrease the speed
using the friction braking system instead of the regenerative braking. So, a tran-
sition mechanism must be introduced in the tool to implement this split between
regenerative and friction braking.

In order to define the transition starting point between regenerative and friction
brake at low speeds, during the initial stages in the definition of the brake distri-
bution script, two options were managed:

• Choosing a constant motor speed as borderline.
• Choosing a constant motor efficiency as borderline.

For this work, the second option was implemented in the developed tool,
thinking that it is a more interesting way to manage the transition point. In the tool,
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Fig. 3 Checking the value of
the required braking torque in
the working point
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the user introduces a value for the efficiency limit for the electric motor to work as
generator (initially, value by default = 0.5). In this way, the variable velocity limit
to stop regenerative braking is a function of the motor torque.

For the transition between regenerative and friction braking (at low speeds), the
software uses a correction factor (Fig. 4), which modifies the regenerative braking
torque, taking into account a ratio, obtained from the motor efficiency values, as
follows:

efficiency rate ¼ K ¼ g� gmin

glim x � gmin

ð4Þ

where gmin is the minimum efficiency of motor and glim is the limit efficiency
introduced by the user.

3.3.2 Battery Limitation

In some occasions the motor could give more power then the capacity of the
battery. If the previously calculated regenerative power is higher than the value of
the maximum battery power, the maximum regenerative power will be the battery
limit and the power that is impossible to be recovered will be dissipated by the
friction brake (Fig. 5).

4 Simulation Results

The principal target of the tool is to obtain a series of look-up-tables that can be
used to develop the brake system control of an EV. The look-up-table has to give
to the control system the needed braking torques in each motors when the vehicle
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is braking with a determined deceleration and vehicle speed, under the hypothesis
of maximum recovery of energy. Also, the tool generates additional look-up-tables
with all the calculated parameters.

The look-up-tables are bi-dimensional matrixes, where the inputs are the
deceleration and the speed of vehicle and the outputs are the recovered power,
motor torques and so on.

To identify the strategy that allows the highest recovering of energy, different
driving cycle profiles can be simulated. Following, the result for a specific driving
cycle is shown (FTP 72). According to the previous methodology, each working
point of the driving cycle is placed over the surface (Fig. 6) to obtain the recovered
power. With the integration of the power obtained in each working point, the total
recovered energy for each strategy has been obtained. The next table shows the
obtain energy:

Strategy Recovered energy (KJ)

Maximum regenerated power 3,638
Optimal braking distribution 3,180
Bilinear regenerative ? friction braking 3,068

Using the strategy #1, at the end of the driving cycle, the motors have recovered
3,638 kJ, more than a 14 % over the recovered energy using the Strategy #2—
Optimal braking distribution (3,180 kJ) (Fig. 7).
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Fig. 5 Battery limitation
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5 Conclusion

With the work carried out and the deep analysis of the obtained results, the
following conclusions have been achieved:

The development of the braking distribution tool has demonstrated that this
type of tool was necessary to reach an adequate distribution of the braking system.
This tool has allowed the project partners making a wide number of calculations
with different strategies and data, in order to reach the best alternative for the
braking distribution between regenerative and friction brakes, from the point of
view of energy recovering.

The selected global braking system (electric and friction brake) to be imple-
mented into the demonstrator, decelerates the vehicle under all the use conditions,
recovering also a wide amount of energy. The tool has demonstrated it is possible
to recover almost 70 % of the kinetic energy if a correct distribution of braking
force in all motors is found.
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Innovative MEMS Sensors in Advanced
Positioning Systems

Marco Ferraresi, Gianvito Giuffrida and Nicola Palella

Abstract Micro-mechanical sensors, originally introduced in the car as key
components for passive safety systems, are now used also in a number of emerging
applications like security, positioning, and telematics. Bundled together with the
TeseoIITM chipset, the first-in-the-market positioning receiver able to simulta-
neously handle satellite signals from GPS/Galileo/Glonass/QZSS constellations,
STMicroelectronics’ accelerometers and gyroscopes can address and help to solve
those issues arising from satellite obscuration and/or degraded reception in various
environmental conditions. To combat the complexity of today’s driving on multi-
level roads and the increasing demand of anti-spoofing and anti-jamming algo-
rithms in eToll applications, other MEMS sensors like pressure and compass may
find their way into these emerging applications. This paper addresses the latest
sensing solutions offered by ST in this field, with an outlook to future evolutions.

Keywords Navigation � Dead reckoning � Gyroscope � Accelerometer � Pressure
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1 ST Positioning Solutions

The GPS radio navigation system is increasingly helping land, sea, and airborne
users determine their exact location, velocity, and time, 24 h a day, anywhere in
the world. The original civilian application that drove the growth of GPS tech-
nology was automotive navigation, but today, GPS is present in many other
applications such as PNDs, PDAs, digital cameras, and handheld devices for
trekking and sailing. ST has been developing and producing silicon solutions for
GPS applications for 20 years, contributing significantly to the growth and spread
of such applications. This extensive, field-proven experience has allowed ST to
develop turnkey solutions for the market, enabling customers to build competitive
products. The latest satellite positioning receiver from ST is the TeseoII (see block
diagram in Fig. 1). The products belonging to the Teseo family are capable of
receiving signals from multiple satellite navigation systems, including GPS
(USA), Galileo (Europe), GLONASS (Russia) and QZSS (Japan). One member of
this family, the STA8088EXG, is even able to handle the Compass (BeiDou-2)
constellation (China).

As a multi-constellation receiver, the TeseoII is able to achieve more accurate
positioning compared with any other GPS-only receiver currently available in the
market. Position accuracy is a key parameter in the new growing, satellite based,
market application. Services associated with telematics and road tolling applica-
tions are strongly linked to user position [1, 2]. The accuracy of a satellite posi-
tioning receiver is mainly dependent on the number of satellites in view, and where
they are located in the sky. The metric that associates the number and geometry of

Fig. 1 Block diagram of the TeseoII chipset
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the satellites with accuracy is known as the Dilution of Precision (DOP). When
satellites visible to the receiver are close together in the sky, the geometry is said
to be weak, and in this case the DOP value is high. When the satellites in view are
far apart, the geometry is said to be strong, and the DOP value is low. A greater
number of visible satellites normally results in a lower DOP and thus better
accuracy.

GPS-only receivers give acceptable position accuracy when they are in open
sky or in a moderately obstructed scenario. In severely obstructed environments
like the urban canyon, GPS-only receivers are often unable to generate an accurate
position, and sometimes face difficulties in even getting a fix. In these scenarios,
the receiver’s ability to handle signals coming from different satellite systems in
parallel allows a significant improvement in the position accuracy. A GPS-only
receiver may see 10–12 satellites in an open sky, dropping to 3/4/5 direct signals in
the urban canyon, which is marginal for positioning, while the multi-constellation
receiver would see 17–20 satellites in an open sky, dropping to 5–8 direct signals
in the urban canyon, giving continuous positioning with improved accuracy. Field
tests performed in different scenarios confirm the TeseoII receiver achieves better
position accuracy versus any other GPS-only receiver.

TeseoII’s ability to simultaneously track multi-constellation satellite signals
makes it the right solution for all customer applications requesting a high level of
position accuracy. To manufacture this complex chipset integrating RF and digital
blocks, ST uses an advanced CMOS technology with lithography of 65 nm.

2 Sensors

STMicroelectronics is well recognized at worldwide level as a key supplier of
MEMS-based sensors.

Accelerometers, gyroscopes, magnetometers, pressure sensors, and micro-
phones are now at the core of many different applications in the automotive,
industrial, medical, and consumer domains.

In positioning and navigation systems, it is well know that a degradation of the
signal coming from the satellites may lead to a progressive loss of accuracy which
eventually prevents the operability of the system.

Two different situations may occur:

• The signal scenario is not suitable for a good fix (for instance, in reflective
environments, partially obscured areas, urban canyons, see Fig. 2).

• The GNSS signal is not available (tunnels, indoor, obscured areas, see top
section of Fig. 3).

To overcome this problem, modern positioning systems implement the so called
Dead Reckoning (aka DR) algorithm, which is the process of calculating one’s
current position by using a previously determined position, or fix, and advancing
that position based upon known or estimated speeds over elapsed time, and course.
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The algorithm, based on sophisticated mathematical models, is fueled from the
information gathered from a set of sensors, namely distance sensors (odometer,
wheel speed, ABS wheel tick) and yaw rate sensors (gyroscope, differential wheel
pulses, differential wheel speed).

Among all possible solutions, the one using a classical odometer plus a gyroscope
(Figs. 3 and 4) is the most accurate in production and all errors (temperature drifts,

Fig. 2 An example of urban
canyon, critical for a correct
GPS fix

Fig. 3 Various navigation modes depending on the environment
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noise, and improper orientation of the gyro sensor in the vehicle) can be easily
predicted and compensated. A possible drawback might be the cost: whenever the
ESC (Electronic Stability Control) gyro signal is not available on the CAN bus
(majority of the cases) and a dedicated yaw-rate gyroscope has to be used.

STMicroelectronics began mass production of MEMS-based gyroscopes in
2008. Since then, several hundred million units have been produced, shipped, and
now are at the core of a number of consumer and industrial applications. Lever-
aging on this huge manufacturing experience, it was decided in 2011 to bring
gyroscopes also into the automotive industry, targeting in-dash navigation and, in
general, telematics applications. While in principle a single-axis yaw gyroscope is
all that is needed to implement dead reckoning algorithms in vehicle positioning
and navigation, a quick technical and marketing analysis concluded that a 3-axis
gyroscope does a better job, by solving constraints related to the mounting ori-
entation of the navigation board in the dashboard (Fig. 5).

STMicroelectronics was in fact the first company to introduce the market to a 3-
axis gyro based on a single mechanical structure able to respond simultaneously to
tri-dimensional stimuli and was the first company to propose this kind of com-
ponent to the automotive industry (product number A3G4250D). This innovative
compact mechanical transducer is named ‘‘The Beating Heart’’ because it

Fig. 4 The best
implementation of a DR
algorithm

Fig. 5 Axes definition in
vehicles
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combines a triple tuning-fork structure within a single vibrating mass and because
of its working mode, explained below.

The Beating Heart achieves excellent performance in terms of thermal stability,
cross-axis error, and acoustic noise immunity by using a small die size. Further-
more, the presence of a single primary vibration mode for the excitation of the
three tuning-forks simultaneously, together with the possibility of sensing the
pickoff modes in a multiplexing fashion, allow the design of a small area, low
power, companion chip. The advantage of having a single driving mass is the main
reason for the commercial success of STMicroelectronics’ gyroscopes. In fact, the
presence of a single vibrating mass instead of multiple vibrating masses avoids the
problems of mechanical frequency mixing and interference, extremely deleterious
in other manufacturers’ gyroscopes (Fig. 6).

For instance, for space constraints, several car makers assemble the navigation
board with a pre-determined angle of about 20 mechanical degrees versus the ver-
tical plane. To overcome the loss of sensitivity of a single-axis yaw gyroscope
mounted in such a position, sensor manufacturers have to compensate this angle
within the package itself. That solution, apart from posing some technical issues at
the package level, does not offer the car maker the flexibility to change the mounting
position of the board in the dashboard. A three-axis gyroscope instead, coupled with
a three-axis low-g accelerometer (optional), provides the maximum degree of
flexibility: the accelerometer can calculate the incline angle at which the board is
mounted in the dashboard, while the 3D gyroscope can provide all rates necessary to
implement the dead reckoning algorithms with precision. The availability of the
pitch rate could also be used to extrapolate supplemental information about car
elevation. The main problem to overcome is then the fact that Ycar may not corre-
spond to Ysensor. If a single-axis gyroscope is used, any misalignments between
physical stimulus and the gyroscope’s rotation axis introduce a non-linear sensitivity
reduction that is proportional to the cosine of the mismatch angle: (Fig. 7).

Fig. 6 The mechanical structure of ST’s 3-axis gyroscope
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In the worst case, the gyroscope’s rotation axis is placed orthogonal with
respect to the applied velocity (w = ±90�): in this configuration, a single-axis
sensor is not able to detect the desired signal as the cosine factor is equal to zero.

If the board mounting angles are not known a priori, a further enrichment to the
solution consists in determining the roll and pitch angles by using an additional
three axis linear accelerometer, like the AIS328DQ.

The complete dissertation on this topic is found in the Ref. [3].
STMicroelectronics provides a complete dead-reckoning (DR) solution, as part

of the Teseo family SW offer to address the increasing needs of accuracy and
precision in modern positioning systems (see Fig. 8).

• The GNSS receiver provides timely measurements about visible SVs (e.g.
pseudorange and frequencies).

• The DR Extended Kalman Filter (EKF) tightly integrates GNSS observations
with motion sensors, adaptively weighting the contributions and providing
optimal data/sensor fusion.

• The wide variety of supported sensors allows ST’s DR to be configured in
different modes.

Fig. 7 Single-axis detection
versus orientation

Fig. 8 Ecosystem of ST’s DR solution
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Other sensors, like pressure sensors and magnetometers (e-compass) may be
used to increase the overall system accuracy. The magnetometer, capable of
measuring the earth’s magnetic field, gives independent information about the
heading angle 0 and may help in all those situations when the absence of the
GNSS signal for extended periods could lead to a loss of data accuracy from the
EKF. The pressure sensor (see Fig. 9), instead, is the best candidate to solve
navigation issues in today’s complex and dense driving environment, where multi-
level roads are often the only way to ease vehicle traffic.

STMicroelectronics is today in mass production with pressure sensors and
magnetometers, both in stand-alone versions and also in multi-axis modules
(Systems on Board or Systems in Package).

3 Field Tests

Extensive field tests were performed by ST using a DR logger box as shown in
Fig. 10.

Several dead reckoning configurations were analyzed and compared, but
eventually the ones based on MEMS sensors have shown the best results:

Field tests were done in very harsh urban environments, where satellite
obscuration, multi-path reflections, and even absence of signal make the

Fig. 9 LPS331AP, the
digital barometric pressure
sensor

Fig. 10 ST logger box used
in field tests
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implementation of dead reckoning using inertial sensors a must to achieve the
desired accuracy.

This test made in Chicago clearly shows the improvement in the position
performance when a standard navigation system (GPS) is enriched with an
effective dead reckoning algorithm based on accurate inertial sensors (GWP,
equivalent to the mixed configuration in Fig. 11) (Fig. 12).

Other tests were done while driving through a tunnel where the satellite signals
were lost for several minutes: (Fig. 13).

The comparison with a similar test done using CAN differential wheel pulses
(DWP) as a yaw sensor shows that gyroscope-based solutions, coupled with an
accelerometer to compensate the gyroscope tilt, are more precise, as they result in
a smaller percentage error even on a longer distance: (Fig. 14).

Fig. 11 Dead reckoning configuration used during field tests

Fig. 12 ST platform tested in the lower wacker drive of Chicago
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4 The Future

Car positioning and navigation systems in the future will require higher accuracies,
along with cost competitiveness, in order to fight the battle with the myriad of
Personal Navigation Devices (PND) currently available. The Teseo family is
already evolving towards a new generation, which will provide customers with a
number of benefits, ranging from higher sensitivity to optimized power con-
sumption. A non-exhaustive list of the benefits follows.

Fig. 13 Classical dead reckoning across a long tunnel, connecting the cities of Taipei and Yilan,
Taiwan

Fig. 14 Dead reckoning using DWP (test done in Chicago area)
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• Multi-constellation (GPS ? GLONASS ? GALILEO ? COMPASS ? QZSS)
• High-sensitivity engine and innovative power management architecture
• Different package options, with a minimum number of external components
• Extended set of interfaces (UART, USB, SPI, SD Card, CAN, I2C, I2S)
• Support of both TCXO and Xtal configurations.

In the field of sensors, we are already seeing a clear trend towards integration,
embedded processing capabilities, and performance optimization. A distinctive
feature of ST’s accelerometers and gyroscopes is that both sensors are designed
and produced using the same technology platform (THELMA). ST has been in
mass production with geomagnetic and inertial modules for several months: the
LSM330DLC (6X inertial) and the LSM303DLHC (6X geomagnetic) are well
known solutions offered to consumer and industrial customers. Future multi-axis
modules will see a further reduction in the number of the individual dies due to the
possibility of integrating both mechanical elements and electronics onto the same
piece of silicon. STMicroelectronics masters already this technology.

Another trend in parallel with the integration of mechanical and electronic
elements is the enrichment of the sensors with intelligence. While the 3-axis
accelerometer LIS3DSH contains a simple state machine to execute a limited set
of instructions, the recently announced LIS331EB has a real brain inside, powered
by an ultra-low-power ARM Cortex-M0 core with 64 KB Flash Memory and
128 KB RAM memory, as well as multiple timers and I/O ports (GPIOs/SPI/I2C/
UART). ST has combined the microcontroller, operating as a sensor hub that runs
sensor-fusion algorithms, with a high-precision 3-axis digital accelerometer into a
single package. The device reduces the demand on the host controller and appli-
cation processor, and decreases power consumption, which is a key feature
especially in portable devices.

When higher computational power is necessary, ST proposes System-on-Board
solutions, where a powerful STM32 microcontroller (ARM Cortex-M3 core) is
coupled with accurate inertial sensors (in the iNEMO-M/Lx family). Eventually,
the combination of sensors, actuators, intelligence, wireless connectivity, smart
power management, along with energy harvesting capabilities, will enable the
creation of an active and smart wireless sensor node, which will enhance further
applications in the field of vehicle and people positioning.

And once again, ST rides the crest of the wave.
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Flexible and Cost-Optimized Platform
of Inertial Sensor Systems

Stefan Günthner, Bernhard Schmid and Helge Graßhoff

Abstract A platform approach for inertial sensor systems is proposed enabling
modular and flexible E/E architectures of light vehicles providing acceleration and
angular rate signals for usage in multiple safety-relevant applications. The platform
portfolio spans surface mounted devices (SMD) and satellite components and
makes usage of synergies on each sub-component level like MEMS, ASIC, software
and package.

Keywords Inertial sensors � Accelerometer � Gyroscope � MEMS � Vehicle E/E
architecture

1 Motivation

1.1 Recent Developments in Vehicle E/E-Architectures

The proceeding electrification of vehicles during the last decades and the prospect of
upcoming vehicle functions and related electronic hardware make it necessary to
think about the vehicle E/E architectures. One major problem is the increasing
number of electronic control units (ECU) in vehicles. The consequence is an almost
non-controllable complexity of vehicle architectures with impact on the manufac-
turing and development cost while increasing the risks of failures at the same time.
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Therefore, original equipment manufacturers and their suppliers developed
approaches for modular, scalable, flexible and cost-optimized E/E hardware setups
[1–3]. Figure 1 shows the approach for the system architecture Continental pro-
poses [4]. The whole vehicle system consists of three major functional blocks:

• Safety Domain—covering active and passive safety functions like crash and
rollover protection by airbags, electronic stability control (ESC), vehicle-to-X
(V2X) functions etc.

• Comfort and HMI Domain—including navigation, air-condition etc. and the
corresponding human–machine-interfaces (HMI)

• Motion and Motion HMI Domain—controlling the movement of the car like
accelerating and braking, chassis-control, steering and managing the necessary
energy and powertrain incl. the affiliated HMI.

This paper focuses on function blocks related to safety-relevant inertial sensor
information, that are pointed out by the red frame in Fig. 1. A possible hardware
solution for the functional architecture is depicted in Fig. 2, cf. [5]. Three main
ECUs—the Safety Domain Controller, the Motion Domain Controller and the
Chassis Domain Options Controller—are hosting the corresponding functions.
Having a closer look on the placement of the inertial sensors, there are 4 options:

• Integration into the Safety Domain Controller
• Integration into the Motion Domain Controller
• Integration into the Chassis Domain Options Controller
• Stand-alone (‘‘Motion Information Sensors’’) as commonly known sensor

cluster or as the product M2XPro (Motion Information to X Provider)—a sys-
tem Continental has developed for lane-level accurate positioning of vehicles
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Fig. 1 Continental’s view of the vehicle E/E-architecture on system level
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for V2X applications that is only based on GNSS1 information and signals from
the wheel-speed sensors, inertial sensors and the steering angle sensor [6].

1.2 Vehicle Functions Based on Inertial Information

Sensor element suppliers have to cope with the requested flexibility for mounting
the inertial sensor elements in the car as well as with the fact that the take-rate of
certain vehicle functions tends to be almost 100 %, like ESC, Hill Start Assist
(HSA) and Front and Side Crash Detection, whereas other functions are only
optional or with low take rates, like Vertical Dynamic Control (VDC), Air Sus-
pension Control (ASC), Reversible Restraints Control (RRC), Active Torque
Vectoring (ATV), Electronic Power Steering (EPS), Active Body Control (ABC),
Active Roll Control (ARC), Rollover Sensing (ROS), Active Front Steering (AFS),
Continuous Damping Control (CDC) etc. A more detailed description of some of
the listed functions can e.g. be found in [7].

1.3 Next Steps in MEMS Technology

The system architecture of inertial sensor elements consists mainly of 4 blocks:

• Micro-electromechanical systems (MEMS)
• Application specific integrated circuits (ASIC)
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• Package that is housing MEMSs, ASICs and eventually passive components like
resistors and capacitors

• Software (SW) for additional signal conditioning.

The inertial MEMS industry was initially driven by automotive demands, e.g.
the installation in ESC systems. Indeed during the last years, the consumer
industry became the motor for enhancements. Nevertheless, the automotive safety-
relevant applications can and will benefit from these advancements, although the
major differences will be the tighter lifetime requirements (20 years instead of
2 years), and, of course, the needed safety-level, that is typically ASIL B(D) for
ESC, cf. [8].

Currently, MEMS accelerometers for detection of accelerations in one, two and
three orthogonal directions in the low-g and mid-g range (\ *1,000 m s-2) as
well as in the high-g range ([*1,000 m s-2) are already available for application
in safety-relevant automotive applications. The same applies to MEMS gyroscopes
for measurements of angular velocities about one axis that is either orthogonal to
the Silicon substrate plane or parallel to it—commonly called z- and x-gyros,
respectively. It is expected that the next development step results in single Silicon
chips suitable for safety-relevant system that are sensitive to

• accelerations in two orthogonal directions covering at the same time the low-g
and the high-g range,

• angular rates about at least two orthogonal directions.

2 The SC300/0 Platform Concept

2.1 Basic Sensor Element Architecture

When creating a best-cost solution for the next-generation sensor elements, four
main aspects have to be considered:

First of all, flexibility is required for mounting the inertial sensor elements as
stand-alone satellite components on one hand and as surface-mounted devices
(SMD) for integration into ECUs on the other hand.

Furthermore, a certain modularity or scalability, respectively, is needed, such
that within a vehicle platform, the basic configuration can be equipped with
standard elements; vehicles of this platform with an advanced set of features get
either additional sensor elements with the missing sensitive axes or dedicated
sensor elements providing all necessary axes—depending on the take rates of the
corresponding features.

Thirdly, the progress in the development of MEMS-components has to be
considered when designing hardware architectures for the next generation inertial
sensor elements.
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Finally, but most important, the sensor elements have to be competitive. So, the
strategy of Continental has been to choose a platform approach. Thus, synergies on
all sub-component levels (MEMS, ASIC, package, SW) can be exploited, e.g. by
reducing development cost and making usage of quantity effects. Further cost-
reduction could be achieved by standardization of certain aspects like the inter-
faces between ECU and connected sensor element. For SMD components the
currently used SPI interface is the optimum approach. Satellite components with
the digital PSI5 interface are typically the best-cost solution, not only on sensor
element level, but also when taking into account the costs arising on ECU side. At
the end, development and manufacturing cost can be decreased by restructuring
and standardizing the necessary signal conditioning that is distributed across the
sensor-element hardware (ASIC) and software on a Microcontroller Chip (lC) of
the corresponding ECU. Pre-conditioning will take place in the ASIC of the
sensor-element, whereas post-processing will be performed by a so-called SW-
driver that is hosted on the ECU. The SW-driver is designed as a complex device
driver in a AUTOSAR2-compatible way and consists of modular SW-blocks such
that heavy re-use across different sensor-components and hosting ECUs is
possible.

Figure 3 depicts high-level system architectures of SMD/SC3000 and satellite/
SC3003 components taking into account the above considerations.
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Fig. 3 High-level system architectures of inertial sensor components

2 AUTomotive Open System ARchitecture.
3 Three/four digits denote satellite/SMD components. The last/next-to-last digit counts the
number of featured acceleration/angular rate axes.
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2.2 Portfolio and Roadmap

Based on the derived system architectures a portfolio of inertial sensor components
is proposed addressing the functions mentioned in Sect. 1.2. Table 1 gives an
overview of the products within this platform (SC301lowG, SC3033) (see footnote 3)
and discloses the respective sensitive axes, ax,y,z means linear accelerations in the
low-g and mid-g range in x/y/z-direction of the sensor component, Ax,y,z means
linear accelerations in the high-g range in x/y/z-direction of the sensor component
and Xx,y,z means angular velocities about the x/y/z-direction of the sensor compo-
nent. The z-direction of a SMD component is orthogonal to the plane defined by the
PCB that carries the sensor; the z-direction of satellite components is given by the
symmetry axis of the bushing(s).

Finally, the mounting possibilities of each sensor component are presented:
stand-alone installation or integration into an ECU. The main difference between
the hosting ECUs is the orientation of the ECUs themselves in the car: whereas the
printed circuit boards (PCB) of the Safety Domain Controller (successor of the
Airbag ECU) and the Chassis Domain Options Controller are typically parallel to
the plane defined by the longitudinal and lateral axis of the vehicle (horizontal
installation), the orientation of the PCB of the Motion Domain Controller (the
successor of the Brake ECU) is typically vertical to that.

The time-horizon for development and start of series production of the sensor
elements takes into account the market needs for the corresponding performance
and the availability of the corresponding MEMS and packaging technologies.
Figure 4 shows the current status of the SC300/SC3000 roadmap. The first phase
has already started and concentrates on the development of successor products of
today already available sensor components like sensor-cluster (?SC312), Combo-
sensors (SC3012x/z), high-g and low-g satellite sensors (SC301highG/lowG).

2.3 Technological Approaches for the Sensor Platform

As already pointed out, there are 4 main sub-components forming a sensor-com-
ponent: MEMS, ASIC, SW and package incl. passive components. In the final
section of this paper we would like to highlight packaging aspects. The packages
of SMD and satellite components seem to be very different on the first glance.
Nevertheless, each package level has to perform similar tasks: mechanical fixation
of the integrated parts, electrical connection of the sub-components to each other
and to the outside world, mechanical fixation to the environment and mechanical
as well as electrical protection. Analyzing the conventional technology of inertial
satellite sensors, where a SMD component is placed on a PCB in a plastic housing,
it becomes obvious that some of the packaging tasks are performed twice, s Fig. 5.

Thus, a platform approach addressing SMD and satellite components could split
the packaging tasks in a front-end and back-end part, s. Figure 6. In the front-end
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stage, the MEMS, ASIC and passive components are mechanically fixed and
electrically connected to each other. The solutions of these tasks could be very
similar for SMD and satellite components. The back-end part, containing electrical
and mechanical connection to the environment as well as electrical and mechanical

Front-End Back-End

Electrical connection
(internally)

Mechanical fixation of
integrated components

Electrical connection
(externally)

Mechanical & electrical
protection

Mechanical fixation
to environment

Electrical connection
(externally)

Mechanical & electrical
protection

Mechanicalfixation
to environment

MEMS, ASIC, 
opt. passives

Inertial Satellite

SMD

Fig. 6 Possible future packaging approach
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SMD
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SMD

Satellite 
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Mounted Device 
(SMD/SC3000)

Passive safety
Active safety,
vehicle dynamics

IS

SC3012x

SC301lowGSC301highG

SC3023 SC321

SC3025/325SC3014/314

SC3033 SC333

SC323

SC3012z/312
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Fig. 4 SC300/SC3000 roadmap
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Electrical connection
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Mechanical fixation
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Fig. 5 Conventional packaging approach
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protection would look different due to varying mission profiles. Apart from con-
solidating packaging functions and therefore reducing material and processing
steps, there would also arise synergies between the production lines of SMD and
satellite components.

3 Summary and Outlook

Based on the new trends in vehicle E/E architectures, the progress in MEMS
technologies and the upcoming developments in vehicle functions, a roadmap for
inertial sensors was derived and presented. The next steps and challenges are
surely to establish a next-generation packaging technology for inertial satellite
sensors and make the MEMS components robust enough for the most promising
packaging concept. For a second phase, it is crucial to develop MEMS components
with a higher level of integration intended for safety-relevant applications; that
means, that one-chip solutions for gyroscopes have to be available in time that
provide at least two orthogonal measurement axes for angular rates as well as one-
chip solutions for accelerometers with an extended measurement range that fulfill
the requirements for HSA on one hand and for crash detection on the other hand.
Further steps are pioneered by the consumer industry and will inevitably result in
3D-gyros and accelerometers combined with gyroscopes on one Silicon chip, as
soon as the demand by new vehicle features and functions is high enough.
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Smart Soot Sensor for Particulate
Filter OBD

Olivier Brunel, Frederic Duault, Bilal Youssef, Jacques Lavy
and Yann Creff

Abstract In the framework of tighter emission requirements and environmental
protection, future standards will soon lead to the use of an on board diagnostics
(OBD) soot sensor to monitor Diesel particle filter (DPF) leakage. The sensor will
first be introduced in the US by MY 2015 and then in Europe in 2017. The resistive
ceramic sensing technology has been selected by most OEM as the most appro-
priate. The smart soot sensor must diagnose filter leakage whatever the driving
conditions are, smoother or tighter than the standard NEDC, FTP or WLTC cycles.
In order to guarantee a robust detection of failure, Electricfil Automotive and IFPEN
have developed strategies capable to accommodate with OEM request and available
database. The paper describes the innovative hardware and software solutions and
presents the simulated and measured performances.
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1 Introduction

Despite Diesel Particle Filter has become a standard on diesel engines in most of
worldwide countries, there is an increasing concern on human health. Since par-
ticles can deposit in the alveoli of human lungs it is in the public interest to have a
high level of protection from these particles. The emissions standards are lowering
the allowed amount of particles emitted by the vehicle:

• California emission standards, the most stringent, are showing the path with
proposal of 3 mg/mi emission limit in 2021 and 1 mg/mi goal in 2028 model
year. The OBD threshold limit (OTL) will be 1.7 times the emission limit by
2014 [1].

• European standard for Euro 6 and Euro VI have finally been approved with the
respective OTL of 12 mg/km in 2017 and 25 mg/kWh in 2015 [2].

Current DPF OBD is managed by differential pressure sensors, which sense the
pressure drop within the DPF. Several studies [3, 4] have shown that this tech-
nology will not be able to meet the stricter regulations applicable after 2015–2017.
In the frame of tighter emission standards, Electricfil has initiated the development
of a soot sensor for OBD purpose 5 years ago [5–8]. The sensor located down-
stream of the DPF collects the soot in a time cumulative manner so as to monitor
any leakage. It contains its own software for signal processing and cleaning strategy
and transmits to the engine control unit (ECU) a signal of OTL compliance.

2 OBD Requirements

The lowered soot OBD threshold will require the use of a soot sensor after the
DPF. This sensor will perform the soot measurement and process the information
so as to provide to the ECU ‘‘high level information’’ relative to DPF leakage. For
such processing the sensor will also request some information about the engine
operating conditions from the ECU. The diagnostic of exceeding threshold limit
must be guaranteed during certification phases on a succession of maximum 3
NEDC cycles and also in driving conditions with minimum frequency defined by
the IUPR standard (In Use Performance Ratio). The main challenge of the DPF
diagnostic strategy is to detect all faulty DPF while minimizing false detections
(of good DPF) and to comply with below requirements (Table 1).

3 Soot Module Hardware

The Electricfil sensor’s is based on the resistive technology: on a insulating sub-
strate, the soot is collected between two platinum interdigitated electrodes. When
there is no soot on the sensor, the resistance measured between the electrodes is
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close to the one of the substrate while when the soot is collected on the sensitive
window, the resistance is decreasing. A heater is placed on the sensor in order to
burn the soot and repeat multiple measures in a row.

3.1 Architecture

The soot sensor is composed by a ceramic sensitive element inserted in a body
made of different stainless steel alloys and a sensor control module (SCM) that
manages the sensor and communicates with the ECU of the vehicle (Fig. 1).

3.2 Sensor Design

The ceramic sensitive element of the sensor is protected from breakage thanks to
the tip which has a plane area that orientates the sensor in the boss. The ceramic
substrate is placed and hold in the tip thanks to different bids. A glass sealing
insures the tightness between the exhaust environment and the connection area.
The tip is laser welded to the rear tube and a rubber gasket insures the tightness

Table 1 Electricfil’s PM sensor targets

Criteria Requirements

Accuracy 1 ppm false detection
100 ppm non detection

Response time Detection on 2nd NEDC Confirmation on the 3rd cycle
Max regeneration power 6A max peak

24 W
Max regeneration time 30 s @ whatever the flow conditions are
Internal OBD features Open circuit/short circuit

Plausibility
Gain, offset, voltage range

Lifetime 200,000 km

Fig. 1 Sensor and sensor control module (SCU)
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between the ambient environment and the connection area. In the connection area,
a ceramic connector and stainless steal terminals apply a mechanical contact on the
track pads. The packaging is designed to withstand the severe exhaust environment
(three patents deposited and one already accepted WO/2011/004121).

3.2.1 Heater

Regeneration is a necessary step in a measuring cycle. This enables the sensor to
be cleaned and ready for a new measurement cycle, burning the soot that has been
collected on the sensitive element. That is why a platinum track (heater) is ink
printed on the sensor substrate. A CAD simulation has been performed in order to
achieve the quickest regeneration with highest reliability (Fig. 2).

3.2.2 Tip

The tip concept designed is a tip with ‘‘reverse’’ collecting windows. The substrate
is protected by a shield without opening upstream of the substrate and the sensitive
area is downstream of the substrate. The exhaust gas are sucked up in the sensor tip
with a reduced velocity and according to their mass thus their diameter the particles
too. The Fig. 3 shows the CAD of the sensor tip and the result of a simulation with
the optimized tip in terms of stationary velocity field.

Fig. 2 Simulations of heated sensitive element and Von Mises stress cartography
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4 OBD Strategies

The sensor accumulates particulate matter (soot) on a ceramic surface covered with
interdigitated electrodes. Once the (conductive) soot has bridged the electrodes, the
resistance begins to decrease. It keeps on decreasing with soot accumulation, until a
predefined threshold is reached. The sensor is then «regenerated» by oxidation of
the soot layer (through sensor electrical heating). So, when the sensor is located
downstream of a particulate filter, its resistance x(t) is a function of the soot quantity
Q(t) getting out of the filter. Once the threshold xmin is reached, a quantity Qmax has
got out of the filter. It is possible to compute an average quantity per kilometer /
(from the n kilometers covered between the last sensor regeneration and the
crossing of xmin, / = Qmax/n). However, the standard gives a maximum bound
/max for a normalized cycle. So, it is not possible to directly compare / and /max:

• possible false alarm, if real driving PM emissions are larger than emissions on
the normalized cycle;

• Possible non detection, if real driving PM emissions are smaller than emissions
on the normalized cycle.

This observation regarding LD standards (mass per kilometer) directly trans-
poses to HD standards (mass per unit of energy). The objective is then to find an
algorithm that is able to diagnose the PM filtration function, whatever the driving
conditions are. The first idea is to compare the signal of the real sensor to a
simulated signal based on a sensor model, and to derive alarms from comparisons
of these two signals. It appears that implementing such an approach is hard,
reaching the required accuracy with difficulty: it turns out to be a clumsy approach.
This led EFI and IFPEN to develop alternative approaches, more easily imple-
mentable and calibrated, one with models and one without model. In this paper we
will focus on the non model approach.

Fig. 3 CAD of the sensor tip and flow simulation around the optimized tip of the sensor
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4.1 Proposed Algorithm: Non Model Based Approach

In this section, a non model based approach for DPF diagnostic is suggested. This
approach has the advantage to avoid the use of models for the particulate filter and
for the sensor. Furthermore, no soot estimator is needed in this case, as engine soot
emissions are indirectly caught through the analysis of various signals available in
the ECU.

The approach described here is based on the direct use of the temporal signal
provided by the sensor in order to generate a relevant residual which is related to the
leakage failure. This residual, coupled with available variables related to engine
operating conditions (IMEP, EGR, engine speed, rail pressure,…), is then used for
alarm generation. Hence, the driving conditions are implicitly considered in the
diagnostic algorithm, which leads to a robust decision enabling low rates of false
alarm and non detection. The resulting diagnostic scheme is simple and easy to
implement.

5 Performances

In this section, the proposed diagnostic scheme has been evaluated based on
simulated and experimental data. As will be seen in the sequel of the paper, the
obtained results are good and show the suitability of the soot sensor coupled with
the non model based approach to diagnose particulate filter failure with high
performance.

5.1 Simulation Results

The diagnostic algorithm based on the non model based approach described above
has been implemented using Matlab/Simulink simulation. The simulation platform
is built using DPF and sensor models and an experimentally calibrated soot esti-
mator. In order to take into account model uncertainty and estimation error, relevant
dispersions were added to the sensor model as well as to the soot estimator.
Diagnostic results in terms of false alarm and non detection rates are shown in
Table 2 for different engine soot dispersions.

Table 2 Diagnostic results based on data collected from 1,500 simulations for six driving cycles,
model dispersion of 3 r = 45 %

Simulation results (%) False alarms Non detections (ppm)

Case 1 engine soot dispersion 3 r = 25 0 60
Case 2 engine soot dispersion 3 r = 35 0 75
Case 3 engine soot dispersion 3 r = 45 0 90
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5.2 Driving Test Results

A C4 with a 1.6 L diesel engine €4 vehicle has been instrumented in order to test
the DPF diagnostic strategy. The C4 battery supplies current for the sensors as well
as for the instrumentation. An EXXOtest CAN logger is used to record data from
the sensors, the thermocouple signal, vehicle data and the soot concentration. The
vehicle can be retrofitted with DPF that have leakages in the range of 0–12 mg/km
on a NEDC cycle.

Four soot sensors (PMS1 to PMS4) can be fitted on the exhaust tube knowing
that PMS4 has a very long response time due to a bad positioning.

The strategy has been calibrated on the C4 driving the vehicle on a private
circuit. The aim is to drive the vehicle around 10 times three different cycles
(called type A, B and C) (Fig. 4) in a repeatable manner with three different DPF.
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The three different DPF were chosen as follows: one close to the homologation
certification limit (nominal: 4.5 mg/km), one close to the OBD limit (faulty:
12 mg/km) and the last one with an intermediate leakage.

Figure 5 shows the emission results measured by the MSS during the whole
campaign. A first analysis shows that all the DPF can be recognized (nominal,
intermediate or faulty). That means that with such a measuring tool it is possible to
classify DPF leakage, but it is impossible to say what would be the leakage during
a homologation cycle. However the repeatability of the measurement seems to be
not so good and with some drifts, especially during Type B cycle. This dispersion
can be assigned to the drivers, the engine, the weather conditions and the MSS
measurement.

The same emission measurements, but with the distance driven correction give
data shown in Fig. 6. As it could has been expected, the data show that even with
a real time measurement apparatus, one vehicle driven in a different manner or on
a different travel with the same DPF, could lead to different emission rates.
Furthermore, the emission rates calculated are far away from the one measured
with the weighting method on a NEDC cycle. In this case, without any more
information, some could say that this DPF is faulty whereas on the NEDC cycle
this was the nominal part. That means that a DPF diagnostic strategy is essential
for the detection of a faulty DPF.

Finally, Fig. 7 shows the transfer function of the C3 sensor in terms of number
of regeneration as function of the cumulated mass of soot measured by the MSS.
The curve shows a ‘‘step’’ wave form response because of the resolution of the
sensor, with a good correlation coefficient of 0.95.

It is possible to classify the three DPF as well as we did with the MSS even if it
is impossible without DPF diagnostic strategy to say if the nominal DPF is
nominal neither if the faulty DPF is faulty on a NEDC cycle.
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The proposed non model based diagnostic algorithm has been evaluated using
the experimental data described above. In all cases, the diagnostic procedure
successfully noted the DPF failure when the faulty filter has been used while no
alarm is generated in the case of nominal filter. Figure 8 show typical diagnostic
results for nominal filter. Examples of the diagnostic results in the case of faulty
filter are shown in Fig. 9.
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6 Conclusion

A new particle sensor has been developed focusing on a global approach on both
hardware and software:

• While the hardware is based on a standard approach, the cumulative resistive
technology, our work led to unique features aimed at providing an optimal
sensitivity/accuracy performance. This has been achieved thanks to innovative
sensing area, collecting tip and processing electronics.

• The software developed with IFPEN enables high diagnostic capability with
robustness against driving conditions and allows to detect DPF leakage without
engine soot cartography which offers to OEM development time and cost
benefits.

At that stage of the project, sensor hardware is enduring qualification and
software has been validated through intensive simulations.

Tests in real running conditions are going on through the technical feasibility
project conducted by the EC which should prove in early 2013 the compliance of
our solution with OEM and emission standard requirements.
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Air Flow Meter 8. Generation: A Modular
Approach for New Diesel System
Challenges

Michael Rittmann, Rainer Moritz, Stefan Bauer
and Uwe Konzelmann

Abstract Increasing precision and robustness are the main drivers for the next
generation of air flow meters for automotive applications while cost reduction is
the key factor for a successful market entry. This contradiction can be resolved by
increasing the sensor intelligence by efficient digital signal processing and by
evaluation of all information available within the sensor system. Compared to a
stand-alone sensor, further cost reduction is realized by integration of additional
pressure and/or humidity sensors in the air flow meter. The information of pressure
and/or humidity near the air flow meter provides additional relevant parameters to
the engine controller. A digital SENT interface is used to submit the information to
the engine controller with a minimum number of wires.

Keywords Hot-film air flow meter � HFM8 � Integration pressure and humidity
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1 Introduction

Strict emission regulations in the United States and Europe are a major challenge
for engine management systems. Besides the optimization of injection and com-
bustion processes, emission-related components have to meet increased accuracy
requirements.
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Especially in diesel systems the air flow meter plays an important role, as it
provides key data by which the combustion strategy and exhaust gas recirculation is
determined. A more accurate determination of the air mass can reduce the effort for
exhaust gas after treatment and eventually the total system cost. A high basic
accuracy of the sensor is only one aspect to be considered. In order to comply with
emission regulations, a reduced tolerance of the sensor during the entire lifetime is
required. Here, the robustness against contamination plays an important role toge-
ther with the robustness against environmental influences, such as climatic stress.

For new more complex engine management systems the information of pressure
and/or humidity near the air flow meter increases the precision of the air flow
metering and, even more important, provides additional relevant parameters to the
engine controller.

In order to cover the wide spectrum of customer requirements, a highly flexible
mounting position and a set of electrical interfaces to the ECU are required by an
air flow meter.

The new air flow meter HFM8 of Robert Bosch GmbH meets these require-
ments through a combination of:

• flexible electrical interface to the engine control unit,
• integration of additional temperature, humidity and/or pressure sensors,
• digital signal processing with the air flow meter,
• innovative, aerodynamic design to protect the sensor against contamination, and
• an integrated heater to protect against oil contamination.

2 HFM8 Design Concept

For an air flow meter the so-called package plays a decisive role with respect to the
measurement task. The package of an air flow meter is determined, on one hand,
by the need of forming a part of the intake tract of the engine and, on the other
hand, by the need of a carrier of sensor element, electronics circuit, flow passage
and connector. For the Bosch micro silicon air flow meter a modular design
concept was chosen. The air flow meter consists of the metering duct, which has
flanges to fit to the adjacent parts of the intake tract. Flow straighteners, which can
become necessary to provide a stable air flow, are also part of that metering duct.
Sensor element, electronics circuit, flow passage and connector are integrated in a
plug-in module (Fig. 1). This module can be inserted in metering ducts of various
sizes or directly into an air cleaner.

2.1 Measuring Principle

The HFM8 air flow meter is a hot-film air mass sensor and therefore a thermal air
flow meter. From the intake air flow, a portion of the total mass air flow will pass
across the micromechanical sensor element in the bypass duct [1, 2].
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A diaphragm is located on the sensor element. It is generated by an etching
process from the back side of the silicon material wafer. In the centre of the
diaphragm, a heating zone is implemented with symmetrically mounted temper-
ature sensors (Fig. 2).

The heating zone is controlled to keep a certain temperature, which depends on
the temperature of the intake air. Without air flow, the temperature from the
heating zone to the edges of the diaphragm decreases linearly (Fig. 2: red curve),
and the temperature sensors up- and downstream (Fig. 2: marked T1 and T2) of the
heating zone indicate the same value. With air flow, the sensor diaphragm area
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upstream will be cooled by the heat transfer in the boundary layer. The down-
stream temperature sensor will keep its temperature because the air is heated as it
passes over the heating zone.

The temperature sensors show a temperature difference which depends on
amount and direction of the air flow. The difference between the signals of the two
temperature sensors is evaluated in a bridge circuit configuration.

2.2 Signal Formation and Calibration

The necessary function blocks for an air flow meter are as following [3]:

• heater control,
• signal amplifier,
• offset correction, and
• decoupling of electric disturbances (overvoltage, EMC).

The heating zone of the diaphragm consists of the resistors Rh (heater, Fig. 3)
and Rhf (sensor of heater temperature; Fig. 3). Outside of the diaphragm the
resistor Rlf (sensor for ambient temperature, Fig. 3) is located on the silicon sensor
element. The heater is controlled with the temperature information of Rlf and Rhf.
Due to the temperature dependency of Rlf, the heater temperature changes
depending on the ambient temperature. Hereby, the sensor can compensate the
temperature dependency of the air flow signal.
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Fig. 3 Digital signal processing of HFM8
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The resistors Rab1, Rau1, Rab2, Rau2, located upstream and downstream of the
heating zone on the diaphragm of the sensor element, are arranged in a Wheatstone
bridge (sensor bridge, Fig. 3). The output of the sensor bridge Ubr corresponds to
the air flow rate.

The voltage at Rlf (Ulf) and the output of the sensor bridge Ubr are converted to
a digital signal Slf and Sbr in an AD-converter (Fig. 3). The digital signal is used
as input for 2 correction maps; one for temperature, one for air mass. The map
stores correction values, which are added to Slf and Sbr respectively. The cor-
rected values are eventually forwarded to the output drivers (back end) as the air
mass signal and the temperature signal. A frequency signal is generated to transmit
the two signals.

Beside the bridge voltage Ubr, also the voltage at the heater (Uh) depends on
the air flow rate. This additional information can be used to improve the accuracy
of the air mass signal.

Air mass and temperature signal are calibrated at the end of the production
process. For this purpose a measurement is performed at zero air flow rate at 2
temperatures. The output signal of air mass is measured at different air flow rates at
room temperature. Then a correction map is calculated optimizing the target
characteristic. The digital concept using correction maps enables a high precision
air flow measurement. The precision largely depends on the measuring effort
during the calibration procedure.

3 Integration of Additional Sensors

Beside the air mass, the intake air temperature provides important input data for
today’s engine management systems. The HFM8 can measure the intake air
temperature via an optional temperature sensor (NTC) mounted into the housing.

Based on the temperature sensor on the silicon sensor element an alternative
temperature signal can be provided. The temperature sensor on the silicon sensor
element is thermally coupled with the housing of the air flow meter and the
housing temperature affects the measurement at Rlf. This effect can be compen-
sated using the temperature information measured on the electronics of the air flow
meter. With this information a precise ambient temperature signal can be calcu-
lated without the necessity of an additional NTC temperature sensor.

The knowledge of other physical quantities such as pressure and relative
humidity at the installation position of the air flow meter provides new and
enhanced features for engine control systems as well as exhaust gas treatment
systems. For example, the air mass signal can increase the precision of the exhaust
gas modeling using the information of the optionally integrated relative humidity
sensor. On the other hand, future emission regulation requirements can be fulfilled
using new diagnostic functions based on this physical information. Using the
additional sensor information of relative humidity and/or pressure, it is also pos-
sible to reduce system costs. For example, it is possible to avoid an additional NOx

Air Flow Meter 8. Generation 367



sensor realizing an increased precision of the NOx model within the exhaust gas
modeling.

System cost reduction and new diagnostic functions are enabled with an
intelligent integration of the additional sensors into the air flow meter and the use
of digital interfaces for transmission of the set of measured values. In comparison
to the use of individual sensors for each physical information, the number of
components and wiring can be significantly reduced by the integration of addi-
tional sensors in the air flow meter. On top of this, the cost for the wiring harness
can additionally reduced using a digital single wire interface. HFM8 provides a
SENT interface. Including the power supply line and ground connection line, a
three wire harness realizes the transfer of air mass, temperature, pressure and
relative humidity information to the engine control system.

In the Bosch HFM8 air flow meter the additional sensors pressure and/or
humidity can optionally be integrated directly on the printed circuit board (PCB,
see Fig. 4) using surface mounted design (SMD) components. The integration on
the PCB is flexible and cost-efficient as a standard PCB equipment can be used.

Both the pressure and the humidity sensor are stand-alone sensors, which
operate independently from each other and independently from the air flow meter.
Data acquisition and signal pre-processing are performed in the respective sensor
components. The PCB connects the pressure and the humidity sensors to the
application specific integrated circuit (ASIC) of the HFM8 (see Fig. 5). The
connected sensors communicate with the HFM8 ASIC via internal digital data-bus
where the measured values are sent to the ASIC. Measured data (pressure,
humidity, temperature, air mass) are collected by the HFM8 ASIC and with the
SENT interface submitted to the engine controller.

4 Electrical Interface

For the current series production air flow meters the frequency interface has
become an established interface to the engine control unit. The air mass infor-
mation is coded in the cycle time of a periodic signal. Figure 6 shows an idealized
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Fig. 4 Integration of pressure and humidity sensor on HFM8 electronics

368 M. Rittmann et al.



signal. The frequency output interface meters the cycle time T0 between two
falling edges. Due to the fact, that only falling edges are evaluated, the part-to-part
variation of the slew-rate (SR) does not influence the cycle time metering.

With a frequency interface only one single physical information can be trans-
mitted using one wire. Today in many applications also the ambient temperature is
measured within the air flow meter. Hence, the wire for submission of the air mass
signal has to be added to an additional wire necessary for the transmission of the
ambient temperature.

The integration of additional sensors in the air flow meter will only be suc-
cessful, if significant cost improvements can be achieved [4]. A major contribution
to cost improvement is the re-use of existing wiring harnesses transmitting addi-
tional sensor information. This can be realized by the use of a digital interface such
as the SENT interface.
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Fig. 5 Link from optionally integrated sensors to HFM8 ASIC
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SENT is an acronym for Single Edge Nibble Transmission. The SENT specifi-
cation is an open SAE industry standard, which can be used license free by all OEM
and sensor suppliers. The current valid status is specified in SAE J2716 Ref. [3, 5].

The SENT interface is a single wire interface. Power supply and ground signal
are additionally provided by the receiving device using separate wires. The actual
valid status of SENT interface signal definition is demonstrated in Fig. 7.

The signal consists of a sequence of so called nibbles. The nominal cycle time
of these nibbles depends on the data, which are transferred. The physical cycle
time is a multiple of a basic time unit called ticks. Ticks have a specified cycle
time of 3 ± 0.6 ls, which must be guaranteed by the sender. This tolerance can be
covered easily by a cost effective RC oscillator.

The start sequence has a nominal cycle time of 168 ls. This nominal cycle time
is longer than all other possible cycle-times in the SENT specification. The start
sequence has two functions: First, it indicates the start of the information transfer.
Second, it allows the calibration of sender and receiver clocks. The serial com-
munication nibble 1 allows device specific information transfer. The serial com-
munication nibble is a 4 bit signal. Via the serial communication nibble low-rate
(i.e. medium temperature and humidity information) and low-priority diagnostic
data (i.e. sensor characteristic or error codes) are transmitted to the receiver over
several SENT frames. Nibbles 2–7 represent the so called fast channel with a 24
bit signal. Via the fast channel i.e. air mass and temperature information are
transmitted within one SENT frame. Checksum Nibble 8 allows checking signal of
the fast channel regarding transmission errors.

With these features the SENT interface offers a high resolution and precision
without the use of a quartz oscillator or of a separate reference signals.

Due to various customer requirements and applications the new air flow sensor
HFM8 will be available with frequency or SENT interface.
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A Methodology for Design, Validation
and Performance Analysis of Vehicle
Electronic Control Systems

Alexander Hanzlik and Erwin Kristen

Abstract The Data Time Flow Simulator (DTF) has been developed at the AIT
Austrian Institute of Technology in the course of the EU ARTEMIS Project
POLLUX which is related to the design of electronic control systems for the next
generation of electric vehicles. In previous work, we have introduced a generic
approach for performance analysis of vehicle electronic control systems using the
DTF. The main issue of this paper is to demonstrate the practicability of this
design methodology by means of a specific use case, namely the performance
analysis of a vehicle control system for an electric city car, designed using inputs
from different POLLUX project partners from the automotive industry.

Keywords Simulation � Model based design � Automotive control systems �
Network performance analysis � Electric vehicles

1 Introduction

Overcoming the problem of steadily increasing system complexity is an engi-
neering challenge today and it can be expected that it will remain to be a challenge
in the future. This is especially true for vehicle electronic control systems. The
trend in the development of such systems shows that mechanical and hydraulic
components are more and more replaced by electronic components. Representative
evidence for this evolution are the emerging brake-by-wire and steer-by-wire
technologies that aim for the mechanical de-coupling of driver actions and the
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physical reaction of the vehicle. Introducing these technologies in vehicle control
systems will not only increase system complexity, but will also increase the
demands on functional safety for vehicles.1

On the one hand, steadily increasing system complexity and safety require-
ments raise the need for regulations and standards for the development process of
safety-relevant systems. On the other hand, development time is costly and the
automotive industry operates in a very competitive market. Moreover, it is a
market of mass production. Products are released in large quantities, and car
manufacturers and suppliers are very ambitious to keep the costs per piece as low
as possible. In this area of tension between system complexity, quality consider-
ations, safety requirements and time constraints it may become hard to maintain
product quality and safety at affordable costs unless there are no appropriate
methods deployed that support system design processes.

A model based development approach for the design of vehicle electronic
control systems is one possibility to overcome this situation. In this paper, we
present a design methodology that consists of two steps. Step one is a model based
design phase where a simulation model of the system under consideration is built.
Step two is the validation of pre-defined requirements in the course of simulation
experiments, where the requirements are focusing on the communication load
observed in the control system and the latencies of time-critical control signals.

The described methodology is used for the design and performance analysis of
an electronic control system for an electric vehicle. Using this architecture, we
validate the requirements of two time-critical action paths, where an action path
denotes the flow of a control signal from a sensor to an actuator.

2 Network Performance Analysis: Principle of Operation

Modern vehicle control systems are distributed systems, built from spatially sep-
arated electronic control units (ECUs) interconnected via shared communication
resources, like bus systems [1]. ECUs are embedded systems that control one or
more of the electrical or mechanical systems in a vehicle. For the following
considerations, we assume that a vehicle electronic control system consists of
different segments, interconnected via gateways. Each segment contains ECUs that
communicate via a shared communication resource (a CAN [2] or a FlexRay [3]
bus). Sensors and actuators are attached to the ECUs and form the interface
between the control system and the controlled object. A more detailed description
of this system model is given in [4].

1 The recently released norm ISO 26262 ‘‘Road vehicles—Functional safety’’ defines, among
others, functional safety aspects of the entire development process and provides requirements for
validation and confirmation measures.
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To analyze the performance of the control system, signals are issued to sensor
elements and signal propagation is observed, both in the domains of value and
time, from the sensors through the communication network to the actuators. From
the signal propagation time through the communication network important
information can be gained with regard to the dynamics and responsiveness of the
control system, especially for safety-relevant signals that are usually subjected to
real-time constraints, like the accelerator pedal position control signal.

Figure 1 shows the workflow of a control system performance analysis using
the DTF2 based on a drive cycle. The drive cycle consists of a set of events that are
issued to the sensor elements of the control system and that contain typical driving
scenarios like the accelerator pedal positions or the positions of the steering wheel
during the drive cycle. Using this set of events, the system is put under stress and
the system behavior is observed. The analysis of the system performance consists
of two phases:

• In the System Assessment phase, the maximum loads of different network
segments during the drive cycle are determined. If a given maximum network
load is exceeded, the network model is modified.

• In the Signal Assessment phase, single control signal latencies are examined. If
a given maximum signal latency is exceeded, the network communication
schedule is modified.

This process is iterated until all requirements are fulfilled.

3 City Car Control System Assessment

We now apply the network performance analysis methodology presented in the
last section on the electronic control system for an electric city car, using the DTF
simulator. This electronic control system has been developed in the course of the
POLLUX project and it consists of by the following components:

• SEG_BODY Body network segment (grey)
• SEG_BATT Battery network segment (red)
• SEG_CHASSIS_1 Chassis network segment 1 (green)
• SEG_CHASSIS_2 Chassis network segment 2 (green)
• SEG_PT_FRONT Front power train network segment (blue)
• SEG_PT_REAR Rear power train network segment (blue)
• GW_BODY Body/Battery gateway (light grey)
• GW_PT_CH Power train/Chassis gateway (light grey)

2 The DTF is a discrete-event simulation [5] environment for design, evaluation and
performance analysis of electronic control systems. More information about the DTF is given
in [6].
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Figure 2 shows the DTF model of the control system. Each segment contains 10
inputs, each connected to one TX ECU (TX ECUs send frames on the bus), a
communication bus (based on FlexRay for the powertrain segments and on CAN

Fig. 1 Control system performance analysis—principle of operation
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for all other segments), and 10 RX ECUs (RX ECUs receive frames from the bus),
each connected to one output. A segment input is either connected to a sensor or to
a gateway output, a segment output is either connected to an actuator or to a
gateway input.

For the assessment, we consider two time-critical action paths:

• Action Path A. Over this action path, the vehicle speed is communicated, from
the speed sensor S6 in SEG_PT_FRONT to the vehicle speed indicator A8 in
SEG_BODY.
The maximum latency for Action Path A shall be 40 ms. This requirement is
critical because the signal is used for the cruise control regulator circuit.

• Action Path B. Over this action path, the accelerator pedal position is com-
municated, from the accelerator pedal sensor S9 in SEG_CHASSIS_2 to the front
left wheel actuator A8 in SEG_PT_FRONT.

Fig. 2 City car control system with action path A (blue) and action path B (green)
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The maximum latency for Action Path B shall be 30 ms. This requirement is
critical because the signal is used for the motor speed control regulator circuit.

3.1 Model Parameters

Stimuli. For the stimulation of the sensors, two types of signals are used:

• Burst The burst signal has a constant period of 20 ms and a constant value 10.
• Chirp The chirp signal has a varying period. Starting with a period of 10 ms, the

period is iteratively shortened by 0.1 ms until a period of 5 ms is reached. From
this point in time, the chirp signal behaves like a burst signal with a constant
period of 5 ms. That means that the chirp signal periods are as follows: 10, 9.9,
9.8,…, 5 ms.

Figure 2 shows which stimuli are assigned to which sensors in the six segments.
Message allocation. Figure 3 (CAN message priorities/FlexRay static slots)

shows the assignment of message priorities to segment inputs. Data from segment
inputs are transformed into messages (CAN or FlexRay frame) by the TX ECUs.
In CAN segments, the messages are sent on the CAN bus with the assigned
message priority (which is e.g. 10 for Segment input 0 in segment SEG_BODY). In
FlexRay segments, the messages are sent on the FlexRay bus in the given slot in
the static segment (which is e.g. 1 for segment input 1 in segment SEG_PT_
FRONT).

Bandwidth assignments. For the different segments, Fig. 3 (Bus protocols and
bandwidth) shows the settings for the bus protocols and the bandwidths.

3.2 Requirements and Conditions

For the simulation experiments, we define the following requirements and
conditions:

Requirements

• In all segments, the maximum bus load shall be below 70 %.
• The maximum control signal latency for Action Path A shall be 40 ms.
• The maximum control signal latency for Action Path B shall be 30 ms.

Conditions

• The duration of a simulation experiment is one second real-time (106 simulation
ticks).

• The payload length of all messages is 8 bytes.
• Each message transports one control signal.
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• The FlexRay communication cycle duration is 5 ms.
• In FlexRay segments, frames are only sent in the static segment. The static

segment has a duration of 2.5 ms. Each slot in the static segment has a duration
of 0.25 ms.

• In CAN segments, only data frames in base frame format are sent.

3.3 First Assessment

A simulation experiment using the settings shown in Fig. 3 (First assessment)
delivers the following results:

Fig. 3 Simulation results before and after optimization cycle
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3.3.1 System Assessment

The following bus loads can be observed in the segments that are involved in the
action paths:

• SEG_PT_FRONT Segment (FlexRay). Despite of the low bandwidth of
1Mbit/s, the bus load of the SEG_PT_FRONT segment is well below 20 %. This
is due to the fact that the FlexRay communication cycle is 5 ms, while the
duration of the static segment is 2.5 ms. Frames are only sent in the static
segment, the dynamic segment is not used. Also, the payload length of 8 bytes is
rather small for FlexRay frames.

• SEG_BODY Segment (CAN). The bus load of the SEG_BODY segment is
about 25 %, using a bandwidth of 250 kBits/s. This is about a third of the
maximum allowed bus load of 70 % and gives room for possible reduction of
the bandwidth.

• SEG_CHASSIS_2 Segment (CAN).The bus load of the SEG_CHASSIS_2
segment is about 50 % and clearly below the maximum allowed bus load
of 70 %.

A first assessment of the bus load shows that all requirements are fulfilled.
Further, the bus load in the SEG_BODY segment is so low that a reduction of the
bandwidth can be taken into consideration.

3.3.2 Signal Assessment

Figure 3 shows the latency over simulation time and the latency distribution for
the vehicle speed control signal (Action Path A) and the accelerator pedal position
control signal (Action Path B).

• Action Path A. The signal latency is well below 40 ms, thus fulfilling the
requirement.

• Action Path B. The signal latency is exceeding 30 ms, thus violating the
requirement.

3.3.3 Summary

The first assessment delivers the following results:

• All bus load requirements are fulfilled. The bus load of the SEG_BODY segment
is particularly low.

• The control signal latency requirement for Action Path A is fulfilled.
• The control signal latency requirement for Action Path B is not fulfilled.
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3.4 Optimization Cycle

From the observations made in the first assessment, the following optimization
actions are derived:

• To improve the bus resource utilization in the SEG_BODY segment, the band-
width is reduced from 250 to 125 kBit/s. This will also reduce the electro-
magnetic interference (EMI) induced by the CAN bus. However, this action will
have an impact on the vehicle speed control signal latency due to the longer
transmission time over the CAN bus of the SEG_BODY segment.

• The accelerator pedal position control signal latency has to be reduced. This will
be done by changing the priority of the message for the accelerator pedal
position in the SEG_CHASSIS_2 segment. The original message priority is 90,
which is the second lowest message priority in the SEG_CHASSIS_2 segment.
By raising the message priority up to 20 (which is the second highest one in the
SEG_CHASSIS_2 segment), the message transmission time is reduced, resulting
in a reduction of the overall accelerator pedal position control signal latency.

3.5 Second Assessment

A simulation experiment using the settings shown in Fig. 3 (Second assessment)
delivers the following results:

3.5.1 System Assessment

Figure 3 (Bus protocols and bandwidth) shows the used bus protocols and the
bandwidths for the six segments of the system. The bandwidth of the SEG_BODY
segment CAN bus has been reduced from 250 to 125 kBit/s.

This optimization measure raises the bus load from 25 % to about 50 %. The
bus load requirement can be fulfilled while reducing the original bandwidth. The
bus loads in the SEG_PT_FRONT and the SEG_CHASSIS_2 segments are not
affected by the optimization actions and remain unchanged.

3.5.2 Signal Assessment

Now we have to consider the effects of the optimization measures to the control
signal latencies. As argued in Sect. 3.4, a reduction of the bandwidth of the
SEG_BODY segment CAN bus results in extended latency for the vehicle speed
control signal as shown in Fig. 3.
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• Action Path A. Compared to the first assessment, the signal latency has
increased from 35 to 39 ms. However, this latency is below 40 ms, thus the
requirement is still fulfilled.

• Action Path B. Compared to the first assessment, the signal latency has
remarkably improved from 32 to 27 ms. After the message priority adaptation
described in Sect. 3.4, the accelerator pedal position control signal now fulfills
the requirement.

3.5.3 Summary

The second assessment after the optimization measures described in Sect. 3.4
delivers the following results:

• All bus load requirements are fulfilled. A reduction of the SEG_BODY segment
CAN bus bandwidth leads to a better utilization of the communication bus,
while preserving the bus load requirement.

• The requirement for the vehicle speed control signal latency (Action Path A) is
fulfilled.

• The requirement for the accelerator pedal position control signal latency (Action
Path B) is fulfilled.

4 Conclusion

This paper presents a simulation based control network assessment and optimi-
zation workflow based on a practical example, namely the analysis of an electronic
control system for an electric city car. In the simulation experiments, we have
validated two time-critical control signals. The assessment of the proposed
POLLUX vehicle network architecture shows that the architecture has sufficient
reserves for extension. The following arguments support that claim:

• Network bandwidth. The bandwidths chosen for the six segments are at the
lower limit. This is especially true for the FlexRay segments with a bandwidth
of 1 Mbit/s. Under the given assumptions concerning the segment input stimuli,
even with these low bandwidths, the bus load in all segments is below 50 %.
While in the FlexRay segments the bus load is constant (as long as only the
static segment is used), the bus load observed in the CAN segments provides
reserves to fulfill the bus load requirements in case of frame losses and the need
for re-transmission of control signals, without the need to increase the network
bandwidth.

• Network utilization. The utilization of the available bandwidth is not ‘‘opti-
mal’’. In the proposed configuration, each CAN and each FlexRay frame
transports only one control signal. Packing more control signals into one frame
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will lead to a better utilization of the network resources. Additionally, the
chosen payload data length in the FlexRay segments is considerably low
(8 bytes), compared to the maximum FlexRay frame payload length of 254
bytes. The dynamic segment is not used at all. So from the point of view of
network utilization there is also considerable room for optimization, without the
need to increase the network bandwidth.

• Network load. The observed network load also provides reserves with regard to
the adding of ECUs to the different segments. This is meaningful for the
expandability of the control system. While adding components to the control
system will increase the bandwidth requirements and increase the network load,
the observed reserves show that there is also room for adding ECUs to the
segments, providing new functionalities, without the need to re-design the
control network architecture.

This application example shall illustrate the principle of operation and shall
deliver a proof of concept. In a ‘‘real’’ control system, there exist more than two
critical control signal paths whose requirements have to be validated. Thus, the
validation effort will be higher, presumably requiring lots of network modifications
and subsequent simulation runs. However, the simulation based validation
approach allows the detection of requirement violations in early development
phases, and shall help to avoid costly re-design activities in later development
phases. Considering only three parameters (network bandwidth, control signal
latencies and segment input stimuli frequencies) essential properties of the control
system can be assessed without the need to consider functional aspects of the
system. Therefore, this method is also a step towards a generic approach for
vehicle control network design. Providing the methodology for description of
vehicle network architectures and the possibility for modification of essential
network parameters, this approach shall enable manufacturers and suppliers to
develop control systems without the need to share corporate know-how with third
parties, like tool developers.
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Smart Sensor Networks for Structural
Health Monitoring

Thilo Bein and Dirk Mayer

Abstract Condition based maintenance (CBM) concepts are widely used in the
industry and are also applied to modern vehicles. Since structural components are
becoming increasingly complex, e.g. due to lightweight composite materials, it is
useful to apply CBM also to those parts. This requires the application of sensors to
the components. The permanent instrumentation with systems for structural health
monitoring is yet implemented for high performance structures, e.g. in military
aircraft. Those rather expensive systems are not directly applicable to a road
vehicle. This paper discusses ways to adapt the idea of structural health monitoring
to vehicles using smart sensor networks, including signal processing, low-cost
hardware platforms and energy supply of wireless sensor nodes.

Keywords Structural health monitoring � Damage detection � Lightweight
structures � Smart sensor networks � Energy harvesting

1 Introduction

Modern vehicles are designed with respect to loads derived from selective mea-
surements on prototypes following pre-defined usage profiles [1]. This should
enable a cost-effective and lightweight design. Of course, also safety aspects are
regarded. Therefore, some misuse and worst case scenarios are included in the
design, and structural parts are always oversized by a certain safety margin.
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Normally, this margin is never exploited, and at the end-of-life of the vehicle, parts
are recycled which could be used for a longer period.

From many industrial sectors, the benefits of condition based maintenance have
been proven, which aim at optimizing maintenance intervals and using less spare
parts [2]. Those are most effective, if the actual condition of the part under con-
sideration is monitored automatically by a sensor system. For example, in today’s
passenger cars oil quality is monitored automatically by a sensor and the driver is
advised to exchange the oil when necessary and not at pre-defined intervals.

Regarding lightweight design, structural parts will become more complex, e.g.
by the use of hybrid components from fiber-reinforced plastic materials and
metals. By monitoring the condition of those parts for every particular vehicle,
maintenance intervals could be adjusted to the individual usage profile.

For structural components, permanent structural health monitoring (SHM) or
health and usage monitoring (HUMS) has been considered mainly for infra-
structure objects [3], aircrafts [4], and ship hulls [5]. However, the monitoring
systems for a military airplane are not supposed to be directly applicable for
instrumentation of a passenger car in series production. Solutions for a road
vehicle have to be more compact and low cost in order to generate an economic
benefit from the instrumentation.

Meanwhile, embedded systems have been improved towards small and cheap
units with a number of possibilities for communication and signal processing,
which enabled the development of smart sensor networks. Those can successfully
be applied to the tasks of structural health monitoring, e.g. for bridges [6].
However, several challenges have to be met when developing a smart sensor
network for SHM in a mobile application.

In this paper, several relevant topics will be touched and examples for inves-
tigations on solutions will be discussed. This includes the specific requirements for
the system design of a smart sensor network for SHM, the utilization of cost
efficient hardware and the energy supply for wireless sensor nodes. Finally, a
prototype application of a smart sensor network for a compact mobile system is
described [7].

2 System Design with Smart Sensor Networks

An important point is the type of data that has to be acquired and processed for
SHM. Structural loads change quite quickly with time compared to the status of oil
quality, i.e. monitoring of vibrational loads is attended by high data rates of several
hundreds of Hertz. Further, data has to be acquired at a number of structural parts
in order to cover all critical spots of a larger structure. Thus, decentralized signal
processing and analysis have to be implemented on the nodes of the smart sensor
network in order to avoid the use of an expensive broad band communication
network. However, this raises the challenge to realize a signal analysis on small
microcontroller platforms. For example, many vibration analyses require the
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correlation of the sensor signals. The autocorrelation of a segment of N samples of
the signal x is calculated by:

RXXðsÞ ¼
1
N

X
N�1�n

n¼1

xðtn þ sÞxðtnÞ:

For larger values of N, this procedure is computationally quite complex.
Alternatively, an algorithm using Fourier transforms (FFT) and inverse transforms
can be used, but this still seems to be not a suitable solution for the implementation
on a sensor node. In contrast, the Random Decrement (RD) method represents a
simple, yet effective method for the estimation of correlation functions. Originally
being invented for the damage detection of aerospace structures in wind tunnel
tests [8], it was also used in SHM applications [9]. The RD technique estimates a
scaled auto-correlation function of a system under random input loads by
averaging time series which are taken when a given trigger condition is fulfilled.
Cross-correlation functions between two system outputs can be estimated by
generating averaged time series by still defining a trigger condition for the first
output x, but synchronously taking time series of a second output y. If a simple
level crossing with level a of the signal x is assumed, the mathematical expression
of the RD technique reads:

DXXðsÞ ¼
1
N

X
N

n¼1

xðtn þ sÞ
�

�

�

�

�

xðtnÞ ¼ a DYXðsÞ ¼
1
N

X
N

n¼1

yðtn þ sÞ
�

�

�

�

�

xðtnÞ ¼ a:

The scaling factor is proportional to the trigger level and the variance r2
X of the

signal:

RXXðsÞ ¼ DXXðsÞ
r2

X

a
:

Due to the averaging process, also a significant rate of data compression is
gained. A system layout for a networked RD estimation was derived in Friedmann
et al. [10], see Fig. 1. The only data transmitted in the sensor network in real-time
is the trigger event, which saves communication bandwidth.

As a general consideration, when processing mechanical vibrations in a smart
sensor network, the transmission of real-time data seems not favorable. As much
signal processing as possible should be implemented on the network nodes.

3 Hardware for Prototyping

Smart sensor nodes consist of a front-end for data acquisition from a sensor, e.g. an
accelerometer, a signal processing unit, and a communication unit. Usually, the
processing unit is a microcontroller suited for low-energy applications. Though
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computational power might be small, such a platform can still implement a
vibration analysis, e.g. based on the RD technique described above [10]. Those
controllers can be used for the development of a low-cost monitoring system
which can be produced in high volumes. However, also functional prototyping and
test is possible with frameworks like Arduino [11] or Waspmote [12], using mi-
crocontrollers like ATMega328P or a 32-bit ARM Cortex-M3. Shields to enable
network communication, data acquisition and storage are readily available. Due to
the open-source framework, also the development of tailored boards and sensor
frontends is easily possible.

For vibration monitoring, mostly acceleration signals are relevant. A potential
low-cost solution for this task is the technology of micro-electro-mechanical
systems (MEMS). These are used in huge volumes in vehicles and consumer
products. For the prototyping of monitoring systems, a small circuit board with
ADW22035Z for mono-axial and ADXL325 for tri-axial measurements (both from
Analog Devices) and housing have been developed for the application of structural
parts with a minimum of needed space and weight (Fig. 2). The housing is realized
by selective laser melting (SLM), which allows for the fast and cost-efficient
production of small lots of parts. To prevent water and soil from the sensor inside,
the housing is completely filled with epoxy. A back-to-back calibration with
commercially available quartz sensor from PCB Piezotronics shows a sufficient
precision over the relevant frequency range (Figs. 3, 4).

Fig. 1 System layout for the distributed vibration signal processing [10]
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4 Energy Supply of Wireless Sensors

The wireless implementation of a smart sensor enables the installation e.g. in
suspension parts or rotating shafts in the powertrain. Mostly, power supply is
implemented by batteries. However, for a fully autonomous operation, energy has
to be generated directly at the smart sensor. This energy harvesting can use
different sources of environmental energy. For a vibrating structure, obviously the
mechanical oscillations are an interesting source of energy [13].

A widely used design comprises a mechanical oscillator with an integrated
electromechanical transducer. Besides electrodynamic transducers [14], mainly
piezoelectric elements are used [15]. The cantilevered beam with piezoceramic

Fig. 2 MEMS accelerometer on the circuit board (left) and with housing applied to a suspension
part (right)

Fig. 3 Back-to-back test of
the designed MEMS based
low-cost sensor against a
quartz accelerometer

Fig. 4 Smart sensor node
with frontend for
accelerometer and Bluetooth
wireless communication (left)
and cased into a SLM
housing (right)
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layers which is applied to a structure has become a common design [13]. In Fig. 5,
a sketch of such a harvester and the mechanical equivalent system is shown for the
case of a piezoelectric transducer with capacitance Cp and an electrical load RL. It
is worth notice, that the electro-mechanical coupling a is influenced by the cou-
pling coefficient of the piezoelectric material, but also by the geometry and
positioning of the transducer on the vibrating beam [16]. The oscillator is coupled
to a point of the structure, where significant vibrations are expected and is tuned to
a suitable frequency, e.g. a structural resonance, by a proper choice of stiffness
k and mass m.

A prototype was tested in a self-powered sensor system for hotbox detection on
a freight car [12]. The harvested energy is sufficient to load a capacitor of 1.5 F to
a voltage level of 3.6 V and enable a complete cycle of temperature measurement
and wireless communication every 15 min.

For the supply of a vibration monitoring system, which would have to collect
and process far more data, the system still has to be improved. It is known, that the
amount of harvested power is proportional to the mass m [14]. If the ratio of m to
the effective vibrating mass of the support structure becomes significant, the
energy harvester will also work as a tuned vibration absorber (TVA). Since a
number of tuned absorbers are commonly used in vehicles, they might be also used
to supply sensor nodes.

As an example, an oscillator attached to a single-degree-of-freedom (SDOF)
system with a mass M = 1 kg and a resonance of 50 Hz is studied [17]. First, the
oscillator is tuned to the resonance and the mass ratio is chosen to 0.01 to simulate
an energy harvester. The potentially harvested power is estimated by the dissipated
power in the viscous damper (damping ratio h = 0.01). The vibrations of the host
structure are nearly unaffected (Fig. 6). If the mass ratio l = m/M is chosen to 0.2,
and resonance and damping are chosen following the well-known tuning rules for
TVAs [18], a clear effect is observed. However, in both cases a similar amount of
energy is dissipated in the damper, which demonstrates the potential for the
integration of harvesting and vibration absorber function.

Fig. 5 Energy harvesting system with cantilever beam and piezo transducer (left), electrome-
chanical equivalent (right)
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5 Application Example

The sensor system described in ‘‘A Flexible Environment Perception Framework
for Advanced Driver Assistance Systems’’ was used to develop a smart sensor
network for damage detection in automotive suspensions [7]. The system uses
accelerometers distributed among the car (Fig. 7). One at each wheel carrier and
one at the center of gravity (COG). A local damage, e.g. at a damper of the
suspension will alter the characteristics of the vibrations at the sensor nearby,
while the vibrations at the other points will remain unaffected. Changing road
conditions or loading of the car are supposed to influence the accelerations at all
wheels. By calculating normalized cross-correlations, between the sensor signals
from the wheel carriers and from the COG, it is possible to decide whether damage
is present at a specific wheel. The correlation coefficient is derived from the
autocorrelation Spp measured at the COG and the cross-correlation Spw between the
signals taken at the COG and the wheel:
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Fig. 6 Energy harvesting oscillator attached to a SDOF system (left), effect on the vibration
level (middle) and dissipated power in the damper (right) [17]

Fig. 7 Sensor positions for the implementation of damage detection in the suspension, blue
wheel mountings, red COG [7]
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CcpwðtÞ ¼
Spp

Spw
:

As mentioned above, such an algorithm can be efficiently implemented with a
wireless network of smart sensors.

To evaluate the potential of the system, a scaled radio controlled (RC) car,
which still has a realistic suspension, was instrumented with the sensor network
(Fig. 8). To simulate damage, oil was removed from one damper. For both states, a
test track was passed to generate operational vibrations which were acquired and
analyzed by the sensor network. When comparing the calculated correlation
coefficients from both the healthy and the damaged state the damaged damper can
be clearly identified (Fig. 9).

6 Summary and Conclusions

As modern materials and components of vehicles are more complex and light-
weight, SHM becomes a relevant part of condition based maintenance concepts. In
contrast to SHM for infrastructure or aerospace, the use of low cost smart sensors

Fig. 8 RC car for first tests and instrumentation [7]
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is essential to enable cost efficient solutions. The utilization of rather weak
hardware and low communication bandwidth requires distribution of damage
detection algorithms in the network and the application of efficient signal pro-
cessing. For a fully autonomous operation, energy harvesting, e.g. from vibrations,
is an interesting solution. To generate the needed amount of energy for a vibration
monitoring system, an idea is to integrate the harvesting into a tuned vibration
absorber. Future work will have to include the application of energy efficient
sensors, e.g. low power accelerometers, the optimization of the energy harvesting
systems, and the integration of the systems into long-term tests.
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