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Foreword

We are delighted to present a select compilation of papers that represent recent ad-
vances in kinematics, mechanisms, design and robotics research and education. The
papers celebrate the achievements of Professor Kenneth Waldron who has made im-
measurable contributions to these fields in the last fifty years. His leadership and his
pioneering work have influenced thousands of people in our community. During this
period, he has mentored over 35 doctoral and 30 masters students, all of who owe
their success to Professor Waldron’s tutelage and mentorship. In addition, Profes-
sor Waldron’s doctoral students themselves have advised more than 50 of their own
doctoral students, who have in turn gone on to mentor nearly 20 of their own doc-
toral students to date. Therefore, his influence continues to grow and spread through
the ongoing work of these “academic grandchildren” and great-grandchildren of his,
with more generations to come.

The book has four categories of papers that serve to illustrate the impact of Pro-
fessor Waldron’s work. In Historical Perspectives, Waldron and Waldron, Chase
et al., Vohnout, and Velinsky offer retrospectives on Professor Waldron’s life, re-
search, and service to the community. Davidson, Su et al., Ananthasuresh, Midha et
al., Sugar and Holgate, Meissl et al., Ge et al., Brassitos and Mavroidis, and Ragha-
van all describe novel contributions to mechanisms and machine theory in Kinemat-
ics and Mechanisms. The section on Robotic Systems consists of papers by Flores
and Kecskeméthy, Mulgaonkar et al., Long and Cappelleri, Zhou et al., Rovetta,
Vertechy et al., and Notash that provide insight into fundamental research prob-
lems in robotics. In Legged Locomotion, Wensing and Orin, Abdallah and Waldron,
Schmiedeler and Funke, Tsai et al., and Schache et al. present recent advances in
research on legged robot and human locomotion. Finally, in the Design Engineering
Education section, Srinivasan, Zielinska and Kedzior, Lilly, Hirose et al., and Yan
describe new exciting efforts to invigorate our educational programs.

We thank the authors for their contributions and the editorial staff at Springer
for their assistance in compiling and editing this monograph. Finally, without the
support of the Department of Mechanical and Aerospace Engineering at The Ohio
State University, this book would not have been possible.
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My Professional Career: A Summary

Kenneth J. Waldron

In 1964 I was studying for the degree of Master of Engineering Science in the
Department of Mechanical Engineering of the University of Sydney. This was a
course work plus thesis master’s degree. I took a class from Associate Professor
Jack Phillips on kinematics of mechanisms. Like many others before, and since, I
was fascinated by the proposition that one could predict the movability of an assem-
blage of rigid links connected by joints by simply counting the numbers of members
and joints, and noting the number of degrees of freedom of each joint. I was further
fascinated to learn that there were anomalous mechanisms that had more mobility
than predicted by the constraint criteria. I wrote up some ideas that really amounted
to treating each closure separately. Abe Soni had recently published a paper about
constraint analysis in ASME Transactions, I think it would have been J. Engineering
for Industry. In those days journals published discussions on the papers they pub-
lished. Ken Hunt came to visit Jack in this time frame, so the three of us wrote a
discussion on Abe’s paper. That was my introduction to research in this technical
area. At Ken’s suggestion I contacted Bernie Roth, and a couple of others in the
U.S. about doing a Ph.D. Bernie came up with a Research Assistantship, so I took
myself off to Stanford in the middle of 1965.

At Stanford I took classes on kinematic synthesis and spatial mechanism theory.
However, I had the constraint analysis problem in my back pocket, and that wound
up being the path I followed in my doctoral thesis. Bernie supported me throughout
on his grant. I don’t know how that worked. I was still very naı̈ve about such things.

I had the idea of applying screw system theory, as re-formulated by Phillips and
Hunt, to the constraint analysis problem [1]. That worked, and I was able to gen-
erate a number of new instances of overconstrained mechanisms, more or less by
inspection based on the geometries of the relevant loop screw systems [2, 3, 4].

The limitations of applying screw system theory to elucidating overconstrained
linkage geometry soon became apparent. Observing that the axes of all joints lie
within a given screw system only proves instantaneous mobility, unless one can also
prove that the screw system is invariant to motion about the linkage joints. Also,
for some linkages, like the Bennett mechanism, the relationship between the screw
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system geometry and the linkage geometry is so deep that it cannot be understood
without extensive analysis.

At Bernie’s suggestion, I developed a method of formulating closure equations
for a spatial loop. He had introduced me to the concept of representing a position
of a body in space by the coordinate transformation relating positions of points in
the body to a reference frame embedded in it to their positions relative to a fixed
frame. I used a version of the Hartenberg and Denavit specification of kinematic
members and joints. The original H&D formulation focused on the joints, logically
enough. However, that meant that one of the parameters characterizing the geom-
etry of a link was numbered differently to the others. I found that annoying and
modified the notation so that all the parameters that characterized a link were num-
bered synonymously with that link: effectively shifting the focus from the joints to
the link. Anyway, I was able to demonstrate that the order of the screw system of
a loop corresponded to the number of independent closure equations that could be
written for that loop, and that overconstraint implied dependency among the closure
equations [5, 6].

I have continued to use that version of the H&D parameters throughout my career
without further thought. Relatively recently I was accused of originating the version
of H&D that most people now use for robotic position equations. This is an exam-
ple of something I regarded as a minor issue that has turned out to have enduring
significance.

After marrying Manjula in 1968, I taught Bernie’s courses during the 1968-69
year while he was on sabbatical. My thesis sat on the corner of the desk mostly
untouched during the year. I then had to scramble to finish it up since I had an offer
of a lecturer position at the University of New South Wales, starting at the beginning
of the 1970 academic year.

During that year, I was the nominal supervisor of Vic Scheinman, who was de-
signing the Stanford Arm. That was my first formal involvement with robotics.

At U.N.S.W. I made a foray into biomechanics with Barry Seeger, and Boon Ping
Yeo. This was my first attempt at understanding the mechanics of legged locomo-
tion.

With Eddie Baker, I took up the overconstrained mechanism issue again. We de-
veloped an approach to including screw joints in the closure equations that rested
on the transcendental characteristics that this introduced into the equations. In hind-
sight we should have presented this work in the language of set theory. Our col-
leagues still would not have understood it, but maybe they wouldn’t have said that it
was “not real mathematics”. Eddie continued with this work throughout his career,
demonstrating the existence of many new types of overconstrained linkage [7].

In 1973 Manjula and I took a mini sabbatical, travelling in Europe and the U.S.
I visited my former roommate, Fazle Hussain, at the University of Houston, and
discovered I was being interviewed for a job. For multiple reasons Manjula and
I decided to take up this opportunity to move back to the U.S., so we moved to
Houston in 1974.

At Houston I picked up a problem that had been in my mind since being intro-
duced to rational synthesis in one of Bernie’s courses at Stanford. Burmester theory
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had been implemented in computer software through the work of George Sandor
with Ferdinand Freudenstein. Bernie had batch processing code that plotted circle
point and center point curves given a set of four discrete design positions of a lam-
ina. I had noticed that, although picking points on the curves gave cranks of invariant
length in the design positions, combining those cranks into a four bar linkage sel-
dom gave a usable solution linkage. There were several reasons for that, in fact there
were three major ways things could go wrong.

One of these was that, if the linkage was to be driven by a crank rotating in a
uniform direction, the coupler might move through four, or five design positions in
the wrong order. This problem related only to the choice of driving crank. I was
able to demonstrate that the circle point curve could be considered to be divided
into segments. Choices of circle points on the same segment would yield driving
cranks that would move the coupler through the design positions in the same order.
The segments were bounded by the six image poles associated with pairs of the
four positions. Thus, it was possible to define which segments of the curve would
yield driving cranks that would move the coupler through the design positions in the
desired order [8].

The next issue is that for a given position of the driving crank of a four bar link-
age there are two possible positions of the coupler and driven crank. For a Grashof
Type I linkage, there is no way to get from one of these configurations to the other
without disconnecting and reconnecting one of the joints. Thus, if the solution link-
age passes through some design positions in one of these configurations, and the
others in the other one, it is not a valid solution. I noticed that it is possible to dis-
criminate between the solution configurations by looking at the sign of the angle
between the driven crank and coupler. Based on this, I worked out a graphical con-
struction that could be used when selecting a circle point for the driven crank to
ensure a solution linkage passed through all design positions in the same configura-
tion. Unfortunately, I soon discovered that Elizabeth Filemon had preceded me on
this.

There is another part to this problem: the so-called change of branch problem.
Depending on the choice of the driving crank circle point, there may be no available
choices of the driven crank circle point for which the angle of rotation of the coupler
relative to the crank is less than 180◦. In that case, it is not possible to find a solution
that doesn’t change branch. Thus, it is necessary to restrict the choices of driving
crank circle point even further, beyond that needed to avoid the order problem. We
worked out a graphically based method to do that [9].

There is yet another problem that constrains the solution space for finitely sep-
arated position problems. We usually want to drive the mechanism by means of
continuous rotation about one of the joints, usually, but not always, a center point of
one of the two cranks. That means the linkage has to have at least one joint that can
be rotated continuously. That means it must be a Grashof Type I linkage. Although
the Grashof inequality is simple, it does not lend itself to reduction to a graphical
method like the solutions for the order and branch problems. Robert Strong worked
with me on an algebraic solution to this and on ways to implement the branch solu-
tion numerically [10]. By this stage we had a pretty complete theory for problems
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with two, three or four design positions. Jo Chuang took a look at the implications
for five positions, in which case only a small number of discrete solutions are pos-
sible.

Yet another variation was to look at the implications for spatial linkages. Bernie
Roth had developed a spatial version of the Burmester theory while I was a student
at Stanford. Working with John Sun we took a look at applying our theories for the
order and branch problems to spatial linkages, with partial success [11].

Finally, we took a look at the implications for synthesis of adjustable planar link-
ages. That was the work of Anees Ahmad [12].

While at Houston I also picked up my interest in manipulator design again. I
worked with Alok Kumar on characterizing serial chain workspaces. One idea we
formulated was the dexterous workspace. This is the set of positions that the hand
reference point can assume in which the hand can be placed in any orientation, if
one ignores joint motion limits. This did not make much in the way of a ripple at the
time: it was only an ASME conference paper, but I notice the concept is alive and
well in recent literature [13].

By 1979 things were not going so well in Houston so I did a little looking around.
There was a vacancy at Ohio State University. We moved to Columbus in Fall 1979.

I had met Bob McGhee at the first RoManSy conference in Udine in 1973, where
he presented a paper on the work he had done with Andy Frank on the Phony Pony,
the first computer coordinated walking machine. I hoped that I might have an op-
portunity to work with him at OSU, and quickly became involved with the OSU
Hexapod project group. In 1980 DARPA came to Bob with an interest in pursuing
a practical scale walking machine, and in 1981 we took up the initial contract in
what was to become the Adaptive Suspension Vehicle project. Bob was the prin-
cipal investigator, and I was co-principal investigator responsible for mechanical
engineering work. David Orin and Charles Klein from the electrical engineering de-
partment were also co-investigators. At various times during the ten year course of
the project quite a number of other faculty members participated. These included
Said Koozekenani, William Olsen, and Fusun and Umit Ozguner from electrical en-
gineering, Gary Kinzel, Krishnaswamy Srinivasan, and Necip Berme from mechan-
ical engineering, and Bruce Weide and Karsten Schwann from computer science.

I also continued my work on linkage synthesis after moving to OSU, in collab-
oration with Gary Kinzel, and his students. We put together the RECSYN program
that integrated the theories I had developed on partitioning the solution space to
eliminate the order and branch problems, with software to generate circle and cen-
ter point curves, etc. The initial implementation was on a Vax mini-computer with
Tektronix storage tube displays – very primitive by modern standards. The program
actually worked well, and it evolved over several generations, adding new features.
However, as computers became rapidly more powerful it became practical to simply
generate solutions throughout the solution space, test them, and eliminate those that
were of the wrong Grashof type, or had order or branch problems, thereby eliminat-
ing the need for our approach. It also became apparent that the precision position
approach was too inflexible to be a practical design tool.
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Given the size of the walking machine project, that became my primary research
focus over the next nine years. I started with Shin-Min Song trying to apply our
linkage synthesis techniques to the design of walking machine legs. We decided
that we needed to generate a straight-line ankle path relative to the body of the
machine, so we could walk on the level without raising and lowering the center of
mass of the machine. It was necessary to be able to do this at a variety of leg lengths
to accommodate walking over obstacles [14]. While we did generate some viable
looking designs, it became apparent that the seven bar and above solutions we were
looking at were too complex to be practical, so we changed our focus to the two
dimensional pantograph rotating about a longitudinal swing axis, which was the
design we ultimately used. By this time Vince Vohnout was on board as a research
associate, after completing his MS. He had a big influence by finding practicable
ways to implement slides and integrate hydraulic actuation cylinders, as well as
leading the structural design of the machine [15].

Working with Simon Song, we developed the overall dimensions of the machine,
and critically, the working volumes of its legs [16]. Shih-Liang Wang also con-
tributed to this work as part of his master’s thesis. We also developed a theoretical
proof of the proposition that wave gaits maximize velocity for a given minimum lon-
gitudinal stability margin [17]. This had been postulated by Bessonov and Umnov,
and validated by a numerical search. Our work on this was immensely complex, and
conceptually difficult, and ultimately nobody cared. Simon and I reworked his doc-
toral dissertation with additional material that I wrote into the monograph Machines
that Walk [18].

In my original conceptualization of the machine, presented at the first project re-
view meeting in 1981, I had realized that we would need to use hydraulic actuation,
but that a conventional, valve controlled hydraulic system would be very wasteful
of energy. For this reason I thought about using a hydrostatic actuation system with
each actuator directly coupled to a variable displacement pump: what is now referred
to as displacement control. After thinking some more about this, and after we had
settled on a six legged configuration with eighteen degrees of freedom I went cold
on this concept because of the weight implications of eighteen variable displace-
ment pumps. We looked at dual pressure hydraulic systems, rather like the concept
Boston Dynamics is now using on Alpha Dog, before becoming discouraged by that
complex horror. Fortunately, Vince and his brains trust did a comparative analysis,
and concluded that the displacement control concept was workable, and we decided
to go with it. Despite its success, the fluid power industry has been very slow to
take advantage. I can report that displacement control is now on the cusp of com-
mercialization. Direct comparison tests conducted by Professor Monika Ivantysova
at Purdue University have demonstrated fuel savings of the order of 40% for typical
construction equipment tasks.

Around this time, in late 1983, we were under contract to build a full-scale pro-
totype. It became apparent that it would be extremely difficult to deliver on this
working through the established university shop facilities. Bob and I discussed the
situation and were in agreement that it would be better to work through a com-
pany outside the university for this purpose. We discussed it with Clint Kelley, the



XII K.J. Waldron

DARPA project monitor, and it was apparent there would be no obstacles from that
end. At the time, as noted above, Vince Vohnout was a research associate in mechan-
ical engineering committed full time to the project. Dennis Pugh and Eric Ribble
were in similar situations in electrical engineering. We sat down with them and sug-
gested they incorporate themselves, and we would give them a subcontract to cover
construction and testing of the machine. In due course that came to pass creating
Adaptive Machine Technologies Inc. The company is still doing business under the
name AMT Systems.

Around the same time, it became very apparent that we did not have suitable
space to embark on such an ambitious construction and testing program. I had se-
cured laboratory space in back of the north wing of Robinson Laboratory, which
was the largest space available within the then department facilities. We had built
a full-scale prototype leg, and operated it on a test stand in that laboratory. It had
the two-dimensional pantograph geometry, and slides implemented as roller guides
that we later used on the ASV, after redesign to improve integration. We learnt a lot
from that prototype, such as the importance of having a means of controlling the
foot attitude, and how to shape the shank.

Anyway, assisted by the College of Engineering we embarked on a search
throughout campus for more space. We were rather apologetically shown a large
shed on West Campus. The interior of this was rather sad. It was unoccupied, and
very decrepit. It was just what we needed! The interior had been partitioned into
cubicle type offices. We needed to get rid of the partitions and clear the main part
of the building for use as high bay space. To do this playing by the rules and going
through the campus facility office would have taken forever, and probably cost a
lot. Fortunately, in our decrepit building on West Campus we were not very visible
to the university bureaucracy, and I adopted the philosophy that what they didn’t
know would not hurt them. We hired a gang of undergraduates for a few days and
equipped them with sledge-hammers and pry bars, and had the unwanted partitions
cleared out in no time. The AMT people were more than capable of setting up the
electrical system so that no codes were grossly violated. They also had to do some
roof repairs, and other maintenance to get the building in shape, but it subsequently
served us well.

In 1985 Bob McGhee went on sabbatical leave at the Naval Postgraduate School
in Monterey, and I became, effectively, the director of the project. In 1986 he for-
mally retired from Ohio State University to take up a permanent position in the
Department of Computer Science at the Naval Postgraduate School, and I became,
officially, the principal investigator of the project. Three years later, in 1989, we
had a new contract form DARPA and were planning the work to be done. I was
on vacation in North Queensland, when I was contacted because things were going
amiss with the contract. It took some time to work out what was going on, but a new
director had taken over at DARPA and deemed our contract to be a waste of money.
He wanted to void it in its entirety. We called in the cavalry in the form of Senator
John Glenn’s office and were able to keep the first year’s funding, but the project
had to be moved into shutdown mode. I remember standing at a public telephone
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in the middle of the night in Cairns, Queensland to talk to someone from the OSU
research office about the situation with the contract.

Discussions in project meetings were vigorous and productive. One issue was
allocating contact force among the feet in contact with the ground. We knew, after
earlier work with the OSU Hexapod, that we had to control the feet in stance in
force, but the question was what force should be commanded at each stance foot
when there could be anywhere from three to six on the ground at any given time.
Chuck Klein and David Orin figured that this could be formulated as a linear pro-
gramming problem with a relatively minor approximation. The approximation is
that the limiting friction force is directly proportional to normal force when pro-
jected into the xz and yz planes. In other words the friction cone became a friction
pyramid. Chuck successfully pursued this approach with one of his students.

I thought about another approach: I thought that it would not be productive for
the feet to work against each other. This meant that the components of the contact
forces at any pair of feet along the line joining the contact points should be the same.
I recognized that this condition was similar to that enforced on the velocities of any
two points in a rigid body. Since that condition resulted in a helically symmetric
field of velocity vectors, it seemed that the contact forces should also be distributed
in a helically symmetric field, which would make it easy, and efficient to calculate
them if one knew the field axis and its intensity. Vijay Kumar and I took this up [19].
We were able to work out a way to find the field axis and intensity given the resul-
tant wrench that the contact forces were to equilibrate. This meant we had a very
efficient, closed form algorithm for computing the force to be commanded at each
foot in stance, given the wrench acting on the machine that was to be equilibrated.
That was, itself, not so straightforward. The machine was massive enough, and fast
enough, that we had to model its inertia and estimate the inertia wrench in each
computation cycle. Rather than using the basic idea of maintaining static stability
by keeping the projection of the center of mass within the support pattern we used
the simple scheme of computing the wrench to be equilibrated: inertia wrench plus
weight, computing the force allocation and checking that none of the commanded
contact forces were less than zero, or actually a minimum threshold value.

There were a number of other theses that came from the ASV project. John Gard-
ner took a more control oriented look at the force allocation problem. His work was
co-supervised by Cheena Srinivasan [20]. Working with Mingzen Huang, we took
a look at the relationship between speed and load carrying capacity in walking ve-
hicles [21]. In contrast to wheeled vehicles, larger loads can be carried at slower
speeds because the average number of legs in support increases. Satish Nair took
a look at energy flows in the actuation system of a walking vehicle. His work was
co-supervised by Raj Singh.

During the decade in which we were working on the ASV project we were also
still pursuing research on serial manipulators. Indeed, it is notable that people who
did their master’s theses on manipulator work moved onto the walking machine
project, and vice-versa. Thus, Vijay Kumar did his master’s work on manipulator
workspaces, before moving on to the multi-limbed force allocation problem cited
above. Shi Liang Wang worked on obstacle crossing gaits for six-legged walking
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machines for his MS before shifting to workspaces and singularities of serial ma-
nipulators for his doctoral work. Others who produced doctoral dissertations on
various aspects of serial manipulators during this period included Ming June Tsai
and John Reidy. Another paper that seemed to make little impact at the time, but has
lived on was Waldron, Wang and Bolin: “A Study of the Jacobian Matrix of Serial
Manipulators” that introduced a compact formulation of the algebra that has been
widely adapted [22].

During this period I also had another whack at the muscle recruitment problem in
human walking with Ralph Cope. Marcus Pandy looked at biological quadrupedal
locomotion with support from the ASV project under Necip Berme’s supervision
[23]. We were interested in how animals cross obstacles, particularly how they do it
without looking at their feet.

While on sabbatical at Stanford I worked on Oussama Khatib’s Artisan manipu-
lator system, including the macro and mini manipulator wrist system. Together with
Bernie’s student Madhu Raghavan we explored the kinematics and coordination of
mixed serial-parallel manipulation systems. That resulted in a paper in the ASME
Transactions on Dynamic Systems Measurement and Control that is the only journal
article I have co-authored with Bernie [24]!

On January first 1988 I began a five year term as technical editor of the ASME
Transactions Journal of Mechanisms, Transmissions and Automation in Design.
This was one of the two daughter journals that had resulted from the fission of
the Journal of Mechanical Design. The other was the journal of Vibrations, Acous-
tics, Stress and Reliability in Design. The laundry list titles reflected the technical
committee structure of the ASME Design Engineering Division at the time. JMTAD
was struggling, with a weak subscription base. Tom Conry was the technical editor
of JVASRD at the time. We talked about ways to improve both journals. He felt the
stress and reliability in design material was a poor fit with vibrations and acoustics,
and that it should be moved to my journal. I was apprehensive about this because
the page number limits imposed by the ASME publications committee were tight.
Tom told me that he was, in fact getting very few papers in these areas, which turned
out to be true. We realigned the journals and I proposed that the name of my jour-
nal revert to Journal of Mechanical Design. The changes were approved effective
January 1st 1990. The change of name solved the subscriber base problem!

Despite the name of the journal we were neither receiving nor accepting papers
on design theory or methodology. There was growing interest in that area, but au-
thors felt they had nowhere to publish, because papers in these topics fared badly
in the review process in traditional engineering journals, including JMD. I tried to
create a climate in which quality papers would be welcomed and published by ap-
pointing Erik Antonsson as associate editor with a brief to handle papers in design
theory and methodology.

Around this time I also was active in research in design methodology myself in
collaboration with Manjula. That resulted in the book Mechanical Design: Theory
and Methodology [25] that we co-edited, and in which we co-authored several
chapters.
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Shortly after the end of the ASV project, Ken Hunt came to spend a part of a
sabbatical leave at OSU. I had been tinkering with some theoretical ideas emanat-
ing from screw system theory, and my experience with the problem of coordinating
multi-limbed systems, and found him to be a helpful sounding board. This collabora-
tion resulted in the paper entitled “Series-Parallel Dualities in Actively Coordinated
Mechanisms” that explored the duality between screw systems and wrench systems,
and the mechanical consequences of that relationship [26]. It implied that, for any
serial chain there was a dual parallel chain such that the screw systems of the one
were isomorphic with the wrench systems of the other, and vice-versa. Further ex-
ploration of such relationships was to form the basis of much of my research over
the next few years. The works of Vasudeva Murthy [27], Muqtada Husain [28], and
Pie-Chieh Chin, in particular, followed this line of research.

I was also interested in applying what we had learned about coordinating multi-
limbed systems to other types of system, notably multi-fingered hands. Vijay Kumar
had already done some work on that problem. Sudipto Mukherjee [29]and Wen-
Yeuan Chung [30] took the idea further. At about the same time I made my first
foray into dynamically stable locomotion with Prabjot Nanua [31].

In 1993 I took up the responsibility of chairing the department. That did divert
much of my energy and attention, but I did continue to work on research prob-
lems. I thought that the ideas we had developed for coordinating multi-legged,
statically stable robotic systems could also be useful for wheeled systems with inde-
pendently driven wheels. Those ideas were taken up by Shankar Venkateraman and
S.V. Sreenivasan [32].

Another idea I was very fond of at that time (and still am) was trying to em-
ulate nature and do force control of actuator arrays by recruitment. Successfully
implemented, it would finesse the issue of wasting energy through control devices
like hydraulic valves. That was the inspiration for Pohua Yang’s work [33], and was
continued at Stanford by Rocco Vertechy, where we attempted to use arrays of poly-
mer actuators. Unfortunately, it is extremely hard to construct large arrays of simple
actuators using currently available technologies.

I also got involved in design for manufacturability issues, co-advising Jason Yu
with Kos Ishii. His work was on an alternative approach to design for robustness
(rather than Taguchi’s methodology). The central idea is that true optima often do
not give good designs because they may be very sensitive to variations in the design
parameters. It is better to seek an area of the design space that gives good perfor-
mance but is not very sensitive to parameter variation.

Finally, David Orin and I received funding to pursue a dynamically stable
quadruped design. This ultimately became KOLT. We started by trying to develop
an appropriate compliant leg design. That was the core of Jim Schmiedeler’s work
[34].

I had been active in IFToMM: The International Federation for Promotion of
Mechanism and Machine Science for many years. At the World Congress in 1999
I was elected to be President effective January 1st, 2000. I served two terms as
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president until December 31st 1997. That activity created professional relationships,
and friendships with people throughout the world.

In 2000 I was completing my second term as department chair at Ohio State
University and decided that it was time for me to step down. I decided that I wanted
to focus on doing research, and working with postgraduate students for what was
left of my career. I felt that a change of institution might be beneficial. I talked with
my many friends in the design group at Stanford. It took a while, but they were able
to set up an appointment as professor (research). Consequently, I left Ohio State
University at the end of the 1999-2000 academic year and headed west.

The grant for the dynamic quadruped project was still in place, so I moved part
of the money to Stanford. David and I continued to collaborate on the project using
video-conferencing, and exchanging students. We also got a successor grant. Jim
finished his work, and Jamie Nichol and Surya Singh came on board. Jamie did
much of the mechanical design of KOLT, while Surya focused on sensing and data
fusion issues [35]. David’s students Darren Krasny and Luther Palmer worked on
control. During this period Joaquin Estremera came for a year as a visiting scholar
from Spain. He actually led most of the testing and data collection [36].

Muhammad Abdallah had been working with me on an actively suspended
wheeled vehicle problem, but chose to do his doctoral work on dynamic legged
locomotion, and developed a powerful design approach [37]. His work actually rep-
resented a transition to dynamic bipedal locomotion, that became the TRIP project.
Alex Perkins pursued the dynamic behavior and control strategies for this device,
primarily using simulation [38]. Paul Csonka pursued the hardware design, includ-
ing a novel hybrid actuator [39].

I had also been working with the SUMMIT unit in the School of Medicine on a
large NIH supported project with a focus on applications of virtual reality techniques
in surgical training and diagnosis [40]. A project aimed at using haptic feedback for
dermatological diagnosis grew out of that collaboration. Chris Enedah pursued this
project. We were able to demonstrate an ability to detect and transmit skin texture
information, but the overall project was multifaceted and much more challenging
than initially meets the eye.

In March 2009, my close colleague Professor Kosuke Ishii unexpectedly passed
away. I was best situated to supervise his advanced doctoral students through the
remainder of their projects. Thus, I acquired four additional doctoral students work-
ing in various areas of design for manufacturability. Sun Kim and Whit Fowler were
close to finishing, but Karthik Manohar and Jenny Wong would take a year or two
to finish up. Karthik developed a design decision support system, including market
feedback, for very complex products. Jenny worked on the evaluation and reduction
of manufacturability risks arising from use of new manufacturing technologies. I
also have my own design for manufacturability project. Kioumars Najmabadi, who
works for Boeing Commercial Aircraft, has been working with me on evaluating
and managing design risks in very complex products, with equally complex manu-
facturing environments.
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Around 2006 Jim Schmiedeler and I were approached by Oussama Khatib and
Bruno Siciliano to contribute a chapter to the Handbook of Robotics. David Orin
was to be the sectional editor for what turned out to be the opening chapter of this
award winning publication [41]. We recently revised the chapter for inclusion in the
second edition.

One of the things we learned from the KOLT and TRIP projects was the impor-
tance of the foot, and of understanding the mechanics of its impact with the ground.
We can run over very diverse substrates with no significant change in our gross run-
ning action, and without bouncing and slipping between the foot and the ground.
Dan Jacobs recently completed his dissertation on modeling foot impact. Follow-
ing on from his work, Linus Park is completing a study of the mechanics of the
metatarsal joint, and of the effects of tendons connecting the foot segments to the
thigh and shank.

Starting in 2007, I have been spending half of each year in Sydney, Australia. I
have a half time appointment at the University of Technology, Sydney. I am actively
participating in several projects there. One of these is the development of a robot
to perform inspection of steel bridges and other ferrous infrastructure. Older steel
bridges can be very complex in structure, and were protected by lead based paints.
It is very difficult to comprehensively assess the condition of the paint, and the
presence or absence of corrosion. The device we are exploring for this purpose is a
seven-degree of freedom inchworm robot with magnetic feet on both ends.

We are also working on exoskeletons both for rehabilitation and for industrial
applications. Marc Carmichael is finishing his dissertation on the use of a biome-
chanical model of the torso and arm in the control of an upper limb exoskeleton. I
am co-advisor of his project with Professor Dikai Liu.

One important project that doesn’t fit into the above, roughly chronological ac-
count is the text Kinematics, Dynamics and Design of Machinery that Gary Kinzel
and I co-authored [42]. This was a multi-year effort for the first edition that ap-
peared in 1998, not to mention the second edition that appeared in 2003. We are
now working on a third edition with Sunil Agrawal joining us as third author.

This is a necessarily brief summary of a satisfying and eventful career; one that
is still in progress, although at a reduced level of activity. There are many things
that I have consciously, or inadvertently left out. In compiling an account like this
one looks for landmarks around which to organize it. I have used the many doctoral
projects that I have supervised, or co-supervised as those landmarks, together with
other significant efforts such as books, and major projects. Likewise, by and large,
I have chosen to cite only journal articles and books. There were many masters’
theses that I do not have space to mention, and many conference papers, some at
least as important as the items cited.

As I look back on all this, there is one essential truth: an academic career is about
the students. The greatest reward is to see them progressing in productive careers of
them own. I have been blessed to work with a great many very able people, and I
appreciate the honor of having contributed to their lives in even a small way.
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1   Design for Inclusivity:  
Meaningful Collaboration with Differences 

Manjula and Kenneth J. Waldron 

Abstract. The ubiquitous availability of the internet for global networking has 
made collaborating by differences necessary.  This is challenging because of the 
human history of tribal organizations.  In this paper we draw from our 45 years 
of personal and professional journey together to elicit the skills that have helped 
us to successfully engage across racial, cultural, and academic differences. It 
required designing new rules of social and academic engagement that changed 
how we related with the “other”. We rely on these techniques daily to inform us 
on how to facilitate collaboration in any situation capitalizing on the diversity of 
thought, body, experience, belief, and/or training while focusing on the similarity 
of our journey. 

1 Introduction 

"Differences in religious beliefs, politics, social status, and position are all 
secondary. When we look at someone with compassion, we are able to see 
beyond these secondary differences and connect to the primary essence that 
binds all humans together as one."--- Dalai Lama 

 
The late and important techno-social change agent, Steve Jobs, said in his 2005 
commencement address at Stanford [1]. “…You can’t connect the dots looking 
forward.  You can only connect them looking backwards, so you have to trust that 
the dots will somehow connect in your future.  You have to trust in something—
your gut, destiny, life, karma, whatever—because believing that the dots will 
connect down the road will give you the confidence to follow your heart, even 
when it leads you off the well-worn path, and that will make all the difference.” 
He was talking to graduates, and using his unique life journey as an example to 
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make the point that one cannot predict the future. We must seek and allow our 
faith in our destiny to guide us knowing that we have the capacity to rise should 
we fall, finding sustenance should we be needy, and willing to be vulnerable and 
foolish should we become full of ourselves [2].  This is a profound human ability: 
to connect and engage something beyond ourselves to liberate us by unlearning 
beliefs that are not serving us and engaging differently with those around us, thus 
changing the very fabric of the social structure of which we are part of.  

That we, an Australian white male and an Indian dark skinned female, chose to 
marry in 1968 was sheer foolishness in the eyes of many of those who knew us. It 
was Ken’s personal integrity and Manjula’s courage to be different that held us 
together thus far through our social vulnerability [3]. As we look back over the 
forty-five years of our collaborations both personally and professionally, there 
were lessons learned from the wisdom of our folly that have guided us to 
collaborate in a meaningful way with people who are different in status, 
nationality, disciplines, styles, gender, age, thoughts, values, race, and ethnicity. It 
has been a wild journey, but the essential process is tractable, trainable, and lends 
itself to redesigning collaborations from an unusual and whole life perspective.  

It is this knowledge that helped Manjula to create and offer an undergraduate 
design course called Design for Diversity with the Associate Dean for diversity 
and “first gen”, Tommy Woon, at Stanford. 

Perhaps we have been closet social designers throughout our lives. We 
contributed to the social change of the sixties, and in our sixties we continue to 
affect it. What do we mean by that? 

Both of us have lived off the beaten path, following our hearts even though the 
paths we took before we met were as different as night and day. However, there 
was something enduringly human in our life engagement that brought us, and has 
kept us together even when social curve balls were thrown at us. These issues had 
the effect of amplifying our differences and testing our resolve and commitment 
for a meaningful social coexistence.  

As designers [4] we have used our design and networked thinking to devise 
durable products and collaborative relationships that are inherently inclusive. Did 
we know it consciously going forward? Of course not! But as we connect the dots 
backwards, the dots that seemed random and disconnected form a perfectly 
designed and orchestrated wonderful, unique, and strong tapestry of life that we 
were crafting.  

In our paper, we will retrospectively use the design process wisdom from our 
personal and professional journey to draw out basic human qualities that make 
collaboration across differences meaningful and productive. As engineering 
designers, we examine these qualities and abilities deeper and not fall prey to 
resorting to the social clichés of “it was just blind love”. We introduce and use the 
term “rules of engagement” to mean how we relate to those who we encounter in 
our social environment. Some of those rules are given to us unquestioned in our 
upbringing. They form part of our unconscious personality. Others we acquire 
through conscious reasoning. 
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This article therefore complements Ken’s professional career summary also 
presented in this book. We hope that it will be engaging and useful reading, and 
provide a guide in designing deep, lasting, and inclusive collaborative alliances in 
a globally diverse and digitally networked world. 

We organize this paper by first setting the stage, then following a brief journey 
of personal, professional collaborations across differences, and eliciting the 
lessons we have learned as keys for design for diversity, creating rules of 
engagement that facilitate collaboration across differences in academic and social 
settings.  

We conclude by crowd-sourcing our readers: extending an invitation to 
contribute their thoughts on what would it take to design a Collaboratorium where 
robust and creative collaborations can emerge capitalizing on the diversity of 
thought, body, mind, social experiences and belief, and/or training in a globally 
networked digital world. 

2 Foundations: The First Quarters of Our Lives 

2.1 Manjula –– From Sukker to Stanford  

One could say I have been a closet diversity engineer most of my life, engaged in 
designing a world that empowers those who were socially marginalized and 
different to find their voice on the table [5].  

My grandparents and parents were freedom fighters and committed Gandhi 
followers. They consciously rejected the Indian caste system, religious 
differences, and social violence to win India’s freedom. As the family legend goes 
my grandfather in the naming ceremony “havan” for his daughter, put Allah, 
Raam, God, Prabhu on its four corners. This offended the Hindu priest. He wanted 
Allah removed. When my grandfather refused, the landlord threatened to evict 
them. My grandfather, not to be deterred, found a house for sale nearby, found 
someone who will loan him the money, and then bicycled 50 miles that night to 
purchase the house. Next day they moved their meager belongings into it and then, 
true to his Gandhian beliefs that all religions represented the same truth, 
performed the ceremony as he had wanted to the night before. 

I was born in 1943. My parents lived in Sukker then, in what is now Pakistan. 
India’s freedom was being negotiated. Mahatma Gandhi had rejected Bose’s 
suggestion that they use violence against the British. In 1947, The India-Pakistan 
partition was the price that was paid for it. Its violence was a tremendous blow to 
our family tenet of nonviolence. Our family fled what is now Pakistan as refugees, 
to escape the carnage [6]. In independent democratic India policies were created 
and enforced for a secular modern India, despite recurrent episodes of communal 
violence that would, ultimately, cost Gandhi his life. Legal safeguards were 
provided for the socially deprived. For the first time they could find educational 
opportunities and thus become part of the larger dialog.  
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I had friends from different castes and all parts of India. Their first language 
was often different from mine. I had Hindu, Muslim, Christian, and atheist friends. 
Because of my father’s work with the Indian Railways we moved a lot, and lived 
in different parts of India exposing me to many of the diverse languages and 
cultures represented within India. In fact the first language I learned to read and 
write was Gurmukhi, and not Hindi. This experience helped me to learn to 
befriend those different than I at many levels.  

Nevertheless, independent behaviors of young women were socially restricted. 
This attitude curbed the growing feminist expressions of the younger, post 
freedom, set. For example, I was coerced into wearing a sari; into pleasing and not 
openly questioning those with higher social status (no matter how they violated 
my personal value system). Contact with the opposite gender outside the family 
was “verboten”. Women’s sexuality could not be expressed openly and freely. 
Those in power strictly enforced their authority. It gave me plenty of fodder to 
protest and be angry about the gender unfairness, inconsistencies, and to question 
its legality. It got me into trouble at home and in school. Nevertheless, fear of 
punishment was not sufficient to quench my internal fire of seeking to be an 
independent educated professional woman.  

Diversity was in the very air I breathed. My parents, who were themselves, 
both university graduates, were committed to educate me alongside my brothers. 
At the time, women were few and far between in science. In 1962, I was the only 
woman in a class of about one hundred to graduate in Physics Honors at the 
University of Delhi. However, since I enjoyed design and technology, the appeal 
of theoretical physics had diminished by the time I graduated. I applied and was 
selected on national merit as one of three women to attend and graduate in 
electrical (communication) engineering from the Indian Institute of Science, 
Bangalore. After graduation, IBM rejected me for employment because of my 
gender. I worked as an engineer in Bombay (now Mumbai) for Tata Hydroelectric 
Power Company. I was accepted to attend Stanford in the Fall of 1966. Until then 
I had never been out of India.  

My family was probably relieved to get me off their hands. In fact they were 
very progressive to allow me to leave India as an unmarried woman, despite the 
protests of many in their community that this transgression on their part would 
reduce my prospects of an arranged marriage.  

In 1966 the Stanford campus was very white, and the engineering student body 
was all men. In January 1967, around 200 students took the Ph.D. qualifying 
examination in electrical engineering. I was the only woman who passed it, along 
with about 100 men. Engineering at Stanford was a bleak and lonely place for me 
as a woman [7].  The rules of engagement that people around me used appeared to 
be different to those I had encountered in India. Of course, they were unwritten 
social rules to which I had no access. It made for a difficult journey. But for the 
support from my parents and advisor, I would probably have left. 

Over the course of my college career I clandestinely dated many men from 
different walks of life. It was not easy and there was constant tension between 
what was sanctioned, and what I desired. It seriously challenged my personal 
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integrity. To set it in perspective, within my extended family most people had 
arranged marriages within our caste, with very few exceptions.  At some level I 
knew that was what was expected of me. Therefore the dating scene at Stanford, 
although exhilarating, was very disorienting for me. 

2.2 Ken: From Sydney to Stanford 

I grew up in paradise! When I was six years old, my parents moved to a new 
house on the headland between Freshwater and Curl Curl beaches. Freshwater 
beach is the next one north of Manly on the north side of Sydney Harbor. It was, 
and is, a gorgeous little beach with good, relatively safe, surfing conditions. 

Of course, I didn’t appreciate the marvelous setting in which I was living until 
much later. Initially, I did not know how to swim, and the surf could be pretty 
intimidating when the wind was propelling big waves on shore. Other times the 
conditions were such that the waves were breaking very close to shore and, if you 
were a little kid, they would pick you up and drive you into the hard wet sand.  

Harbord, which is what the area was called, was in transition from being an 
impoverished fishing village to a suburb of Sydney. There were quite a few rough 
boys who came to school without shoes. It was relatively remote from the city of 
Sydney. When I finally got to university I had a prolonged trek each morning by 
bus to Manly wharf, ferry to Circular Quay, and another bus up town to the 
University of Sydney, with the reverse in the evening. I got a second hand, beat 
up, VW beetle in my second year and would commute by road, but that was not 
any better since the only reasonable way from Manly to the city was over the Spit 
Bridge. That road became thoroughly choked with cars in peak hour, so I reverted 
to commuting by ferry most days. However the car taught me a lot about practical 
mechanical engineering. 

Growing up so close to the ocean, I did develop a fascination with the prolific 
marine life I could explore just by hopping around the rocks on the headland near 
my house. That fascination is with me to this day. I sometimes wonder why I 
didn’t become a marine biologist. I don’t think it ever occurred to me that one 
could do that for a living. 

I don’t really know where I got the idea of becoming an engineer. Most likely it 
was the vocational guidance counselor in high school. They gave us all a battery 
of tests to indicate what we were best suited to pursue. I did well in all of them 
and was told I could do whatever I wanted, but that maybe I should consider 
engineering. I was a little primed for that anyway since my grandfather was 
working as a draftsman at the Water Board in those days, and he would give me 
the company journal that was full of technical articles on construction of dams and 
pipelines. 

Someone at school gave me an application form for a Steel Industries 
Traineeship, which I filled out. Then, as now, there was a public examination 
administered by the state of New South Wales at the end of high school. The exam 
was administered at the school, but was centrally graded, and the results were 
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published in the newspaper. It was a tense time since university admissions and 
scholarships rode on that result. When the results were published I had come 
eighty-fourth in the state. I would attend the University of Sydney with a 
Commonwealth Scholarship, meaning my tuition would be covered. I had also 
won a Steel Industries Traineeship, which meant that I would work at the Port 
Kembla steelworks in my vacations, and earn a little money. I must have put either 
mechanical or electrical engineering on the form, because when I showed up for 
interview by an officer of the personnel department he asked me to decide then 
and there which it was to be. I felt more comfortable with the visible cause and 
effect of mechanical systems, so I said mechanical engineering. 

I would be the first member of my family on either side to attend university, so 
I had to find my own way. In fact, to this day I’m the only one (other than our own 
children) who holds a postgraduate degree. My sister is four years younger than I 
am, and I guess she wasn’t prepared to cope with undergraduate life. A talented 
musician, she dropped out after one year and focused on playing the cello. 

Australia at that time was a very homogeneous society. We were under the 
sway of the, now infamous, white Australia policy. There was an influx of white 
immigrants from war-devastated Europe. There were Dutch and Italian boys at my 
high school. They had a rough go of it. I remember the Dutch boys did not 
understand any English, at least initially. The Italians were not so linguistically 
challenged, but because of their darker skin, they were called derogatory names. I 
had very little experience with people of other ethnicities. In first year chemistry at 
Sydney University we had laboratory in a huge room with rows and rows of 
benches. There were one or two students from Nigeria, and a few Indian students 
from Fiji, including girls, who stood out in their colorful flowing saris. I didn’t 
interact with any of them, choosing to stick with my friends, who were mostly 
boys from my high school. 

After completing the bachelor of engineering degree with first class honors, and 
a stint working at the steel works, I was awarded a Commonwealth Scholarship to 
pursue the degree of Master of Engineering Science. This was unusual for 
Australia at the time by virtue of being a course work plus thesis degree. While 
pursuing that degree I took a course on mechanism kinematics with Jack Phillips 
and became fascinated by the problem of mobility in linkages. I wrote up some of 
my ideas. Jack introduced me to Ken Hunt, so that when I decided to come to the 
U.S. to pursue a Ph.D. Ken advised me to contact several universities, one of 
which was Stanford. Bernie Roth offered me a research assistantship, and I came 
to Stanford in Summer of 1965. 

At the time, most Australian students who wanted to go overseas to complete 
their education headed to the U.K. That included most of my peers at the University 
of Sydney. A few stayed on to do doctorates in Australian universities. Looking to 
the U.S. was a bit radical. My parents always had a subscription to National 
Geographic magazine. I read them voraciously. Probably I had read so much about 
places in the U.S. that I wanted to go see for myself. It was just as well because there 
was very little going on in mechanism theory in Britain at that time. 
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I think I was well informed about the diversity of people in the world through 
my reading of many issues of the National Geographic. The civil rights movement 
was in the news, so I was aware of the racial inequality issues in the U.S.A. 
However, to me all this was “theoretical”. I did not think that it did, or could ever 
apply to me. 

At Stanford I was sharing a room in Crothers Memorial Hall. There were quite 
a few other international students in the dormitory. I also attended some functions 
at the International Center, and was interacting with other international students. 
Sultan Bhimjee and Fazle Hussain were sharing a room nearby. They were both 
Muslims from Pakistan but were, in fact, from very different cultural backgrounds. 
Sultan was from West Pakistan. Fazle was from what was then called East 
Pakistan, now Bangladesh. After the academic year ended I rented an apartment 
off campus shared with Fazle, Sultan and Scott Williamson, who was from 
Edinburgh. That was summer 1966. Manjula arrived on campus for the start of 
classes in Fall. We had a party in our apartment, and she came. We danced 
together and I drove her home, but we did not start to date until January 1968. 

3 Collaborating Globally 

3.1 Summer of Love  

In January 1968 we took the same Modern Algebra class. We had seen each other 
around, and attended functions as international students. At some level we were 
both aware of our social differences and neither of us was equipped to learn how 
to bridge them. Yet, close proximity had a magical effect as we realized that at 
some deep level we were not all that different. Before we knew it we had 
committed to live the rest of our lives together. Thus, the Australia-India-US 
triangle of negotiations commenced. In those days snail mail was the only means 
of affordable communication. Sending a letter and receiving a reply took two or 
three weeks. Finally, we convinced our families that giving us their blessings was 
the only sane thing to do. At a human level we could get them all to see that our 
family values were common human values and therefore in perfect alignment. We 
were married in a California style Christian ceremony in our friend’s house, vows 
that were reiterated in a Hindu ceremony at my grandfather’s house in India and a 
reception in Ken’s parents’ place in Sydney in the Summer of 1968. 

3.2 Paradise Lost 

Ken was on an exchange visa and had to leave after completing his degree, and a 
one-year stint as acting assistant professor at Stanford. He had been offered a 
position at the University of New South Wales. Manjula put completing her Ph.D. 
on fast-forward and became ABD by the time we left to move to Sydney. 
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At this time we encountered the difficulties of securing a visa for Manjula to be 
a resident of Australia. Being of Asian birth, she was not then eligible to become 
an Australian citizen, despite our relationship. What Ken didn’t understand was 
that it was an open question that she would be able to live in Australia at all. We 
filled out the application form, but one requirement was a copy of a police record 
from the community she lived among in India. We knew that no such record 
would be obtainable, she had no police record. After several telephone calls to the 
consulate in San Francisco we were summoned for an interview. We must have 
convinced the consular official that we were harmless, because the necessary visa 
was provided, in the nick of time. 

When in Sydney Ken introduced Manjula as his wife to some of his old 
university friends and, at least in one case, was roundly snubbed. In others no 
further interest was shown to continue the friendship. 

Manjula was pregnant with Andrew [7]. He was born in December 15th, 1969.  
Both of us were full-time junior faculty members. With no childcare or support 
available for working mothers it made for a rocky start.  

A year or so later we found out that Andrew was profoundly deaf. Lalitha was 
born on December 3rd 1971. It was a difficult time for us with the demands of 
learning about educating a deaf son, engineering our parenthood, and with both of 
us being ambitious, struggling young academics. To compound it all the white 
Australia policy was still in place and that meant that there was strong institutional 
prejudice against Manjula’s Asian heritage, and therefore against our mixed race 
children. International travel for our young family became a nightmare. In the 
early 70’s, for Manjula being a woman engineer, who was colored and a 
conscientious working mother of a handicapped child was not socially acceptable 
in Australia.  

In 1972, the conservative federal government that had ruled Australia since the 
Second World War, and had formulated and maintained the white Australia policy 
was defeated. The new Labor government set about a program of reform, including 
dismantling many of the provisions of the white Australia policy. By 1974 Manjula 
was eligible for Australian citizenship. Ironically, we had already decided to leave. 

Our social and academic life had taken on an international complexity that we 
were ill-equipped to handle. The social diversity of our family was now on 
steroids with no relief in sight within the local society. Like true academics we 
took a sabbatical to see if there was somewhere else we could make our family life 
more workable. Reluctantly, although of necessity, we decided to move to 
Houston, Texas in 1974. When we arrived there it seemed that we had leapt from 
the frying pan into the fire. It was hard to believe that Texas was part of the same 
country as Northern California, which was our only other experience with the US. 

Ken, as a white male, fitted the mainstreamed engineering scene in the US, 
while Manjula’s career, as a colored female, was more precarious. We became 
aware of social biases that existed in the engineering academe. This was further 
compounded by our mixed-race marriage and our wanting to be and live together. 
We barely survived as a family and decided to move once again when an  
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opportunity came for Ken to move to Ohio State University in 1979. We decided 
to try the Midwest. Paul Ravi was born on Aug 7th only a month before we were 
due to move to Columbus.  

Once again Ken fitted the mold of an engineering professor and Manjula’s 
career hiccupped along. The same factors that lay behind our professional/ 
personal difficulties in Houston seem to have followed us to Columbus. It did not 
compute. Columbus was north of Mason Dixon line and not the south. It was 
1980, fifteen years after the civil rights law was passed. Our commitment to stay 
together was gravely tested. Manjula’s parents came to help us so she could work 
towards restoring her career to become tenured. This was accomplished. However, 
with no diversity tools to work with, and with international, intergenerational, 
interracial, and disability issues under the same roof, our life together created its 
own social toxicity. Out of necessity, Manjula became active in multicultural and 
diversity issues at OSU. 

We learned that changing the social structure is not easy, but is doable if one is 
adaptable and willing to learn to change. The consequences of defying social 
hierarchies that set the rules of engagement were never taught in our science and 
engineering training. We began to realize that the game of life is played very 
differently when you step out of the well-trodden paths laid out over centuries. 
Thinking out-of-the-box through understanding social realities that surround us 
becomes essential. It requires redesigning the rules of engagement that make the 
society operational. In mid 90s Manjula attended a multicultural conference at 
Stanford organized by Tommy Woon, then a multicultural director at Stanford. 
Thus began a long collaboration to understand and address the issues of 
collaboration by differences that continues to this day. 

3.3 Paradise Gained 

In the early eighties, with a grant from the newly established Design Theory and 
Methodology program at NSF we began interdisciplinary research in design. At a 
DTM conference that we organized in Berkeley in 1987, it was clear that there 
was more commonality to engineering design methods than our silo existence led 
us to believe. There was something inherently human in the process of designing 
that transcended disciplinary boundaries. As Bernie Roth said, one learns design 
by designing. It is inherently a human integrated experience. We realized that as 
engineers, and bioengineers our knowledge of humans and their social interactions 
was incomplete, and the assumptions on which it was founded needed re-
examination. The science for designing integrated dynamic systems, like that of 
life-cycle design of biomedical products was complex, and reductionist science 
was quite inadequate to solve the complex problems that confronted us. We 
introduced concepts from the science of complexity in education and research. 
Our design thinking research was showing us that designers were human first and 
their design processes had human dimensions [8]. This work led us to actively 
collaborate with our business, psychology, and humanity colleagues to create the 
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Center for Integrated Design (CID) at OSU in 1995 in which we engaged faculty 
from the entire University, including Law and Medicine.   

In 1996, our personal family medical crisis exposed us to the limitations of the 
biomedical reductionist scientific paradigm and put it up close and personal. It 
was our non-engineering colleagues from the humanities, business, and law who 
exposed our blindness and opened our eyes to the dimensions we were missing in 
our bioengineering understanding. We thus embarked on searching for the missing 
cards in our playing deck. We both learned the tenets of holistic coaching and 
have learned to practice and change our learned beliefs to now produce different 
results in mind, body and spirit. We have acquired many tools that help us, and 
those we interact with. As a result, Manjula has trained as a chaplain resident at 
Stanford, she practices yoga and Chi-Gong, is certified in mind-body medicine, 
holistic wisdom coaching, and energy medicine, and teaches resilient aging and 
diversity classes based on holistic health. 

In Yoga there is a concept of 5 koshas [9] or sheaths that hold our truth. These 
are the Mental (M), Physical (P), Social-spiritual (S), Intuitive (I, integrative) and 
our Emotional (E) and Life (L) forces are held together through this truth. The 
acronym SIMPEL™ works well for us. We have access to which of these 
principles are guiding us at any moment, if we take time to be mindful. We have 
the capacity to change if we stay present in the information accessible to us 
through acceptance of the moment. We have found the tools that allow us to 
regain balance in our SIMPEL™ house are very beneficial to collaboration across 
differences. Some of these tools like meditation (relaxation response), moderation 
in food, movement, positive attitude, and in psycho-social interactions were 
known a long time ago but were lost and distorted over time, and lost relevance.  

In the last 20 years these principles have been researched and re-contextualized 
through modern science and medicine [10]. Other tools have been developed 
through necessity brought on by technology. To paraphrase Herbert Simon from 
The Sciences of the Artificial [11]— many things may use natural components in 
today’s world but what we have around us is not natural, it has all been designed. 
None of us humans exist in our natural state. We inhabit a world that has been 
created to suit our needs. We agree and believe that we can design a social system 
of which we are part that facilitates positive interactions across diverse ways of 
being. It requires giving up our habitual ways of being through mindfully 
changing the beliefs instilled in us during our upbringing. Aggregating by 
similarities is one of our natural neural traits [12] around which tribal societies 
were created. Hence we have a long history of tribalism. Some may even argue  
for it to be natural. However, social science is increasingly showing that this is not 
so. Race, ethnicity, languages, cultures are all social constructs that foster 
tribalism [21]. 

Network technology is increasingly challenging societies based on tribalism, 
and our short, collective history of designing a caring diverse culture, is pointing 
in the right direction to create a peaceful world. Even though the media may have 
us believe otherwise—the world is much more peaceful now through social design 
than ever before [13, 14]. Research is showing that peace is measurable, 
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designable and executable if we are willing to change our rules of engagement to 
be based on globally agreed upon values [15].   

4 Key Learnings That Promote Collaboration across 
Differences 

As we reflect on the story narrated above of our extraordinary journey, here are 
some key points that we have learned to successfully collaborate.   

The human qualities we have found useful are: Active listening and 
understanding, caring, sharing, trust, value, commitment, empathy, common 
humanity, compassion, understanding, letting go of fear and negativity, forgiveness, 
receiving and giving love, acceptance, safety, reframing, gratitude, faith, charity, 
hope, open mind and heart, adaptive—willing to change the rules of engagement. 

How do we design a life with such qualities so as to relate to the other 
especially if they are different from us? 

Here is a list that captures our learning based on our journey: 

1. Connect to the breath 

This is most important to bring calm in the moment. Take a deep and relaxing 
breath, focus on it and be grateful for it (put a hand on the chest if needed). Breath 
is the essence of life and it is given to us and connects us to the other 
unconditionally. This awareness alone bridges the difference in the present. 
Despite its simplicity it is not always easy to implement, especially if we have 
grown up in a narrow tribal belief system because being with the other may evoke 
a state of fear within us. Our body is the best indicator of fear and connecting with 
it allows us to ground and center ourselves and harness its power by connecting to 
our breath [16].  

2. Develop personal integrity 

Confront the real source of anger, so as to be present for the other who is different. 
It requires that we can accept and actively understand our own feelings so that we 
can be present for the other on an as-needed basis [17]. This means getting in 
touch with the internal and external realities that we are encountering; 
understanding the frustration and anger we are feeling within us by becoming 
aware of it, its source, and committing to letting it go from within us. In other 
words “fess up” to our own reality, diffuse it from within us. It is not about the 
other and once the anger is understood it becomes innocuous. Our resolution to 
never go to bed angry with the other helped. It requires time for reflection and 
willingness to create a mutually understood environment of safety. Taking this 
time helps us. 
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3.  Acknowledge and respect the other’s feelings with humility and honesty 

Engage in active listening and understanding: to our inner self as well as the other 
so that the situation can be explored more deeply to gain a better understanding of 
the issues at hand. Mindfully examine the source of our own feelings. It requires 
gaining calm so as to not retaliate mindlessly in the heat of the moment, but 
embracing what is broken within us that we are projecting onto the other. It 
requires respect and caring for the wellbeing of the other. Since emotions are 
contagious it requires practice to learn to pause when aroused and examine the 
situation. We are getting better at it. 

4. Be willing to change our point of view and say sorry from the heart 

This requires opening up to new possibilities. It is important to know what is due 
to something we have no control over and something that is learned from our 
environment growing up. It requires changing the story that takes over our mind 
out of habit and telling it differently and seeing how it feels. However, the very 
willingness to say sorry with genuine feeling gives us a window to pause, breathe, 
accept, and self reflect on our own feelings for the other. This we find takes 
reflection and requires patience, commitment, and caring. 

5. Use power of commitment 

When we feel the stress of different ways in which we engage with the other, it is 
important to negotiate and design and implement a new functional rule of 
engagement so we accommodate the other in a positive light. Be aware and 
practice until this new engagement becomes a norm. Instead of perfection we have 
developed a Pareto rule of successful engagement. If we succeed 80% of the time 
we have done well and it deserves celebration. If the rule works 80% of the time 
in the relationship then the rule of engagement is worth keeping and adapting 
around. This has helped us most through our low points. 

6. Build trust with the other 

Build trust so that they can be who they are in our presence and vice versa.  This is 
the hardest when deep social prejudices are acculturated within us growing up that 
create the mistrust of the other. The insidious part of this is that we are 
consciously unaware of this tribalism within us. Building this bridge is essential 
for meaningful collaborations. It requires cultivating a new belief system. The fast 
emotional brain that jumps to older unconscious behavior patterns needs to change 
so that the stories we tell ourselves change. This is a challenging but rewarding 
achievement [18]. Understanding, caring, and empathy are essential for this. For 
example the deep racial divide that we grew up with still stumps us at times and 
by acknowledging its source and challenging its validity through breathing and 
active understanding of its source helps. 
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7. Create a common set of values 

Common values are needed for daily living so meaningful relationships can 
develop [19]. Fortunately for us our core values were mostly aligned. However, 
there were many ways in which we mindlessly acted that did not square with 
them. We had to negotiate to come to commonly held values. It is something we 
still work on. 

8. Have open dialog and communication 

Establish communication through mutual acceptance and caring. It is willingness 
to be open and to discuss what matters to us and discover and acknowledge the 
positive qualities of the other [20]. This is challenging especially in a hierarchical 
tribal system. Bringing it into the open in a thoughtful caring manner can be 
difficult but is doable. 

9. Be willing to bring the functional, relevant, and shared expectations from 
the past 

To create a meaningful future, be willing to recognize, let go of, and reframe past 
behaviors or rules of engagement that are irrelevant. One way is to use 
regenerative questioning, also known as killer questions, to reflect on what is 
coming in the way of collaboration: what and who is important in this going 
forward, what is the need here, why is it important to bring about the change, and 
how will I achieve it going forward. We have found it very helpful especially in 
sticky situations. 

10.  Connect to common humanity when differences are amplified 

When the mind focuses on the differences that separate us, taking a moment to 
connect to our common humanity of caring and sharing helps us to connect and 
collaborate. “He/she is just like me” helps to connect and bridge the difference. 
This is very useful in letting go of old grudges and historical wrongs and hurts. 

11. Expose and let go of conscious or unconscious judgment 

Let go of judgment and competition to level the playing field so that both can save 
face and win. Acknowledge and embrace what is coming in the way and then 
consciously let go of the past to create a new present. This is especially true in 
hierarchies where there are status differences. It requires defocusing and looking 
at the larger picture where both are active participants.  

12. Make room for gratitude in the moment and for the moment 

Suspend unnecessary criticism of self and others by letting go of grudges, regrets, 
and resentments through compassion, care, and connecting to the underlying love 
of humanity. Instead, appreciate what the other has done and accomplished. Focus 
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on what works instead of being consumed with what doesn’t. It requires us to 
connect to the larger picture and put the current interaction in perspective. Going 
to bed and waking up with a gratitude list is very helpful. Above all enjoy the 
moment for it is truly a gift. 

5 Conclusions 

Unbeknownst to us our decision to marry and create a family was a crucible for 
learning about living with diversity and designing inclusivity.  

To live our life in harmony, we consciously practice using these learned tools 
that are applicable when our differences make it hard for us to include the other. 
For example, when we feel stressed in approaching someone who is different in 
status and it is hard for us to communicate openly with them. We become aware of 
this stress in our body. We connect with the breath, know it is based on fear of 
authority from the past. We reach out to the other. It helps us to be aware of it, feel 
it and know that it is not real in the moment. It has nothing to do with the person 
we are approaching in the moment, but is a learned rule of engagement from the 
past that is not serving us in the now.  By spending some time in this felt sense 
and reframing it as the sense of safety that, in reality it is, we are able to let go of 
misperception and relax. So when we actually encounter this person we can be 
more present in our communication and engagement and enjoy the experience.    

However, do we always succeed in relating when our differences make an 
alliance difficult and it is difficult to include the other collegially in our endeavor? 
No, especially if we approach the situation based on long standing behavior 
patterns and rules of engagement or unconscious beliefs that have not yet been 
reexamined. However, we get better at their use every day and succeed 80% of the 
time. That brings peace in our relationship and suffices until further stressful 
encounters occur such that we are not able to handle our differences collegially.  
Hopefully these tools will be all we will need in the last quarter of our life. 

Our children are grown and are professionals in their own right, doing well. We 
can see that they and the course of their lives have been instrumental in teaching 
us the twelve techniques listed above. Likewise the families and cultures we grew 
up in, have informed us with their openness to adapt and change in response to 
challenges. Our students, and international colleagues, have each one taught us 
something about how to adapt our rules of engagement to include them. We take 
this moment to express our gratitude to all that have contributed to our learning of 
how to be inclusive. 

5.1 Open Invitation 

We have shared our experiences living with diversity that have helped us to live and 
love through learning how to relate with each other by being inclusive. We would 
like, you the readers, to reflect on your own journey and examine interactions in 
diverse settings. Have you used any of the techniques we have identified yourselves 
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and have they been helpful? Are there some techniques that work for you effectively  
that we have not included that facilitate your collaboration across differences? 
Please let us know at manjulawaldron@gmail.com. We will acknowledge your 
response and add to our list for future use. 
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2 Computer Aided Mechanism Synthesis:
A Historical Perspective

Thomas R. Chase, Gary L. Kinzel, and Arthur G. Erdman

Abstract. The age of computer aided mechanism synthesis began in the late 1950’s,
as Freudenstein & Sandor published the first paper on the topic [14]. Many excit-
ing developments occurred over the next 60 years, resulting in the development of
multiple intriguing mechanism synthesis packages at several leading research insti-
tutions.

This paper provides an historical overview of the developments in computer aided
planar linkage synthesis in the time window of 1955 to the present. The origins and
legacies of those packages are reviewed. Key contributions to the field by Waldron
and his associates are recognized.

1 Introduction

The design of many machine elements is accomplished by developing the input-
output equations and solving for the design parameters by inverse methods. When
linkages are involved, however, the solution space is usually so nonlinear that it
is difficult to develop viable solutions simply with inverse techniques. Therefore,
special approaches to linkage synthesis problems which incorporate the constraints
directly into the synthesis equations have been developed.

The majority of linkage synthesis problems can be classified in one of four cate-
gories: function generation, motion generation, path generation, and crank-rocker
synthesis [43]. Of these four types of problems, function generation and crank-
rocker synthesis can usually be approached using relatively simple special purpose
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programs or they can be recast as special case motion generation problems. There-
fore, the most difficult problems tend to be motion generation and path generation,
and this is where much of the effort in developing robust computer-aided design
(CAD) programs has been concentrated.

Since computers became available in universities in the late 1950’s, much time
and effort has been expended by engineers and computer scientists to develop design
software that will simplify the linkage design process. Most of the early work was
done by relatively young faculty members who had an intense interest in kinematics
and were intrigued by the new tool that computers offered. A few of these efforts
led to the development of software packages that were relatively widely used and
even commercialized.

This paper will provide a historical overview of the development of computer
aided mechanism synthesis programs. The scope is limited to planar linkages. Al-
though path generation will be mentioned because it is covered by some of the
software packages, the main emphasis in the paper will be on CAD approaches to
motion synthesis.

The methodology of synthesizing linkages using precision precisions is con-
trasted with optimization methods in Section 2. Problems that can arise during pre-
cision position synthesis are also introduced. Early linkage synthesis programs were
all developed at research institutions; they are reviewed in approximately chrono-
logical order in Section 3. More recent efforts are typically developed as extensions
to existing commercial CAD software; they are described in Section 4. Some spec-
ulations on the future of computer aided linkage synthesis programs are offered in
Section 5. Conclusions are in Section 6.

2 Technical Approaches Used in CAD Software

Motion generation has been approached using two fundamentally different ap-
proaches. In the first, a large number of positions of the moving plane (coupler)
are specified, and the best linkage which moves the coupler through the positions
in an approximate sense is determined through a mathematical optimization process
(for example, see [25]). In this approach, the coupler is unlikely to pass through any
of the positions exactly. This approach is based more on optimization concepts than
on kinematic concepts.

The second approach, which is emphasized in this paper, is based on precision
position synthesis. In this approach, the linkage is designed such that the coupler
passes through a modest number of prescribed positions exactly. This approach usu-
ally results in multiple solutions. Optimization may be used ultimately to select the
best linkage from the domain of possible linkages; however, optimization consti-
tutes a secondary process.

In the precision position synthesis approach to motion generation, 2-5 positions
of the coupler relative to the reference link can be specified. The two position prob-
lem yields three infinities of solutions. Even with five positions, multiple solutions
can result.
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The definitions of circuits and branches of linkages proposed in [5] will be
adopted in this paper: A circuit is defined as all possible orientations of the links
which can be realized without disconnecting any of the joints. If a circuit contains
stationary configurations, a branch is defined as a continuous series of positions on
the circuit between two stationary configurations. Using these definitions, four-bar
linkages satisfying the Grashof criteria have two circuits while those that do not
have one. The single circuit of a non-Grashof four-bar linkage has two branches.
A crank-rocker or double-crank has two circuits, but since they do not contain sta-
tionary configurations, branching is irrelevant. The two circuits of a rocker-crank or
Grashof double-rocker both contain two branches.

Solutions generated using precision position based synthesis methods are not use-
ful if the precision positions fall on different circuits. They are often not useful if the
precision positions fall on different branches. In addition, solutions may be defec-
tive because they pass through the precision positions in the incorrect order [39]. In
some situations, the designer is interested only in solutions that have fully rotatable
driving cranks (for example, [16]). Basic precision position synthesis methods leave
it to the user to determine whether a solution suffers from any of the possible kine-
matic defects. Some of the sophisticated synthesis packages described in Section 3
are programmed to automatically sort out desirable solutions from defective ones.

In the majority of cases, even after eliminating solutions with circuit, branch,
order, or crank rotatability defects, the designer must still choose among multiple
solutions. She may do this by explicitly identifying additional constraints or by us-
ing objective or subjective techniques for selecting among the various choices.

One of the main features of CAD software is to help the designer choose the
most desirable solutions. The main objective of all software that is to be used by
technician level designers is to provide an environment that will allow the designer
to obtain a good or near optimum solution quickly without needing an in-depth
knowledge of theoretical kinematics. As will be discussed when individual software
packages are described, programs provide this assistance by graphical interfaces that
guide the designer through the process, by incorporating sophisticated mathematical
optimization routines, or by incorporating pattern matching and/or knowledge based
systems that narrow down a large number of solutions to a small number (perhaps
one) that the user can easily evaluate.

3 The Early Years of Software Development

Freudenstein and Sandor [15] were the first to publish a paper which utilized a
“digital computer1” to synthesize a linkage. Their program was set up to design four-
bar linkages for path generation with prescribed timing for five precision positions.
Their program was written for a specific computer, the IBM 650, but it likely would
have been adaptable to any similar machine which used the same programming
language.

1 At the time of publication, analog computers were commonplace.
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Freudenstein and Sandor’s pioneering synthesis program was also the first to
attempt to identify the best of multiple synthesis solutions. Up to four dyad solutions
exist for the five-point synthesis problem. These can be combined to create up to
six four-bar linkage solutions, which can be extended to twelve by constructing
cognates of these linkages2. Their program automatically selected the best solution
based on a quality index comprised of the ratio of the shortest link length to the
longest link length times the range of the driving crank rotation. The program also
performed a displacement analysis of the solution for evenly spaced increments of
the driving crank, establishing a precedent that would be followed by several later
programs.

Freudenstein and Sandor [15] provide several examples of how the synthesis
program presented in [14] can be utilized to solve several related synthesis prob-
lems. Specifically, they demonstrated the synthesis of a four-bar function genera-
tor, a geared five-bar linkage, and a two-degree-of-freedom seven-bar linkage. They
also provided a more detailed theoretical derivation of the five precision position
solution. They suggested generalizing Burmester theory to the case of observing the
motion of one moving plane relative to another, thereby anticipating the formulation
of triad synthesis methods [4].

Kaufman pioneered mechanism synthesis using interactive computer systems
[26]. His “KINSYN” program was the first to utilize an interactive input device,
a data tablet, and an output display, a dynamic cathode ray tube (CRT), to enable a
user to interact with the program while it was running (see Fig. 1). The early ver-
sions of the program described in [26] utilized a custom hardware system, so it was
only operable at its development site (MIT). It featured an impressive list of synthe-
sis capabilities, including motion generation for two, three, four and five precision
positions. The program was capable of designing linkages with slider joints in addi-
tion to revolute joints. It was capable of analyzing tentative solutions to determine
their Grashof type, circuit, branch, order of traveling through the prescribed posi-
tions, transmission angle, and acceleration. It could animate solutions on the display
device, including multi-loop extensions to the basic four-bar solution.

A later version of KINSYN, “Micro-Kinsyn”, was re-designed to run on an Apple
IIe personal computer augmented with a custom input module [18]. Unfortunately,
it did not prove feasible to keep the program current with the rapid pace of computer
hardware development at that time.

Erdman and associates [11] developed another early interactive mechanism
synthesis package, the Linkage Interactive Computer Analysis and Graphically
Enhanced Synthesis Package (LINCAGES)3. LINCAGES overcame the need for
specialized hardware by utilizing either a commercially available “storage tube”

2 Up to 18 solutions were created if the user chose to release the prescribed timing constraint.
3 The third author recalls that the LINCAGES project was initiated only because KINSYN

was not available outside of MIT in its early days, so the creation of LINCAGES was
necessary to expose University of Minnesota students to Kaufman’s groundbreaking inter-
active synthesis strategy.
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Fig. 1 The KINSYN III hardware. The human user was utilized as an integral part of the
synthesis procedure. The user observed the current state of the design on the CRT screen
and input directions for continuing the synthesis by way of a data tablet. As such, KINSYN
may have constituted the first interactive computer aided engineering program. (Published by
ASME, FIGURE 1 from [26], Journal of Engineering for Industry, Vol. 99 No. 2, by Rubel,
A. J., and Kaufman, R. E., 1977.)

graphics display4 or a teletype for both input and output to a mainframe computer
operating in time sharing mode. While the teletype option was slow and had poor
resolution, it made the program accessible to venues where linkage synthesis tools
had been previously unavailable. The early LINCAGES program had the capability
to synthesize four-bar motion, path and function generators for three, four or five
precision positions, although the four point capability was developed more exten-
sively than the other options.

Both the centerpoint curves and circlepoint curves were displayed for four point
solutions, and the user could interactively select from either one. Solution dyads were
parameterized according to the rotation of one of the dyad vectors between the first
and second precision positions, β2 (for example, β2A in Fig. 2). While not ideal by
way of intuitive understanding5, this parameterization enabled the user to explore
the entire domain of solutions associated with four point synthesis. This was done by
creating a table of tentative solutions where a range of β2 values for driving dyads was

4 Storage tube displays were popular from about 1977-1987. They were relatively affordable
interactive displays. Once a line or character was written to the screen, it would remain on
the screen until the entire screen was erased, usually a matter of a minute or more.

5 The matter is further complicated by the fact that each β2 value has two different dyads
associated with it; for example, see [3].
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Fig. 2 Four bar motion generators are synthesized by combining two dyads, (WA +ZA) and
(WB +ZB). β2A represents the rotation of vector WA from precision position 1 to precision
position 2. LINCAGES utilized the β2 value of a dyad to parameterize all solutions to the
four precision position synthesis problem.

represented in the rows and a range of β2 values for follower dyads was represented in
the columns (see Fig. 3). The minimum transmission angle at the precision positions,
if the solution was free of the branch or circuit defect, and the maximum link length
ratio was calculated for each combination of two dyads. The user could then identify
an attractive solution by selecting a solution from this table.

Filemon [13] authored a seminal paper on identifying portions of Burmester
curves for four precision position synthesis which would produce linkages which
have kinematic defects. Specifically, she identified sections of the curves where the
precision positions could be reached in the correct order by continuously rotating
a selected crank link, and where the follower link would not change position from
above the ground link to below the ground link. The latter would lead to either a
circuit or branch defect in the solution.

Filemon did not develop a computer based synthesis program. However, her pi-
oneering work inspired Waldron and his associates to greatly extend and refine her
work to the point that it could be utilized for computer assisted linkage synthesis.
Waldron coined the term “solution rectification” to describe methods to eliminate
spurious solutions in an a priori manner. Ultimately, he developed techniques for
solution rectification for four-bar and slider-crank linkages for 2-5 precision posi-
tions. Rectification of the circuit and branch problem is addressed in [37, 40, 44, 45].
Identifying linkages that traverse the prescribed positions in the correct order is ad-
dressed in [39, 40, 44, 45]. Identifying linkages with a specified Grashof type is
addressed in [38, 42, 34]. Controlling the transmission angle at the design positions
is addressed in [35, 46].

The Rectified Synthesis, or RECSYN, program of Waldron and associates [6]
implemented their solution rectification methods in a powerful four-bar synthe-
sis program. While set up for synthesis for motion generation, path and function
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Fig. 3 The “TABLE” function in LINCAGES enabled the user to quickly explore the entire
solution space for promising solutions. The solutions in the matrix correspond to selecting a
driving dyad with a β2 value shown in the left column and a follower dyad with a β2 value in
the bottom row. The top number in each matrix entry represents the minimum transmission
angle at the precision positions, if one exists. The lower number indicates the maximum link
length ratio of the solution. A top entry of “R−R” indicates that the solution has changed
branch between precision positions, while “BRAN” indicates that the solution has changed
circuit.

generators could also be synthesized by applying kinematic inversion. The original
RECSYN was designed for storage tube type interactive displays, and it exploited
an evanescent imaging option6 to dynamically “rubber band” links corresponding
to each synthesis step to the interactive selection cursor.

RECSYN had a very well developed three point synthesis option, as Waldron
recognized the common need for three point solutions to practical problems. The
user was guided to select a circlepoint defining a follower dyad prior to a driving
dyad. Regions where placing a circlepoint would lead to a relative rotation between
the coupler and follower greater than 180◦ were automatically deleted, as this would
lead to solutions having a circuit or branch defect. Waldron created a method which
he called the modified Filemon construction7 to identify portions of the plane where
circlepoints for the driving dyad could be selected without causing the transmission
angle to change sign. Once a follower dyad was selected, the graphics display was
updated to present the results of this construction, and the user was guided to select
a driving dyad circlepoint in the remaining allowable regions. The Grashof type of
a grid of sample solutions was also displayed in the allowable region. A final useful
feature of the three point option was the display of the slider point circle. In addition

6 The evanescent image was a dim dynamic image superimposed on the static background
written to the storage tube display.

7 The method was inspired by a similar construction applied to centerpoints by Filemon [13].
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to its utility for designing slider-crank linkages, this circle also enabled identifying
portions of the circlepoint plane where link length ratios tended to be poor.

The four point solution was equally well developed (see Fig. 4). The display for
selecting the follower circlepoint would remove portions of the circlepoint curve
where the relative rotation between the coupler and follower would exceed 180◦.
Once a follower link was selected, Waldron’s modified Filemon construction was
applied to identify portions of the circlepoint curve where moving pivots for driv-
ing dyads could be selected without causing the transmission angle to change sign.
Finally, the circlepoint curve was subdivided so as to indicate the order of rotation
of the driving crank as it passed through the precision positions8. RECSYN also
included a five point option, but performing a comprehensive check of the small
number of five point solutions proved more efficient than attempting to adapt solu-
tion rectification to this problem.

RECSYN was later extended to include several additional useful features [31].
Two position synthesis was added, where Waldron’s modified Filemon construc-
tion was performed to help select a driving circlepoint. The program was modified
to handle solutions for parallel precision positions where possible. A unique en-
hancement consisted of augmenting the modified Filemon construction to include
a “starburst” of lines through the selected circlepoint that indicated the highest de-
viation angle reached at all the precision positions. Other enhancements included
the addition of optimization techniques to choose the best linkage for 2, 3, and 4
position synthesis based on the link length ratio and transmission angle [1, 28, 33].
The optimization approach was later extended to allow the two middle positions in
a four-position problem to vary within a given tolerance range to extend the range
of the design parameters in the optimization process [36].

The MECSYN program [23, 30] was developed in the same time frame as KIN-
SYN and LINCAGES. MECSYN is notable for two reasons. It constituted the first
program to be capable of designing multi-loop mechanisms. The program had the
ability to kinematically invert9 basic dyads, which enabled it to synthesize Stephen-
son six-bar linkages and other mechanisms more complex than simple four-bar link-
ages [22]10. Second, it was the first program capable of synthesizing linkages for
multiply separated positions11. Four or five multiply separated position problems
could be solved.

The SOFBAL program [32] originated with the same group that developed MEC-
SYN. SOFBAL constituted a blend between Burmester theory based synthesis
methods and synthesis by optimization. Burmester theory was used to generate cir-
clepoint and centerpoint curves for four positions. However, the user did not di-
rectly select solution linkages from the Burmester curves. Rather, the curves were

8 Features varied between versions. The version illustrated in Fig. 4 does not appear to im-
plement this feature.

9 Kinematic inversion refers to the ability to change the link which is assumed to be attached
to ground.

10 MECSYN is cited as being a work in progress in the conclusion of this paper.
11 Multiply separated positions enable specifying velocity and other higher derivatives at

specified precision positions.
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Fig. 4 A screen shot from the RECSYN program for synthesizing a motion generator for
four precision positions. Both the centerpoint and circlepoint curves are shown. The user can
select points from either curve. The small coordinate systems represent the four precision
position definitions. The crosshatched areas represent regions that are forbidden for selecting
circlepoints for the driving dyad, determined by Waldron’s modified Filemon construction.
They were added to the display following selection of a driven link. Point “B”, labeled on
the circlepoint curve, represents Ball’s point, corresponding to a driving slider. Users were
advised to avoid selecting circlepoints near, but not on, this point because they would tend
to produce solutions with poor link length ratio, as slider solutions correspond to drivers of
infinite length. As the user selected enough points to complete a linkage, its Grashof type
was indicated by lighting up the appropriate box at the bottom of the screen. After the so-
lution linkage was specified, RECSYN animated the linkage throughout its feasible range.
The minimum and maximum values for the transmission angle and link lengths were also
summarized. (From [27].)

parameterized and a grid of solutions mapping the entire possible solution space
was constructed in a manner similar to the “TABLE” command in LINCAGES (see
Fig. 3). A quality score was then assigned to each solution in the grid by applying a
user-controlled objective function. The user then interactively refined the search by
manually zooming in on promising portions of the grid. SOFBAL shared the mul-
tiply separated position capability of MECSYN. Unfortunately, neither MECSYN
nor SOFBAL ever became widely available.
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The SIXGUN program [2], authored by the group which created LINCAGES,
was designed specifically for synthesizing multi-loop mechanisms12. The compu-
tational engine of the program could generate Burmester curves for four precision
positions for either dyads or triads. Relative precision positions, described in [4],
were used to implement kinematic inversion for synthesizing triads. The program
would establish the topology of the mechanism being designed by reading files that
were external to the program. As a result, any mechanism that could be modeled
with free vectors, dyads or triads could be designed, including all the Watt and
Stephenson six-bar linkages [10]. SIXGUN was never released in its most general
form, since a non-expert user could potentially define a nonsensical combination of
synthesis components. The LINCAGES-6 package [24] addressed that problem by
modifying the original program so that it was limited to synthesizing a catalog of
pre-defined six-bar linkage topologies.

Fig. 5 A screen shot from the SIXGUN program. The program was set up to synthesize
a Stephenson I six-bar linkage in this example. The generic topology of the linkage being
designed was illustrated in the figure in the right column. This topology was defined by a file
separate from the program itself. The numbering of the pivots indicates the order in which
they were selected. In this example, the position of point 1, the angle of link 1-3-4, and the
angle of link 5-6-7 were defined by precision positions input from the user. The user was then
guided to select either pivot 2 or 3 from a set of Burmester curves. A free vector was then
used to set the position of pivot 4 relative to pivot 1 at the first precision position. The user
could then select either pivot 5 or 6 from a new set of Burmester curves generated using the
placement of pivot 4. A final set of Burmester curves was generated for selecting pivots 7
and 8 by internally computing a set of relative precision positions from the earlier input and
selections. Note that the solution shown utilizes a slider point; i.e., pivot 5 is at infinity.

12 SIXGUN began as an attempt to codify the methods for synthesizing all six-bar mecha-
nisms defined in [12], but it quickly transformed into a more generic synthesis tool.
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One problem associated with designing multi-loop linkages using precision
positions is that solution mechanisms are more likely to suffer circuit or branch
defects than simple four-bar linkages. Mirth and Chase extended Waldron’s solu-
tion rectification methods to rectify the circuit problem in Watt [20] and Stephen-
son [21] linkages. Watt circuit rectification was implemented in a late version of
LINCAGES-6 [24]. Unfortunately, LINCAGES-6 was never migrated to computers
running the WINDOWS operating system.

4 The Evolution of CAD Software for Linkage Design

The early linkage synthesis programs were typically written in FORTRAN. As the
migration from minicomputers to personal computers occurred, FORTRAN became
less and less used compared to C and C++. The early programs had to be rewritten
to survive. During this transition, LINCAGES was maintained and enhanced, but
RECSYN was not. While simplified aspects of RECSYN were reprogrammed in
MATLAB for two and three positions [43], the original version of RECSYN was
not reprogrammed to run on mouse driven, Windows-based platforms, and therefore
the program ceased to be used.

As the personal computer became commonplace, the price of both computers
and software tended to decrease significantly. In addition, both the graphics capabil-
ities and the speed of computers increased dramatically. At the same time, equation
solvers and constraint managers became more robust. This permitted the develop-
ment of very sophisticated solid modeling software based on parametric design [29].

Two approaches to the development of linkage synthesis software evolved based
on the increased computing and graphics capabilities available. The first utilized
these capabilities directly to improve the user interface and to use search engines
and knowledge bases to guide the user toward good solutions to complex design
situations. Two programs which used this approach are LINCAGES and WATT [8].
LINCAGES in particular maintained the solid theoretical base discussed previously
beneath a graphical user interface that guided even novice designers to good solu-
tions to complex problems.

WATT was a suite of programs developed by Heron Technologies in the Nether-
lands. Not much has been published on the technical details for the WATT Suite;
however, it appeared to have had a parameter reduction routine to limit the number
of design parameters which must be considered. It then appeared to create a large
number of trial solutions based on the most important design parameters and per-
form an efficient pattern-matching search of the data base to come up with viable
solutions. These solutions then appeared to be refined using a genetic optimization
algorithm, and a list of the best solutions were presented to the user. The user could
quickly sift through the solutions by analyzing each for the full cycle of interest.
The program was applicable to both path and motion synthesis, and the user could
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select from eight possible mechanisms13. The user interface was carefully designed
to present the most important results on a single screen.

The WATT program was well suited to industry and was upgraded to run on Win-
dows XP. Unfortunately, development seemed to have stopped around 2005 and the
program was unavailable by 2012. Heron Technologies has removed the information
for the program suite from the company web page.

During the last 10 years, solid-modeling programs such as ProEngineer, Solid-
Edge, and SolidWorks have incorporated kinematic analysis capabilities which pro-
vide the designer with visually realistic linkage animations along with analytical
results for velocity, acceleration, forces, mechanical advantage, and interference.
The analyses can be conducted quickly, making trial and error iterations possible
for relatively simple problems. In addition, the very nature of the parametric design
programs gives the designer access to the constraint manager. Constraints like per-
pendicularity, parallelism, concentricity, coincidence, etc., are integral to the func-
tion of solid modeling programs. Because these are also some of the same geometric
operations required for kinematic synthesis, solid modeling programs provide a nat-
ural environment for direct kinematic synthesis.

The SyMech Design Modules [7, 47] utilize the ProEngineer platform for the
synthesis of four-bar and multi-bar mechanisms. SyMech operates within the Pro-
Engineer environment, so the designer must already be using ProEngineer. The
program uses the equations from basic kinematic theory for four-bar linkages to-
gether with mathematical optimization and an interactive graphical user interface
to guide the designer toward optimum solutions. The results are displayed and an-
alyzed by ProEngineer directly. The four-bar module (SyMech-4) incorporates the
basic equations (templates) for synthesis for motion generation, path generation,
crank-rocker design, and function generation. The special cases for straight-line
mechanisms and parallel motion mechanisms are also included. The user can check
for circuit, branch, order, and interference defects by animating the solution within
the ProEngineer environment, and she can adjust the design parameters to attempt
to correct for these defects.

The multi-link version of the program is called SyMech-n. Technical details on
the kinematic theory for the program do not seem to have been published. However,
the program appears to be suited to problems which can be solved by a series of
four-bar linkages which can be connected using function generation. Again, once a
basic type of linkage is identified, it can be optimized by the user by analyzing and
animating the linkage in the ProEngineer environment.

Because solid modeling programs already incorporate the graphic constructions
required for kinematic synthesis as preprogrammed constraints, a novel approach
to synthesis has been proposed by Kinzel, Schmiedeler, and Pennock [17]. This
approach does not require a separate program for kinematic synthesis because all
of the operations are accomplished within the parametric design program. The
kinematic constructions are set up for a generic problem in the parametric design

13 The available mechanisms were the four-bar, slider-crank, geared five-bar, Watt 1 six-
bar, Watt 2 six-bar, Stephenson 1 six-bar, Stephenson 3 six-bar, and eight-bar for parallel
motion.



2 Computer Aided Mechanism Synthesis: A Historical Perspective 29

environment. Design parameters are adjusted to produce a solution in real time by
using either the drag function on the graphics display or by typing in numerical
values to force the design to conform to predefined specifications. In essence, the
designer produces a “program” in the graphics environment to solve an entire class
of problems simply by changing the parametric variables directly. The construction
constraints are maintained by the program’s constraint manager. This approach is
called “graphical constraint programming” or GCP. This procedure can be used di-
rectly for crank-rocker design, function generation and motion generation. Even the
5-position problem in motion generation can be solved using this procedure. The
procedure also works for path generation if the solid modeling program can store
the coordinates of points along the path to be followed. Mirth [19] applied the GCP
approach to the synthesis of six-bar linkages.

5 A Possible Future for CAD Programs for Linkage Synthesis

Linkages permeate the design environment, but the number of individuals who solve
problems complex enough to require programs like KINSYN, LINCAGES, REC-
SYN, SyMech, and WATT is relatively small. The number is further reduced by
the fact that modern solid modeling programs are so easy to use that even moder-
ately complex problems can be solved iteratively in the graphics environment. The
number of tractable design problems is further expanded by GCP, which does not
require an extensive knowledge of kinematic theory or programming. Therefore,
it is unlikely that any future company can survive if that company’s only revenue
stream is based on the sales of kinematic synthesis software. On the other hand, it
is possible to develop and maintain sophisticated kinematic design programs within
universities or in businesses which use the programs as a tool for product design or
consulting. Such programs can be sold for supplementary revenue, which can justify
making them available outside the home institution. Therefore, hopefully programs
like LINCAGES and SyMech will survive well into the future.

In addition, it is recommended that solid modeling vendors include simple syn-
thesis modules as part of their basic environment in much the same way that they
provide analysis modules now. They should also promote using the basic environ-
ment for sophisticated designs using GCP. While a learning curve is associated with
the process, it is well within the capabilities of technical school graduates or expe-
rienced designers.

6 Conclusions

The market for kinematic software is too small to expect a large number of linkage
synthesis packages to be available in the future. Nevertheless, the impact of the com-
puter assisted linkage synthesis programs that have been developed should not be
underestimated. KINSYN may have constituted the first truly interactive computer
aided engineering system, leveraging both the distinct computational capabilities
of the machine and the intuitive capabilities of the human in the loop. LINCAGES
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and RECSYN extended that strategy. These groundbreaking programs may have
inspired later interactive computer aided engineering applications.

The time savings of utilizing interactive linkage synthesis tools is dramatic. An
optimal solution might be found in the course of an hour rather than days or even
weeks. In some cases, the computer based tools were equally useful for bringing to
light quickly that no practical solutions were available using a certain set of preci-
sion positions. Previously, the designer may have invested a great amount of effort
to reach the same conclusion. The interactive programs can also indicate that the
problem might be correctable by relaxing a constraint on the original positions.

As graphical user interfaces have improved, the scope of problems that can be
solved quickly in the computer aided drafting environment has increased. There-
fore, the need for standalone kinematic synthesis programs has decreased. How-
ever, a class of problems is always likely to exist that is sufficiently complex that
they cannot be solved easily by manual iterative methods alone, even by experienced
designers. Therefore, the development of special kinematic synthesis programs, es-
pecially in universities and research departments, continues to be justified.
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3   An Excellent Adventure 

Vincent J. Vohnout  

1 Introduction 

This paper concerns aspects of the conception, design, building and testing of the 
Adaptive Suspension Vehicle (ASV) for which Ken Waldron was a Principal 
Investigator. The ASV was a hexapod vehicle of 7500 lb gross weight that was 
completely self-contained in terms of motive power and motion control. I (the 
author) was involved in the project, in turns, as Ken’s graduate student, a 
university research associate, the chief mechanical engineer on the ASV, and an 
engineering contractor. This project was conducted at The Ohio State University 
from 1982 to about 1990 and funded, in the most part, by the Defense Advanced 
Research Projects Administration (DARPA). It is not my intention to provide 
much technical detail about the ASV; the interested reader is referred to the 
publications listed in the reference section of this paper and /or to Ken’s own 
extensive bibliography on the topic. What I intend is to recount my experience 
with Ken Waldron as a director of the greatest engineering adventure of my 
career. Also, I will not be too rigorous as to exact dates or to the 
acknowledgement of the many who made contributions to the project. Space in 
this paper and my memory will not permit it. What is hoped for is to describe how 
such a complex system as the ASV could successfully be developed at a university 
principally by a group of graduate students and freshly minted engineers. Since 
this paper is ostensibly a technical document, I can (must) provide the answer here 
in the introduction. It was the team structure of the program that made the ASV 
one of the most successful hardware projects that our DARPA contract manager 
had known.  

Teams, in any arena, are strongly influenced by their leaders/coaches, and the 
ASV team was no exception. Ken and Dr. Robert McGee from the Department of 
Electrical Engineering were the co-Principal Investigators (PI’s) and thus had full  
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Fig. 1 Author driving the 
ASV during advanced field 
trials at the OSU agriculture 
fields, 1987. The posture 
shown is the first part of a 
large obstacle negotiation 
maneuver call the “Praying 
Mantis”. In this stage the 
ASV balances and rears back 
on the rear four legs in order 
to place the front feet on top 
of an obstacle that is taller 
than the normal foot lift of 
the front legs. 

 

 
executive power over the project. Rather than being dictators, though, they took 
the coach’s approach. (Also, they worked well together as co-PI’s.) This I believe 
was a fundamental enabling factor in the success of the ASV. 

2 The Adventure Begins 

In 1980 I applied to and was accepted into the Masters graduate program in the 
Mechanical Engineering Department of The Ohio State University. During my 
entrance interview with the then department chairman, I turned down a teaching 
assistant position (I don’t like children much) but thankfully accepted a research 
assistant position. At the end of the interview the chairman provided a list of 
research projects in the department that were in the market for new research 
assistants. I started that afternoon working my way down the list in order to find a 
project for which I might be a good fit and have some genuine interest. I had 
interviewed with a few projects that included one on gear rattle, one on coal 
combustion and a very short meeting with E.O. Doebelin who told me as I stood 
in his office doorway, “I don’t do research, I write textbooks. I don’t know why 
they keep putting me on those lists” (or something like that). Ken’s name was next 
on the list. I found his office after some wandering in the old Robinson Lab 
building. Ken was in and was willing to talk with me about his current need of a 
grad assistant. He explained how the program involved the development of 
walking machines. My response was … whatever is a walking machine?? He gave 
me a brief background on the current state of ambulating machines that used leg-
like mechanisms in place of wheels or track loops as the locomotion elements. I 
was definitely interested in such a far-out program as I have always gravitated to 
the unconventional. He also made it explicit that this was a hardware-based 
program, not just a paper study. I in turn, described my major undergraduate 
course of study in Machine Design and my earlier experience as a Journeyman 
Tool and Die Maker. I stated that I would be very comfortable in a hardware-
based research project, especially one as unconventional as involving machines 
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with legs. Ken offered me the assistantship, and I accepted immediately. Leaving 
Ken’s office, I deposited the unfinished list of my interviews in the first 
wastebasket I saw in the hallway. 

After the short time to allow new assistants to settle into first quarter classes, 
Ken began the weekly (more or less) program meetings. These were small 
gatherings at this time since this was the pre-ASV period. Work was focused on 
laboratory-scale machines intended to demonstrate to our sponsors (current and 
potential) that we knew what we were doing and had the True Vision. Ken had an 
open approach in these early program meetings that I appreciated a great deal. I 
had quite enough strict autocratic direction during my Tool and Die 
apprenticeship. I recognized that some of his students were uncomfortable with his 
lack of specific, line-item direction for their research, but it is my opinion that 
Ken’s approach promoted creative, independent thinking that generated the kind 
of results that such programs require (and is also a true goal of graduate-level 
education). 

When I joined Ken’s group, the OSU Hexapod was still the only walking 
machine at OSU and chiefly the toy of the electrical-controls guys. The OSU 
Hexapod had been, until then, a laboratory machine developed by Robert McGee 
as a test bed for digital control of multi-legged machines. It was quite successful 
for its time, and the resulting publications generated significant interest in the then 
new Digital Control community. However, non-academic onlookers (in the 
potential sponsor community) were critical of the very poor energy efficiency of 
the OSU Hexapod. They reasoned that such machines could never cut their power 
and data cables and leave the lab since they would never be structurally able to 
carry their own computers and power supplies. This was the conclusion of a 
simplistic linear extrapolation by the onlookers, but represented a real issue to be 
addressed if funding was to be secured from the deep pockets of DARPA. I 
believe it was this issue that led the electrical-controls guys to decide to talk with 
someone in Mechanical Engineering, but I am not certain since I was not there yet. 
More importantly, it turned out to be Ken they contacted, and as a consequence, 
the legged locomotion energy efficiency issue became the topic of my Master’s 
work with Ken. As the prime directive for my thesis work, Ken was brief and 
clear. I needed to generate a leg design and actuation method of comparable scale 
to the OSU Hexapod that would be, as a minimum, an order of magnitude more 
efficient in a justifiably equivalent comparison. Hence, the title of the thesis was 
“Mechanical design of an energy efficient robotic leg for use on a multi-legged 
walking vehicle” [5]. Luckily, the program team included others working on other 
aspects of the ambulating machine problem which, with Ken’s fairly open 
management style, provided for a synergistic atmosphere, and new ideas could be 
easily presented (excepting violations of the 2nd Law of Thermodynamics ). 

I recall the early program meetings with Ken concerned discussions on the 
optimum kinematics for an efficient walking machine leg. Nearly all experimental 
machines up to then used an insect-like design where the main foot motion was 
generated by a rotation about a vertical hip axis. Consequently, the plane of a leg 
was generally perpendicular to the machine plane of symmetry and principle  
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Fig. 2 The OSU Hexapod during laboratory testing of obstacle traversing. This 18 DOF 
machine weighed 220 lbs (100Kg) and was one of the first walking machines that could 
operate under full digital control. Not shown is the large power and control cables attached 
at the rear of the machine. (~1975) 

direction of motion. Such leg kinematics generated large moments, as a function 
of machine weight, on the hip actuators and required continuous coordination of 
hip and knee rotations in order to keep the foot path straight (relative to the body) 
and the body height constant. For the PDP 1170 that was used (which was state of 
the art at the time), this represented a rather strenuous computational load. Ken 
suggested a more mammalian inspired leg design that would have its principle 
structural and motion plane parallel to the machine plane of symmetry and 
principle direction of motion. We termed this a planar-type leg. The advantages 
and disadvantages of a planar leg design were the subject of many meetings, with 
different mechanisms being presented for consideration. I have always been a 
proponent of simplicity, especially in machine design. As a consequence, I 
gravitated toward a simple four-bar leg mechanism solution. I no longer remember 
if I, Ken or someone else originally suggested a four–bar, but I recognized the 
advantages that included the potential elimination of two control DOF required by 
the Hexapod (abduction-adduction and body height) for straight motion. 
Additionally, a properly designed four-bar leg could recycle some of the main 
actuator energy during a stride [5]. After a lot of iteration and consultations with 
Ken, I found a four-bar solution with a coupler point curve that was straight over 
the hexapod stride length and remained so for a significant range of driven link 
lengths (foot heights). I presented my design at a program meeting and defended 
it. Ken did not give an easy pass to program elements that he considered 
important. It was not a good sign if he didn’t have at least an opinion about your 
idea. 
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With the leg kinematics defined, there was still a high-level program decision 
to be made before commencing with the mechanical design phase. Specifically, 
was a complete six-legged machine required or could we get away with some 
smaller number of legs in some appropriate stabilizing apparatus? With my 
graduation timeline in mind and the amount of work I would be required to do, I 
proposed that a single leg was sufficient to establish the energy requirements of a 
machine having six such. Ken agreed with my argument, perhaps in part because 
it would cost only a fraction of an OSU-hexapod-size six-legged machine. The 
subsequent single-leg test bed was named the Monopod. 

I designed the four-bar leg, employed a disk-type servo motor and a custom 
high efficiency 10:1 gearbox for the main drive, and custom designed ball screw 
actuators for the abduction-adduction and leg lift actuators, all of which provided 
big energy savings over the serial wound ac drill motors used on the Hexapod. 
The complete leg mechanism was mounted in the inner frame of a three-wheel 
cart. The inner frame had a guided vertical DOF that allowed the leg to rise in 
order to assume the body weight load of the virtual complete machine. A joystick 
was used to drive the monopod around the lab while collecting power and velocity 
data - sometimes just for fun. The Monopod cart provided a means to generate the 
required data, eliminating the need for an expensive stationary treadmill-type test 
stand. Also, lab space was easier to obtain if you promised not to bolt anything to 
the floor. After fixing the various and inevitable glitches, the energy efficiency 
tests were conducted and the data reduced in various ways in view of establishing 
a valid comparison. For the final assessment, I employed a dimensionless metric 
termed Specific Resistance (to motion) published by Gabrelli and Von Karmen in 
the 1950’s for comparing all manner of locomotion systems including animals [1]. 
The metric was beautifully simple, consisting of the power consumed divided by 
the speed and the weight in motion. Using this metric it was shown that a virtual 
Hexapod-size walking machine employing the Monopod-style four-bar leg would 
be 25 times more efficient than the OSU Hexapod. Results from my thesis were 
included in a report and new program proposal to DARPA. When Ken returned 
from Washington, I was informed that DARPA had agreed to fund a follow-on 
program. I thought this was great and that I would be involved as a postgrad 
research associate in making the virtual machine used in my thesis the new 
generation laboratory walking machine to replace the old OSU Hexapod. I 
correctly predicted most of the goals of the new program except the laboratory 
part. DARPA did not want an incremental approach to legged vehicle technology; 
they insisted on advancing directly to a vehicle that would operate in real field 
conditions under fully autonomous control and energy means. Basically we were 
thrown into the deep end of the pool to learn to swim as designers of “useful” 
legged vehicles. 
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Fig. 3 Mechanical assembly drawing of the OSU Monopod  

3 Diving into the Deep End 

Ken’s organization and executive skills were now to be tested at a higher level 
since our DARPA program manager informed us that if we failed, it would not be 
due to lack of funding. While my counterparts on the electronics/controls side of 
the team and I took up positions as full-time research associates in the new 
program, Ken was backfilling with new graduate students. Program meetings in 
the rather small conference room in the old Mechanical Engineering offices were 
getting crowded. A first order of business for the team was to thoroughly 
understand the program goals as DARPA envisioned them and renegotiate those 
that were not considered realistic even under very optimistic views. I recall that 
Ken listened to the views and opinions of everyone at the meetings, adding his 
own technical views of what could be accomplished and perhaps more 
importantly, what absolutely needed to be accomplished in order to convince 
DARPA to continue the funding. The final project goals that DARPA agreed upon 
were translated into design parameters for a “useful” legged vehicle. DARPA’s 
definition of useful was a machine that could provide close logistic support to 
ground troops in the field without requiring the use of roads. In addition to being 
completely self-contained in terms of power supply and control, while operating in 
a field environment that included 50% slopes, loose soils, mud and forest, the 
machine had to be capable of carrying a 500 lb payload. Ultimately DARPA 
desired autonomous control under an artificial intelligence operating system. 
However, GPS was still in early development, artificial intelligence programming 
was still far from competent and the IBM 386 computer board was still a few 
years away. As a consequence, DARPA agreed to the use of Simulated Artificial 
Intelligence, i.e. there would be a driver. Today allowing for a driver in place of 
autonomous control may not be seen as a simplifying compromise but a 
complication due to the driver support required. Current drone aircraft 
development as replacement of piloted aircraft is a useful example of how an on-
board driver/pilot complicates the design of the aircraft, thus increasing cost 
while, in certain circumstances, reducing performance.  
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Soon after the start of the “big machine” program, Ken’s team meetings were 
largely concerned with discussions of leg kinematics. Due, at least in part, to the 
success of the Monopod, four-bar mechanisms were the preferred design. Many 
variations that approached the working volume of the foot needed to attain the 
mobility requirements were considered. None fully exhibited the characteristics of 
what was thought to be a workable design. As a new direction, a planar 
pantograph mechanism was suggested as an alternative to the four-bar. The more 
we investigated the pantograph, the better it looked. After my own study of the 
pantograph as a basis for the leg design, I was fully convinced of its superiority 
over the four-bar variations we had investigated. I presented my rational at the 
meetings. Among these reasons were that the foot working volume was a direct 
amplification of the path of the input points; therefore, orthogonal rectilinear 
inputs produced amplified rectilinear foot paths. Two of the three motions, foot lift 
and thrust, were completely decoupled, simplifying control tasks for the 
(ridiculously slow by today’s standards) IBM 286 computers that were the best 
available to us at the time. Compactness of the pantograph mechanism was 
another advantage. A major disadvantage was the heavily loaded linear rectilinear 
joints required at the input points. Design of this type of joint is significantly more 
complex than the revolute joints of a four-bar mechanism. Ultimately, a consensus 
formed for the use of the pantograph leg, and further investigation into four-bar 
solutions was terminated. 

The next major design decision addressed by the program team was leg 
actuator methods. By this time we knew that the machine needed to be much 
larger than the scale of the lab machines simply based on the terrain and obstacle 
negotiation requirements, the energy autonomy and the driver and payload 
requirements. Ken allowed that no concept was rejected out of hand, but the 
estimated leg power requirements made the use of hydraulics an almost obvious 
choice. With the leg kinematics and actuators decided, the program team started 
on the hardware design of a prototype full-size leg (PTleg) to be built and lab 
tested. The Prototype Leg was also often referred to as the Breadboard Leg, but 
the term was always misleading in my opinion. 

The size of the prototype leg precluded a Monopod-style cart system, so we 
needed a lab space in which we could actually bolt a test stand to the floor. Nearly 
every square inch of space in the old Robinson lab building, that housed the 
Mechanical Engineering department, was spoken for. However, I found a storage 
room filled with odds and ends of metal stock and other stuff that had apparently 
not been needed or touched for years. I took Ken and others of the team to see it. It 
was just barely large enough to house the planned leg prototype test system, but it 
could work if Ken could wrestle it away from the faculty or staff who currently 
owned the rights to it. He did, and for the next year or so, it was the main home of 
Ken’s part of the “big walking machine” program. It was about this time that the 
term Adaptive Suspension Vehicle (ASV) became the official designation for the 
machine and program; most people involved, however, referred to it simply as 
“the Walker.” 

After many months of intense activity by other team members and me, the 
prototype leg and its test stand were assembled. The hydraulic drive system was  
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Fig. 4 Ken in the Prototype Leg lab 
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the main responsibility of grad students on the team as its design and control were 
the subjects of their individual theses. I was involved in the hardware integration 
of the drive system with the prototype leg. Testing of the completed PTleg 
involved initially simple unloaded foot motion path control. Loaded motion tests 
were accomplished by having the leg push against the test stand structure in a 
quasi-isometric exercise method. The thrust loads of walking were simulated by 
driving the foot along the test stand base platform under the appropriate vertical 
loading. Different shoes having various coefficients of friction were envisioned as 
the solution for attaining the required thrust loads, but a hardwood block shoe was 
the only one I recall being required. Once serious testing of the prototype leg 
system commenced, the choice of a remote location away from classrooms and 
offices was recognized as fortuitous. Operating at design walking speeds and 
loads, the test system generated great thumps at each footfall against the test frame 
base platform that could be heard well down the hallway from the lab. Had the lab 
been located on the second floor, as had been initially suggested and where most 
classrooms were, we would have had a lynch mob on our hands in no time. 

The prototype leg proved to be a valuable learning exercise (as prototypes 
should be) for avoiding major pitfalls in the ASV design. Primarily we learned 
that the we had 1) basically a good kinematic and structural leg design, 2) a good 
solution to the heavily loaded rectilinear input joints, 3) to find an alternative to 
direct valve control of the hydraulic actuators due to poor efficiency, and 4) an 
ineffective ankle design in the form of a passive-spring centered DOF that needed 
to change. All these results and many others less primary were presented and 
discussed in Ken’s program meetings so that even those team members engaged in 
other allied but indirect research efforts were kept involved. This was helpful to 



3   An Excellent Adventure 43 

the cohesion of the team and promoted cross-disciplinary cooperation among team 
members without direct requests from Ken. 

4 The Big Splash 

DARPA apparently liked the results of the prototype leg phase enough to continue 
support. I know this since I continued to be paid as a research associate. I was not 
involved in the funding end - Ken and Robert McGee handled that. I concentrated 
on program technical advancements that they could sell to the sponsors. They had 
done a great job in that respect, and the team had the resources to tackle the design 
and construction of the field-operational machine.  

The Prototype leg control system was largely developed and implemented by 
Mechanical Engineering team members, but the scope of the ASV control problem 
with 18 active DOF’s and custom digital signal processing required more active 
participation of the Electronic and Controls group headed by Robert McGee. Two 
fellow Master’s students, Denis Pugh and Eric Ribble, completed their Master’s 
degrees on various control and computational improvements to the OSU Hexapod 
and also, like me, became postgrad research associates on the ASV program. 
Denis was into advanced state-space controls, and Eric designed and built 
specialized digital signal processors. We all held similar positions in the ASV 
program, and we worked well together, perhaps because none of our areas of 
expertise overlapped. Years later at some meeting concerning the ASV, Ken 
referred to himself and Robert McGee as the “Instigators” and Denis, Eric and 
myself as the “Perpetrators”. 

The ASV team had become significantly more technically diverse and larger. 
The potential for contentious meetings and turf wars are always a danger to large 
program teams with members of diverse backgrounds, but Ken’s approach 
apparently dissipated or resolved such issues before they could become truly 
disruptive. Robert McGee had very similar talents in the team-building area. In the 
many years of the program, I recall only one turf conflict, and it was due to 
overlapping areas and responsibilities. Ken rectified the dispute in one short 
meeting. 

The ASV mechanical design work had become much more than I and a 
graduate student or two could handle and meet the timeline that DARPA wanted. 
With the requirement for more manpower, Ken allowed me to hire select 
undergraduate students to work as draftsmen and technicians. We politely 
informed the other graduate students cohabitating my office but not involved with 
the ASV program that they would need to find another place to work. Drafting 
tables (this was before affordable desktop CAD) were moved in, and a series of 3 
to 4 student drafters rotated in and out, working between classes. Ken never tried 
to micro-manage my student worker group so that I had mostly full control. I was 
able to keep the workers and let go of those that just wanted a place to rest 
between classes. With a staff of drafters, the detail design work advanced at a 
good pace to the point that some leg and frame components could be sent for 
fabrication even as hydraulic system design was still in the configuration stage. 
From the Prototype leg testing we knew that conventional valve control was a 
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body posture control. Also, the control program would not allow the machine to 
violate the stability margins. It was great fun to drive since the control computers 
did all the work and would not allow you to dump it over. The ASV was so easy 
to operate that even Ken and Robert McGee could do it with only 5 minutes of 
instruction.  

The ASV program was a great adventure in engineering and a good lesson in 
the power of effective teams. The interested reader can see the ASV in action on 
YouTube. 

 

 

   (a)             (b) 

Fig. 7 a) Asv frame with leg hip pivot mounts in place. b) Two student technicians 
mounting a leg onto the frame. 

 

 
 

a)                                                    b) 

Fig. 8 a) A much younger author in front of the completed ASV. The indoor testing had just 
begun (1986). b) A much older author visiting the ASV in deep storage (2005). 
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4   Mechanisms and Robotics  
at the ASME Design Engineering Technical  
Conferences – The Waldron Years 1986-2012  

Steven A. Velinsky 

Abstract. The American Society of Mechanical Engineers’ mechanisms and 
robotics community has sponsored the dissemination of research results through 
the Design Engineering Technical Conferences for the 67-year history of the 
Design Engineering Division.  Kenneth J. Waldron has been a tremendous 
contributor and leader in this field for over forty years.  This paper presents a brief 
synopsis of the history of the mechanisms and robotics portion of this conference 
in honor of Prof. Waldron’s 70th birthday. 

1 Introduction 

The Design Engineering Division (DED) of the American Society of Mechanical 
Engineers (ASME) was established in 1966 as it became independent from 
ASME’s General Engineering Department during the evolution of the structure of 
the society.  The DED established an annual Design Engineering Conference 
(DETC) in 1973 in Cincinnati, OH.  While independent conferences sponsored by 
the Mechanisms Committee predated the first DETC by almost 20 years, the 
Mechanisms Committee soon became a fixture at the DETC and was the DETC 
sponsor in alternate years.  This paper discusses the Mechanisms Conferences for 
the years 1986 through 2012 with particular attention to the contributions of 
Professor Kenneth J. Waldron in honor of his 70th birthday. 

The Mechanism Committee, which changed its name to the Mechanisms and 
Robotics Committee in 2004, conducted its annual conference in even numbered 
years starting in 1964.  Due to the continued tremendous interest, the Mechanisms 
and Robotics Conference became an every year event starting in 2006. 
                                                           
Steven A. Velinsky 
Department of Mechanical & Aerospace Engineering, University of California, Davis 
e-mail: savelinsky@ucdavis.edu 
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2 The Years 1986-1999 

While the Mechanisms Conference was held for the 19th time in 1986 (October 5-
8), this paper begins with this conference since it is a banner year to start 
highlighting Prof. Waldron’s contributions as he chaired both the Mechanisms 
Conference as well as the Design Engineering Technical Conferences, sponsoring 
these conferences in Columbus, Ohio.  Moreover, it was the first Mechanisms 
Conference attended by this author. 

Many of the attendees can remember the excitement of the IMSA GT 
championship 500 km race through the streets of Columbus, walking distance 
from the conference hotel (Hyatt Regency) on October 5, 1986.  Many of us were 
comparably excited by the opportunity to see Prof. Waldron’s hexapod Adaptive 
Suspension Vehicle (ASV) operate during a tour of his Robotic Mechanisms 
Laboratory as part of the conference.  Fortunately, the ASV did not shoot 6-foot 
flames out of its exhaust during downshifts! 

Dr. Jason Lemon, Chairman of International TechneGroup, Inc. and founder of 
the Structural Dynamics Research Corporation was the conference’s keynote 
speaker and discussed the emergence of computer-aided engineering methods in 
machine design practice.  The conference contained approximately 150 papers.  
Ken Waldron contributed 3 papers in the areas of expert systems [1], walking 
machines [2], and industrial robots [3] and participated in two panel sessions on 
Current Issues in Robotics and ASME-NSF Research Study in Machine 
Dynamics. 

The Mechanisms Committee did not participate in the DETC in the odd 
numbered years, which were held are follows: Sept. 27-30, 1987, Boston, MA; 
Sept. 17-21, 1989, Montreal; Sept. 22-25, 1991, Miami, FL; Sept. 19-22, 1993, 
Albuquerque, NM; Sept. 17-21, 1995, Boston, MA; Sept. 14-17, 1997, 
Sacramento, CA; Sept. 12-16, 1999, Las Vegas, NV.  The 1995 DETC is 
particularly noteworthy as it was the 50th anniversary of the DED with numerous 
associated special events. 

The 1988 DETC was held in Orlando, FL from Sept. 25-28.  In addition to 
contributing technical papers, Kenneth Waldron received the ASME Leonardo da 
Vinci Award for eminent achievement in the design or invention of a product, 
which is universally recognized as an important advance in machine design – his 
Adaptive Suspension Vehicle highlighted at the 1986 conference. 

The Mechanisms Conference was held Chicago, IL on Sept. 16-19, 1990.  The 
conference had over 210 papers in 41 sessions.  Its keynote speaker was Prof. 
Bernard Roth of Stanford University.  In addition to contributing 3 papers, two on 
parallel dual [4,5] and one on motion synthesis [6], Prof. Waldron participated in a 
panel session on Research Opportunities in Machine Dynamics and was honored 
with the 1990 Mechanisms Committee Award recognizing his cumulative 
contribution to the field of mechanism design. 

The Mechanisms Conference was held in Scottsdale, AZ on Sept. 13-16, 1992 
with over 240 papers in 47 sessions.  Prof. Waldron was the Keynote Speaker and 
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contributed 7 papers in the following areas: mechanism synthesis [7], mixed 
mechanism kinematics [8], stewart platform [9], analysis and synthesis of 4-bars 
[10,11], navigation of mobile robots [12], quadruped galloping [13]. 

The Mechanisms Conference was held in Minneapolis, MN on Sept. 11-14, 1994 
with about 180 papers in 40 sessions. Marc Dulude, Vice-President Parametric 
Technology, presented the Keynote on concurrent product and process development 
for mechanical design automation. In addition to contributing 4 papers on active 
mechanisms [14], synthesis of 6-bar [15], multi-circuit mechanisms [16], and 
articulated wheeled vehicles [17], Prof. Waldron participated in a panel session on 
Research Opportunities in Mechanisms.  Moreover, he was honored with the 1994 
Machine Design Award recognizing both his eminent achievement and his 
distinguished service in the field. 

The 1996 conference was held in Irvine from Aug. 18-22 and included 152 
mechanisms papers. The Keynote was delivered by Prof. Delbert Tesar, University 
of Texas-Austin, on The Future of Mechanical Design in the World of Computer 
Technology. Prof. Waldron contributed a paper on actively configurable wheeled 
vehicles [18].  The 1998 Mechanisms Conference was held in Atlanta, GA from 
Sept. 13-16.  The Keynote was delivered by James Smith, Sandia National 
Laboratories, on Intelligent Micromachines.  Prof. Waldron contributed a paper on 
actively kinematic geometry [19]. 

3 The Years 2000-2012 

2001 was a devastating year for the country and the DETC, which was held Sept. 
9-12 in Pittsburgh, PA.  Not only was the conference interrupted by the terrible 
events of 9/11, but United flight 93 crashed into a field near Shanksville, 
Pennsylvania, approximately 65 miles southeast of Pittsburgh.  The DETC was 
held in 2003 and 2005 as follows: Sept. 2-6, 2003, Chicago, IL; Sept. 24-28, 2005, 
Long Beach, CA. 

The 2000 DETC was held in Baltimore, MD from Sept. 10-13 with 36 sessions 
sponsored by the Mechanisms Committee.  Prof. Bernard Roth, Stanford 
University presented the Keynote Lecture on Mechanisms in the 20th Century. 
Prof. Waldron contributed a paper on discrete parallel arrays [20].  The 2002 
conference was again held in Montreal from Sept. 29-Oct. 2 with 177 mechanisms 
papers and 8 invited talks.  The DETC Keynote was delivered by Robert 
Ambrose, NASA Johnson Space Center, on Mechanism and Energetic Challenges 
in Humanoid Design.  Prof. Waldron contributed a paper on robotic legs [21] and 
participated on a panel concerning New Directions for Research in Kinematics 
and Mechanisms.  Prof. Waldron was honored for his educational contributions 
with the 2002 Ruth and Joel Spira Outstanding Design Educator Award. 

The 2004 DETC was held in Salt Lake City, UT from Sept. 28-Oct. 2.  The 
Mechanisms and Robotics Conference included 173 papers and 8 keynote talks.  
Prof. Waldron contributed a paper on galloping machines [22]. 
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Starting in 2007, the Mechanisms and Robotics Committee held its conference 
every year.  The conferences for the noted years are summarized in the following. 

2006 Philadelphia  Sep. 10-13 - 140 Mechanisms and Robotics papers. 
Plenary Lecture: Robert Kruse, General Motors Corp., Technical Research Challenges 

Facing the Automotive Industry 
Keynotes in Mechanisms and Robotics 
Delbert Tesar, Univ. of Texas-Austin - A New Wave of Technology: An Essential 

Step Built on Core Technologies in Mechanical Engineering 
Jorge Angeles, McGill University - The Kinematics and Dynamics of Parallel 

Schonflies-Motion Generators 
Pierre Larochelle, Florida Institute of Technology - The Computer Aided Synthesis of 

Linkages: Today and Tomorrow 

2007 Las Vegas  Sep. 4-7 - 140 Mechanisms and Robotics papers. 
Keynote – 3 NSF Program Directors – Shaking the Money Tree at NSF 
Mechanisms Plenary lectures 
Ashok Midha, University of Missouri-Rolla - Compliant Mechanisms: Memory Lane, 

the Journey, and the Exciting Road Ahead 
Mohan Budduluri, Founder Restoration Robotics - Image Guided Robotics: From 

Cancer Treatment to Hair Transplantation. 

2008 New York  Aug. 3-6 - 165 Mechanisms and Robotics papers. 
Mechanisms Keynote lectures 
Steven Velinsky, Univ. of California-Davis - On the Road from Cement to Silicon: 

Field Robotics for Highway Tasks 
Clement Gosselin, Laval University - Cable Driven Parallel Mechanisms: Force-

Directed Design and Applications 
Ken Waldron received the Robert E. Abbott Award recognizing his devoted tireless 

and innovative leadership and service to the ASME DED, the international design 
engineering community, and the profession. 

2009 San Diego  Aug. 30-Sep. 2 - 137 Mechanisms and Robotics papers. 
Keynote – Francois Pierrot, Director of Research, Centre National de la Recherche 

Scientifique - Creating Novel Parallel Mechanisms with Industry in Mind 

2010 Montreal  Aug. 15-18 - 190 Mechanisms and Robotics papers. 
Keynotes 
Vijay Kumar, University of Pennsylvania - Cooperative Manipulation and Transport 

by Aerial and Ground Robots 
Manfred Husty, Leopold-Franzens-Universität Innsbruck - Mechanism Constraints - 

The Algebraic Formulation 

2011 Washington DC  Aug. 28-31 - 142 Mechanisms and Robotics papers. 
Keynote – Sridhar Kota, Univ. of Michigan - Innovation and US-based Manufacturing 

2012 Chicago  Aug. 12-15 - 178 Mechanisms and Robotics papers. 
Keynotes 
Paolo Dario, Director of The BioRobotics Institute of the Scuola Superiore Sant'Anna, 

Pisa, Italy - Problems and Challenges in the Design of Novel Mechanisms for 
Robotics Surgery 

Feng Gao, Shanghai Jiao Tong University - Development of Parallel Robotic 
Mechanisms for High-Payload Machines 
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4 Service to the Design Engineering Division 

Kenneth Waldron has tirelessly served the ASME Design Engineering Division 
(DED) for over 40 years.  Ken’s active participation in ASME activities started at 
the committee level and progressed through division leadership up through 
national and international leadership.  Ken has chaired several committees within 
the DED.  He was chair of the Mechanisms Committee from 1984 to 1986, 
Honors and Awards Committee from 1995 to 1998; Member Interests Committee 
1981-85; Government Relations Committee 1991-95; and USCToMM 1993-2002.  
He served as Technical Editor of one of the division’s premier journals, The 
ASME Transactions Journal of Mechanisms, Transmissions and Automation in 
Design from 1988 through 1992.  He joined the Design Engineering Executive 
Committee from 1996 to 2002 serving as Division Chair in 2000 and 2001.  
Furthermore, he completed a term as Technical Leader of the ASME Systems and 
Design Group (2005-08) after a term as Member-at-Large (2000-03).  He was the 
President of the International Federation for Theory of Machines and Mechanisms 
(IFToMM), the premier international organization devoted entirely to this area 
from 2000 through 2007.  ASME is the US affiliate organization of IFToMM.  
Ken has had countless other professional service activities both within and outside 
ASME.  He has also served as an Associate Editor of Applied Mechanics Reviews 
and Chair of the Management Committee of the IEEE/ASME Transactions on 
Mechatronics.  Simply, Ken is a colleague that can always be counted upon to 
serve the profession and his continuous enthusiasm is amazing. 

5 Conclusions 

It is an honor and a privilege to have the opportunity to contribute to the 
celebration of Kenneth J. Waldron’s 70th birthday.  Aside from being a prolific 
researcher and contributor to the field, Ken has always been modest and he has 
served as a mentor to large numbers of students and colleagues.  On top of his 
valuable contributions to the profession, Ken is a true gentleman and scholar, and 
his friendship to so many of us is tremendously valued. 
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5   Screws and Robotics for Metrology 

Joseph K. Davidson, Samir Savaliya, and Jami J. Shah 

Abstract. The pseudoinverse of a rectangular matrix of modified screws is used to 
compute the least-squares fit of a set of points that have been measured along a 
line-profile.  Tolerances on line profiles are used to control cross-sectional shapes 
of parts, such as turbine blades.  The specified profile is treated as a moving 
platform of a hypothetical, redundant, and planar in-parallel-actuated robot, and 
all the measured points are presumed to be fixed in it.  The locations of the linear 
actuators are represented with screw coordinates, and these are arranged in a 
matrix equation that relates the three small displacements of the platform to the 
corresponding deviations (treated as small displacements) of the measured points. 

1 Introduction 

The objective of dimensional metrology is to check manufactured parts for 
conformance to tolerance specifications on drawings.  The drawings define 
features, such as planes, cylinders, and profiles, and the associated tolerance 
specifications define tolerance-zones for each feature [1]. A tolerance-zone sets 
the limits for manufacturing variations that are permissible for a feature. Modern 
coordinate measurement machines (CMMs) provide an automated process of 
inspection that is replacing many traditional manual methods.  The CMM 
measurements made on a part are represented as the coordinates for a large 
number of points in a ‘cloud’. Although direct comparison of the coordinates for a 
set of points can determine whether or not all fit within a tolerance-zone, a feature 
representation is more meaningful when monitoring a manufacturing process.  For 
instance, the boundaries of a minimum-zone, or a least-squares fit, of points is 
informative about the location of the feature in the tolerance-zone, and there is 
potential to use drift of the location as a monitoring tool.  Considerable 
computation, arranged in computer software, is required to convert the points to a 
feature. 
                                                           
Joseph K. Davidson · Samir Savaliya · Jami J. Shah 
Design Automation Lab, Department of Mechanical and Aerospace Engineering,  
Arizona State University, Tempe, Arizona, USA 
e-mail: j.davidson@asu.edu 
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Existing methods for fitting a feature to a set of measured points are:  a one-
sided fit, a two-sided fit, or minimum-zone fit, and the least-squares fit. A recent 
article summarizing conversion algorithms in general is [2]; another is [3]. An 
example is [4,5] where measured points are converted to minimum-zone features 
for planes, lines, and cylinders. One measure of conformance is evaluating 
whether or not points lie in a specified tolerance-zone. Choi and Kurfess [3] 
present an algorithm that determines if a point-set, when displaced en masse, can 
fit into the intended zone, and in [6] extend this to determine minimum zones. 
Conversion algorithms that apply to profiles, including surface-profiles, are 
described in [3] and [7], although all examples presented are for objects having 
continuous curvature, such as cones, cylinders, and sculptured surfaces.   

The focus of this paper is the use of screws to formulate a computational 
method to obtain the least-squares fit of a set of points that have been measured on 
a rectangular line-profile, one that has both C1- and C2-discontinuity.  The results 
will be a location, similar to [6], and size for the line-profile.   

The specifications for a raised boss are shown in Fig. 1.  Its rectangular shape is 
controlled by the profile tolerance ŧ = 0.2 mm relative to the Datums A, B, and C.  
This specification establishes two boundary rectangles at each cross-section of the 
raised profile.  One is 0.1 mm larger along every line normal to the surface, and 
the other is 0.1 mm smaller, according to the Standard [1]. 

2 Regression Line in the Plane 

There are two types of least-squares fit:  the linear (vertical) fit and the orthogonal 
fit [8].  The distinction between the two is the reference system used for 
describing coordinates (xi , yi). To understand better this distinction, undertake a 
straight-line fit of n identified points in a plane. For both methods, the solution-
line is of the form y = mx + b, and there are n linear equations that relate the xi- 
and yi-values. From the Gauss-Markov Theorem [9], the least-squares fit is 
obtained by minimizing the sum 

∑{yi – (mxi + b)}2                                                 (1) 

for i = 1…n. As one example, apply linear regression to the five points in Table 1 
which are symmetrically disposed about the line y = 1 + x/2 in the xj yj-frame in 
Fig. 2. When standard software (e.g. MAPLE) for linear regression is applied to 
these five points, the result is m = 24/53 and b = 69/53 (line with long dashes in 
Fig. 2), values that represent the linear least-squares fit for the points. 

Table 1 Coordinates of points for the example of least-squares fit for a line 

Point 1 2 3 4 5 

x 3 5 8 8 8 

y 3 3 4 5 6 
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Fig. 1 Specification for a raised 
rectangular profile having sharp 
corners. Its shape is controlled by 
the profile tolerance ŧ = 0.2 mm 
relative to Datums A, B, and C. 

 

Fig. 2 Five points equally 
disposed about a line y = 1 + x/2   
(solid line) in the xj

 

yj-frame and 
the linear regression line (dashed 
line) for them 

 

 
 

The set of n equations, which relate the n points to the linear regression line, 
may also be written  
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where [yi] = [y1 … yn]
T, [$] = [m b]T, and [K′] is an n × 2 rectangular coefficient 

matrix. The n linear equations are, of course, inconsistent. However, one solution 
method is to use the pseudoinverse [K′]# to obtain the unknowns m and b in [$] 
for the least-squares fit of the points [10, 11].  It ensures that the values m and b 
contained in [$] correspond to a minimization of the sum of the squares of all the 
differences yi – (mxi + b). The set of yi-values reside in matrix [yi] and the 
corresponding set of directions for their measurement resides in one column of 
[K′].  For an overconstrained (and inconsistent) set of linear equations, [K′]# is 
formed [10] as implied in the second of the equations 

[$] = [K′]# [yi] = {([K′]T [K′])–1 [K′]T}[yi]                           (3) 

Of course, an alternative method for solving Eqs (2) for [$] is to use singular value 
decomposition [12].   
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The computed values m = 24/53 and b = 69/53 for the least-squares line in Fig. 
2 are not very close to the theoretical values of 1/2 and 1 because the reference 
direction for error measurement was not made at right angles to the theoretical 
geometric shape. The orthogonal least-squares fit may be undertaken by 
measuring coordinates (xi ,yi) for each point, and the coordinates m and b in [$], 
from the reference xk yk-frame that has its xk-axis lying on the theoretical line yj = 1 
+ xj/2 (solid line in Fig. 2). When the matrix [yi] in Eqs (2) and (3) is then formed 
from the yk-values that are computed from this new reference direction, Eq (3) 
gives a solution that, when transformed from the xkyk-frame to the xjyj-frame, 
produces values m = 1/2 and b = 1. 

For what follows in §4, it is helpful to note here that, when every yi is increased 
(or decreased) by the same offset value ∆F, Eq. (2) produces an unchanged slope 
m and a value for b that is increased exactly by ∆F.  This role for ∆F is the same 
for both the linear and orthogonal least-squares fits. 

3 The Tolerance-Map for Rectangular Line-Profiles 

The objective of this section is to describe briefly a geometric representation for 
the tolerance-zone for a line-profile, i.e. for the allowable limits of manufacturing 
variations for the profile; a more elaborate treatment may be found in [13].  We 
call this representation a Tolerance-Map (T-Map); it describes the freedom of a 
feature in its tolerance-zone. For line-profiles, the manufacturing variations will be 
represented with the true profile and profiles parallel to it. Each point in the T-
Map corresponds to any one of these parallel profiles or to any one of them that is 
displaced, yet remains within the tolerance-zone. Four degrees of freedom are 
required to specify the manufacturing variations of a line-profile, such as any one 
cross-section of the rectangular boss in Fig. 1. Correspondingly, its T-Map will be 
four-dimensional (4-D). Therefore, it becomes necessary to choose five of the 
parallel and/or displaced profiles as basis profiles and to define the T-Map by 
placing five corresponding basis points ψ1…ψ5 to form the vertices of a basis 
simplex. Five barycentric coordinates λ1…λ5, each one at its basis point ψi, then 
identify any point ψ in the T-Map, and each such point corresponds to one 
manufacturing variation (one profile) in the tolerance-zone.  When we set  Σλi = 1 
(i = 1…5), the coordinates λ1…λ5 become the areal coordinates of ψ [14]. 

Of the five basis-profiles required, two will be:  ψ1, the smallest-sized profile, 
and ψ2, the largest-sized profile, i.e. the inner and outer boundaries to the 
tolerance-zone, respectively.  These are both locked in place and cannot displace.  
The remaining basis-profiles are based on displacements of the middle-sized 
rectangular profile (MSP).  Each MSP is represented by its components of 
translations, ex and ey, and its rotational displacement θ.  The basis-profiles 
displaced to the limits ex = ŧ /2 and ey = ŧ /2 in the x- and y-directions are labeled ψ3 
and ψ4,  respectively, and the one rotated counterclockwise the maximum amount  
θ = ŧ /2 a is ψ5 (Fig. 3(a)).  Note that the basis-profile ψ5 corresponds to the limit to 
rotation determined by length 2 a , the shorter side of the rectangle.  Although 
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this requires portions of this profile to lie outside the tolerance-zone, the T-Map 
boundary will still reflect the design intent by having its basis point ψ5 lie beyond 
it.  The result will be a T-Map consistent with choices made in [13].   

The 3-D T-Map for all the middle-sized rectangular profiles is established with 
the four basis-points ψ12, ψ3, ψ4, and ψ5 shown in Fig. 3(b). Basis-points ψ3, ψ4, 
and ψ5 are placed at the same distance ŧ /2 from the origin along the three axes of a 
rectangular Cartesian frame of reference with axes ex, and ey, and θ′. Note that the 
angular limit θ = ŧ /2 a is multiplied by the length a , i.e. θ′ = a θ so that the units 
along all axes are the same.  The origin in Fig. 3(b) is labeled ψ12 because it 
represents the undisplaced MSP, i.e. the average of the limiting sizes ψ1 and ψ2.  

Rectangular profiles that are larger or smaller than the MSP are more limited in 
their allowable displacements ex, ey, and θ, and the limits diminish linearly with 
change in size. Therefore, the full T-Map for the rectangular tolerance-zone in Fig. 
3(a) is a double hyperpyramid in 4-D that is depicted in Fig. 4. The base for each 
single hyperpyramid is the 3-D solid shape from Fig. 3(b), and every other section 
(two are shown) at right angles to the direction of size is smaller and geometrically 
similar.  

There now is another way to view the objective of this paper:  reduce the 
measured points on one line-profile to a set of small-displacement coordinates that 
locate a single point within the T-Map of Fig. 4. The result is an i-Map, that 
displays the quality of manufacturing relative to tolerance specifications. 

 
 

 

 

 

 

 

Fig. 3 (a) The middle-sized profile 
(dashed-lined rectangle) in the 
(exaggerated) tolerance-zone that is 
specified with the profile tolerance 
ŧ; five variational possibilities are 
labeled, three with dotted lines.  
(b) The T-Map for all the middle 
sized rectangles in the sharp 
cornered tolerance zone of Fig. 
3(a). Adapted from [13]. 

 
(a) 

 
(b) 
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Fig. 4 The 4-D T-Map for the rectangular tolerance-zone in Fig. 3(a) and showing all five 
basis-points ψ1,…,ψ5.  For clarity of the graphics, the scale in the direction of size (ψ1ψ2) is 
exaggerated.  Adapted from [13]. 

4 Least-Squares Fit of a Line-Profile to Measured Points 

In Fig. 5(a), the MSP (dashed line) and the boundaries of its tolerance-zone are 
shown drawn on the platform of a planar in-parallel robot that is guided with three 
linear actuators that lie on the normalized screws $′1, $′2, and $′3.  The actuators 
are attached to the platform at three of the measured points, i.e. at A, B, and C, and 
the directions of the corresponding $′i are the same as for the inward unit normals 
ni from the closest side of the rectangle to the profile that is represented as an 
envelope of four tangent lines. Assessing minimum distances at the corners of a 
profile can be problematic because the envelope tangent-lines are not segments; 
instead, each line (p, q, s) is of infinite extent. This matter will be resolved by 
assessing minimum distances from a parallel curve larger than the MSP. A larger 
parallel curve is generated easily from the envelope description of a MSP by 
increasing the value of coordinate s by the same amount for every tangent-line. 
For purposes of the profile and measured points shown in Fig. 5(a), the outer 
boundary to the tolerance-zone is an acceptable reference-envelope (∆s = ŧ/2 = 
0.1mm).  Deviations d′i may be obtained from d = px + qy + s, where (x, y) are the 
coordinates of a measured point and (p, q, s) are homogeneous coordinates of the 
nearest tangent to the MSP [11, 15]. 

Each of the three linear actuators in Fig. 5(a) exerts a force of magnitude Fi′ and 
causes a velocity of extension v′i of the actuator attached to the platform. Since 
each v′i is an extension velocity, the following formulation leads to the orthogonal 
least-squares fit of the points.  Speed and time are of no importance in 
measurement reduction, so each v′i will be replaced with a differential 
displacement d′i of the measured point in the direction of ni. The corresponding 
deviation screw for the platform body is represented by [$] ≡ (0, 0, δθ; δx, δy, 0). 
Since displacements are confined to the xy-plane, the three zero-coordinates may 
be omitted.  Each of the actuator forces in the xy-plane is represented with wrench 
coordinates, i.e. Fi′ $′i ≡ (F′i; T′i) ≡ (L′i, Mi′, 0; 0, 0, R′i), where L′i and Mi′ are the  
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x- and y-components of actuator-force F′i and R′i is the moment of F′i about the 
origin, i.e. R′i = –yiL′i + xiMi′. Since all forces will lie in the xy-plane, the three 
zero-coordinates may be omitted, just as for [$]. Also, the geometry may be 
isolated from the statics by normalizing the wrench coordinates, i.e. 

    F′i$′i  ≡ (L′i, M′i ; R′i) ≡ F′i (L′i, M′i ; R′i)                            (5) 

this making (L′i)2 + (Mi′)2 = 1. The normalized coordinates L′i, Mi′, and R′i for each 
$′i are the scalar screw coordinates for the actuator-wrench Fi′$′i; they contain only 
geometry, i.e. direction and location of Fi′$′i. 
 
Fig. 5 (a) The line-profile (dashed 
line) of Fig. 1, its tolerance-zone 
boundaries (with an exaggerated 
scale), and 19 measured points, all 
lying on the platform of a planar 
in-parallel robot which is guided 
by three linear actuators lying on 
the screws $′1, $′2 and $′3 at 
points A, B, and C.  (b) The free-
body diagram of the platform 
carrying the profile. The external 
loads are the force F′1 acting 
along the screw $′1 at point A and 
the equilibrium wrench (F1;T1) 
exerted on the platform from the 
environment and represented with 
the coordinates (Fx, Fy; Tz). Also 
shown is the differential 
displacement vector d′1 that is 
aligned with $′1 at A. The shape 
of the platform ABC, and the 
relative location of the xy-frame 
are together congruent to those 
same features in Fig. 5 (a). 

 
 

(a) 

 
(b) 

 

A free-body diagram of the platform in Fig. 5(a) contains the three forces  
F′i (i = 1, 2, 3) and an equilibrium wrench, composed of a force and a couple, 
exerted on the platform from the environment.  The force and couple are 
represented with the wrench (F ; T). Consider now that all of the actuated joints 
have no force applied and are free to move except one, say $′1, shown in Fig. 5(b).  
Then, the only additional loads on a free-body diagram of the platform are those 
portions of the equilibrium wrench reacting back on it from the environment 
which are required to equilibrate F1′$′1, i.e. the force and couple (F1 ; T1) shown in 
Fig. 5(b) with the components Fx, Fy, and Tz. Since the virtual work of all forces 
and moments on the free body must be zero for a kinematically admissible 
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displacement of the platform arising from d′i, the system of forces and couples for 
the special case in Fig. 5(b) leads to 

F1′d′1 + [Tz  Fx  Fy][δθ  δx  δy]T
  = 0 ,                              (6) 

in which the order of the coordinates in (F1 ; T1)  has been changed to (T1 ; F1) and 
the zero-coordinates again have been omitted. The term F1′d′1 represents the 
virtual work of force F′1 with virtual displacement d′1, both in the direction of $′1, 
at point A on the platform, and the product [Tz  Fx  Fy][δθ  δx  δy]T represents the 
virtual work from the equilibrium-wrench acting on the platform whose deviation 
(twist multiplied by time) is [$] ≡ [δθ  δx  δy]T. 

It is helpful to shift attention to the wrench  –(T1 ; F1)  exerted on the 
environment and produced at the platform by the force F1′$′1 at A. Since the 
platform in Fig. 5(b) is a two-force (two-wrench) member, with each wrench 
intensity of equal magnitude, –(T1 ; F1) ≡ –(Tz ; Fx , Fy) ≡ (R′1 ; L′1, M1′) ≡ F1′ (R′1; 
L′1, M1′).  Making this substitution in Eq. (6) gives 

F′1d′1 = F′1[R′1; L′1, M′1][δθ  δx  δy]T
                                   (7) 

for the virtual work expression when force is exerted only at $′1. Two more Eqs. 
(7), with subscripts 2 and 3, occur when force is applied only at $′2 and only at $′3. 
The force-amplitude at each actuated joint may be removed from each term, and 
all terms on the right come from the product of a row matrix and a column matrix 
of three elements each. When the three equations are ordered sequentially, then 
the rows of screw coordinates comprise a matrix [K′] that is formed entirely from 
the (normalized) coordinates for $′1, $′2 and $′3, and the three equations may be 
written  

                                                                          

                      (8) 

 
 

From robotics we recognize [K′] as a Jacobian for the actuators of the robot 
platform in which the normalized coordinates have been rearranged (see e.g. [11]).   

So long as the screws $′1, $′2 and $′3 are independent for the three measured 
deviations d′1, d′2, and d′3 at locations A, B, and C around the profile, the solution 
to Eq. (8) for [$], i.e. [$] = [K′]–1[d′i], is unique and all three scalar Eqs. (8) are 
satisfied exactly. This solution ensures that actuator extensions d′1, d′2, and d′3 are 
kinematically consistent with the platform (profile) displacement [$]. However, in 
practical situations, there are many more measured points around a line-profile 
than three. For instance, in Fig. 5(a) there are 19 points. For every additional 
point, there would be an added, and redundant, linear actuator with its normalized 
screw $′i exerting a force of amplitude Fi′ on the platform. One example is shown 
with dashed lines at Point 13 in Fig. 5(a).  Each of these additional points adds a 
row to the matrices [d′i] and [K′] in Eq. (8), so that, for all the measured points, 
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The coordinates (δθ, δx, δy) of [$] appear only in a 3-D cross-section of the T-Map 
(Fig. 3(b)), e.g. in the base of the 4-D double hyperpyramid in Fig. 4; they do not 
represent the size of the least-squares envelope, i.e. the fourth dimension of the T-
Map. The values for displacements d′i, then, may all contain a constant value –∆F 
that represents the change in feature size between that of the MSP and the least-
squares profile, and they must contain a value ∆s that was introduced artificially to 
establish the correct proximity of a measured point to the profile. For reduction of 
CMM data, then, each generic Eq (7) must be augmented to 

     d′i = [R′i L′i M′i][δθ  δx  δy]T + (∆s – ∆F )                         (10) 
                               = [R′i L′i M′i 1][δθ  δx  δy   (∆s – ∆F ) ]T 

(compare to yi = mxi + b in §2).  The size-change ∆F is introduced in Eq. (10) 
with a negative sign because all the d′i-values are directed inward in Fig. 5, 
corresponding to a reduction in size.  Yet the 4-D T-Map in Fig. 4 is arranged with 
the rightward sense, a more natural positive sense, corresponding to increase in 
size, i.e. from the smallest (ψ1) to the largest (ψ2) profile allowable in the 
tolerance-zone.  

The scalar relation in Eq (10) forms the transition between the setting of in-
parallel robotics and the setting of metrology where CMM data are reduced to 
geometric variables related to Tolerance-Maps.  Now the least-squares fit is 
obtained by minimizing the sum 

                      ∑[ d′i  – { R′iδθ + L′iδx + M′iδy + (∆s – ∆F )}]2                     (11) 

for i = 1… n [15]. Matrix [$] in Eq (9) is augmented to contain the four 
components δθ, δx, δy and (∆s – ∆F ), and the matrix [K′] in Eq (9) is augmented 
on the right with a column of ones so that the n Eqs (10) (for the n measured 
points) produce the matrix equation 

[ ]
1 1 1 1

2 2 2 2

' 1

' 1
[ ] [ ] [ ]

' 1

i

n n n n

d

d

d

   
   
   = = =
   
   
   

$ $
    

R' L' M'

R' L' M'

R' L' M'

d' K'                        (12) 

The Moore-Penrose solution to Eq. (9) for [$], i.e. [$] = [K′]#[d′i]  (see Eq. (3)), 
produces the least-squares location (δθ, δx, δy) and size-adjustment (∆s – ∆F ) for 
the profile [10, 12], i.e. that location and size for a profile which minimizes the 
sum in Eq (11). (Compare the pair of Eqs (1) and (2) to the pair (11) and (12).)  
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Note that coordinates (δθ, δx, δy) correspond to coordinates (θ, ex, ey) in the T-
Map of Fig. 4. 

5 Example 

As one example, consider the measured points that are shown around the MSP in 
Fig. 5(a). The points represent an imperfectly manufactured rectangular profile. 
The coordinates (L′1, M1′; R′1) for the actuator screws at each point, and the 
deviations d′, are presented in Table 2 for each of the measured points; the 
deviations are all measured from  the  outer  boundary of the tolerance-zone, so ∆s 
= 0.1 mm (Fig. 3(a)). The values in Table 2 are used to build matrices [K′] and 
[d′i] in Eq. (12).  The solution of [K′] produces the least-squares solution 
 

[$]  =  [δθ  δx  δy (∆s – ∆F )]T  =  [0.000303  0.011078  0.033305  0.095444]T. 

Table 2 Coordinates of measured points around a manufactured rectangular profile  

Points 1 2 3 4 5 6 7 8 9 10 

L′i –1 –1 0 0 0 0 0 1 1 1 

Mi′ 0 0 –1 –1 –1 -1 -1 0 0 0 

R′i , mm 5 30 –60 –30 -10 10 35 -38 -20 -10 

di′, mm 1 1 1 1 1 1 1 1 1 1 

 

Points 11 12 13 14 15 16 17 18 19 

L′i 1 1 0 0 0 0 0 -1 -1 

Mi′ 0 0 1 1 1 1 1 0 0 

R′i , mm 11 35 -45 -20 0 24 42 -30 -10 

di′, mm 1 1 1 1 1 1 1 1 1 

 
The resultant least-squares profile of this solution is shown as the profile with 

the thin line in Fig 6. Note that the scale of the tolerance-zone is enlarged by a 
factor of 10 in Figs. 5(a) and 6, and the scale for the profile dimensions is 
diminished by a factor of 10. Consequently, the least-squares profile is drawn at 
δθ = 0.0303 rad = 1.730 in the counterclockwise direction.  Further, to make the 
appearance of the displaced origin '+' in Fig. 6 be consistent with the displayed 
points, its coordinates δx = 0.011078 mm and δy = 0.033305 mm have been scaled 
up by a factor of 10 with respect to the MSP. The corresponding size adjustment 
from the MSP is ∆F = 0.1 – 0. 095444 = 0. 004556 mm, a small growth in size. 
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Fig. 6 The resultant least-squares profile 
shown with the thin line. Its displacement 
from origin O is shown with the ‘+’ mark. 

 

 

6 Conclusion 

The fitting method in this paper is the same as that in [15].  It is an alternative to 
the one proposed in [6]: both techniques provide a rigid body transformation that 
locates a set of points that have been measured on a profile relative to a specified 
tolerance-zone.  In [6] a minimum-zone capture of the points is computed, 
whereas here the orthogonal least-squares fit of the points is utilized.  However, in 
this paper another variable is added to the computed results, the size of the profile, 
so identifying a corresponding point (i-Map) within the T-Map  of tolerance 
specifications in Fig. 4.  Although the least-squares fit is just one of several 
possible fits to measured points, it is an important one because it recognizes (a) 
the inter-penetration of mating surfaces (asperities), which violate computed 
minimum-zone boundaries, and (b) the potential existence of other points further 
from the intended feature than any of the measured ones.  Any one such point 
could noticeably change a computed minimum zone, but it would have little effect 
on a least-squares computation that is based on a large number of measured points.   
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6 Mobility Analysis and Type Synthesis
with Screw Theory: From Rigid Body
Linkages to Compliant Mechanisms

Hai-Jun Su, Lifeng Zhou, and Ying Zhang

Abstract. Mobility analysis is one of fundamental problems in kinematics and an
important tool in type synthesis of linkages. In this paper, we will review screw
theory as a mathematical tool for mobility analysis of overconstrained linkages and
compliant mechanisms. Established by Ball in late 1800, screw theory has become
one of the fundamental theories for characterizing instantaneous kinematics of spa-
tial movements. In mid to late 1960, Waldron was one of the first modern kine-
maticians who systematically developed screw theory and its applications to the
constraint analysis and synthesis of overconstrained linkages. Due to the screw
theory, several overconstrained spatial linkages have been invented and designed,
including the well known Waldron six-bar loop overconstrained linkage. In re-
cent years, mobility analysis has been extended to compliant mechanisms which
achieve motion through deflection of flexure joints. By the concept of relative com-
pliance/stiffness, we can also define mobility of compliant mechanisms similar to
their rigid body counterparts. This paper will summarize some recent work on ap-
plying screw theory to mobility analysis and synthesis of compliant mechanisms.

1 Introduction

Waldron (1966) [1] defined “mobility” or number of degrees of freedom of a mecha-
nism as “the number of transformation parameters of joints of the mechanism which
are required to determine the position of every point of every member with respect
to a coordinate frame fixed to one of the members.” Numerous authors have at-
tempted to come up a general formula for calculating the mobility of general mech-
anisms. The most popular moblity formula is probably Kutzbach-Gruebler criterion,
written as
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M = d(n− j− 1)+
j

∑
i=1

fi (1)

where M is the mobility, n is the number of links, j is the number of joints, d = 6
for the general spatial case and d = 3 for planar and spherical cases, and fi is the
connectivity of the ith joint.

A screw is the geometric entity that underlies the foundation of statics and in-
stantaneous (first-order) kinematics. Ball [2] was the first to establish a systematical
formulation for screw theory. In the era of modern kinematics, a number of authors
[3, 4, 5, 6] have contributed the development of screw theory and its application
to analysis and design of spatial linkages. The two fundamental concepts in screw
theory are “twist” representing a general helical motion of a rigid body about an in-
stantaneous axis in space, and “wrench” representing a system of force and moment
acting on a rigid body. These two concepts are often called duality [7] in kinematics
and statics.

Waldron was probably one of the first modern kinematicians who applied screw
theory for mobility analysis and synthesis of spatial linkages in 1960. In particular,
Waldron systematically investigated and invented overconstrained linkages [1, 8].
This includes the well known Waldron six-bar overconstrained linkage [9]. Since
then, screw theory has been applied to various research topics ranging from robotics
[6, 10], mobility analysis [11], assembly analysis [12, 13] and topology synthesis
[14] of parallel mechanisms.

In recent years, compliant mechanisms [15, 16] have received increasingly atten-
tion from the community due to their applications to precision machinery, aerospace
and space structures and so on. Compliant mechanisms gain their mobility at least
partially from deformation of their flexible members. Compared with their rigid
body counterparts, compliant mechanisms or flexures have many advantages, such
as high precision and a simplified manufacturing and assembly process due to in-
tegration of joints with rigid links. However the design and analysis of compli-
ant mechanisms is complex due to the nonlinearity of deformation of the flexible
members.

Similar to rigid body mechanisms, one important task in design of compliant
mechanisms is so called “type synthesis” whose goal is to find one or more compli-
ant mechanisms for achieving a prescribed motion pattern. As an important task of
type synthesis, mobility analysis is to characterize the motion pattern for a particular
compliant mechanism. Recently screw theory has been applied to mobility analy-
sis [17, 18, 19] and type synthesis [20, 21] of compliant mechanisms. The basic
principle is to first characterize freedom and constraints of flexure elements using
twists and wrenches in screw theory under the assumption of ideal geometries of
compliant mechanisms. For instance, a circular notch is considered as an idealized
rotational joint, hence can be characterized as a pure rotational twist. Then we con-
sider a compliant mechanism as a system of rigid bodies interconnected by these
flexure elements. By applying kinematic transformation of screws, we can analyze
and synthesize mobility of compliant mechanisms in a similar manner of rigid body
mechanisms. In this paper, we will summarize some recent advances in this area.
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2 Screw Theory Overview

In this section, we first review basic concepts of screw theory as a background prepa-
ration for the following sections.

In screw theory, an instantaneous screw motion is represented by a twist T̂ . And
a constraint or forbidden motion is represented by a wrench Ŵ . Both twist T̂ and
wrench Ŵ are 6 by 1 column vectors, written as

T̂ =

{
ΩΩΩ
V

}
=

{
ΩΩΩ

c×ΩΩΩ + pΩΩΩ

}
, (2)

Ŵ =

{
F
M

}
=

{
F

c×F+ qF

}
, (3)

where p and q are called pitches of twist and wrenches. And T̂ and Ŵ satisfy the so
called reciprocal condition:

T̂ ◦Ŵ = ΩΩΩ ·M+V ·F = 0. (4)

A general rotational or translational freedom respectively corresponds to a twist
with zero or infinite pitch, written as

T̂ R =

{
ΩΩΩ

c×ΩΩΩ

}
, T̂ P =

{
000
V

}
. (5)

Similarly a general rotational or translation constraint removes a rotation or trans-
lation along a particular direction. They respectively correspond to a wrench with
infinite or zero pitch, written as

Ŵ R =

{
000
M

}
, Ŵ P =

{
F

c×F

}
(6)

For convenience, we define six principal twists as the rotation and translations about
all the three coordinate axes, written as

R̂x =
(
1 0 0 0 0 0

)T
R̂y =

(
0 1 0 0 0 0

)T
R̂z =

(
0 0 1 0 0 0

)T

P̂x =
(
0 0 0 1 0 0

)T
P̂y =

(
0 0 0 0 1 0

)T
P̂z =

(
0 0 0 0 0 1

)T (7)

Similarly, we define six principal wrenches as the rotational and translational con-
straint about all the three coordinate axes, written as

F̂x =
(
1 0 0 0 0 0

)T
F̂y =

(
0 1 0 0 0 0

)T
F̂z =

(
0 0 1 0 0 0

)T

M̂x =
(
0 0 0 1 0 0

)T
M̂y =

(
0 0 0 0 1 0

)T
M̂z =

(
0 0 0 0 0 1

)T
(8)

The coordinate transformation of a twist or wrench is calculated as

T̂
′
= [Ad]T̂ , Ŵ

′
= [Ad]Ŵ , (9)
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where T̂ ,Ŵ and T̂
′
,Ŵ

′
correspond to the twist and the wrench before and after the

transformation. And [Ad] is the so-called 6× 6 adjoint matrix, written as

[Ad] =

[
R 0

DR R

]
(10)

where [R] is a 3 by 3 rotation matrix and [D] is the 3 by 3 skew-symmetric matrix
defined by the translational vector d = (dx,dy,dz)

T . They have the form

[R] =
[
x y z

]
, [D] =

⎡
⎣ 0 −dz dy

dz 0 −dx

−dy dx 0

⎤
⎦

3 Mobility Analysis of Overconstrained Linkages

It is well known that the Kutzbach-Gruebler formula applies to mechanisms with
general dimensions and may fail for overconstrained mechanisms which gain some
extra mobility due to their special dimensions. Many modern kinematicians have
already contributed to generalize this formula to include various kinds of overcon-
strained mechanisms. For instance, in 1966, Waldron [1] proposed a formula for
single loop linkages, written as

M = (N + n)− (m+ n− k) (11)

where N is the number of degrees of freedom of the serial chain by breaking the
single loop linkage at any joint, n is the connectivity of the closing joint, and m+
n− k is the order of the equivalent screw system of the loop linkage.

3.1 Waldron Six-Bar Linkages

Waldron six-bar linkage also called hybrid six-bar linkage [9] is a kind of overcon-
strained linkage that has one mobility. It is formed by two Bennett four-bar linkages
[22] sequentially connected. It is well known that a Bennett four-bar linkage is a spa-
tial overconstrained linkage with one degree of freedom. And during the movement
of the Waldron six-bar linkage, the two Bennett linkages will keep their geometrical
constrains without change.

As shown in Fig. 1, the geometry of a Waldron six-bar linkage is described as the
following. Let us denote the eight axes of the two Bennett linkages as z1 − z8 with
the first four axes belong to the first Bennett linkage and the last four belong to the
second Bennett linkage. When constructing the six-bar linkage with two four-bars
linkages, z1 coincides with z5 while links 1, 8 are replaced by a single link 9 and
links 4, 5 are replaced by link 10. As a result, links 2, 3, 10, 6, 7 and 9 are connected
by six joints z2,z3,z4,z6,z7,z8 to form a single loop six-bar linkage.

The relative position of the links and joints is described by using Denavit and
Hartenberg parameters. These parameters are presented as αi,ai,di,θi. αi is the twist
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Fig. 1 The Waldron six-bar linakge is formed by two Bennett four-bar linkages

angle between the axes of zi and zi+1, ai is the distance between zi and zi+1, di is
the offset between links i and i+1 along zi, θi is the angle from xi to xi+1 measured
about zi. The values of those parameters are showed in Table 1. d12 is the distance
of the two Bennett linkage along z1, and ε is the angle between x1 and x8. And here
in order to establish the position relationship of the two Bennett linkages clearly,
we substituted the D-H parameters of z4 to z1 and z1 to z5 for z4 to z5. According
to the geometric constraint of Bennett linkage, we have sinα1/a1 = sinα2/a2 and
sinα11/a11 = sinα22/a22.

Table 1 D-H parameters of the Waldron six bar linkage

i joint i-joint j αi ai di θi

1 z1 − z2 α1 a1 0 θ1

2 z2 − z3 α2 a2 0 θ2

3 z3 − z4 α1 a1 0 2π −θ1

4 z4 − z1 α2 a2 0 2π −θ2

5 z1 − z5 0 0 d12 ε
6 z5 − z6 α11 a11 0 θ11

7 z6 − z7 α22 a22 0 θ22

8 z7 − z8 α11 a11 0 2π −θ11

9 z8 − z5 α22 a22 0 2π −θ22

3.2 Mobility Analysis of Waldron Six-Bar Linkages

In this section, we show how to use screw theory to calculate the mobility of Wal-
dron hybrid six-bar linkage.

Since the relative position between the first and second Bennett linkages is de-
cided by d12 and ε , we only need to analyze one of two Bennett linkages and the
second one could be calculated by using transformation of coordinates. Based on
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the Denavit and Hartenberg parameters, the transformation between the adjacent
joints can be obtained easily by

Ti = X [αi,ai]Z[θi,di] (12)

where Z[·] and X [·] represents the screw displacement along z and x axis respectively.
The transformation from join zi to the first joint can be calculated by

1
i T = T1T2 · · ·Ti−1, i = 2,3,4 (13)

The transform matrix 1
i T could be written as

1
i T =

[
1
i R 1

i d
0 1

]
(14)

For the screw of z1, we can choose it as $1 = (0 0 1 0 0 0)T .Then the other
axis vector could be calculated as si =

1
i R(0,0,1)T . An arbitrary point on zi could

be chosen as ri =
1
i d. Then the screw of zi will be $i = (si;ri × si).

To obtain the four screws ($
′
1,$

′
2,$

′
3,$

′
4) of the second Bennett link-

age, we only need to replace the α1,α2,a1,a2,θ1,θ2 in ($1,$2,$3,$4) by
α11,α22,a11,a22,θ11,θ22 of the second Bennett linkage in the coordinate of joint
5 which are the D-H parameters of the second Bennett linkage given in Table 1.
And the screws of the second Bennett linkage in the coordinate frame of joint 1 can
be calculated as

$i+4 = [Ad]$
′
i, i = 1,2,3,4. (15)

where [Ad] is the six by six adjoint transformation matrix of screws by substituting
the following matrices

[R] =

⎡
⎣cos(ε) −sin(ε) 0

sin(ε) cos(ε) 0
0 0 1

⎤
⎦ , [D] =

⎡
⎣ 0 −d12 0

d12 0 0
0 0 0

⎤
⎦

into formula (10).
Finally the screw system of the hybrid six-bar linkage is obtained as $ =

($2,$3,$4,$6,$7,$8). The order N of the loop linkage is calculated as the rank of
the 6 by 6 matrix formed by these six screws. By using Mathematica program, it is
easy to figure out that this order is five. Since the six-bar linkage is connected by six
revolute joints, the mobility of its serial chain will be 5 and the connectivity of the
closing joint will be 1. Therefore, the mobility of the six bar linkage is calculated as
M = 6− 5 = 1 using Waldron mobility formula (11).
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4 Mobility Analysis and Type Synthesis of Compliant
Mechanisms

Inspired by the above work on rigid body mechanisms, we recently extended this
work to mobility analysis and type synthesis of compliant mechanisms. Compliant
mechanisms can be considered as a collection of relative rigid members (links) con-
nected with flexible members (flexure joints). Compliant mechanisms gain at least
part of their mobility from deformation of flexible members.

4.1 Mobility and Compliance

The mobility of a compliant mechanism is a subtle concept as virtually any mate-
rial deforms more or less, hence results in movement. As we know, compliance C
is defined as the ratio of movement over loading exerted for any specific direction
determined by a screw T̂ . There are two kinds of compliance: rotational and trans-
lational, which have the unit of rad/Nm and 1/N respectively. For any member of
a compliant mechanism, there are three rotational compliances and three transla-
tional compliances along the axes of coordinate system attached to that member,
denoted by CRx, CRy, CRz, CT x, CTy, CT z. To compare rotational compliance with a
translational one, we multiple the rotational compliances by a chosen constant l, i.e.

Ctx =CRxl, Cty =CRyl, Ctz =CRzl. (16)

The constant l can be chosen as the overall dimension of the member of interest,
typically the motion stage of a compliant mechanism. Compliances Ctx, Cty, Ctz

represents the translation of the tip of a bar with length l that is attached to the
motion stage of the mechanism when a tangent force is applied at the tip.

Now we redefine compliances of a member of a compliant mechanism as

C1 =Ctx, C2 =Cty, C3 =Ctz, C4 =CT x, C5 =CTy, C6 =CT z. (17)

To define the mobility of a compliant mechanism, we introduce the concept of “com-
pliance ratio” which is essentially the ratio of the compliance of the mechanism in
a particular direction over the maximum compliance in all directions, i.e.

CRi =
Ci

max(Ci)
, i = 1, . . .6 (18)

The range of CRi is between 0 and 1. If CRi is below a specified small threshold, e.g.
0.01, we consider the mechanism has no mobility in that direction. Note this repre-
sents that the movement of the mechanism in the direction T̂ i is two order smaller
than that in the direction with the maximum compliance when the same force is
exerted. And the mobility of a compliant mechanism is counted as the number of
mobility in three rotational and three translational directions.
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4.2 Commonly Used Flexure Primitives

Here we first study the mobility of a list of flexure primitives commonly used in
compliant mechanisms. A flexure primitive is defined as an “atomic” flexure mech-
anism that consists of only one flexure element and zero intermediate body. They
cannot be further divided into substructures. In this section we first categorize com-
monly used flexure primitives and derive their freedom and constraint spaces. Then
we will discuss a general synthesis methodology for constructing serial and parallel
kinematic chains of these flexure primitives.

According to the mobility or the rank of their twist system, we can categorize
the most commonly used flexure primitives. For instance, notch hinges, short beams
and split tubes have one rotational degree of freedom. A spherical notch or short
wire/rod has three rotational degrees of freedom. A thin beam or blade flexure, rota-
tional symmetric cylinder or a disc coupling has two rotational and one translational
mobility. And a long wire or corner blade has three rotational and two translational
mobility. These flexure primitives and their freedom space and twist and wrench
matrices are summarized in Table 2.

These primitives are basic building blocks for constructing more complex flexure
systems. In what follows, we show how to build more complex mechanisms with
these flexure primitives using a serial, parallel or hybrid structure.

4.3 Serial Flexure Chains

A serial flexure mechanism is formed by connecting a functional body to a fixed
reference body through a serial chain of flexure elements that are joined with in-
termediate bodies. Let us denote the motion space of the jth flexure element in a
serial flexure mechanism by a twist matrix [Tj]. The motion space of the rigid body
constrained by this flexure system is the superimposition of the motion of individual
elements. Mathematically the motion space of a serial chain of m flexures is given
by the range space of the following matrix

[T ] = [Ad1T1 Ad2T2 · · · AdmTm]. (19)

which is the column-wise combination of each [Tj] after an appropriate coordinate
transformation [Ad j]. The column rank of [T ] gives the mobility of the functional
body, denoted by f = rank(T ). Since it is not uncommon that the column vectors of
[Tj] are dependent, the mobility f is typically less than or equal to the total number
of columns of [T ]. By column reducing the matrix [T ], we can obtain a basis of
the motion space of the flexure system. And the complementary constraint space is
obtained by the standard screw algebra, denoted by a 6 by 6− f wrench matrix [W ].

Figure 2(a) shows a serial chain of two identical blade flexures. Blade flexure 2
is perpendicular to blade 1. We place the stage and its local coordinate system at
the end of the second blade. The twist matrix for both blade flexures is [Tb], already
given in Table 2. The coordinate transformation from blade 1 to functional body is
a pure translation along y axis for l units,
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Table 2 The motion and constraint spaces of commonly used flexure primitives

Flexure Freedom Symbol [T ] [W ]

z
Notch/Living Hinge Split Tube

z

y
x

y
x

Short Beam

R
[
R̂z

] [
F̂x F̂y F̂z M̂x M̂y

]

y

x

z

y
x

z

Spherical Notch Short Wire/Rod

S=3R
[
R̂x R̂y R̂z

] [
F̂x F̂y F̂z

]

z

y

x

Blade/Sheet/
Leaf Spring

z
y

x

Rotational 
Symmetric Cylinder

Disc Coupling
z

y

x

B=2R-P
[
R̂x R̂z P̂y

] [
F̂x F̂z M̂y

]

x 

y 

z 

long wire/rod corner blade
x

W=3R-2P
[
R̂x R̂y R̂z P̂y P̂z

] [
F̂x

]

z

y x

Bellow Spring

Bs=2R-3P
[
R̂x R̂y P̂x P̂y P̂z

] [
M̂z

]

R1 =

⎡
⎣ 1 0 0

0 1 0
0 0 1

⎤
⎦ , D1 =

⎡
⎣ 0 0 l

0 0 0
−l 0 0

⎤
⎦ .

And the transformation from the blade 2 to the functional body is pure rotation about
z axis for −π/2,

R2 = [Z(−π
2
)] =

⎡
⎣ 0 1 0
−1 0 0
0 0 1

⎤
⎦ , D2 =

⎡
⎣ 0 0 0

0 0 0
0 0 0

⎤
⎦ ,

where [Z(α)] represents the rotation about z axis for an angle of α .
The twist matrix of a serial chain of two blades is obtained by substituting them

into (19),
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[Tbb] = [Ad1Tb Ad2Tb] =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 1 0 0 0
0 0 0 0 0 1
1 0 0 1 0 0
l 0 0 0 −1 0
0 1 0 0 0 0
0 0 −l 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

�

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
−l 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦
, (20)

where the last step is a column-wise reduction process. Obviously f = rank(Tbb) =
5 as the elements of the last column are all zeros. Therefore, the flexure system
provides a mobility of five degrees-of-freedom.

The corresponding reciprocal wrench matrix is

[Wbb] = [0, 0, 1; l, 0, 0]T , (21)

which represents a constraint along a line parallel to z axis at the point r shown as
the blue line in Fig. 2(a).

4.4 Parallel Flexure Chains

A parallel flexure mechanism is formed by connecting a functional body to a ref-
erence body through two or more flexure elements in parallel. Let us denote the

sheet flexure 1
intermediate body

reference body

sheet flexure 2

xx MF ,

yy MF ,

zz MF ,

l

functional body x

y

z

l

)0,,0( l−=r

constraint line

x

y

sheet 1sheet 2

1x1y
2x

2y

ψ

2/d 2/d

r

ll

(a) (b)

Fig. 2 (a) A serial chain compliant mechanism formed by two perpendicular blade flexures,
(b) A parallel chain flexure mechanism formed by two parallel ideal blade flexures
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constraint space of the jth flexure element by a wrench matrix [Wj]. The constraint
space of the functional body is the superimposition of the constraint space of each
element. Mathematically the constraint space of a parallel flexure mechanism with
m flexures is given by the following wrench matrix

[W ] = [Ad1W1 Ad2W2 · · · AdmWm]. (22)

Again matrices [Ad j] are coordinate transformation of jth flexures.
The column rank of [W ] gives the degree-of-constraint of the functional body,

denoted by c = rank(W ). Similar to the case of serial chains, c is typically less than
or equal to the total number of columns of [W ] as some column vectors are depen-
dent. By column reducing the matrix [W ], we can obtain a basis of the constraint
space of the flexure system. And the complementary motion space is obtained by
the standard screw algebra, denoted by a 6 by 6− c twist matrix [T ].

Figure 2(b) shows a trapezoidal leaf-type flexure pivot that is formed by two
identical blade flexures assembled symmetrically at an angle of ψ and a distance of
d. The coordinate transformations for blade 1 and 2 are respectively

R1 = [Z(
π −ψ

2
)], d1 = (

d
2
,0,0),

R2 = [Z(
π +ψ

2
)], d2 = (−d

2
,0,0).

Substituting the above formula into (22) and applying a column-wise reduction, we
obtain the following wrench matrix,

[Wt ] = [Ad1Wb Ad2Wb]

=

⎡
⎢⎢⎢⎢⎢⎢⎣

0 sin(ψ
2 ) 0 0 −sin(ψ

2 ) 0
0 cos(ψ

2 ) 0 0 cos(ψ
2 ) 0

1 0 0 1 0 0
0 0 −cos(ψ

2 ) 0 0 −cos(ψ
2 )

− d
2 0 sin(ψ

2 )
d
2 0 −sin(ψ

2 )

0 1
2 d cos(ψ

2 ) 0 0 − 1
2 d cos(ψ

2 ) 0

⎤
⎥⎥⎥⎥⎥⎥⎦

�

⎡
⎢⎢⎢⎢⎢⎢⎣

sin
(ψ

2

)
0 0 0 0

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

1
2 d cos

(ψ
2

)
0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣0

⎤
⎥⎥⎥⎥⎥⎥⎦
, (23)

where Wb is the reciprocal wrench of Tb. Again the last step is obtained by a column-
wise reduction. The corresponding reciprocal twist matrix of [Wt ] is
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[Tt ] =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0

sin
(ψ

2

)
− 1

2 d cos
(ψ

2

)
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦
, (24)

which represents the rotation about the intersection line of the blades shown as r =
(0,−d cot(ψ/2)/2,0) in Fig. 2(b).

4.5 Design of Freedom Elements

By using serial or parallel chains of flexure primitives as shown in Table 2, we have
synthesized a catalogue of freedom and constraint elements which provide transla-
tional or rotational freedom or constraints. For convenience, we list all the possible
freedom elements with one rotational (R) and translational (P) DOF motion, i.e.
R-joints and P-joints, in Figs. 3 and 4.

These freedom elements are basic building blocks to construct hybrid structures
of flexure mechanisms. For instance, if we would like to design a parallel structure
with three rotations, we just need to use three translational constraint elements to
remove all translations. As shown in Fig 5(a), We first design a serial chain of two
blade flexures (denote as B-B) that functions as a single translational constraint.
By combining three serial chains of B-B, we obtain a design. The functional body
A can rotate about its center relative to the base body B, while its translations are
constrained.

(a) BB (b) BB (c) BB (d) B-2W (e) 5W (f) 2S

(g) S-2W (h) Bs-B-S (i) Bs-B-W (j) Bs-S-W (m) 2Bs-3W(k) Bs-4W (l) 2Bs-S

Fig. 3 Various designs of R-joints with flexure primitives: B, W, S and Bs. The double arrow
arcs represent the rotation allowed by flexure R-joints. The box represents the functional
body.
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(a) 2B (d) Bs-B-W

(f) 2Bs-B (h) 3Bs-2W(g) 2Bs-3W

(b) B-2W (c) 5W

(e) Bs-4W

Fig. 4 Various designs of P-joints with parallel structures of flexure primitives: B, W, Bs. The
arrowed lines indicate the direction of translation. The box represents the functional body.

4.6 Synthesis of Hybrid Structures

We can further build more complex flexure mechanisms with hybrid structures of
flexure primitives together with the freedom and constraint elements synthesized
in the previous sections. Here a hybrid structure is a structure with both serial and
parallel connections.

Figure 5(a) shows a compliant parallel platform mechanism that has three rota-
tional degrees of freedom. Each limb is a serial chain of two blade flexures. The
functional body A can rotate about its center relative to the base body B while its
translations are constrained.

As another example, we would like to design a parallel structure with three trans-
lational degrees of freedom. We just need to use three rotational constraint ele-
ments to remove all rotations. If we choose the BB design in for all three rotational

B

B

B
A

B

B B

A

(a) (b)

Fig. 5 (a) A parallel platform with three rotational degrees of freedom and (b) a parallel
compliant platform with three translational degrees of freedom. The body B are fixed. The
body A is the functional body.
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constraints, we obtain the design shown in Fig 5(b). The functional body A can
translate in all directions while its rotations are constrained.

5 Conclusions

In this paper, we first reviewed screw theory and its applications to mobility analy-
sis and synthesis of rigid body linkages. In particular, we highlighted contributions
of Waldron to mobility formula for general loop linkages with screw theory and
synthesis of overconstrained linkages in 1960. As an example, we studied the mo-
bility of the Waldron hybrid six-bar linkages using screw theory. Inspired by these
work, we then reviewed some recent advances in applying screw theory to mobility
analysis of compliant mechanisms. This screw theory based mobility formula is the
foundation of mobility analysis and type synthesis of compliant mechanisms. We
presented a screw theory representation of freedom and constraint spaces of com-
monly used flexure primitives, synthesis of R and P joints with flexure primitives
and synthesis of hybrid structures such as compliant parallel platform mechanisms.
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7   How Far are Compliant Mechanisms from 
Rigid-body Mechanisms and Stiff Structures?  

G.K. Ananthasuresh 

Abstract. Stiff structures made of elastic bodies and linkages consisting of rigid 
bodies are studied for centuries. Compliant mechanisms that straddle these two are 
extensively researched only in the last two decades, barring a few insightful 
results before that. The question addressed in this note is simple: Are compliant 
mechanisms really different from stiff structures and rigid-body linkages? If so, 
how much and in what ways? By discussing the fundamental concepts in 
structures and linkages, it is argued here that compliant mechanisms are as much 
similar to stiff structures and rigid-body linkages as they are different from them. 
Similarities and differences among the three categories of engineering solid 
entities are delineated from the viewpoints of function, mobility, analysis, 
synthesis, materials, fabrication, scaling, and balancing. It is noted here that the 
contrast among the three mainly arises due to viewing them from the continuum or 
discrete perspectives. 

1 Introduction 

Systems made of solids studied by engineers are primarily of two kinds: structures 
and mechanisms. Structures are designed to be stiff so that they do not move or 
deform; they simply bear the loads. Mechanisms, on the other hand, are supposed 
to move to transmit motion and forces. They are traditionally made of jointed 
assemblies of rigid bodies. Viewed in this manner, there is a clear demarcation 
between stiff structures and movable mechanisms. They are therefore treated 
differently in terms of analysis and synthesis. But in reality all structures do move 
and/or deform slightly due to unintended but inevitable clearances and non-rigid 
displacements. Likewise, mechanisms possess some characteristics of stiff 
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structures because they are indeed stiff in portions between the kinematic joints 
but they also undergo elastic deformations, sometimes substantial, under large 
loads and/or at high speeds. The matter of distinguishing one from the other 
becomes complicated when we also bring in compliant mechanisms [1] into 
discussion. Compliant mechanisms utilize elastic deformation to perform the 
functions of mechanisms but are similar to structures in their physical form when 
they do not contain any joints. Thus, compliant mechanisms straddle stiff 
structures and rigid-body mechanisms. 

While stiff structures and rigid-body mechanisms have been studied extensively 
for centuries, the studies on compliant mechanisms are sporadic and are 
intensified only in the last two decades. Although the treatment of compliant 
mechanisms looks different prima facie from that of stiff structures and rigid-body 
mechanisms, hindsight shows that it is really not so different. In this short note, 
we examine the similarities and differences among the three (or two?) types of 
solid systems. The criteria for comparison include function, mobility and degrees 
of freedom, analysis and simulation methods, design (i.e., synthesis) approaches, 
materials used, manufacturing techniques employed, static balancing, and size 
(because in today’s world micro and nano technologies are pursued with vigor). 

The next section considers the aforementioned criteria one by one. Some 
remarks are included in the closing section of this note, which is by no means the 
final word on the topic. 

2 Comparing Stiff Structures, Compliant Mechanisms,  
and Rigid-body Mechanisms 

2.1 Function 

Structures such as buildings and bridges are meant to be stiff to bear the loads 
without excessive deformation. Mechanism transmit force and motion from one 
point to another. It is fair to say that they also transmit energy. They also bear the 
loads but need actuation to do it. Compliant mechanisms are not different from 
rigid-body mechanisms in terms of function. An additional feature of compliant 
mechanisms is that they can transform energy from one form to another form 
across different energy domains. That is, it is much more than transforming 
mechanical energy from potential energy to kinetic energy. An electro-thermal-
compliant microactuator [2] receives electrical energy and outputs mechanical 
strain energy via thermal energy en route. All mechanisms, whether rigid-body or 
compliance based, need a fixed frame to attach them. Machine frames with 
moving parts need to be stiff to contain the vibrations.  

The physical forms of structures and rigid-body mechanisms are easily 
distinguishable. A structure is monolithic (i.e., it has single-piece construction) or 
is an assembly of rigid components fastened rigidly to one another. A rigid-body 
mechanism is an assemblage of rigid components (called “links” in the parlance of 
kinematics—a source of confusion to people outside the field) connected together 
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with kinematic joints. Kinematic joints allow one or more relative motions out of 
the possible six between the two bodies, and restrict the rest of the relative 
motions. Joints do this by means of specific geometries. Certain assemblies of 
rigid bodies with kinematic joints can also lead to structures that cannot move but 
can only deform. Trusses are good examples. They deform appreciably only under 
large loads. If they are designed to be stiff, they can be safely considered to be 
rigid for all practical purposes. 

The physical form of a compliant mechanism with no kinematic joints at all 
cannot be distinguished from that of a structure. Early on, Midha and co-workers 
[3] gave a simple example to make this point. A cantilever beam can be a 
compliant mechanism or a structure. A cantilever of a diving board is a mechanism 
as it stores the strain energy when the swimmer jumps on it and releases it as 
kinetic energy needed for diving. On the other hand, a cantilever beam holding a 
brush against the commutator in an electric motor is simply a structure. Figure 1 
shows another example where the same physical form can serve as a structure or a 
compliant mechanism depending on the intended function and applied loads. 

 

(a)  (b)   (c)  

Fig. 1 (a) a compliant gripper, (b) symmetric half of (a), (c) a slight modification of the 
mechanism in (b) could serve as a structure, say, as a frame for a bus-shelter 

Tensegrity structures [4] and cable-driven robots [5] are interesting examples. 
In a tensegrity structure significant stiffness can be achieved with wires that 
undergo tension and rigid struts that undergo compression. But a tensegrity 
structure can deform under internal or external loads. Cytoskeleton of a biological 
cell, which some say is a tensegrity structure [6], endows locomotion and shape-
changing abilities to the cell. Similarly, a cable-drive robot blurs the distinction 
between a structure and a mechanism. Tensegrity structures and cable-driven 
mechanisms are in fact compliant mechanisms. 

Based on the foregoing, it is safe to call something a structure or a mechanism 
based on the function it serves. Therefore, a compliant mechanism can shift its 
role from a structure to a mechanism or vice versa. Mobility analysis makes this 
point more clearly than this, as explained in the next section. 

2.2 Mobility 

Mobility, i.e., the ability of a solid entity to be mobile, is well developed for rigid-
body mechanisms. Grübler’s formula [7] gives the number of degrees of freedom 
(dof), M , which gives the number of independent actuations needed to 
completely specify the configuration of the mechanism. 
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where n  is the number of rigid bodies and if  the number of kinematic joints that 

allow i relative motions between the bodies that they connect. For a rigid-body 
assembly to be a mechanism, M  ≥ 1. There is an equivalent formula for pin-
jointed truss structures, which is known as the Maxwell’s rule [8]. It gives the 
number of states of self-stress, s . 

 3 6s b j= − +  in 3D                                      (2a) 

 2 3s b j= − +  in 2D                                      (2b) 

where b  is the number of bars (equal to n  in the dof formula due to Grübler) and 
j  is the number of vertices where pin-joints are located. By state of self-stress, it 

is meant that the truss cannot be assembled in general without extending/ 
contracting  as many number of bars, and hence causing stress even in the absence 
of external forces. 

One may check that the number of dof given by Grübler’s formula will be 
equal but opposite in sign to the number of states of self-stress given by 
Maxwell’s rule. We can use either formula as long as we know how to interpret 
dof and states of self-stress. It is well known in kinematics that Grübler’s formula 
fails when there are special geometric conditions. So does Maxwell’s rule! Both 
are based purely on topology (i.e., connectivity) information and do not account 
for symmetries. Fowler and Guest [9] have given symmetry-extension to 
Maxwell’s rule. One can use that, with some interpretation, to compute the 
number of dof. A fool-proof method of computing the number of dof is treating 
the pin-jointed rigid-body assembly as a truss and computing the rank of the 
stiffness matrix. Deficiency in rank is equal to the number of dof. Thus, we see 
close connection between structures and mechanisms. 

It is sometimes said that compliant mechanisms have infinitely many dof. That 
is not true if we fix the forces applied on it. By considering a general compliant 
mechanism that has rigid and flexible bodies as well as kinematic and flexible 
joints, Murphy et al. [10] presented a dof formula for compliant mechanisms. It 
was applied to a number of case-studies and extended slightly to an easily 
interpretable form in [11]. 
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where segn  is the number of segments in a compliant mechanism; fi is the same as 

in Eqs. (1a-b) with the additional implication that fo implies a “fixed” connection 
where no relative motions are allowed between the connected segments; cj is the 
number of compliant joints that allow j relative motions; nc is the segment 
compliance; and q is the maximum segment compliance present in the mechanism. 
The new term here is the segment compliance, which simply means the number of 
flexible modes (not be confused with normal modes of vibration) of a compliant 
segment. For example, a rod that can only extend/contract but cannot bend has 
unit segment compliance. See [10, 11] for details. 

Thus, we see that from the mobility viewpoint, compliant mechanisms share 
much with stiff structures and rigid-body mechanisms. The connection between 
the latter two is also quite intriguing in light of relationship between Grübler’s 
formula and Maxwell’s rule. 

2.3 Materials 

There is absolutely no restriction on associating different classes of materials (viz. 
ceramics, elastomers, glasses, natural materials, and polymers and hybrids 
(composites, foams, lattice networks, etc.) [12]) with stiff and compliant  
bodies. This is because stiffness and flexibility depend not on the material alone 
but also on the geometric form. In fact, it is the geometry that influences 
stiffness/flexibility more than the material. A steel spring can be more flexible 
than a rubber ball of the same volume of material. A brittle material such as 
silicon has been extensively used to make compliant mechanisms.  

A question is often raised about the vulnerability of compliant mechanisms due 
to large displacements. First, let us answer that by noting that stiff structures and 
rigid-body mechanism also fail by breakage of material under excessive loads as 
compared to what they are designed for. So do compliant mechanisms. But it must 
be noted that large displacement does not mean large strain (and hence stress). 
Flexibility and strength are not complementary. Figure 2a shows a narrow spiral-
shaped slit cut through the thickness of an acrylic sheet using laser machining. 
Figure 2b shows that it results in highly flexible spring. Even though its 
displacement is quite large under its own weight, it has low level of stress. 

 

(a)  (b)  

Fig. 2 (a) An acrylic plate with a spiral cut; (b) its deformation under self-weight. A rod is 
attached vertical to the plane of the cut-out plate for support. 
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Thus, compliant mechanisms can be made of any of the aforementioned classes 
of materials just as structures and rigid-body mechanisms can be constructed out 
of any material suitable for an application hand. Let us consider manufacturing 
techniques next. 

2.4 Manufacturing 

Until now, the compliant mechanisms reported in the literature and the ones found 
in the market are made using molding, casting, extrusion, machining, lithography, 
water-jet cutting, laser machining, punching, electro-discharge machining, etc. In 
fact, no technique needs to be excluded to make compliant mechanisms just as is 
the case with stiff structures and rigid-body mechanisms. As noted in the 
preceding sub-sections, geometric forms of the three classes of the solid systems 
cannot be distinguished from one another either from the viewpoint of materials 
used or from the perspective of manufacturing.  

2.5 Analysis and Simulation  

Analysis of rigid-body mechanisms entails solving algebraic equations (for statics) 
and ordinary differential equations (for dynamics). Structural analysis of 
arbitrarily shaped structures needs numerical techniques such as finite element 
analysis or the boundary element analysis, the former being popular, for solving 
the partial differential equations governing elastic deformation. Compliant 
mechanisms too often need finite element analysis if their actual physical form 
needs to be analyzed. In this respect they are closer to structures. However, some 
compliant mechanisms can be analyzed using rigid-body mechanism models. 

Figure 3a shows a compliant slider-crank mechanism with three flexural pivots 
replacing the pin joints. Such a mechanism can be modeled as a rigid-body slider-
crank mechanism with torsional spring constants to model the flexures. This is 
shown in Fig. 3b. A simple but effective model for flexural hinges was developed 
by Paros and Weisbord [13]. 

 

Fig. 3 (a) A compliant slider-crank mechanism; (b) its rigid-body model with torsional 
springs 
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Another significant advance for modeling compliant mechanism using rigid-
body models was developed by Burns and Crossley [14] and Howell and Midha 
[15]. It was observed in [14] that the tip-deflection of a cantilever beam under 
transverse tip-load can be well approximated with a pin-jointed rigid crank of 5/6 
the length of the cantilever. In [15], this was extended by noting that the elastic 
resistance of the cantilever can be represented with a torsional spring of linear 
spring constant. See Figs. 4a-b. This is called a pseudo rigid-body model and it 
has been used extensively in the last two decades. 

 

 

Fig. 4 Left: A cantilever beam approximated with a pin-jointed crank [14] and with an 
added torsional spring of linear spring constant [15] 

More recently, in [16] another rigid-body model shown in Fig. 5 is developed. 
This, called a spring-lever (SL) model, captures the essential terminal 
characteristics of a compliant mechanism. An extension of this for dynamic 
analysis is reported in [17] and is called the spring-mass-lever (SML) model. 
These models too are amenable for large displacement analysis. More importantly, 
they are useful for synthesis. 

 

 
Fig. 5 (a) a compliant gripper, (b) symmetric half showing its deformation, and (c) a spring-
lever model [16] 

Here again, we see that compliant mechanism utilize structural and rigid-body 
analyses almost equally. In practice, even though compliant mechanisms can be 
accurately simulated by numerically solving the partial differential equations, 
several rigid-body models are used for their analysis. The aim of rigid-body 
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models is not so much as to increase the computational efficiency but is to gain 
insight into the way compliant mechanisms work. They also help in synthesis. 

2.6 Synthesis 

Synthesis of rigid-body mechanisms is a rich field of research. Beginning with 
graphical techniques and analytical techniques, today we have sophisticated 
computational techniques for the synthesis of rigid-body mechanisms. Synthesis 
of structures too is a widely researched topic. Optimization is a versatile tool for 
synthesizing both mechanisms and structures. But structures got an edge over 
rigid-body mechanisms when shape and topology optimization techniques [18] 
came into existence. Compliant mechanism synthesis has benefitted from both 
classes of techniques—rigid-body mechanism and structural synthesis methods. 

Howell and Midha [19] used their pseudo rigid-body models of compliant 
mechanisms in loop-closure equations and brought compliant mechanisms into the 
ambit of rigid-body mechanism synthesis. In this method, one can begin with an 
assumed linkage and synthesize it for desired kinetoelastic response. The solution 
obtained is transformed into a compliant mechanism by replacing the optimized 
torsional spring constants with flexural hinges or flexible beams of uniform cross-
section. In [16, 17], which also use another kind of pseudo rigid-body models, a 
suitable compliant mechanism is chosen from a database using selection maps and 
then re-designed interactively, if necessary. 

Alternatively, [20-22] adapted structural topology optimization techniques 
(originally developed for stiff structures) to design compliant mechanisms. In this 
technique, the designer is relieved from the task of choosing even the topology. 
Only the nominal specifications are enough in this method. Here, structural design 
is transformed into a material distribution problem. Much has been accomplished 
in this technique [18, 23].  

Topology optimization of compliant mechanisms is sometimes thought of as 
distinctly different from that of stiff structures. It appears not so, some differences 
notwithstanding. The difference is that the points of interest in stiff structures are 
those where forces are acting. But in compliant mechanisms, there is always an 
output point of interest where there may or may not be a force. However, the 
problems faced in the topology optimization of stiff structures also arise, albeit in 
a slightly different form, in the topology optimization of compliant mechanisms. 

See Fig. 6 that shows a topology-optimized image of a compliant mechanism. 
The point-flexures [24], which form one-node hinges, are conspicuous. The reason 
for their appearance was explained in [24] and a strategy to avoid these was 
offered for distributed compliance. This is important because the lumped 
compliance of the kind seen in Fig. 3a or Fig. 6 should be avoided as the flexural 
hinge regions are heavily stressed and they become the ‘weakest link’. A similar 
problem arises stiff structures in the form checker-board pattern. This is attributed 
to numerical instability but one can argue on physical basis just as the occurrence 
of point-flexures in the optimal compliant topologies is explained. 
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Fig. 6 A topology-optimized compliant mechanism with single-node hinges  

A more subtle similarity between the topology optimization of compliant 
mechanisms and stiff structures becomes evident when body-force are considered. 
(e.g., self-weight). Figure 7 shows an image of a topology-optimized design under 
its self-weight. It is an ill-converged solution. The issue here is that whenever 
material is placed at a point, additional load ensues. So, there is no motivation for 
placing material anywhere at all. So, usually a small dummy force is used [25]. 
This is artificial. A similar requirement exists in compliant mechanisms where a 
small output load or a spring needs to be used to coax the algorithm to make a 
connection to the output point. 

 

 

Fig. 7 An ill-converged solution of topology optimization of a structure with self-weight 

Another intriguing issue is the first application of optimization technique for 
designing structures for desired deflection (as in compliant mechanisms) led to a 
rigid-body mechanism. Barnett [26] noticed this first. See [20] for details. Thus, 
we see that the line between stiff structures, rigid-body linkages, and compliant 
mechanism blurs when their synthesis (i.e., design) is considered. Wise counsel 
seems to be that one should use what is best for an application as per the available 
resources.  

2.7 Size 

Stiff structures exist across several orders of magnitude from mountains to the tips 
of atomic force microscopes. Making stiff structures is relatively easy at all sizes 
as compared to rigid-body mechanisms. Jointed mechanisms require assembly, 
which is a problem at all sizes. At macro scale, even though we are used to it, it  
is often said that more than 50% of cost of making a product goes into assembly. 
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At small scales—micro to nano—assembly is very difficult and uneconomical 
[27]. Compliant mechanisms help because they do not need assembly. The 
problems of wear and friction become dominant as the surface to volume ratio 
increases as miniaturization continues. In Nature too, we see more compliant 
designs at the small scales as compared to jointed skeletal design as we go down 
the size scale [20]. The matter of size is best left to the practitioner who knows the 
constraints that go beyond design into economy of material and manufacturing.  

2.8 Static Balancing 

With regard to energy efficiency, there is big disadvantage with compliant 
mechanisms as compared to rigid-body mechanisms. In the latter, barring 
frictional losses at joints, all of the input energy is delivered to the output. But in 
compliant mechanisms, significant part of input energy goes into deforming their 
elastic bodies. A remedy for this is static balancing. That is, by preloading a 
compliant mechanism, the energy stored a priori in it can be used to deform the 
mechanism to perform its intended function. Here, once again, it helps to take the 
detour to rigid-body linkages. A technique developed in [28] to statically balance 
a spring-loaded four-bar linkage (see Fig. 8a) was used to balance a spring-steel 
compliant mechanism shown in Fig. 8b. This route offers useful insight (e.g., what 
is the lowest level of preload and what are the options available to the designer?) 
than using structural optimization directly. 

 

(a)  (b)   

Fig. 8 (a) A spring-loaded four-bar linkage statically balanced with two more springs [28] 
and (b) a spring-steel compliant mechanism statically balanced with a rigid-body linkage 
and a spring 

3 Closure 

We considered a brief overview of compliant mechanisms, not exhaustive by any 
means, and compared and contrasted compliant mechanisms with stiff structures 
and rigid-body mechanisms. Several criteria that we considered show that 
similarities are many. Some differences do exist. While it is surprising to see why 
compliant designs were ignored by engineers for such a long time, it is intriguing 
to see that compliant mechanisms are after all not that much different from the 
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other two kinds of solid systems. The difference comes about only when we 
consider compliant mechanisms in their “discretized” or “lumped” or “pseudo 
rigid-body” models as opposed to “continuum” structural models. Any insights 
gathered from studies on compliant mechanism do enrich the fields of rigid-body 
mechanisms and stiff structures. 

Acknowledgments. The author is indebted to all his research students who worked with 
him on topics related to compliant mechanisms at University of Pennsylvania, Philadelphia, 
and Indian Institute of Science, Bangalore. 
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8   On a Compliant Mechanism Design 
Methodology Using the Synthesis  
with Compliance Approach for Coupled  
and Uncoupled Systems 

Ashok Midha, Yuvaraj Annamalai, Sharath K. Kolachalam,  
Sushrut G. Bapat, and Ashish B. Koli   

Abstract. Compliant mechanisms are defined as those that gain some or all of their 
mobility from the flexibility of their members.  Suitable use of pseudo-rigid-body 
models for compliant segments, and state-of-the-art knowledge of rigid-body me-
chanism synthesis types, greatly simplifies the design of compliant mechanisms.  
Starting with a pseudo-rigid-body four-bar mechanism, with one to four torsional 
springs located at the revolute joints to represent mechanism characteristic com-
pliance, a simple, heuristic approach is provided to develop various compliant me-
chanism types.  The synthesis with compliance method is used for three, four and 
five precision positions, with consideration of one to four torsional springs, to de-
velop design tables for standard mechanism synthesis types. These tables  
reflect the mechanism compliance by specification of either energy or torque.  
The approach, while providing credible solutions, experiences some limitations.  
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The method is not yet robust, and research is continuing to further improve it.  
Examples are presented to demonstrate the use of weakly or strongly coupled sets 
of kinematic and energy/torque equations, as well as different compliant mechan-
ism types in obtaining solutions. 

1 Nomenclature 

Zn Vector notation of link n 
Rn Magnitude of Zn 
θn Angle of Zn, measured ccw from x-axis 
Pj jth precision point  
δj Vector from first to jth precision point 
φj Rotation of the input link from first to jth position  
γj Rotation of the coupler from first to jth position 
ψj Rotation of the output link from first to jth position 
Ej Energy of the mechanism at jth precision position  
ki Spring constant of the ith torsional spring 
βij jth angular position of the ith torsional spring 
Tj Torque specified at jth precision position 
hij First-order kinematic coefficient of the ith link at jth position 
Kθ Characteristic stiffness coefficient 
γ Characteristic radius factor 
Θ Pseudo-rigid-body angle 

2 Introduction 

Methods developed in recent times for synthesizing compliant mechanisms com-
prise numerical synthesis [1, 2], a systematic application of structural optimization 
[3-6], graphical synthesis [7], loop closure [8, 9], and homotopy technique [10].  
In using the pseudo-rigid-body model concept, loop closure offers invaluable ben-
efits, such as use of existing knowledge base in rigid-body mechanism synthesis 
[11], generation of multiple solutions, and expediency of solution with accuracy.  
This paper describes a methodology to synthesize compliant mechanisms using 
the pseudo-rigid-body model concept and the loop-closure technique, while taking 
into account the mechanism’s non-prescribed energy-free state.   

The pseudo-rigid-body model concept [12, 13], which readily accommodates 
large deflection of flexible members, naturally bridges rigid-body synthesis to 
compliant mechanism design, providing the greatest benefit of all.  For each flexi-
ble member (segment), a derived equivalent pseudo-rigid-body model predicts its 
deflection path and force-deflection characteristics.  These segments are modeled 
by two or more rigid links attached at pin joints.  A torsional spring, located at a 
pin joint, is used to model the force-deflection relationships of a compliant seg-
ment accurately.  
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A large-deflection cantilevered compliant (fixed-free) beam of length l and its 
equivalent pseudo-rigid-body model are shown in Figs. 1(a) and 1(b), respective-
ly.  It is assumed that the nearly circular path of the beam end can be modeled by 
two rigid links joined at a “characteristic” pivot along the beam [14]. A torsional 
spring at the pivot represents the beam’s resistance to deflection.  The stiffness 
coefficient Kθ is related to the torsional spring constant, k, of the beam.  The loca-
tion of this characteristic pivot is measured from the beam end as a fraction of the 
beam’s length, γl, where γ is the characteristic radius factor [15, 16].  This distance 
γl is also known as the characteristic radius. 

 
 

 
(a) 

 
(b) 

Fig. 1 (a) A cantilever beam with a force at the beam end, and (b) its pseudo-rigid-body 
model 
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The average value of the characteristic radius factor is found to be 0.85 [15], 
and may be used as a preliminary estimate in problem solving.  The angle by 
which the characteristic radius is rotated is referred to as the pseudo-rigid-body 
angle, Θ.  This concept, along with existing rigid-body mechanism theories for 
function, path, and motion generation, and path generation with prescribed timing 
[11], can be used advantageously to synthesize compliant mechanisms. 

A loop-closure technique was developed to synthesize compliant mechanisms 
by combining loop-closure equations with energy/torque relations, which reflect 
the mechanism compliance [9].  This technique, termed as synthesis with com-
pliance, thus relates the energy storage characteristics of compliant segments to 
the kinematic mobility of the mechanism.  Therefore, for these two sets of equa-
tions, there are two sets of unknowns: 1) the kinematic variables, consisting of 
link lengths and angles of the pseudo-rigid-body model, corresponding to some 
select positions known as precision positions; and 2) the energy variables, com-
posed of the undeflected spring position βi0, related to the initial pseudo-rigid-
body angle Θn0, and the spring stiffness ki, related to the characteristic stiffness 
coefficient K஀ for each compliant segment (Fig. 2). 

 

 

Fig. 2 Schematic of a pseudo-rigid-body four-bar mechanism with torsional springs 

Using the above reduction technique, a pseudo-rigid-body kinematic chain with 
discrete compliances at the characteristic pivots may be obtained.  With this in 
mind, the basic kinematic four-bar chain is selected, with its revolute joints 
representing the aforementioned characteristic pivots, and the springs the segment 
compliances.  

Depending on the compliances (or the springs) introduced synthesis with com-
pliance yields a set of weakly coupled or strongly coupled equations [15].  In 
weakly coupled set of equations, the kinematic equations are solved independently 
of energy/torque equations, whereas in the latter case, both the kinematic and 
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energy/torque equations are simultaneously solved for all the unknowns.  The 
possible compliant mechanism configurations, with fully compliant, small-length 
flexural pivot [15], and rigid segments, are heuristically derived [17] and im-
proved upon in Fig. 3.  In using equivalent pseudo-rigid-body model representa-
tions for various compliant segment types [15], and assuming four torsional 
springs in the rigid-body four-bar mechanism (Fig. 2), three possible compliant 
mechanisms (Figs. 3A-C) may be conceptualized.  Similarly, five mechanism 
types result (Figs. 3D-H) from use of three springs, eight (Figs. 3I-P) from two 
springs, and two (Figs. 3Q, R) from a single spring, giving a total of 18 possible 
configuration types for solution.  It is from these types that we shall draw upon for 
later examples. 

3 Synthesis with Compliance for Energy Specifications 

3.1 Kinematic Equations 

In Function generation [11], the vector loop closure ܈ଶ ՜ ଷ܈ ՜ ସ܈ ՜ ସ୨܈ ՜܈ଷ୨ ՜   :ଶ୨ (Fig. 4) gives the following equation܈

j j ji i i
2 3 4(1 - e ) (1 - e ) (e -1) 0γ ψφ + + =Z Z Z                               (1) 

where, j is the mechanism position. 
For path generation, motion generation (rigid-body guidance), and path genera-

tion with prescribed timing [11], the loop-closure equations (2) and (3) are  
obtained for loops ܈ଶ ՜ ହ܈ ՜ ୨ ՜ ହ୨܈ ՜ ସ܈ ଶ୨ and܈ ՜ ଺܈ ՜ ୨ ՜ ସ୨܈ ՜  ଺୨܈
(Fig. 5), formed by dyads ܈ଶ ՜ ସ܈ ହ and܈ ՜  .଺, respectively܈

j
i ij

2 5 j(e -1) (e -1)
φ γ+ = δZ Z

                                            (2) 

j
iψ iγj

4 6 j(e -1) + (e -1) = δZ Z
                                           (3) 

3.2 Energy Equations 

The stored energy of the compliant mechanism in the jth precision position is esti-
mated [8, 18] by the potential energy stored in the torsional springs of the pseudo-
rigid-body model (Fig. 2) as: 

( )
m 2

j i ij i0
i   1

1
E k - ;          1  m  4

2 =

= β β ≤ ≤
                              

(4)
 

where, ki is the spring constant, βij  the jth angular position of the ith torsional 
spring, βi0 the angular position of the ith spring in its undeflected position, and m 
the number of torsional springs.  
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Fig. 3 Schematic representation of compliant mechanism types from a pseudo-rigid-body 
four-bar mechanism 

 

Fig. 4 Vector schematic of a four-bar function generation mechanism in its 1st and jth  
positions 
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Fig. 5 Vector schematic of a four-bar mechanism showing vector dyads in the 1st and jth  
positions 

The angle βij is related to the pseudo-rigid-body mechanism angles, Θ, [7, 8] as 
follows: 

β1j  = Θ2j                                                               (5a) 

β2j  = 180° - (Θ2j - Θ3j)                            (5b) 

β3j  = Θ4j - Θ3j                            (5c) 

β4j  = Θ4j                           (5d) 

where, Θnj represents the angles of the nth link at the jth position.  From equations 
(4) and (5), therefore, the mechanism potential energy in the jth position is given 
as:  
 

( )
( ) ( )
( ) ( )

( )

2

1 2 j 20

2

2 3 j 30 2 j 20

j 2

3 4 j 40 3 j 30

2

4 4 j 40

k -

 k - - -1
E      

2  k - - -

 k -

 Θ Θ
 
  + Θ Θ Θ Θ  =  

  + Θ Θ Θ Θ  
 + Θ Θ                                

(6)

 

where, Θn0 represents the angular position of the nth link in the initial ener-
gy/torque free spring state. 

Based on equations (1)-(3) and (6), Tables 1-4 outline the number of equations, 
unknowns, and free choices for a given number of torsional springs (m), for func-
tion, path, and motion generation, and path generation with prescribed timing,  
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respectively.  These tables encapsulate a methodology for the synthesis of an ap-
propriate pseudo-rigid-body four-bar mechanism for the given criteria.  As an 
example, in Table 1, for a single torsional spring (m=1) and the three-precision-
position case, there are 7 equations and 10 unknowns, and hence 3 free choices, 
theoretically yielding solutions in the order of (∞)3 [11].  In the last column of the 
table, the notations s.c. and w.c. signify a strongly and weakly coupled system,  
respectively. 

For a function generation five-precision-position synthesis, and m=1, the  
system is over-constrained with more equations than unknowns, and hence is ex-
cluded from Table 1.  In Tables 3 and 4, the cases of five-precision-position syn-
thesis for m=1 & 2 are not included for a similar reason.  The numbers in brackets 
in Tables 2-4 refer to additional equations or unknowns arising from the case 
wherein torque (instead of energy) is specified, as explained below. 

Table 1 Design choices based on number of torsional springs for function generation 
synthesis with compliance 

 
† Equation (14) gives two more scalar equations;  ‡s.c.≡ strongly coupled system; w.c.≡ weakly 

coupled system. 
 

Number of 
Torsional Springs 

Number of  
Equations 

Number of  
Unknowns 

Number of 
Free Choices 

Three Precision Positions 
1 7 Z2, Z3, Z4, 2, 3, k1, 10                 (10) 3 (s.c.‡) 

2 9† Z2, Z3, Z4, 2, 3, k1, k2,Θ20, Θ30,  
Θ40                                                                            (13) 

4 (w.c.‡) 

3 9† ”+ k3                                              (14) 5 (w.c.) 
4 9†  ” + k4                                            (15) 6 (w.c.) 

Four Precision Positions 
1 10 Z2, Z3, Z4, 2, 3, 4, k1, 10             (11) 1 (s.c.) 

2 14† Z1, Z2, Z3, Z4, 2, 3, 4, k1, k2,Θ20, 
 Θ30,Θ40                                                                (16) 

2 (s.c.) 

3 12 Z2, Z3, Z4, 2, 3, 4, k1, k2, k3, Θ20, 
 Θ30,Θ40                                                                (15) 

3 (w.c.) 

4 12        ” + k4                                      (16) 4 (w.c.) 
Five Precision Positions 

2 17† Z1, Z2, Z3, Z4, 2, 

3, 4, 5, k1, k2, Θ20, Θ30, Θ40              (17) 
0 (s.c.) 

3 17† Z1, Z2, Z3, Z4, 2, 3, 4, 5, k1, k2, 
 k3, Θ20, Θ30, Θ40                           (18) 

1 (s.c.) 

4 15       ” + k4                                       (17) 2 (w.c.) 
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4 Synthesis with Compliance for Torque Specifications 

4.1 Kinematic Equations 

These equations remain the same as in the case of “Energy Specifications” above. 

4.2 Torque Equations 

The general torque equation [8, 18] is given by 

( )
m

ij
2 j i ij i0

i 1

d
T k - ;         1  m  4

dS=

β
= β β ≤ ≤

                          
(7)

 

where, S represents the input variable for the mechanism, and all other variables 
are as defined in equation (4).  If Θ2 is the input, then dβij/dS may be expressed as: 

1

2 j

d
1

d
β  = Θ                                                                   

(8a)

 

32
3j

2 2j j

dd
-1 h -1

d d
Θβ    = =   Θ Θ                                           (8b) 

3 34
4 j 3 j

2 2 2jj j

d dd
- h - h

d d d
β ΘΘ    = =    Θ Θ Θ                         (8c) 

4 4
4 j

2 2j j

d d
h

d d
β Θ   = =   Θ Θ                                                   (8d) 

where, hij represents the first-order kinematic coefficient of the ith link at the jth 
position, and is defined [19] as follows: 

2 4 j 2 j
3 j

3 3 j 4 j

R sin( - )
h

R sin( - )

Θ Θ
=

Θ Θ
                                         

(9)
 

2 3 j 2 j
4 j

4 3 j 4 j

R s in ( - )
h

R sin ( - )

Θ Θ
=

Θ Θ                                        
(10)
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Substituting the values of βij in equation (7), 

( )
( ) ( ) ( )
( ) ( ) ( )

( )

2 j 1 2 j 20

2 3 j 30 2 j 20 3 j

3 4 j 40 3 j 30 4 j 3 j

4 4 j 40 4 j

T k -

       k - - - h -1

       k - - - h - h

        k - h

= Θ Θ

 + Θ Θ Θ Θ 
 + Θ Θ Θ Θ 

+ Θ Θ
                                

(11)

 

and expanding with the help of equations (9) and (10), we have  

( ) ( )
( )

( )
( )

( )

3 j 30 2 4 j 2 j
2 j 1 2 j 20 2

3 3 j 4 j2 j 20

4 j 40 2 3 j 2 j 2 4 j 2 j
3

4 3 j 4 j 3 3 j 4 j3 j 30

4 4 j 40

- - R sin( - )
T k -  k -1

R sin( - )-

- - R sin( - ) R sin( - )
         k -  

R sin( - ) R sin( - )-

R
          k -

 Θ Θ  Θ Θ
 = Θ Θ +   Θ Θ Θ Θ   

 Θ Θ  Θ Θ Θ Θ
 +   Θ Θ Θ Θ Θ Θ   

+ Θ Θ 2 3 j 2 j

4 3 j 4 j

sin( - )

R sin( - )

Θ Θ
Θ Θ              

(12)

 
 

This equation, involving first-order kinematic coefficients, requires Θ3j (yet an 
unknown), where j represent the jth precision position of the mechanism.  When j> 
1, Θ3j is given by Θ31+ γj, where γj is the coupler position relative to the first preci-
sion position.  Hence, if Θ31 is determined, then Θ3j may be calculated.  In  
function generation, this may either be a free choice, or be solved for explicitly 
from the kinematic equations.  In all other synthesis methods, requiring the use of 
dyads, Θ31 is not readily available.  However, it is easily obtained from the follow-
ing equation (Fig. 4): 

3 5 6- 0+ =Z Z Z                                  
(13)

 

Accordingly, for a strongly coupled, torque specification case, except for function 
generation synthesis, the number of unknowns is increased by consideration of Θ31 
and R3, as indicated in Tables 2-4 within brackets [21]. 
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Table 2 Design choices based on number of torsional springs for path generation synthesis 
with compliance 

 
∗Equation (13) contributes two more scalar equations. ∗∗Z3 introduces two additional un-
knowns. † Equation (14) gives two additional scalar equations.   
‡s.c.≡ strongly coupled system; w.c.≡ weakly coupled system 

5 General Synthesis Case with a Non-prescribed  
Energy-Free State 

Let us consider a general case, where the energy-free position of the compliant 
mechanism is different from the prescribed positions.  Currently, for this case, in a 
pseudo-rigid-body four-bar mechanism with more than one torsional spring, the 
deflection-free state of one spring does not govern the deflection-free states of the 
remaining springs.  However, in a monolithic (one-piece) compliant mechanism, 
the energy-free state of one flexural segment implies that all other compliant  
 

Number of  
Torsional Springs 

Number of  
Equations 

Number of  
Unknowns 

Number of 
Free Choices 

Three Precision Positions 
1 11 [+2*] Z2, Z4, Z5, Z6, 2, 3, 2, 3, 2, 3, k1,  

10                                                      (16)[+2**] 
5 (s.c.‡) 

2 13 Z2, Z4, Z5, Z6, 2, 3, 2, 3, 2, 3, k1, 
 k2,Θ20, Θ30,Θ40                                                     (19) 

6(w.c.‡) 

3 13 ” + k3                                                                            (20) 7(w.c.) 
4 13 ” + k4                                                 (21) 8(w.c.) 

Four Precision Positions 
1 16 [+2*] Z2, Z4, Z5, Z6, 2, 3, 4, 2, 3, 4, 2, 

 3, 4, k1, 10                                    (19)[+2**] 
3(s.c.) 

2 22† Z1, Z2, Z3, Z4, Z5, Z6, 2, 3, 4, 2, 3,  
4, 2, 3, 4, k1, k2,Θ20, Θ30, Θ40      (26) 

4 (s.c.) 

3 18 Z2, Z4, Z5, Z6, 2, 3, 4, 2, 3, 4, 2, 3, 
 4, k1, k2, k3, Θ20, Θ30, Θ40                          (23) 

5 (w.c.) 

4 18 ” + k4                                                  (24) 6 (w.c.) 
Five Precision Positions 

1 21 [+2*] Z2, Z4, Z5, Z6, 2, 3, 4, 5, 2, 3, 4, 
 5, 2, 3, 4, 5, k1, 10                              (22)[+2**] 

1 (s.c.) 

2 27† Z1, Z2, Z3, Z4, Z5, Z6, 2, 3, 4, 5, 2, 
 3, 4, 5, 2, 3, 4, 5, k1, k2,Θ20, 
 Θ30,Θ40                                               (29) 

2 (s.c.) 

3 27† ” + k3                                                   (30) 3 (s.c.) 
4 23 Z2, Z4, Z5, Z6, 2, 3, 4, 5, 2, 3, 4,  

5, 2, 3, 4, 5, k1, k2, k3, k4,Θ20, 
 Θ30, Θ40                                               (27) 

4 (w.c.) 
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segments are also in their energy-free states corresponding to that position.  Thus, 
to model the compliant mechanism in an optimal way, all deflection-free angular 
positions of the torsional springs in a pseudo-rigid-body four-bar mechanism 
should be related to one another, as should be expected from the energy-free posi-
tion of the compliant mechanism. 

Without using additional equations, the torsional springs in their undeflected 
states are not yet constrained, and even though the resulting mechanism solution 
may be a valid pseudo-rigid-body four-bar mechanism with independent springs, 
it is not an acceptable one-piece compliant mechanism solution.  These additional 
constraints will need to relate the deflection-free state angles (βi0) in the ener-
gy/torque equations to one another and to the link angles of the pseudo-rigid-body 
four-bar mechanism. 

At the energy-free position of the mechanism or its zeroth position, equation (5) 
relates βi0 of the ith torsional spring to the pseudo-rigid-body angles.  Additionally, 
as Θn0 are part of the designed pseudo-rigid-body four-bar mechanism, they need 
to satisfy the four-bar loop-closure equation in the energy-free state.  Hence, the 
vector equation shown below will need to be enforced: 

20 30 1 40+ = +Z Z Z Z                                       (14) 

where, the subscript ‘0’ represents the energy-free position.  This provides addi-
tional constraints with no further unknowns appended to the system. 

This additional equation (14) would suffice to satisfactorily synthesize a weak-
ly coupled system.  In a strongly coupled system, however, few more equations 
need to be included to ensure a satisfactory solution of the system.  For a strongly 
coupled function generation synthesis case, with equations (1), (6) or (12), and 
(14) included in the system, Z1 is additionally an unknown.  To accommodate this, 
the first precision position four-bar loop-closure equation, i.e. 

2 3 1 4+ = +Z Z Z Z                                  (15) 

is used, resulting in two more scalar equations added to the system.  For the re-
maining three cases of strongly coupled system synthesis, Z1 and Z3 become addi-
tional unknowns.  In order to solve them, the coupler loop-closure equation (13) is 
used in addition to equation (15). Consequently, the system accumulates four 
more scalar equations.  The above discussion is applicable only for a pseudo-rigid-
body four-bar mechanism with two or more torsional springs. 

In a pseudo-rigid-body four-bar mechanism with a single spring (m = 1), a tor-
sional spring deflection-free angle, βi0, that identifies the energy-free state of the 
mechanism, does not impose any conditions on the other pseudo-rigid-body links 
that are without torsional springs.  Hence, in this case, no additional constraints 
are required. 
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Table 3 Design choices based on number of torsional springs for motion generation 
synthesis with compliance 

 
∗Equation (13) contributes two more scalar equations. ∗∗Z3 introduces two additional un-
knowns. † Equation (14) gives two additional scalar equations.   
‡s.c.≡ strongly coupled system; w.c.≡ weakly coupled system. 

 
Accordingly, Tables 1-4 have been updated to reflect these changes in the re-

quired number of equations, unknowns, and free choices, for different number of 
torsional springs and various precision position requirements [21].  Example 1 
shows the application of this technique in designing a compliant mechanism with 
one fixed-fixed compliant segment, where three precision positions and the cor-
responding energies are specified. 

As mentioned earlier, the above discussion assumes that the energy-free posi-
tion of the compliant mechanism is different from the prescribed positions.  If the 
energy-free position of the mechanism happens to be one of the prescribed posi-
tions, a reduced system of equations can be used to synthesize a compliant me-
chanism and is shown in example 2. 

 
 

  
Number of 
Torsional Springs 

Number of 
Equations 

Number of  
Unknowns 

Number of 
Free Choices 

Three Precision Positions 
1 11 [+2*] Z2, Z4, Z5, Z6, 2, 3, 2, 3,  

k1, 10                                                          (14)[+2**] 
3 (s.c.‡) 

2 13 Z2, Z4, Z5, Z6, 2, 3, 2, 3, k1, k2,  
Θ20, Θ30,Θ40                                  (17) 

4 (w.c.‡) 

3 13   ” + k3                                           (18) 5 (w.c.) 
4 13  ” + k4                                            (19) 6 (w.c.) 

Four Precision Positions 
1 16 [+2*] Z2, Z4, Z5, Z6, 2, 3, 4, 2, 3,  

4, k1, 10                                  (16)[+2**] 
0 (s.c.) 

2 22† Z1, Z2, Z3, Z4, Z5, Z6, 2, 3, 4,  
2, 3, 4, k1, k2, Θ20, Θ30, Θ40      (23) 

1 (s.c.) 

3 18 Z2, Z4, Z5, Z6, 2, 3, 4, 2, 3, 
 4, k1, k2, k3,Θ20, Θ30, Θ40             (20) 

2 (w.c.) 

4 18  ” + k4                                             (21) 3 (w.c.) 
Five Precision Positions 

4 23 Z2, Z4, Z5, Z6, 2, 3, 4, 5, 2, 3, 4, 
5, k1, k2, k3, k4, Θ20, Θ30, Θ40         (23) 

0 (w.c.) 
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Table 4 Design choices based on number of torsional springs for path generation with 
prescribed timing synthesis with compliance 

Number of 
Torsional Springs 

Number of 
Equations 

Number of  
Unknowns 

Number of 
Free Choices 

Three Precision Positions 

1 11 [+2*] Z2, Z4, Z5, Z6, φ2, φ3, γ2, γ3, k1, 
 β10                                         (14) [+2**] 

3 (s.c.‡) 

2 13 Z2, Z4, Z5, Z6, φ2, φ3,γ2, γ3, k1, k2,  
Θ20, Θ30,Θ40                                          (17) 

4 (w.c.‡) 

3 13  ” + k3                                    (18) 5 (w.c.) 

4 13  ” + k4                                    (19) 6 (w.c.) 

Four Precision Positions 

1 16 [+2*] Z2, Z4, Z5, Z6, φ2, φ3, φ4, γ2, γ3, 
 γ4, k1, β10                                                (16)[+2**] 

0 (s.c.) 

2 22† Z1, Z2, Z3, Z4, Z5, Z6, φ2, φ3, φ4,  
γ2, γ3, γ4, k1, k2, Θ20,Θ30, Θ40     (23) 

1 (s.c.) 

3 18 Z2, Z4, Z5, Z6, φ2, φ3, φ4, γ2, γ3,  
γ4, k1, k2, k3, Θ20, Θ30, Θ40,      (20) 

2 (w.c.) 

4 18 ” + k4                                       (21) 3 (w.c.) 

Five Precision Positions 

4 23 Z2, Z4, Z5, Z6, φ2, φ3, φ4, φ5, γ2, γ3, 
 γ4, γ5, k1, k2, k3, k4, Θ20,Θ30,Θ40 (23) 

0 (w.c.) 

∗Equation (13) contributes two more scalar equations. ∗∗Z3 introduces two additional unknowns. 
† Equation (14) gives two additional scalar equations.   
‡s.c.≡ strongly coupled system; w.c.≡ weakly coupled system. 

6 Examples 

6.1 Example 1 

It is desired to design a compliant mechanism for three-precision-position path 
generation with prescribed timing, with energy specified at the precision positions 
as follows: 
 

δ2 = -3 + 0.5i ; δ3 = -5 + 0.25i; φ2 = 20°; φ3 = 35°; E1 = 6.3 in-lb; E2 = 28 in-lb;  
E3 = 51.6 in-lb 
 

Assuming two torsional springs are used in the pseudo-rigid-body four-bar me-
chanism, Table 4 shows there are 13 equations, 17 unknowns and 4 free choices, 
resulting in a weakly coupled system.  Hence, the kinematic and energy variables 
can be solved for independently.  A compliant mechanism configuration with one 
fixed-fixed segment, as shown in Figure 3(I), is chosen for synthesis.  Four free 
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choices are expended on R2, R4, θ21, and θ41.  Using equations (2), (3), (6) and 
(14), the following solution is obtained: 

 
Z1 = 2.875 + 3.019i; Z2 = 0.479 + 5.479i 
Z3 = 5.355 + 3.884i; Z4 = 2.958 + 6.344i 
Z5 = 4.652 + 6.397i; Z6 = -0.703 +2.537i 
γ2 = 9.286°;  γ3 = 14.613° 
ψ2 = 22.064°;  ψ3 = 36.74° 
k3 = 78.27 in-lb/rad; k4 = 78.27 in-lb/rad 
Θ20 = 70°         Θ30 = 24.152°  
Θ40 = 43.921° 
 
The length of the fixed-fixed compliant segment is determined using the equation: 

γ =l Z
                                                          

(16)
 

where, γ is the characteristic radius factor, l the length of the compliant segment, 
and |Z| the magnitude of pseudo-rigid-body link length. The moment of inertia is 
obtained using the equation: 

EI
k 2 KΘ= γ

l                               
(17)

 

where k is the torsional spring stiffness, K஀ the stiffness coefficient, with an aver-
age value of 2.65, E the modulus of elasticity, and  I  the moment of inertia.   
Considering a rectangular cross section of width, w, and thickness, t, using Poly-
propylene, a thermoplastic material, and assuming the width, w to be 0.5 in., the 
value of the thickness, t, is obtained as 0.258 in.  The resulting compliant mechan-
ism is shown in Fig. 6.  

The synthesis results obtained using the pseudo-rigid-body model (PRBM) are 
compared with the finite element analysis (FEA) software ABAQUS®. The coup-
ler curve is obtained using the PRBM and precision position locations from both 
PRBM and FEA are shown plotted on the coupler curve in Fig. 7. 

6.2 Example 2 

A fully-compliant mechanism is to be designed for three-precision-position path 
generation with prescribed timing and energy specifications: 

δ2 = -3 + 0.5i; δ3 =  -5 + 0.25i; φ2 = 20°; φ3 = 35°; E1 = 0 in-lb;  E2 = 15 in-lb;  
E3 = 44.8 in-lb. 
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Z1 = 2.876 +3.019i; 

Z3 = 5.355 + 3.885i; 

Z5 = 4.652 + 6.422i; 

γ2 = 9.286°;  

ψ2 = 22.064°;  

k1 = 80.88 in-lb/rad; 

k3 = 87.73 in-lb/rad; 

The lengths and moment 
using equations (16) and
compliant segments are o
width, w, is assumed to b
as 0.2406 in. and 0.2679
resulting compliant mecha

Fig. 8 Solid model of the co
in example 2 

 
Fig. 9 shows the result

PRBM.  The precision po
PRBM and FEA. 
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Z2 = 0.4794 + 5.479i 

Z4 = 2.958 + 4.110i 

Z6 = -0.703 +2.537i 

γ3 =14.613° 

ψ3 = 36.74°  

k2 = 80.88 in-lb/rad 

k4 = 87.73 in-lb/rad 

of inertias of the two compliant segments are determine
 (17), respectively. The lengths of the input and outpu
obtained as 6.4705 in. and 8.2350 in., respectively. Th
be 0.5 in. for both segments, resulting in the thickness, 
9 in., for input and output segments, respectively.  Th
anism is shown in Fig. 8. 
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Fig. 9 Coupler curve of the m
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Z1 = 3.479 - 1.537i; 
Z3 = 5.841 – 2.233i; 
Z5 = -1.464 + 3.809i; 
φ2 = 24.473°;  
ψ2 = 22.635°;  
Θ40 = 8.7545° 
 k1 =30.688 in-lb/rad; 
 k3 = 19.975 in-lb/rad; 
 

The length of SLFP is ass
input and output pseudo-
are obtained as 0.2857 in
calculated using the equat

Using the moment of iner
all SLFPs, the thickness, t
tom right, as 0.06402 in., 0

A. Midha et a

 

mechanism (with precision positions) for example 2 
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n-position path generation with specified energy: 
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ψ3 = 36.136°  

k2 = 29.0019 in-lb/rad 
 k4 = 35.1406 in-lb/rad 
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l                           
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knowns shared between them.  Generally, solving these coupled nonlinear kine-
matic and energy/torque equations presents increased complexity. 

In a weakly coupled system, the kinematic and energy/torque equations are 
solved separately, and the kinematic configuration is solved for before solving the 
energy/torque equations.  As a result, the latter system of equations frequently 
yields negative solutions for spring stiffness values.  Although good solution were 
obtained, following a cumbersome process of iterations. 

The number of variables involved in the sets of kinematic and energy equations 
are typically greater than number of equations available.  In order to solve the 
equations, the user is required to assign reasonable values for the free choices and 
initial estimates.  This process is highly cumbersome, and no guidelines currently 
exist to alleviate the situation. 

Due to the nonlinearity of the sets of kinematic and energy/torque equations, 
the solutions obtained are rather sensitive to the values assigned for the free choic-
es and initial estimates.  Even the slightest changes in their values result in dra-
matic changes in the outcomes, which are frequently unrealistic. 

In order to overcome the aforementioned limitations associated with the current 
state of the synthesis with compliance method, a more robust approach is currently 
being researched. 

8 Conclusions 

This paper is based on the use of existing concepts of equivalent pseudo-rigid-
body models for compliant segments, and rigid-body mechanism synthesis for 
function, path and motion generation, and path generation with prescribed timing.  
Starting with a pseudo-rigid-body four-bar mechanism, with use of one to four 
torsional springs at the revolute joints to represent segment compliance, a heuristic 
approach is employed to develop a variety of compliant mechanism types.  The 
synthesis with compliance technique has been used for a variable number of 
springs, for three, four and five precision positions of the mechanism.  Exhaustive 
design tables have been systematically developed which enumerate the number of 
equations, unknowns and free choices for the above-mentioned synthesis types.  
The tables appropriately reflect these differences which result from the specifica-
tion of either energy or torque.  Examples have been presented to demonstrate the 
use of the synthesis with compliance method using different compliant segment 
types in obtaining the solutions.  The results obtained are favorably compared with 
finite element analysis.  Some insight is provided as to the limitations encountered 
in the method presented.  Currently, the development of a more robust design 
methodology is underway, and will be reported in the near future. 
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9   Understanding Speed and Force Ratios  
for Compliant Mechanisms 

Thomas G. Sugar and Matthew Holgate 

Abstract. Active, compliant mechanisms with powered joints and compliant, 
spring-based links are beneficial at reducing input loads and power requirements 
by changing both the speed and force ratios. In these mechanisms, the speed and 
force ratios are a function of mechanism geometry and the load applied to the 
output link. Both ratios are analysed for a classic slider crank linkage. 

1 Introduction 

In the Human Machine Integration Laboratory, we have been studying compliant, 
spring-based mechanisms to develop wearable, powered, robotic orthoses, 
prostheses, and exoskeletons [1-6]. Others have been studying compliant actuators 
for safe human interaction [7-9]. Our goal is to use mechanism geometry with the 
addition of springs to reduce both the load and power requirements, and alter the 
input speed for an actuator, typically a high speed, low torque electric motor. 
Human joints typically require low speed and high torque which necessitates a 
gearbox ratio that decreases motor speed, and increases output torque with a fixed 
ratio. 

Instead of a fixed ratio, smart design allows speed and force ratios to change 
based on mechanism geometry and required output load. Benefits will include 
high force ratios when high load is required and low force ratios when low load is 
required. Also, the speed ratio can be changed when a spring stores or releases 
energy into the system. 

We develop a general method for understanding the force and speed ratios  
for a classic slider crank linkage used in a powered, robotic ankle. This method 
helps to illustrate how both the speed and force ratios can be changed using 
linkage design.  

                                                           
Thomas G. Sugar · Matthew Holgate 
Arizona State University and SpringActive, Inc. 
e-mail: Thomas.Sugar@asu.edu 
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In a compliant, spring-based linkage, the force ratio is a function of geometry and 
load only. The angle, θ3, changes based on load. The speed ratio cannot be 
determined because the spring power, or ݈ ሶଷ is not known. For a compliant linkage: ܯଶߠሶଶ ൅ ሶݔܨ െ ܭሶଷܨଷܨ ൌ 0 

ቆ ሶଶቇߠሶݔ ൅ ൬ܯଶܨ ൰ െ ܨଷܨ ቆ ݈ሶଷߠሶଶቇ ൌ 0 

If the output load, M2, does not vary with time, then ݈ ሶଷ equals zero and the speed 
ratio can be found. It is equal in magnitude and opposite in sign to the force ratio. 

For the general case if 
ெሶ మఏሶ మ  is given, which is reasonable because the output load 

and positions are given with time, then the speed ratio can be found. For the 
general case, the force ratio is a function of the geometry of the linkage and the 
desired output load. The speed ratio is a function of the geometry, desired output 
load, and the rate of change of the output load. Three independent equations are 
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Fig. 9 The load ratio is the surface plot on the top and the speed ratio is the surface on the 
bottom. In this case, it can vary between -0.03 and 0.04. 

 

 

Fig. 10 The load ratio is the surface plot on the top and the speed ratio is the surface on the 
bottom. In this case, it can vary between -0.05 and -0.1. 

In Figures 10 and 11, the rate of change of the load versus speed is reduced to 
10 and 0. As the rate of change of the load is reduced the spring power is reduced 
and the speed ratio becomes a mirror of the load ratio. 
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Fig. 11 The load ratio is the surface plot on the top and the speed ratio is the surface on the 
bottom. In this case, it can vary between -0.05 and -0.02. 

In Figures 12 and 13, the speed ratio becomes more negative at large output 
angles. This slider crank linkage has beneficial properties when the spring is 
primarily used in tension but the properties are not beneficial when the spring is 
primarily used in compression. 

 

Fig. 12 The load ratio is the surface plot on the top and the speed ratio is the surface on the 
bottom. In this case, it can be as low as -0.053. 
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Fig. 13 The load ratio is the surface plot on the top and the speed ratio is the surface on the 
bottom. In this case, the speed ratio can be as low as -0.097. 

5 Conclusions 

Our goal is to develop speed and force ratios that change based on mechanism 
geometry and required output load. In the example in Section 3, benefits include 
high force ratios when high load is required and low force ratios when low load is 
required. Essentially, the “gear ratio” varies based on load.  Also, the speed ratio 
can be changed to both negative and positive when a spring stores or releases 
energy into the system.  

A general method for understanding the force and speed ratios for a classic 
slider crank linkage is shown. If the rate of change of the output load is defined, 
the speed ratio for a compliant linkage can be calculated. Surface plots are given 
to better understand the ratios for a range of angles and loads. The surface plots 
help to illustrate how both the speed and force ratios can be changed using linkage 
design. Our goal is to develop custom linkages for the ankle, knee, and elbows 
which require a limited range of output motion, but need high output forces in 
some scenarios while still requiring high speed with low output forces. 
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10   Precision Flexure Mechanisms  
in High Speed Nanopatterning Systems 

M.J. Meissl, B.J. Choi, and S.V. Sreenivasan* 

Abstract. Semiconductor wafer nanolithography machines integrate nano-scale 
precision mechanisms with advanced optical and mechatronic modules to achieve 
highly controlled nanopatterning capability for fabricating advanced integrated 
circuits, photonics, and optoelectronic devices. The machines achieve their  
precision by combining the use of highly repeatable nano-resolution actuators  
and motion systems, and on-tool precision calibration that is typically required  
for assembled systems since the sub-system machining precision is inherently  
insufficient.  

In this article, precision flexure mechanisms used in advanced photolithography 
and imprint lithography systems are discussed and compared. The main difference 
between them is that nanoimprint lithography mechanisms need to possess high 
dynamic load carrying capability in addition to precision performance. The article 
first provides a brief review of quasi-static precision mechanisms in advanced 
optical instruments and tools. The article next discusses flexure mechanisms used 
for calibration and nano-precision real-time alignment for a UV nanoimprint proc-
ess. These mechanisms require specialized designs as they need to support high 
dynamic loading encountered during the high-speed separation (demolding) proc-
ess in imprint lithography. Finally, imprint template flexures – that have to satisfy 
very stringent precision and dynamic loading requirements – are described in de-
tail. Specific design requirements of template flexures include (a) providing selec-
tively compliant tilting about remote compliant centers, (b) possessing an order of 
magnitude higher stiffness in other axes, and (c) avoiding mechanical and thermal 
distortions from mounting of the template chuck to the supporting column. 

Keywords: Precision Flexure Mechanics, Selective Compliance, Photolithogra-
phy, Nanoimprint Lithography. 

                                                           
M.J. Meissl · B.J. Choi · S.V. Sreenivasan 
Department of Mechanical Engineering, University of Texas,  
Austin, TX, USA 
e-mail: sv.sreeni@mail.utexas.edu 



132 M.J. Meissl, B.J. Choi, and S.V. Sreenivasan 

 

1 Introduction 

Flexure-based mechanisms are widely used to provide friction free motion with a 
typical motion range of a few microns to a few millimeters. Some of them are 
used for precision assembly purposes where fine calibration can be performed 
without wearing down mating surfaces. In general, precision calibrations need to 
be performed without altering surface flatness or other geometric specification. 
The benefit of particle free motion and good repeatability of flexures have been 
widely adapted for precision instruments and tools, including photolithography 
tools.  

Two examples of quasi-static flexures used in precision systems are discussed 
first. A gimbal flexure is shown in Figure 1. The flexure between bodies 32 and 34 
in Figure 1 enables relative tilting between two bodies while the center of the fiber 
(26) remains aligned with the focal point 48. In general, as shown here, the flexure 
unit is used for precision calibration as quasi static fixtures [1]. High compliance 
of the thin wall (50) provides two DOF gimbal motions while the remaining  
motions are constrained.   

 

        

Fig. 1 Left: a static flexure unit to calibrate optical coupling (from [1]); Right: flexure por-
tion within the dotted region can be represented by linkages and lumped revolute joints   

Watson [2] presented a flexure apparatus for establishing motion about a center 
remote from the physical body of the device, known as a Remote Center 
Compliance (RCC) device. The device shown in Figure 2 is for part assembly 
tasks where initial tilting and location error with respect to a receiving part or 
body can be compensated by this flexure unit. In this design, vertical motion is 
structurally constrained.  

One of the most widely used applications of flexures is in piezo based small 
motion range stages, where limited motion ranges of piezo stacks are significantly 
amplified via flexure mechanisms. Flexure units are also used as thermal-
decoupling fixtures for precision optical units such as photolithography lens stacks 
or semiconductor mask stages.  

 



10   Precision Flexure Mechanisms in High Speed Nanopatterning Systems 133 

 

 

 

 

 

 

Fig. 2 Left: a flexure based RCC device (from [2]).  Right: a simplified representation of 
the flexure unit as linkages and lumped joints. 

For nanoimprint lithography tools, precision flexure units were developed to 
generate nano-scale precision parallelism between the template and substrate. 
Several articles have presented the design concept, analytical model, and experi-
mental data of flexure based mechanisms for nanoimprint lithography [5, 6, 7] as 
well as micro-contact printing [8]. Reference [9] provides extensive design prin-
ciples and sensitivity analyses of notch type flexures. Unlike quasi-static flexure 
mechanisms typically encountered in high precision instruments, template flexures 
for nanoimprint lithography undergo high dynamic loading. In addition to support-
ing high dynamic loading, specific design requirements of template flexures were 
(a) to provide compliant tilting about two remote compliant centers without gene-
rating particles, (b) to possess high stiffness in all other axes, (c) minimize me-
chanical distortion from mounting the template chuck to the supporting column, 
and (d) avoid thermal distortion to the template and template chuck. Three genera-
tions of template flexures were developed. The first generation was made of two 
separate four bar flexures that were serially assembled, while the second unit was 
a monolithic flexure system which still included a serial configuration of two four 
bar flexures. The third and last generation flexure is a monolithic parallel flexure. 
Next, we will present an overview of the nanoimprint lithography process, fol-
lowed by specific designs of the template flexures along with various enhance-
ments to achieve a near perfect parallel template-wafer configuration. 

Figure 3 illustrates Jet and Flash Imprint Lithography (J-FIL) process steps  
[3, 4]. The glass template contains nano-scale resolution features. (a) Ideally, the 
gap and parallelism between the template and wafer are precisely controlled.  (b) 
UV curable organic monomer material is delivered on the substrate by an array of 
piezo inkjet nozzles and filling is performed in the presence of in-liquid contact 
between the template and substrate. (c) UV exposure crosslinks the monomer 
leading to a solidified polymer layer. (d) The template is separated from the UV 
cured layer, and (e) the imprinted features are etched to transfer the pattern to the 
substrate.  
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Fig. 3 Jet and Flash Imprint Lithography process steps; residual layer needs to be uniform 
and thin for etching process (from [5]) 

As illustrated in the second step in Figure 3, it is important to maintain near 
perfect parallelism between the template and wafer during the fluid filling step. 
Tilting error will cause an uneven imprinted layer, which causes a process prob-
lem at the etching step. A tilt error of even 2.5 nm across 25 mm (100 nrad) can 
cause undesirable process errors after etching. Further, an undesirably thick resi-
dual layer can form when the dispensed fluid volume is not optimized. For 25 nm 
lithography, and a 2:1 aspect ratio patterned polymer, the mean residual layer 
thickness needs to be < 15 nm.  

Using best design and calibration practices in precision systems, a calibration 
between the template and wafer can achieve better than about 10 µrad (100 nm 
rise over 10 mm distance) using a high resolution gap sensor. However, it is ne-
cessary to compensate for the remaining tilting error to achieve tilting of  
50 nrad or less during the fluid filling step.  

Template flexure units were developed mainly to compensate the above men-
tioned residual tilting error passively in the presence of in-liquid contact between 
the template and wafer. Another important function of the template flexure is to 
either limit or eliminate the lateral motion when the tilting motion is performed. 
Tilting motion occurs not only in the fluid filling step but also in the separation 
step. In the presence of unpredictable localized tilting between the template  
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and wafer, residual lateral motion errors can occur if the tilting correction motion 
is not fully decoupled from the lateral motion. During the separation step, the 
imprinted features are already cross-linked. Therefore, excessive lateral motion of 
the template during the separation step will cause catastrophic shear induced large 
area defects. In order to decouple the tilting from the later motion sequences, it is 
therefore necessary to precisely locate the tilting axes of the template at or very 
close to the template surface.  

For the template flexure, not only does the center of tilting need to be at the 
template surface, but compliances also need to be selectively controlled. Since 
flexure units need to handle frequent high vertical loads during the separation step, 
it is important to minimize the vertical compliance, in the direction of separation. 
Compliance in both lateral directions and about the vertical axis (theta) can lead to 
limited pattern placement accuracy. Thus, compliances for the three translation 
directions and about the theta direction need to be substantially smaller than those 
about the horizontal tilting directions. 

2 First Generation Template Flexure 

Templates used for early development were made of UV transparent 25 mm 
square blocks diced from a 6025 semiconductor mask substrate.  A square field 
boundary was defined by the diced edges of the template. Two serially assembled 
flexure units provided tilting alignment between the template and substrate about 
two orthogonal directions. A seating area for the template was integrated into the 
lower flexure unit. Figure 4 shows a template, template flexure assembly, and a 
calibration stage [10]. The template was mechanically secured using set screws 
and an intermediate adaptor (not shown in Figure 4) that distributed point-loading 
from the set screws into surface loading on the template.  Each flexure unit is a 
single degree of freedom four-bar-linkage with four notch-type joints. Linkage 
angles were selected so that the rotation axis is aligned with the template surface. 
Joint compliances were balanced so that stored energy at each joint is equally 
distributed. The geometry of the semi-circular notches was designed so that when 
a 20 N load is applied at a distance of 9 mm from the center, one flexure rotates 
0.5 mrad while the five remaining motion directions are constrained by high struc-
tural stiffness of the flexure. The second, orthogonally mounted flexure, due to 
geometric constraints, rotated 0.9 mrad for the same moment load, providing the 
second tilt correction. It was found based on finite element analyses that the com-
pliance in the undesirable directions increases less than in the desired tilt direction 
when the notch flexure's minimum thickness is reduced. A minimum fabrication 
thickness of 0.5 mm was selected, considering the increased importance of  
available machining tolerances on small dimensions.   
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Fig. 4 Serially assembled first generation flexures holding a 25 mm square template  
(from [10]) 

3 Second Generation Template Flexure 

In the 1st Gen template flexure where a 25 mm square template is seated into the 
lower flexure by compression loads, an undesirable nano-scale flatness error was 
induced to the template active area. Another noticeable problem was a poor field 
boundary since the boundary was defined by diced edges of the template. There-
fore, a new template format was adopted, consisting of 65 mm square templates 
cut from 6025 semiconductor mask substrate.  High resolution patterns were 
formed in the middle of the template, with the pattern boundary defined by a wet-
etched mesa. Figure 5 shows this 65 mm square format template with an active 
area within the mesa.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 65 mm format nano imprint template with an active area within the mesa  
(from [11]) 
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The larger size of the template enabled its backside to be vacuum mounted onto 
a template chuck, eliminating the flatness distortion from compression loading. 
The template chuck was polished to be optically flat (to maintain the vacuum-
chucked templates flat) and rigidly connected to the underside of the 2nd Gen tem-
plate flexure. The template flexure was a monolithic part where the two serially 
stacked tilting flexures units were made of a single block of aluminum alloy or 
stainless steel using electric discharge machining (EDM). A benefit of the mono-
lithic design is that the flexure joints can be machined very accurately relative to 
one another, so that the tilt axes can be placed at the template surface with higher 
precision and minimal offset. The mating surface of the flexure with the template 
chuck was also polished flat to maintain the template chuck flatness. The center of 
the flexure unit was machined out in order to provide a UV exposure path and also 
to house alignment microscopes for registering multiple levels of an integrated 
nanodevice. Figure 6 shows an assembly of the template flexure, template chuck 
and template.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Second generation template flexure and template chuck assembly with a 65 mm 
square template 

A major objective of the 2nd generation template flexure was to further decrease 
the compliance in the undesirable motion directions as compared to the tilt direc-
tions. It was recognized that both deformation of the structure connecting the flex-
ure joints (the links), as well as localized deformation of the joints themselves in 
undesirable directions (other than the desired joint rotation) was contributing  
to this compliance. By placing the four-bar linkages' upper joints further upwards, 
which increases the flexure's height, it is possible to obtain the same template  
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rotation with less rotation of each joint. Therefore, the joints' rotation stiffness can 
be increased, which in turn stiffens them in undesirable directions. Specifically, 
the width of the joints was increased and the flexure notches' radius decreased, 
both of which lead to reduced overall lateral compliance at the template surface. It 
was also determined that the angle of the side links affects vertical compliance. 
The 1st generation template flexure's side links were angled at 25° and 16° for the 
upper and lower four-bar, respectively. This angle was increased to 50° in both 
four-bars of the 2nd Gen template flexure, which caused the side links to be 
placed more in compression and less in bending for vertical loads, which results in 
less vertical compliance of the flexure. More than 20x improvement was achieved 
in the vertical direction and 60% improvement in the lateral directions by optimiz-
ing the joint geometry, placement, and stiffening of the linkages as discussed 
above. The design was also optimized to provide the same compliance about both 
tilt axes. These geometry changes made this flexure much less compact, and as a 
result overall mass of the template flexure was increased significantly as com-
pared to the 1st generation flexure. A significant portion of the mass increase can 
be attributed to the connecting structure between the two flexure units. 

4 Third Generation Template Flexure 

As an enhancement of the imprint tool, the slow ball screw driven imprint head 
was replaced with a three voice-coil driven imprint head. In order to improve the 
control bandwidth of the imprint head, the inertia of its moving components had to 
be reduced significantly, including the template flexure. However, compliance and 
tilting characteristics of the template flexure had to remain similar to the second 
generation, despite a significant decrease in mass. 

The 3rd generation template flexure is also a monolithic unit with two orthogon-
al four-bar flexures, but rather than serial assembly of these four-bars, the linkages 
are now connected in parallel. It consists of four arms connecting to top and bot-
tom plates. The top plate is connecting the flexure to the imprint head, while the 
bottom plate is connecting the flexure to the back side of the template chuck. Each 
arm has two sets of flexure joints where axes of one set of joints are orthogonal to 
those of the other set of joints. Figure 7 shows a 3D model of the template flexure 
assembly along with two projection views.  

This new, parallel flexure design eliminated the need for a stiff, heavy connect-
ing structure between the previously serially connected four-bar. A total mass 
reduction of 80% was achieved for the 3rd generation flexure as compared to the 
prior generation. A thinner template chuck design, fabricated from stiff silicon 
carbide ceramic, allowed the lower joints of the four-bar linkages to be placed 
closer to the template. This causes less joint rotation for a given template tilt rota-
tion, akin to placing the upper joints higher, thereby creating an opportunity to 
further increase flexure joint stiffness.  Instead of designing all joints to store 
equal energy, which requires different joint stiffnesses, the joints in each four-bar 
linkage of the 3rd generation template flexure were initially designed with equal 
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geometry. This allowed each joint to be fabricated to the minimum manufactura-
ble thickness while also maximizing its width. The minimum joint thickness was 
lowered from 0.5 mm in the 2nd generation template flexure to 0.4 mm for the 3rd 
generation, due to improved EDM manufacturing techniques. The design was 
ultimately revised to shorten the width of the lower joints using a minimum stress 
criterion and finite element analysis (FEA) in order to provide space for a micro-
scope imaging the template from the top; this change was found to increase the 
tilt, vertical, and lateral compliances approximately proportionally. An interesting 
benefit of the parallel flexure design is that the upper joints are effectively sepa-
rated into two halves spaced far apart at the corners of the template flexure. This 
leads to a significant compliance reduction in the presence of lateral loads on the 
template surface, since they create a moment about the upper flexure joints which 
is much better supported along the joint axes with the spaced apart joint halves. 
Lastly, some reduction of undesirable compliance was also achieved simply be-
cause the load path between the template and imprint head is shorter in the parallel 
flexure design compared to a serial flexure design. The combined result of these 
measures is a further improvement of the compliance ratio between the desired 
(tilt) and undesired motion directions. Tilt compliance was increased 50% while a 
further reduction of lateral compliance by 50% was achieved as compared to the 
2nd generation template flexure, despite the significant removal of mass. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7 Third generation template flexure assembly and its two projection views, showing 
RCCs on the template surface 

In order to maintain the template surface flat, it is important to maintain the 
flatness of the template chuck both during assembly and tool operation. As pre-
viously mentioned, the chuck is typically made of silicon carbide material and the 
template flexure is made of aluminum alloy. When these two units are mated  
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during assembly, it is important to minimize the distortion to the template chuck. 
Distortion can be caused not only by the fabrication errors in interfacing surfaces 
but also by thermal expansion differences. At the early development of this flex-
ure system, we noticed that the flatness of the template chuck did not remain con-
sistent. At that point, the bottom portion of the flexure that is interfacing with the 
chuck was a connected plate, which was necessary to maintain the flexure's struc-
tural integrity during machining. In order to eliminate thermal distortion of the 
flexure-chuck assembly, the design was improved by making additional cuts at the 
end of fabrication. The bottom plate was separated between each arm as shown in 
Figure 7 and simultaneously clamped to preserve the precise position of each flex-
ure arm (which determines the spatial location of the tilt axes).  At assembly, each 
disconnected bottom portion was secured to the back of the template chuck and 
the clamps removed. The template chuck itself then acted as the connecting por-
tion; the precision of the flexure joint positions and overall stiffness characteristics 
of the flexure were retained. Figure 8 illustrates the thermal distortion reduction of 
the chucking region when the template chuck is attached to the disconnected flex-
ure base. The width of each fringe in this finite element result is 10 nm wide in 
both cases shown. The flatness error was reduced by 10x when the flexure bottom 
was disconnected. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 FEA result of the template chuck flatness error before and after disconnecting the 
flexure bottom plate 

The voice coil imprint head exhibited improved calibration between template 
and wafer in conjunction with non-contact sensing of template and wafer surface 
profiles. The resulting smaller tilt range required of the 3rd generation flexure also 
allowed the joints to be optimized to handle the expected tension/compression and 
shear loads as compared to the 2nd generation design. This, however, required a 
safety limit to prevent the joints from bending excessively in the presence of un-
expected high tilting loading. Otherwise, the notch joint will fail due to excessive 
bending-induced stress. Figure 9 shows the integrated safety limits in this flexure. 

 
 
  

Flexure bottom connected Flexure bottom disconnected 



10   Precision Flexure Mechanisms in High Speed Nanopatterning Systems 141 

 

 
 
 
 
 
 
 
 
 
 

Fig. 9 Safety limit to prevent joints from bending excessively 

5 Imprint Samples 

As emphasized in Section 1, it is important to generate imprint fields with uniform 
residual layer, as measured by the residual layer thickness (RLT). A precision 
drop on demand dispensing scheme that provides highly controlled picoliter vo-
lume monomer drops is a key enabler of uniform RLT. However, as discussed 
earlier, it is also important to maintain the parallelism between the template and 
wafer as fluid drops fills the gap. Figure 10 shows three images of fluid spreading 
steps where the spreading front forms well controlled symmetric geometries. In 
this case, the template was gently deformed to form a micron-scale convex shape 
to obtain a central initial liquid contact between template and substrate, followed 
by an expanding symmetric contact that finally results in a fully conformed tem-
plate-substrate sandwich encapsulating a uniform liquid RLT. Any tilt mis-
alignment between template and wafer – even at the ~100 nrad level – is  
passively compensated by the liquid induced deformation of the template  
flexure system resulting in the symmetric fluid spreading characteristics shown in 
Figure 10.  

 

Fig. 10 Fluid spreading with symmetric fluid front 
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Figure 11 shows cross-section scanning electron micrographs (SEMs) of im-
printed layers. RLT was measured at the edges and center of fields showing that 
the desired uniform RLT could be achieved. 

 

Fig. 11 Cross-section SEM of imprinted layer showing uniform RLT at edges and the cen-
ter of field 

The J-FIL process has been used to develop a lithography stepper technology 
that can process 300 mm silicon wafers [12, 13]. Recently, the J-FIL process ca-
pability has been expanded to successfully generate imprinted 450 mm silicon 
wafers. Figure 12 shows a fully patterned 450 mm wafer made by J-FIL technolo-
gy demonstrating 26 nm half-pitch structures. This is the first demonstration of 
any lithography technology on 450 mm wafers. 

6 Summary 

Three generations of template flexures have been developed for nanoimprint li-
thography. The template flexure units resemble four-bar linkage joints with a re-
mote compliance center precisely placed at the template active area surface. The 
flexures tilt as the template and wafer come into contact, aligning the template to 
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the wafer. The tilting motion in this flexure design is decoupled from lateral mo-
tion, which is critical during the separation step to avoid pattern shear defects. 

Unlike quasi-static applications, template flexures in imprint lithography are 
subjected to high dynamic loading from separation. To mitigate these loads as well 
as disturbance forces in other directions, template flexures must have high selective 
compliance. The compliance about the desired two tilt axes must be at least an 
order of magnitude higher than that in the remaining four degrees of freedom.  

The first generation template flexure was a very compact, lightweight design 
consisting of two stacked parts that provided tilt about two orthogonal axes. The 
second generation template flexure retained the stacked, serial flexure design but 
both flexure units were integrated into one monolithic body. This template flexure 
also had much higher vertical stiffness for higher dynamic loading and reduced 
lateral compliance for improved template position stability in the presence of in-
liquid disturbance forces. Finally, the third generation template flexure had two 
four-bar linkage flexure units in a novel parallel monolithic configuration. The 
joint thicknesses were optimized and safety stops added. This template flexure 
also has a disconnecting feature that significantly reduces thermal distortion of the 
template chuck, enabling templates to remain flat in the presence of temperature 
fluctuations. The parallel template flexure retained the high vertical stiffness of the 
prior generation, and a further reduction in lateral compliance was achieved. A 
significant weight reduction was obtained with the new geometry, which resulted 
in better dynamic performance.  

Images of the spreading fluid front and cross-section SEMs were included here 
to illustrate the verification of the desirable passive (in-liquid) alignment behavior 
of the flexures. The fluid fronts exhibited symmetric spreading, and the SEMs 
revealed a uniform residual layer thickness both at the center and at the edges. 

 

 

Fig. 12 Patterned 450 mm wafer generated with nanoimprint lithography 
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11 Decomposition of Planar Burmester
Problems Using Kinematic Mapping

Q.J. Ge, Ping Zhao, and Anurag Purwar

Abstract. In this paper, we revisit the classical Burmester problem of the exact
synthesis of a planar four-bar mechanism with up to five task positions. Instead of
assuming the joint type (revolute or prismatic) a priori, we seek to extract both the
dimensions and joint types of a four-bar linkage from the given tasks. Kinematic
mapping of plane kinematics has been used to formulate the Burmester problem as
a manifold fitting problem in the image space. Instead of finding the design param-
eters of planar dyads directly, this paper seeks to determine a set of eight homoge-
neous coefficients for the constraint manifold in the null space associated with the
five given tasks. Two additional constraints on these coefficients are then applied
to finalize the synthesis process. The result is a novel algorithm that is simple and
efficient and allows for task driven design of four-bar linkages with revolute and
prismatic joints.

1 Introduction

The exact synthesis of a planar four-bar linkage such that its coupler link guides
through up to five specified task positions is a classical problem known as the
Burmester Problem. The five-position synthesis problem is typically solved by find-
ing the intersections, via geometric or algebraic means, of two cubic curves known
as the circle-centerpoint curves that are obtained from four-position problem. Kine-
matic mapping [1] has shown to be a very useful tool for linkage synthesis. While
earlier work in this area [2, 3, 4, 5, 6] employed optimization based methods to
obtain numerical solutions, Hayes et al. [7] sought to use polynomial methods to
solve five quadratic design equations directly. Recently, unified methods for five
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positions synthesis have been developed that can handle four-bar linkages with not
only revolute joints but also prismatic joints [8, 9, 11, 12]. Instead of finding the de-
sign parameters directly, this paper determines first the coefficients of the constraint
manifolds in the image space of the mapping. This leads to a novel algorithm that
decomposes the Burmester problem into a task driven data fitting problem, which
can be solved using an SVD algorithm, and a dyad constraint satisfaction problem,
which is equivalent to solving a quartic equation with one unknown. In addition,
this formulation leads to truly task-driven, simultaneous joint-type and dimensional
synthesis, without having to treat each case separately.

The organization of this paper is as follows. Section 2 reviews the concept of
kinematic mapping in so far as necessary for the development of this paper. Section
3 and 4 present a unified representation of constraint manifolds of planar dyads
including RR,PR,RP,PP. Section 5 outlines an novel algorithm for solving the five-
position Burmester problem. Section 6 and 7 show how the same algorithm can be
used for four- and three-position Burmester problems, respectively. Three examples
are presented to illustrate the task-driven synthesis algorithm and how the prismatic
joint can be obtained directly from the given tasks.

2 Kinematic Mapping in Plane Kinematics

Shown in Figure 1 is a planar displacement with translation parameters (d1,d2)
and rotation angle φ . Let M denote a coordinate frame attached to the mov-
ing body and F be a fixed reference frame. Introduce the following kinematic
mapping from Cartesian space parameters (d1,d2,φ ) to Image Space coordinates
Z = (Z1,Z2,Z3,Z4) (see [2, 4]),

Z1 =
1
2
(d1 sin

φ
2
− d2 cos

φ
2
), Z2 =

1
2
(d1 cos

φ
2
+ d2 sin

φ
2
), (1)

Z3 = sin
φ
2
, Z4 = cos

φ
2
.

In this way, a point in M in homogeneous coordinates x = (x1,x2,x3) (with x3 �= 0)
and its corresponding coordinates in F , X = (X1,X2,X3) (with X3 �= 0), are related
by the following homogeneous transform:

M

F

(x,y)

d1

d2 o

O

Fig. 1 A planar displacement of a moving frame M with respect to the fixed frame F
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X = [H]x, [H] =

⎡
⎣ Z2

4 −Z2
3 −2Z3Z4 2(Z1Z3 +Z2Z4)

2Z3Z4 Z2
4 −Z2

3 2(Z2Z3 −Z1Z4)
0 0 Z2

3 +Z2
4

⎤
⎦ , (2)

where Z2
3 +Z2

4 = 1. Similarly, for a line with homogeneous coordinates l= (l1, l2, l3)
in M and its corresponding coordinates L = (L1,L2,L3) in F , we have

L = [H]l, [H] =

⎡
⎣ Z2

4 −Z2
3 −2Z3Z4 0

2Z3Z4 Z2
4 −Z2

3 0
2(Z1Z3 −Z2Z4) 2(Z2Z3 +Z1Z4) Z2

3 +Z2
4

⎤
⎦ . (3)

The four-dimensional coordinates Z = (Z1,Z2,Z3,Z4) are said to define a point in
a projective three-space called the Image Space of planar displacement, denoted
as Σ . In this way, a planar displacement is represented by a point in Σ ; a single
degree of freedom (DOF) motion is represented by a curve and a two DOF motion
is represented by a surface in Σ [2].

3 Geometric Constraints of Planar Dyads

The goal of the classical Burmester problem is to find the geometric parameters of a
four-bar linkage for a given set of task positions. This problem is commonly reduced
to the exact synthesis of a planar dyad for up to five task positions. In this paper, we
consider a dyad to include not just with revolute (R) joints but could also one or
more prismatic (P) joints, i.e., RR,PR,RP and PP dyads (Figure 2). The end link of
such a dyad is subject to one of the following four types of geometric constraints
involving points, lines and circles:

1. For a RR dyad, one of its moving points stays on a circle;
2. For a PR dyad, one of its moving points stays on a line;
3. For a RP dyad, one of its moving lines stays tangent to a given circle, or equiva-

lently when radius of the circle is zero, one of its moving lines passes through a
fixed point;

4. For a PP dyad, one of its moving lines maintains a fixed angle with respect to a
fixed line.

Let a = (a1,a2,a0), where a0 �= 0, denote homogeneous coordinates of the center of
a circle C in F . Then a point with homogeneous coordinates, X = (X1,X2,X3), lies
on C if

2a1X1 + 2a2X2 + a3X3 = a0

(
X2

1 +X2
2

X3

)
. (4)

The radius r of the circle is given by

r2 = (a1/a0)
2 +(a2/a0)

2 + a3/a0. (5)
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Fig. 2 Geometric constraints of planar dyads (a) RR, (b) PR, (c) RP, and (d) PP

When a0 = 0, Eq.(4) becomes linear,

L1X1 +L2X2 +L3X3 = 0, (6)

which represents a line with homogeneous coordinates L = (2a1,2a2,a3). Thus,
Eq.(4) is a unified presentation for both a circle and a line, and therefore, could lead
to a unified representation of the constraints of RR and PR dyads.

For a RP dyad, a line with homogeneous coordinates L = (L1,L2,L3) passes
through a fixed point X = (X1,X2,X3). In other words, they also satisfy (6). Due
to the duality between point and line in the projective plane, the point coordinates
X = (X1,X2,X3) may be considered as coordinates of a fixed line. Therefore, for the
PP dyad, Eq. (6) can be reinterpreted as representing a moving line L that intersects
with a fixed line X at a fixed angle.

Thus, we may conclude that all four dyadal constraints can be represented by
Eq. (4) and that when a0 = 0, the dyad has at least one prismatic joint.

4 Unified Representation of Constraint Manifolds

By substituting (2) into (4), Ge et al. [13] has shown that the constraint manifold of
a RR dyad is the following quadric surface

p1(Z
2
1 +Z2

2)+ p2(Z1Z3 −Z2Z4)+ p3(Z2Z3 +Z1Z4)+ p4(Z1Z3 +Z2Z4)

+p5(Z2Z3 −Z1Z4)+ p6Z3Z4 + p7(Z
2
3 −Z2

4)+ p8(Z
2
3 +Z2

4) = 0, (7)
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where the eight coefficients pi are not independent but must satisfy

p1 p6 + p2p5 − p3p4 = 0, 2p1 p7 − p2p4 − p3p5 = 0. (8)

This is because pi are related to the geometric parameters of the dyad by

p1 =−a0, p2 = a0x p3 = a0y, p4 = a1, p5 = a2,
p6 =−a1y+ a2x, p7 =−(a1x+ a2y)/2, p8 = (a3 − a0(x2 + y2))/4,

(9)

where (a0,a1,a2,a3) are the homogeneous coordinates of the constraint circle and
(x,y) are the coordinates of the circle point. For a PR dyad, we have a0 = 0 and
therefore, p1 = p2 = p3 = 0. Eqns. (7) and (8) are said to define the constraint
manifold of RR and PR dyads.

By substituting (3) into (4), it is found that for RP dyad, the constraint manifold
has the same form as Eqns. (7) and (8), however we now have p1 = p4 = p5 = 0.
Similarly, for a PP dyad, we have p1 = p2 = p3 = p4 = p5 = 0. Thus, all planar
dyads can be represented in the same form by Eqns. (7) and (8), and we can deter-
mine the type of a planar dyad by looking at the zeros in the coefficients pi.

Lastly, Eq.(9) may be inverted to obtain the coordinates of a circle (or a line),
(a0,a1,a2,a3), as well as the circle point (x,y). Let, u = p2

4 + p2
5. For RR and PR

dyads, we have u �= 0 and

a0 : a1 : a2 : a3 =−p1u : p4u : p5u : (4p8u− p1(p2
6 + 4p2

7)),
x : y : 1 = (p6 p5 − 2p7p4) : −(p6 p4 + 2p7p5) : u.

(10)

For an RP dyad, we have u = 0 and

a0 : a1 : a2 = (p2
2 + p2

3) : (−p3 p6 − 2p2p7) : 2(p2 p6 − 2p3p7),
l1 : l2 : l3 = p2 : p3 : 2p8,

(11)

where l = (l1, l2, l3) are the homogenous line coordinates of a line in M, which
passes through a fixed point (a1,a2,a0) in F .

In this paper, instead of seeking directly the dyad parameters (a0,a1,a2,a3) and
(x,y), we first obtain the homogeneous coordinates pi and then compute the dyad
parameters using (10) or (11).

5 Five-Position Synthesis

Let Zi = (Zi1,Zi2,Zi3,Zi4) (i = 1,2, . . . ,5) denote the image points associated with
five specified task positions of a rigid body. Substituting them into (7) yields five
linear equations in pi. Assemble these equations in matrix form to obtain:
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⎡
⎢⎢⎢⎢⎣

A11 A12 A13 A14 A15 A16 A17 A18

A21 A22 A23 A24 A25 A26 A27 A28

A31 A32 A33 A34 A35 A36 A37 A38

A41 A42 A43 A44 A45 A46 A47 A48

A51 A52 A53 A54 A55 A56 A57 A58

⎤
⎥⎥⎥⎥⎦p = 0 (12)

where p is a column vector with coordinates pi (i = 1,2, . . . ,8) and

Ai1 = Z2
i1 +Z2

i2, Ai2 = Zi1Zi3 −Zi2Zi4, Ai3 = Zi2Zi3 +Zi1Zi4, Ai4 = Zi1Zi3 +Zi2Zi4,
Ai5 = Zi2Zi3 −Zi1Zi4, Ai6 = Zi3Zi4, Ai7 = Z2

i3 −Z2
i4, Ai8 = Z2

i3 +Z2
i4.

(13)

define the elements of the 5× 8 matrix [A].
Instead of solving the five linear equations together with the two quadratic equa-

tions (8), we first compute the null space solution p = (p1, p2, . . . , p8) from the
linear system (12) to obtain the candidate solutions for the five position Burmester
problem. We then find such column vectors in the null space that satisfy (8). This
effectively decomposes the Burmester problem into two much simpler subproblems.
The null-space problem is linear and can be readily solved using the Singular Value
Decomposition (SVD) method and the second subproblem can be reduced to a quar-
tic equation with one unknown.

Since the rank of [A] is five, the matrix [A]T [A] has three zero eigenvalues and the
corresponding eigenvectors, vα , vβ and vγ , define the basis for the null space. Let
α,β ,γ denote three real parameters. Then, any vector in the null space is given by

p = αvα +β vβ + γvγ . (14)

For vector p to satisfy Eq. (8), we substitute (14) into (8) and obtain two homoge-
neous quadratic equations in (α,β ,γ):

K10α2 +K11β 2 +K12αβ +K13αγ +K14β γ +K15γ2 = 0,
K20α2 +K21β 2 +K22αβ +K23αγ +K24β γ +K25γ2 = 0,

(15)

where Ki j are defined by components of the three eigenvectors obtained from SVD
algorithm. These two quadratic equations can be further reduced to a single quar-
tic equation in one unknown in terms of the ratio of two of the three parameters
(α,β ,γ) and thus can be analytically solved. Since a quartic equation may have
four real roots, two real roots or no real roots, there could be four solutions, two
solutions, or no solutions for the coefficients p of the constraint manifold of planar
dyads. As coefficients p are homogeneous, in this paper, we normalize them such
that p ·p = 1.

Furthermore, by investigating whether the solution p falls into one of the follow-
ing four patterns, we can determine the type of the resulting dyads:

1. if p1 = p2 = p3 = p4 = p5 = 0, the resulting dyad is a PP dyad;
2. if p1 = p2 = p3 = 0, the resulting dyad is a PR dyad;
3. if p1 = p4 = p5 = 0, the resulting dyad is a RP dyad;
4. if none of the above, the resulting dyad is a RR dyad.
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Table 1 Example 1: Five task positions

1 2 3 4 5

d1 3.6700 2.7965 2.5562 3.7451 4.5797
d2 0.6457 1.5640 1.7066 1.1415 0.5694
φ −77.5362◦ −56.6879◦ −35.2713◦ −38.6715◦ −63.1693◦

Example 1: Now consider five task positions given in Table 1. The substitution of
the data in the table into (1) yields five image points Zi (i = 1,2,3,4,5), which are
then substituted into (12) to obtain the matrix [A]. The application of SVD algorithm
to [A] yields the following eigenvalues:

0, 0, 0, 0.0038, 0.0407, 0.8890, 1.4832, 107.5677

as well as eight eigenvectors from the matrix [A]T [A]. Listed in Table 2 are three
of the eigenvectors associated with zero eigenvalues defining the null space of [A].
We note that these eigenvectors in general do not define the constraint manifolds
of planar dyads. Instead, these three orthonormal eigenvectors define the null space
that may yield the constraint manifolds. We use (8) to define the following deviation
from the constraint manifolds of planar dyads:

e =
√
[p1 p6 + p2p5 − p3 p4]2 +[2p1p7 − p2 p4 − p3 p5]2. (16)

Listed in the last column of Table 2 are these deviations and they happen to be all
non-zero for this example, which means that none of the three eigenvectors represent
the constraint manifolds associated with the five specified task positions.

To obtain the coefficient vectors p that define the constraint manifolds, we follow
the procedure leading to (15) and solve the resulting two quadratic equations to
obtain four real solutions:

(α/γ)1 =−0.3766, (α/γ)2 =−0.0084, (α/γ)3 = 1.6626, (α/γ)4 = 77.0848;
(β/γ)1 = 0.3288, (β/γ)2 =−2.1759, (β/γ)3 =−0.2646, (β/γ)4 = 224.3660.

(17)
Substituting them into (14), we obtain the homogeneous coordinates (listed in Ta-
ble 3) of four constraint manifolds (shown in Figure 3) associated with four feasible
dyads for the five given positions (listed in Table 1). The last coefficient vector p4

in Table 3 has the special feature that its first three coordinates are identically zero
(up to floating point error), and thus represents a PR dyad. The other three are all
RR dyads. They define three planar 4R linkages as well as three slider-crank mech-
anisms. Three constraint circles and one constraint line as well as their respective
circle points are computed using (10) and are shown in Table 4.
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Table 2 Example 1: Three eigenvectors defining the null space with deviation e

1 2 3 4 5 6 7 8 e

vα 0.0076 -0.3896 -0.1690 -0.3351 0.3048 -0.0558 0.7320 0.2747 0.1884
vβ -0.0035 0.1329 0.0558 0.2911 0.2460 0.8939 0.1864 -0.0102 0.0554
vγ 0.2023 0.2060 0.5127 -0.2219 -0.1643 0.0816 -0.0829 0.7510 0.1363

p1 and p4 p2 and p3

Fig. 3 Four constraint manifolds associated with Table 3

Table 3 Example 1: Four normalized coefficient vectors of the constraint manifolds of four
planar dyads

1 2 3 4 5 6 7 8 Dyad

p1 0.1773 0.3546 0.5319 −2×10−13 -0.1773 0.3546 -0.2659 0.5762 RR
p2 0.0876 -0.0334 0.1640 -0.3560 -0.2934 -0.7779 -0.2066 0.3219 RR
p3 0.1103 -0.2435 0.1108 -0.4372 0.1417 -0.1265 0.5540 0.6182 RR
p4 −3×10−13 −3×10−13 −8×10−13 0.1655 0.3310 0.8276 0.4138 0.0828 PR

6 Four-Position Synthesis

In this case, the matrix [A] in (12) becomes a 4×8 matrix and thus the matrix [A]T [A]
is of rank 4. The application of SVD algorithm yields four zero eigenvalues. Let vα ,
vβ , vγ and vμ denote four eigenvectors associated with the zero eigenvalues. They
form the basis of the four-dimensional null space of [A]. Any vector p in the null
space as given by

p = αvα +β vβ + γvγ + μvμ (18)

defines a candidate constraint manifold of a planar dyad that is compatible with the
four specified task positions. We need to select the real parameters (α,β ,γ,μ) such
that both constraints in Eqs.(8) are satisfied. This leads to
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Table 4 Example 1: Homogeneous coordinates of the constraint circle (or line) and the circle
point

(a0,a1,a2,a3) (x,y)

p1 (1,0,−1,0) (−2,−3)
p2 (1,−4.0639,−3.3470,11.0521) (0.3807,−1.8715)
p3 (1,−3.9639,1.2843,16.5279) (2.2084,−1.0049)
p4 (0,1,2,2) (1,−3)

Table 5 Example 2: Four task positions from [7]

1 2 3 4

d1 -3.339 -2.975 -3.405 -7.435
d2 1.360 7.063 9.102 11.561
φ 150.94◦ −114.94◦ 100.22◦ −74.07◦

K10α2 +K11β 2 +K12μ2 +K13αβ +K14αμ +K15β μ +K16αγ
+K17β γ +K18μγ +K19γ2 = 0,

K20α2 +K21β 2 +K22μ2 +K23αβ +K24αμ +K25β μ +K26αγ
+K27β γ +K28μγ +K29γ2 = 0,

(19)

where Ki j are obtained from Zi (i = 1,2,3,4). Thus, the homogeneous parameters
(α,β ,γ,μ) have ∞1 many solutions .

An easy way to select one of the solutions without increasing the complexity of
the problem is to impose a linear relationship among these parameters, i.e.,

k1α + k2β + k3γ + k4μ = 0. (20)

By varying the choice of ki, one obtains different solutions for (α,β ,γ,μ). An indi-
rect way of selecting ki is to select the fifth task position and convert it into image
point Z5. The substitution of Z5 and (18) into Eq.(7) will lead to a linear equation
in the form of (20) and thus yields a set of ki from the four eigenvectors and the fifth
position Z5.

Example 2: Consider four task positions shown in Table 5, which is taken from
[7]. The application of SVD algorithm yields the following eight eigenvalues:

0, 0, 0, 0, 0.0602, 3.2629, 20.9944, 3173.6955.

As expected, there are four zero eigenvalues. The four eigenvectors defining the
basis of the four-dimensional null space are listed in Table 6.

We select the fifth position such that d1 = −9.171,d2 = 11.219,φ = 68.65◦,
which is the fifth position from [7]. This leads to the following linear relation:
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Table 6 Example 2: Four basis vectors for the null space and deviation e

1 2 3 4 5 6 7 8 e

vα 0.0321 0.1655 -0.0515 0.3788 0.1200 -0.0801 0.8964 -0.0326 0.0368
vβ 0.0151 0.0365 -0.0061 0.1131 -0.1060 0.9860 0.0467 -0.0043 0.0121
vγ 0.1612 0.0102 0.6817 -0.0143 -0.6982 -0.0780 0.1242 0.0032 0.5162
vμ 0.0244 0.1725 0.0004 0.3279 -0.0148 -0.0354 -0.1391 0.9172 0.0634

Table 7 Example 2: Coefficients p of the constraint manifolds of two feasible RR dyads

1 2 3 4 5 6 7 8 Dyad

p1 0.0147 -0.0432 0.1183 -0.1177 -0.0004 -0.9457 0.1709 -0.2156 RR
p2 0.0572 0.2048 0.0249 0.4576 -0.0001 0.1995 0.8189 0.1856 RR

Table 8 Example 2: Constraint circles and circle points

(a0,a1,a2,a3) (x,y)

p1 (1,−7.9879,−0.0279,−131.5185) (2.9323 , -8.0241)
p2 (1,7.9968,−0.0009,−0.0232) (-3.5794,-0.4356)

− 0.0375α+ 0.0230β + 0.1948γ+ 0.0281μ = 0. (21)

Solving (19) together with (21), we obtain only one pair of real solutions:

(α/γ)1 = 0.9986, (β/γ)1 =−5.2500, (μ/γ)1 =−1.3070;
(α/γ)2 = 8.4764, (β/γ)2 = 2.7108, (μ/γ)2 = 2.1755.

(22)

The other pair are complex solutions. Table 7 shows homogeneous coefficients p
of the constraint manifolds of two feasible dyads. The constraint circles and circle
points are listed in Table 8.

7 Three-Position Synthesis

In this case, there are only three linear equations in the form of (7) and the null
space of the resulting coefficient matrix [A] is five dimensional. There are five zero
eigenvalues from the matrix [A]T [A]. The corresponding eigenvectors are denoted
by vα ,vβ ,vγ ,vμ ,vη . A vector in the null space is given by

p = αvα +β vβ + γvγ + μvμ +ηvη (23)

and only those p that satisfy (8) define the constraint manifolds of feasible dyads.
In this case, there are ∞2 solutions for p. We may use two linear equations of
the form (20) to obtain p. This can be done by selecting two new task positions.
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Table 9 Example 3: Three task positions from [14]

1 2 3

d1 -2.7037 –7.30565 -12.1993
d2 0.6508 -0.1698 -1.8456
φ 1−13.31◦ −19.94◦ −17.31◦

Table 10 Example 3: Five basis vectors of the null space and deviation e

1 2 3 4 5 6 7 8 e

vα -0.0011 0.1140 -0.0834 0.0273 0.0550 0.0017 -0.6357 -0.7564 0.0090
vβ -0.0114 -0.1673 0.6916 0.2545 -0.3664 0.0481 -0.4665 0.2733 0.3275
vγ -0.0113 0.3662 -0.1064 0.2131 -0.1691 0.8813 0.0595 0.0143 0.1091
vμ -0.0268 0.2043 -0.3752 -0.0114 -0.8550 -0.2924 0.0078 0.0024 0.3619
vη 0.0098 0.6170 0.1333 0.6399 0.2059 -0.3642 0.1298 0.0064 0.4215

Table 11 Example 3: Coefficients p and the dyad types

1 2 3 4 5 6 7 8 Dyad

p1 0.0053 0.0487 0.0411 0.0893 0.0752 0.0021 0.7008 0.7008 RR
p2 −6×10−11 5×10−10 −3×10−10 -0.0340 0.1132 0.8130 0.4032 0.4032 PR
p3 -0.0020 0.0158 0.0018 -0.0391 0.1215 0.9818 0.0988 0.0988 RR
p4 -0.0032 0.0762 0.0289 0.0473 0.0275 0.2286 -0.6849 -0.6849 RR

By varying these two extra positions, we may obtain different solutions for p and
thus the resulting dyads.

Example 3: Consider three task positions in Table 9 that are taken from [14]. The
SVD algorithm yields the following eigenvalues:

0, 0, 0, 0, 0, 0.3563, 8.1559, 1734.2819.

as well as five basis vectors of the null space of [A] (Table 10). In this case, there are
∞2 solutions for p that satisfy (8). By choosing two extra positions: (0,0,0◦) and
(−16.2362− 4.1004,−6.53◦), we obtain the following two linear relations:

0.1207α − 0.7397β + 0.0452γ+ 0.0054μ+ 0.1234η = 0,
0.1114α − 0.6423β + 0.2869γ+ 0.4688μ+ 0.1966η = 0.

(24)

This leads to four real solutions for (α/γ,β/γ,μ/γ,η/γ) and consequently four
real solutions for p, which are listed in Table. 11. The four constraint circles and
their circle points are listed in Table 12. It is clear that p2 represents a PR dyad,
which is consistent with the result in [14].
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Table 12 Example 3: Constraint circles (or line) and the circle points

(a0,a1,a2,a3) (x,y)
p1 (1,16.8232,14.1685,383.8700) (−9.1666,−7.7440)
p2 (0,1,−3.3305,−47.4661) (8.5524,−4.5581)
p3 (1,19.1667,−59.5833,−255.4526) (7.8000,0.8825)
p4 (1,−14.7401,−8.5819,209.6250) (23.7473,8.9897)

8 Conclusions

We presented a novel algorithm that uses specified task positions to obtain “candi-
date” manifolds and then find feasible constraint manifolds among them. The first
part is solved using an SVD algorithm for null space analysis. The second part is
reduced to the solution of a quartic equation. This algorithm has two advantages: it
can synthesize both joint type and dimensions of a four-bar linkage simultaneously
and it can handle the synthesis of three, four, and five positions in the same way.
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12   Kinematics Analysis and Design 
Considerations of the Gear Bearing Drive 

Elias Brassitos and Constantinos Mavroidis  

1 Introduction   

The development of high performance and efficient power trains is necessary to 
meet the radical design requirements of demanding next generation robotic sys-
tems, particularly in human centered applications where weight, efficiency and 
compact forms are decisive for the application functionality (e.g., powered porta-
ble bionics; humanoid manipulators; robotic rehabilitative devices for restoring 
human motor functions; and systems for robot-therapist collaboration during pa-
tient care). Such robotic applications require a new breed of actuators that have 
compact, reconfigurable hardware and inherent mechanical compatibility and 
adaptability to human-robot interaction applications. Existing power trains for this 
class of actuators have been dominated by the Harmonic Drives, offering compact 
mechanisms with high-speed reductions. However, problems in its non-linear 
dynamics and structural strength have limited their use to very specific applica-
tions in robotics. 

The Gear Bearing Drive or GBD is a newly developed actuation concept that 
was co-invented between Northeastern University and NASA Goddard Space 
Center [1]. The system incorporates NASA’s planetary gearbox technology and 
new brushless ‘outrunner’ motor technology to produce one of the highest torque 
density actuators. Due to its unique arrangement of planetary transmission and 
drive motor, the GBD is able to combine the motor, transmission and position 
sensing elements into a space that is volumetrically smaller than a human elbow 
joint. This results in ultra-compact actuators with incredible high torque output 
(more than 100 Nm), micro-precision accuracy, and strong and rugged structural 
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integrity. These unique characteristics of the Gear Bearing Drive facilitate the 
development of compact powerful robots that are otherwise unattainable with  
traditional actuators. This book chapter describes the fundamental kinematic me-
chanism of the Gear Bearing Drive, and shed light on its novel actuation characte-
ristics, and concludes with a design guideline for building a custom GBD. 

2 Background 

In the area of conventional compact high torque/force density actuators, hydraulic 
and pneumatic actuators are ranked with the highest force to weight and force to 
volume ratios. However, they require complementary sources of energy power, 
such as pressurized air source or pump, which adds weight, reduces efficiency and 
makes it difficult to function as powered joints for fully portable robotic systems, 
such as in wearable exoskeletons. Alternatively, the DC motor technology is con-
sidered the most mature and promising source of actuation that is likely to permit 
the development of fully portable, compact, and efficient high-torque density ac-
tuated robotic joints. The well-proven DC motor technology exhibits a number of 
desirable features such as linearity, high bandwidth, accuracy, efficiency, low 
friction and low-cost. However, DC motors suffer from limited torque density due 
to the low electromagnetic forces attainable at small scales. To overcome the 
problem of low torque density for DC motors, high reduction speed reducers are 
used in combination with electric motors to increase their torque output. There are 
two main mechanisms that offer high speed reduction in a compact configuration: 
A) Harmonic Drives and B) Planetary Gears. 

2.1 Harmonic Drives 

The use of Harmonic Drive transmissions in conjunction with high performance 
DC motors has often been regarded as the state of the art in actuated robotic joints 
such as in industrial manipulators. The principle of operation of Harmonic Drives 
is based on a unique type of transmission mechanism comprising three co-centric 
components, denoted by the Wave Generator, Flexpline, and Circular Spline. The 
Wave Generator consists of a bearing that is press fitted within an elliptically 
shaped steel disk and inserted within the Flexpline. The Flexpline is a compliant 
thin-walled steel cup that conforms to the shape of the wave generator, and has 
teeth on its external diameter that mates with the Circular Spline. The Circular 
Spline consists of a rigid steel ring with teeth on the internal diameter and 
represents the output. Harmonic Drives are designed such that the Flexpline has 
two teeth less than the Circular Spline, so that when the Wave Plug rotates one 
revolution, the Circular Spline is shifted by two teeth yielding very high torque 
advantages. 

Harmonic Drives can exhibit large non-linear behavior under high dynamic 
loads due to their flexible gear component being in series inside the transmission. 
This elastic element creates a low stiffness medium inside the transmission that 
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deforms under load and introduces instabilities under high gain feedback loops 
which further deteriorate the control system performance of the joint [2]. Addi-
tionally, Harmonic Drives are only transmission systems and require specialty 
motors to perform as actuators. 

2.2 Planetary Gear Trains 

Planetary gear trains first appeared around 2600 BC in ancient China in a device 
referred to as the south-pointing chariot [3]. The device was used as a terrain na-
vigation tool to help ancient Chinese keep track of their direction through deserts 
and open plains. The next appearance of planetary gearboxes was recorded in the 
Antikythera machine, discovered off the coast of Greece around 1901 [4]. The 
device had been identified as a mechanical calculator for tracking eclipses  
and astrological objects, and is predicted to have existed around 80BC. Today, 
planetary gearboxes are widely used across several industries, from automobiles 
transmission and differentials, to power splitting devices in hybrid vehicles and  
continue to impact the industry and advance the state of the art in power  
transmission and delivery.  

Overall, planetary gearboxes offer a number of advantages over ordinary serial 
gear trains. They provide a good combination of compactness, strength, and high 
power transmission efficiencies with a nominal outcome of 3% per stage. As a 
result, only small amounts of energy are dissipated into frictional losses inside the 
gearbox. The planetary gear arrangements are also more versatile than ordinary 
gear trains and allow for multiple degrees of freedom and multiple gear ratios in 
various operating modes. The elementary planetary gear train is defined as any 
gear train containing at least one gear that orbits by revolving about the axis of an 
arm, or carrier, and also around its own axis. The elementary train consists of 
three gears, the sun and planet gears, and a third outer ring that meshes and con-
strains the planets. A fourth component of the train is referred to as the planet 
carrier or arm. Planetary gears can be realized in any of the twelve elementary 
arrangements set forth by Zoltan Lévai [5]. The basic planetary gear train and its 
simplified kinematic representation are shown in Fig. 1. 

 

 

Fig. 1 The elementary epicyclic gear train and its kinematic representation 
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The key advantage of planetary gears is their ability to produce very high re-
duction ratios with small number of gear components. Less number of gear ele-
ments result in less friction inside the gearbox and further improve the system 
efficiency. Planetary gear trains are superior to ordinary gear trains in design ver-
satility and compactness, higher reduction ratios in more compact forms, multi-
degrees of freedom, less backlash, higher efficiencies and variable gear ratios. 

3 The Gear Bearing Drive Concept  

The Gear Bearing Drive (GBD) is a compact mechanism with two key abilities. It 
can operate as an actuator providing torque and as a joint providing joint support.  
This is possible because of the novel combination of external rotor (outrunner 
type) DC motor technology and Gear Bearing technology. 

The GBD has two principle components, the Gear-Bearing and the DC “out-
runner” drive motor. A Gear Bearing is a novel bearingless high-reduction ratio 
planetary gear system which places a rolling surface at the pitch diameter of each 
gear to maintain gearset alignment and support thrust, radial and bending loads 
[6]. The “outrunner” motor is a compact external rotor 3-phase DC motor that is 
commonly used in model airplanes. These motors fix the coils to the end bell 
(grounded stator) and place the magnets on the rotating can (rotor).  This motor 
design has a higher torque output, greater heat dissipation, and a lower part count 
when compared to standard DC motor designs. 

The novelty of the GBD mechanism lies in embedding the ‘outrunner’ motor in 
the gearbox by inscribing it within the input stage. The motor essentially behaves 
as an actuated gear within the gearbox saving significant space and volume on the 
assembly. 

To get these high reduction ratios, the gear bearing is arranged as a two stage 
single tooth difference planetary system with the planets from the first stage rigid-
ly attached to the planets of the second stage. The high torque output of brushless 
outrunner motors combined with the high reduction ratios that are possible using 
gear bearings produce compact actuators with incredible high torque output. A 
simplified model of the GBD is presented in Fig. 2. 

 
Fig. 2 The Gear Bearing Drive (GBD) Concept 
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Furthermore, a roller-bearing design is used to lock the assembly and eliminate 
the need for external bearings, shafts and journals to frame the assembly. This 
technique reduces the number of moving parts, increases reliability, and lowers on 
manufacturing cost. The GBD places the rolling surfaces at the gears pitch diame-
ters and in parallel with the gears so that gear engagement and rolling motion are 
coherently synchronized. The rollers perform thrust bearing function to provide 
exceptional strength in axial and bending loadings, and add traction drive to the  
gear meshing to minimize the torque drag. The rollers are offset from the gear 
action so that bearing friction adds parasitic torque to the gear action. The assem-
bly is held together such that if an axial tension force is applied, the planet rollers 
are blocked by the abutment of the planet rollers against the teeth of the input and 
output rings. A similar connection prevents the axial sliding of the sun gear by the 
constraints imposed by the teeth and rolling contact between the sun and input 
stage planets. The roller mate connection and assembly locking features can be 
seen in Fig. 3. 

 

 

Fig. 3 A longitudinal cut through the GBD showing the roller bearing concept 

4 The Gear Bearing Drive Inrunner / Outrunner 
Configuration 

In order to gain a deeper understanding of the GBD’s high-mechanical advantage 
mechanism, a free body diagram of the forces and torques governing the motion of 
its two-stage planetary gearbox is shown in Fig. 4. The diagrams are illustrated  
 



164 E. Brassitos and C. Mavroidis 

 

Fig. 4 Forces and moments acting on the GBD assembly 

using the pitch diameters of the gears where the effective rolling contact occurs in 
the gears. It is assumed that there is neither slip nor frictional losses for the pur-
pose of calculating the mechanical torque advantage.  

The input to this mechanism is the torque of the first stage sun gear, and the 
output is the perceived torque at the second stage ring gear. The first stage ring is 
fixed and treated as the ground.  The equilibrium of the forces acting on the pla-
nets yields the overall torque advantage of the mechanism as illustrated in Fig. 4. 
The torque advantage is calculated by summing the torques with respect to the 
instantaneous center of rotation (point B): 

 )()2( 2 dbfbF p −⋅=⋅  (1) 
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Where a, b, d, and e, denote the pitch diameters of the sun gear, input planets, 
output planets, and output ring respectively; inT  denotes the input torque from the 

motor and 
outT is the amplified torque at the output ring. 

In this configuration, it is the very slight difference in the pitch diameters of the 
planets that creates large torque advantages between the input sun and output ring. 
This is due to the fact that the input tangential force resulting from the motor tor-
que, F, acts on a moment arm of 2b that is much larger than the moment arm  
(b-d), equal to the difference in the planets pitch diameters, acted upon by the 
perceived ring force fp2. Furthermore, the direction of motion of the output relative 
to the input is also dictated by the size difference of the planets. When the pitch 
diameter of the input stage planet is greater than the pitch diameter of the output 
stage planet, the denominator of Eqn. 1 takes a positive value and causes the out-
put to rotate in the same direction as the input and vice versa. The forward and 
reverse configurations are illustrated in Fig. 5.  
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Fig. 5 Forward / Reverse configurations of the GBD 

Hence, incorporating small variations in the planet diameters can produce very 
high torque ratios without altering the overall form factor of the mechanism. This 
configuration is referred to as the inrunner / outrunner mode due to the inner  
driving input sun gear and outer driven output ring gear, and it is adopted to de-
velop the Gear Bearing Drive given its reconfigurable high reduction ratios  
and applicability for embedding the external rotor motor within the input stage  
sun gear.  

5 Kinematic Modeling of the Inrunner / Outrunner GBD 

The kinematic model of the inrunner / outrunner GBD configuration is further 
developed into relating the torque ratio with the permissible number of teeth on 
each gear element. The kinematic equations of motion are developed with respect 
to an imaginary arm speed, and then inverted with respect to ground. The arm 
constitutes an imaginary axis passing through the pinions axis of rotation and re-
volving around the sun gear.  N1 through N5 denote the number of teeth on the first 
stage sun, first stage planets, first stage ring, second stage planets, and second 
stage ring respectively as shown in Fig. 6.  

The overall angular speed of the input (first stage sun) with respect to the 
ground can be written as: 

 ArmArmInputInput www += /  (3) 

The angular speed of the first stage pinion with respect to the arm is written as:  
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Fig. 6 Kinematic representation of the GBD assembly 

The angular speed of the first stage ring (i.e. ground) with respect to ground is 
zero. Hence,  

 ArmArm www += /33 =0 (5) 

The speed of ground with respect to the arm is: 
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From Eqns (4) and (6), the arm speed can be extracted as:  
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Substituting Eqn. (7) back into Eqn. (3), the input speed with respect to ground is:  
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The pinions of both stages have equal angular velocity since they are rigidly 
coupled, hence:  

 
ArmArm ww /4/2 =  (9) 
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The output (second stage ring) speed with respect to the arm is determined as:   
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The output speed with respect to ground is determined as:  
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Dividing Eqn. (8) by Eqn. (11), the final angular velocity ratio, or alternatively 
torque ratio, is determined as: 
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Eqn. (12) dictates the permissible number of teeth imposed on each gear element 
for a given torque ratio. An additional geometrical condition on the first stage 
requires that the number of teeth on the ground ring be equal to the sum of sun 
gear teeth and twice of the input pinion teeth according to Eqn. (13).  

 
213 2 NNN +=  (13) 

Furthermore, gears that mesh with each other must have the same diametral pitch 
and pressure angle properties in order to engage in pure rolling contact.  The di-
ametral pitch, denoted by P, is a measure of the number of teeth per inch and is 
related to the number of teeth, N, and pitch diameter, D, by Eqn. (14).  

 
D

N
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The pressure angle defines the shape of the tooth involutes of the spur gears such 
as the addendum, dedendum, whole depth, and base circle. Another condition is 
imposed on the pitch diameters since the planets of both stages must orbit at the 
same radial distance from the sun, as described by Eqn. (15).   
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Eqns. (12), (13) and (15) reduce the total number of unknowns to three that were 
iteratively solved to develop the planetary gearbox of the GBD. Also, we note that 
Eqn. (12) can be obtained by substituting Eqn. (15) into Eqn. (2).  

Additional mathematical constraints are dictated on the permissible number of 
teeth on each gear since gear teeth must be integer numbers. The discussion will 
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be limited to the GBD equation, as written in Eqn. (12); however the same process 
can be applied to any of the other configurations.  

The terms of Eqn. (12) are re-arranged in the following form, where R is the 
desired gear ratio.   
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For integer values of R, the resulting p and q must also be integer numbers, hence 
N4 and N5 are calculated as:  
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Where ),( qpGCF is the greatest common factor of p and q. Therefore, only the 

gear ratio and input stage sun and pinion gears number of teeth needs to be known 
(R, N1, N2) in order to calculate the remaining values for the number of the teeth 
on the GBD assembly.  

6 The Gear Bearing Drive Other Kinematic Configurations 

In addition to the inrunner / outrunner configuration of the GBD, it is also possi-
ble to design the Gear Bearing Drive in different configurations in order to vary 
the functionality of the drive based on the application requirements, such as in the  
case where a low torque ratio actuator is needed or when a torque reducer or speed 
increaser device is desired.  These other GBD configurations are presented in this 
section. 

6.1 Inrunner / Inrunner GBD 

An inrunner / inrunner configuration consists of adding a sun gear to the output 
stage to form the actuator output, and setting the output stage ring gear idle, as 
shown in Fig. 7. This mode of operation can produce customizable low torque 
ratio gearheads, and also has the capability to perform speed-augmenting func-
tions such as speed increaser devices.  

Since the output gear is now shifted to the second stage sun gear, as opposed to 
the second stage ring gear, Eqns. (10-12) are modified to account for this change 
in the power path.  

Eqn. (10) is re-written as: 
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Fig. 7 Inrunner / Inrunner planetary configuration 

Eqn. (11) is then calculated as:  
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The final angular speed ratio is obtained by dividing Eqn. (8) by Eqn. (20). 

 

62

43

1

3

1

1

NN

NN
N

N

w

w

Output

Input

+

+
=  (21) 

Furthermore, since the input and output planets must orbit at the same radial dis-
tance, the pitch diameters must satisfy the following relationship as expressed by 
Eqn. (22).  
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By substituting Eqn. (14) into (22), Eqn. (22) can be re-written using the gears 
number of the teeth and diametral pitch selected: 
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Fig. 8 Outrunner / Inrunner planetary configuration 

6.2 Outrunner / Inrunner GBD 

An outrunner / inrunner configuration, shown in Fig 8, is very similar in functio-
nality as the inrunner / outrunner presented in the previous sections, with the dif-
ference that the input stage ring gear is driven as opposed to the input stage sun 
gear while the output of this mechanism is the output stage sun gear.  

The overall angular speed of the input (first stage ring) with respect to the 
ground can be written as: 

 ArmArmInputInput wwww +== /3  (24) 

The angular speed of the first stage pinion with respect to the arm is written as:  
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The angular speed of the first stage sun (i.e. ground) with respect to ground is 
zero. Hence,  
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Substituting Eqn. (26) in Eqn. (24), the input angular speed is written as:  
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The angular speed of the output (second stage sun) can be written with respect to 
the arm as:  
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The output speed with respect to the ground is computed by adding the arm speed 
to Eqn. (28).  
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The angular speed ratio is calculated by dividing Eqn. (27) by Eqn. (29):  
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The kinematic conditions described in Eqns. (22) and (23) for the Inrunner / In-
runner mode also hold for the Outrunner / Inrunner mode due to the similar gear 
arrangement of their second stage.  

6.3 Outrunner / Outrunner GBD 

The outrunner / outrunner uses the input stage ring gear as the actuated gear while 
it assigns the output stage ring gear as the output, as shown in Fig. 9.  

 

Fig. 9 Outrunner / Outrunner planetary configuration 
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Since the output gear is now shifted to the second stage ring gear, as opposed to 
the second stage sun gear in the Outrunner / Inrunner mode (see previous section), 
Eqns. (28-30) are modified to account for this change in the power path. 

Eqn. (28) can be re-written as: 
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The output speed with respect to ground is written as: 
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The final angular velocity ratio is thus calculated by dividing Eqn. (27) by Eqn. (32). 
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Similarly, the kinematic condition described in Eqn. (15) for the Inrunner / Out-
runner also holds for the Outrunner / Outrunner as they both have a similar plane-
tary gear arrangement. 

Table 1 Various configurations of the GBD mechanism 

Operating Mode 
Gear Ratio (Based on 
Number of Teeth) 

Kinematic Constraints Applications 
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A summary of the applications and modes of operation for each GBD configu-
ration is presented in Table 1, which is also used as a preliminary design tool for 
choosing a suitable embodiment for a given application i.e. high or low-speed 
reducer, or speed increaser. 

Unlike conventional methods of ordinary gearhead design, this technology is 
superior in terms of versatility and freedom of design when developing compact 
actuators requiring exceptional size, power and torque requirements. 

7 Design Considerations for the Inrunner / Outrunner GBD 

Based on Eqns (12) to (18), there are a total of 13 parameters that fully define the 
Gear Bearing Drive, as summarized in Table 2. Of these 13 parameters, only 4 are 
fully independent. Consequently, the 4 critical parameters, called ‘floating va-
riables,’ are assigned to the most critical design constraints of the Gear Bearing 
Drive. The four main parameters are: Desired gear ratio (R), Input Stage Sun 
Number of Teeth N1, Input Stage Planet Number of Teeth N2 and Input Stage Sun 
Diameter D1. The remaining 9 parameters are consequently calculated as a func-
tion of the 4 critical parameters as shown in Table 2. 

Table 2 Summary of the kinematic relationships of the Inrunner / Outrunner GBD 

Parameter Symbol Value 

Gear Ratio R R (Floating variable) 

Input Sun Teeth N1 N1 (Floating variable) 

Input Planet Teeth N2 N2 (Floating variable) 
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In order to develop a custom GBD, we first start by selecting the desired gear 
ratio (R). This selection is based on torque and power output requirements defined 
by a specific task / application. Once the range of output torque is known, a gear 
ratio is selected that amplifies the input DC motor torque up to the application 
required torque. In general, the GBD transmission efficiency can vary between 
85% to 95% depending on the gear type and lubrication used. Therefore, it is rec-
ommended to use a 10% to 20% larger torque ratio margin to ensure that the GBD 
fully matches the application torque output requirements, by compensating for the 
frictional losses inside the gearbox.   

Once the gear ratio R is known, the next step is to determine the best combina-
tion of number of teeth for the input stage sun N1 and input stage pinion N2. Be-
cause the numbers of teeth on the remaining gears is a function of R, N1and N2 (as 
shown in Table 1), it is critical to choose a correct combination of N1 and N2 that 
does not result in extreme numbers for the teeth on the remaining gears.  For this, 
a parametric analysis can be run in Excel or MATLAB by solving all the possible 
values for N3 and N4 using Eqns. (17) and (18) where the values for N1 and N2 
vary from 19 (i.e. the minimum required number of teeth to avoid gear undercut 
during manufacturing) up to 100 (upper limit is arbitrary and can be increased 
until an acceptable solution is attained.) The set of (N1, N2) for which Eqns. (17) 
and (18) produce the largest Greatest Common Factor will yield the smallest per-
missible integers N4 and N5, which are adopted to develop the planetary gearbox of 
the Gear Bearing Drive.  

After populating the gear number of teeth, N1 through N5, the next step is to size 
the diameters of the gear component. To specify the scale of the GBD, only one 
dimension can be specified which can either be one of the gear diameters or one 
of diametral pitches for any of its stages. Once a parameter is defined, the remain-
ing parameters are locked relative to that parameter. Our approach to develop the 
GBD uses the outrunner motor diameter as the lower limit for the pitch diameter 
of the input stage sun gear, as shown in Table 2. This is because the input stage 
sun gear must be larger than that motor rotor in order to fit the motor. Once the 
input sun pitch diameter is defined, the remaining gears’ diameters and diametral 
pitches can be calculated using the relationships of Table 2. 

Once the pitch diameters and numbers of teeth are known, the gears can be fur-
ther developed in SolidWorks to generate their teeth profile and roller surfaces, 
and subsequently taken into manufacturing and components assembly. 

8 Conclusions 

A new compact actuator has been proposed and developed to improve the dexteri-
ty, modularity, strength, and torque output of modern robotic systems.  Due to its 
unique arrangement of planetary transmission and ‘outrunner’ motor design, the 
actuator is able to combine the motor, transmission and position sensing elements 
into a space that is volumetrically smaller than a human elbow joint. This combi-
nation produces ultra-compact actuators with incredible high torque output,  
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micro-precision accuracy, and strong and rugged structural integrity. These unique 
characteristics facilitate the development of high payload-to-weight robots that are 
otherwise unattainable with traditional actuators. Furthermore, the actuator can be 
realized in multiple configurations such as a low or high torque reducer, single-
input-multi-output power transmission, thereby adding tremendous versatility and 
design freedom for designers. Future work will investigate the effects of the roll-
ing contact inside the transmission and analysis of advanced lubrication, heat  
dissipation, and failure analysis.  
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13   A Short Story on Long Pinions 

Madhusudan Raghavan 

Abstract. The design of automotive transmissions with multiple planetary gear 
sets leads to various interesting mathematical problems. Once a powerflow with 
favorable characteristics is established, there are many ways in which it can be 
mechanized. Factors such as manufacturability, packaging, availability of 
common component sets, etc., determine the selections leading to the final 
physical layout of a transmission. Several manufacturers use “long pinions” as 
building block elements in the design. This is an interesting architectural 
arrangement that combines certain packaging and functional attributes. In the 
present article, the algebraic use of the long pinion is demonstrated in the creation 
of vastly different transmission architectures from the same powerflow.  

1 Introduction 

A vehicle transmission delivers mechanical power from the engine to the 
remainder of the drive system, such as fixed final drive gearing, axles and wheels. 
The mechanical transmission allows some freedom in engine operation, usually 
through alternate selection of multiple drive ratios, a neutral selection that allows 
the engine to operate accessories with the vehicle stationary, and clutches and a 
torque converter for smooth transitions between driving ratios and to start the 
vehicle from rest with the engine turning. Transmission gear selection typically 
allows power from the engine to be delivered to the rest of the drive system with a 
ratio of torque multiplication/reduction and with a reverse ratio. An electrically 
variable transmission (EVT) transmission is a mechanical transmission augmented 
by one or more electric motor/generators. Typically, an EVT uses differential 
gearing to send a fraction of its transmitted power through an electric path to the 
final drive. The remainder of its power flows through another, parallel path that is 
all mechanical and direct, of fixed ratio, or alternatively selectable. One form of  
 

                                                           
Madhusudan Raghavan 
Group Manager, Hybrid Systems & Global Energy Systems,  
GM R&D, Warren, Michigan, USA 
e-mail: madhu.raghavan@gm.com 



178 M. Raghavan 

differential gearing is the well-known planetary gear set with the advantages of 
compactness and different torque and speed ratios among the various members of 
the gear set.  

2 Background and Prior Work 

Much of the theory of multi-speed transmission kinematic operation has been 
described in the language of lever diagrams [1]. Since the automative industry is 
generally moving in the direction of larger numbers of fixed speed ratios we 
briefly review recent work on multi-speed transmissions. Baran et al. [2] present 
the Hydra-Matic six-speed RWD automatic transmission family. The variants of 
this transmission family are created using built-in modularity, that allows 
tremendous parts-sharing and part-scaling. These designs improve fuel economy 
and acceleration performance relative to their four-speed predecessors. Borgerson 
et al., [3] present the design of a six-speed transmission having an input shaft 
connectable with an engine and planetary gear unit. A single carrier supports 
pinions from adjacent planes of gears. Lewis and Bollwahn [4] present the 
General Motors Hydra-Matic/Ford six-speed FWD automatic transmission family. 
Designed in modularity requires only changes to the second and third axis and 
case housings to achieve various torque requirements as stipulated by the specific 
vehicle application.  Wittkopp [5] proposes a three planetary design with three 
brakes, three clutches, and three fixed interconnections between the gearsets.  

In the electrified powertrain literature, Robinette and Powell [6], describe the 
use of a 12V start/stop system to turn the engine off and on during periods of 
vehicle idle. In particular integration issues such as start ability, noise and 
vibration, and vehicle launch are discussed in addition to the use of a correlated 
lump parameter modeling methodology. Hawkins et al. [7] describe General 
Motors' recently launched eAssist powertrain, which delivers approximately three 
times the peak electric boost and regenerative braking capability of GM’s first 
generation 36V Belted Alternator Starter. Key elements include a water-cooled 
induction motor/generator, an accessory drive with a coupled dual tensioner 
system, air cooled power electronics integrated with a 115V lithium-ion battery 
pack, a direct-injection 2.4 liter 4-cylinder gasoline engine, and a modified 6-
speed automatic transmission.  

An example of a highly successful electrically variable transmission concept 
developed at GM is the Two-Mode Hybrid system produced for transit buses and 
SUVs. Schmidt [8] describes an embodiment with three planetary gear sets 
coaxially aligned. Gear members of the first and second planetary gear set are 
respectively connected to the two motor/generators. Their carriers are operatively 
connected to the output member. The Two-Mode system innovations provide 
performance and fuel economy improvements at highway speeds and better trailer 
towing ability. Grewe et al. [9], describe the GM Two-Mode Hybrid transmission 
for full-size, full-utility SUVs. This system integrates two electromechanical 
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power-split operating modes with four fixed gear ratios and provides fuel savings 
from electric assist, regenerative braking and low-speed electric vehicle operation.  

Miller et al. [10] describe the Voltec 4ET50 multi-mode electric transaxle, 
which introduces a unique two-motor EV driving mode that allows both the 
driving motor and the generator to simultaneously provide tractive effort while 
reducing electric motor speeds and the total associated electric motor losses. This 
new operating mode, however, does not introduce the torque discontinuities 
associated with a two-speed EV drive. For extended range operation, the Voltec 
transaxle provides both the completely decoupled action of a pure series hybrid, as 
well as a more efficient powerflow with decoupled action for driving at light loads 
and high vehicle speed. 

3 Lever Diagrams and Planetary Geartrains 

The primary building block of a planetary gear train is the planetary gear set 
shown in Fig. 1. This is comprised of a sun gear, a ring gear, and a set of planet 
gears (also known as pinion gears). Planetary gear sets are popular building blocks 
in transmissions because they allow compactness, the multiple pinions permit gear 
tooth loading to be shared. This allows finer pitch gears which are generally 
quieter than coarser pitch gears. The pinions are positioned equally about the 
carrier – so the sum of the gear loads is nominally zero. This eliminates large 
bearing loads except on the pinion shafts. This enables the supporting external 
structure to be lighter and permits the use of smaller journal-type bearings.  

 

Fig. 1 Planetary Gear Trains and Graph Representation 

The planet gears are carried on a carrier member. The entire system of Fig. 1 
may be represented by an edge-vertex graph as shown by the progression of 
drawings in Fig. 1, with the nodes labeled as ring R, carrier C, and sun S. Such a 
graph is also known as a “lever,” because the relative rotational speeds of ring, 
carrier, and sun may be computed by treating rotational speeds as forces acting on  
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Fig. 2 Simple Planetary and Double Pinion Planetary Gear Sets 

the lever, and taking moments about appropriate nodes on the lever. An alternative  
to this geometric representation of levers is the following algebraic representation, 
which is applicable to all types of planetary gear trains (single pinion and double 
pinion). Let ݔ,  .be the speeds of the ring, the carrier, and the sun in Fig. 1 ݖ and ݕ
Then these speeds are related by the following equation: 

                                           (1) 

This relationship holds true by virtue of the mechanical interconnections and gear 

interactions in the planetary gear set (see Shigley and Uicker[11]). Eq. (1) contains 

a parameter , which is equal to the ratio ,  and  being the numbers of 

teeth on the sun gear and the ring gear, respectively. In turn, 
௡ೄ௡ೃ ൌ ௌோ, the ratio of 

the diameters of the sun and ring gears. Eq. (1) is linear in the variables ݔ,  .ݖ and ݕ

If we specify the values of any 2 of them, we may compute the remaining one, 

provided the value of the parameter  is specified. In other words, Eq. (1) 

represents a system, which requires 2 constraints to make it a well-defined 

algebraic problem. Fig. 2 shows simple and double-pinion planetary gear sets with 

the associated equations (note the sign changes).  
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4 Long Pinion Arrangements 

Given 2 adjacent planetary gear sets, we say that they use a long-pinion if they 
share a common carrier and an integral pinion member. We can write expressions 
for the long-pinion arrangement as follows.  

Case 1: For a combination of a simple planetary gear set (henceforth abbreviated 
as PG) connected to another simple PG via a long-pinion carrier, the constraint 
equations are: ݖଵ ൌ െ݇ଵݔଵ ൅ ሺ1 ൅ ݇ଵሻݕଵ,      (first planetary)                       (2) ݖଶ ൌ െ݇ଶݔଶ ൅ ሺ1 ൅ ݇ଶሻݕଶ,      (second planetary)                   (3) ݕଶ ൌ  ଵ,                             (common carrier)                    (4)ݕ

where ݇௜ ൌ ଵ௔೔ , ݅ ൌ 1,2 

Additionally, the pinion speed of the first PG,  Ωଵ ൌ ሺ௫భି௬భሻሺమೖభሻሺ௞భିଵሻ , is set equal to 

the pinion speed of the second PG, Ωଶ ൌ ሺ௫మି௬మሻሺమೖమሻሺ௞మିଵሻ , because the pinion is shared 

between the 2 PGs. The interested reader is referred to the work of Shigley and 
Uicker [11] for details on how to derive the kinematic equations relating the 
speeds of the ring, carrier, sun, and pinion gears. ሺ௫భି௬భሻሺమೖభሻሺ௞భିଵሻ ൌ  ሺ௫మି௬మሻሺమೖమሻሺ௞మିଵሻ  .       (common pinion)         (5) 

Using Eqs. (4) and (5) to eliminate the variables ݔଶ and ݕଶfrom Eqs. (2) and (3) in 
terms of ݔଵ and ݕଵ, we get the following equations ݖଵ ൌ െ݇ଵݔଵ ൅ ሺ1 ൅ ݇ଵሻݕଵ,              (first PG)                      (6) ݖଶ ൌ െ ቀ௞మకమకభ ቁ ଵݔ ൅ ቀ1 ൅ ௞మకమకభ ቁ  ଵ,   (second PG)                 (7)ݕ

where ߦ௜ ൌ ሺ1 െ ܽ௜ሻ, ݅ ൌ 1,2.. 
In the cases wherein one or both PGs are of the double-pinion type (see Fig. 2), 

the governing equations may be similarly derived as follows. 
 
Case 2(a): PG1 is simple and PG2 is of the double-pinion type ݖଵ ൌ െ݇ଵݔଵ ൅ ሺ1 ൅ ݇ଵሻݕଵ,          (first planetary)              (8) ݖଶ ൌ ݇ଶݔଶ ൅ ሺ1 െ ݇ଶሻݕଶ,            (second planetary)         (9) ݕଶ ൌ  ଵ,                          (common carrier)            (10)ݕ

The pinion speed of the first PG is to be set equal to the pinion speed of the second 
PG. However, the second PG has a double pinion arrangement and so we have 
choice of either Pinion 1 or Pinion 2 (see Fig. 2). If we use Pinion 1, its speed in 
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terms of other parameters of PG2 is 
ோమ௉మ ሺݔଶ െ  ଶሻ where ଶܲ and ܴଶ areݕ

respectively, the pinion diameter and the ring gear diameter on PG2. From Fig 2 

we can see that for Pinion 1, ܲ ൌ ߦ ோିௌଶ ,   where ߦ ൏ 1. Using this result, the speed 

of Pinion 1 may be expressed as 
ሺ௫మି௬మሻ഍మሺଵି௔మሻ.  

Setting this equal to the speed of one of the pinions on PG1, we get ሺ௫భି௬భ ሻሺଶ௞భሻሺ௞భିଵሻ ൌ  ሺ௫మି௬మሻ഍మሺଵି௔మሻ                                        (11) 

Upon rearrangement of terms in Eq. (11), we get ݔଶ ൌ ቀߦ కమకభቁ ଵݔ ൅ ቀ1 െ ߦ కమకభቁ  ଵ                               (12)ݕ

Substituting this expression for ݔଶ in Eq. (9), and using Eq. (10) to eliminate  ݕଶ, 
and finally, re-arranging terms we get  ݖଶ ൌ ቀ݇ଶߦ కమకభቁ ଵݔ ൅ ቀ1 െ ݇ଶߦ కమకభቁ  ଵ                             (13)ݕ

Eqs. (8) and (13) serve as constraints relating the rotational speeds of the 4 
independent nodes ሼݔଵ, ,ଵݕ ,ଵݖ  ଶሽ of the 2-planetary system comprised of PG1 andݖ
PG2 together with the common carrier and common pinion fixed interconnection 
between the simple planetary gear set pinion and Pinion 1 on the double pinion 
planetary gear set.  
 
Case 2(b) 
PG1 is simple and PG2 is of the double-pinion type. The PGs share a common 
carrier. Further, a pinion on PG1 is integral with Pinion 2 on PG2 (see Fig. 2) 

Eqs. (8), (9), and (10) apply to this case also. The speed of Pinion 2 on PG2 in 

terms of the other parameters of PG2 may be expressed as  
ௌమ௉మ ሺݖଶ െ  ,ଶሻ. Furtherݕ

from Fig. 2 and the fact that  ܲ ൌ ߦ ோିௌଶ  , we see that 

 
௉మௌమ ൌ కଶ ሺோమௌమ െ 1ሻ.  

As a result, we get 
ሺ௭మି௬మሻ഍మሺ௞మିଵሻ as the expression for the speed of Pinion 2 on PG2. 

Consequently, Eq. (11) becomes (in this case)  ሺ௫భି௬భ ሻሺଶ௞భሻሺ௞భିଵሻ ൌ  ሺ௭మି௬మሻ഍మሺ௞మିଵሻ.  
Upon rearrangement of terms this equation becomes ݖଶ ൌ ቀ݇ଶߦ కమకభቁ ଵݔ ൅ ቀ1 െ ݇ଶߦ కమకభቁ  ଵ.                                    (14)ݕ
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Eqs. (8) and (14) serve as the constraints relating the rotational speeds of the 4 
independent nodes ሼݔଵ, ,ଵݕ ,ଵݖ  ଶሽ of the 2-planetary system comprised of PG1 andݖ
PG2 together with the common carrier and common pinion fixed interconnection 
between the pinion of the simple planetary gear set and Pinion 2 of the double 
pinion planetary gear set.  

Equations for additional cases listed in the table below, e.g., double pinion 
planetary with double pinion planetary, Pinion 1 connected to Pinion 2, etc., may 
be derived in a similar manner (and are left as an exercise for the reader)  

 
3(a) PG1 is double pinion; PG2 is simple Pinion 1-Pinion 
3(b) PG1 is double pinion; PG2 is simple Pinion 2-Pinion 
4(a) PG1 is double pinion; PG2 is double pinion Pinion 1-Pinion 1 
4(b) PG1 is double pinion; PG2 is double pinion Pinion 1-Pinion 2 
4(c) PG1 is double pinion; PG2 is double pinion Pinion 2-Pinion 1 

4(d) PG1 is double pinion; PG2 is double pinion Pinion 2-Pinion 2 

5 Long Pinion Transformations 

Example 1 
Let’s take a look at the 3 PG design (Fig. 3) with 4 brakes and 2 clutches yielding 
7 forward speeds and 1 reverse speed (see Raghavan et al.[12]) . If we focus on 
just the first 2 planetary gearsets with their fixed interconnections, the sub-system 
is as shown in Fig. 4(a). The associated equations are: ݖଵ ൌ െ݇ଵݔଵ ൅ ሺ1 ൅ ݇ଵሻݕଵ,     (first planetary)             (15) ݖଶ ൌ െ݇ଶݔଶ ൅ ሺ1 ൅ ݇ଶሻݕଶ,     (second planetary)        (16) ݔଵ ൌ ଵݕ ଶ,                           (fixed interconnection 1)      (17)ݖ ൌ  ଶ.                           (fixed interconnection 2)      (18)ݕ

Substituting for ݔଵ from Eq. (17) and for ݕଵ from Eq. (18) into Eq. (15) we get ݖଵ ൌ െ݇ଵݖଶ ൅ ሺ1 ൅ ݇ଵሻݕଶ ݖଵ ൌ െ݇ଵሺെ݇ଶݔଶ ൅ ሺ1 ൅ ݇ଶሻݕଶሻ ൅ ሺ1 ൅ ݇ଵሻݕଶ ݖଵ ൌ ሺ݇ଵ݇ଶሻݔଶ ൅ ሺ1 െ ݇ଵ݇ଶሻݕଶ                                               (19) 

Therefore, Eqs. (19) and (16) taken together represent the physical system shown 
in Fig. 4(b), featuring a double pinion planetary gear set coupled to a simple 
planetary gear set via fixed interconnections, Ring to Ring, and Carrier to Carrier. 
Going a step further we may compare Eq. (19) with Eq. (13) which represents the 
governing equation of a double pinion planetary gear set which shares Pinion 1  
 



184 M. Raghavan 

and carrier with an adjacent simple planetary gear set. Equating corresponding 
coefficients (and noting that PG2 remains simple while PG1 gets transformed via 
the long pinion conversion) we get ݇ଵ௢௥௜௚௜௡௔௟݇ଶ௢௥௜௚௜௡௔௟ ൌ ݇ଵ௅௉ߦ௅௉ కభಽುకమಽು                                (20) 

where the subscripts ݈ܽ݊݅݃݅ݎ݋ and ܲܮ apply respectively to the original gear sets 
of Fig 4(a) and the Long Pinion gear sets that we wish to transform them into. 

Using the numerical values for the 
ோ௜௡௚ௌ௨௡  ratios from Fig. 4(a), we set ݇ଵ௢௥௜௚௜௡௔௟ ൌ1.87, ݇ଶ௢௥௜௚௜௡௔௟ ൌ 2.13; also, setting ߦ௅௉ ൌ 0.9 and ݇ଶ௅௉ ൌ ݇ଶ௢௥௜௚௜௡௔௟, we may 

compute ݇ଵ௅௉ from Eq. (20). Its value is 3.34. By this process the arrangement  
in Fig. 4(b) with Ring-Ring and Carrier-Carrier fixed interconnections, transforms 

into the long pinion arrangement of Fig. 4(c), with ቀோ௜௡௚ௌ௨௡ ቁଵ ൌ  3.34 , ቀோ௜௡௚ௌ௨௡ ቁଶ ൌ2.13.  
Kinematically, the 3 arrangements of Fig. 4 are equivalent. Therefore we may 

substitute the arrangement of Fig. 4(c) in place of the first 2 PGs in Fig. 4(a) to get 
Fig. 5 (see Raghavan[13]). Note that the speed ratios and clutch sequences are 
identical for the designs in Figs. 3 and 5.  

 

Fig. 3 Three Planetary Seven Speed Transmission 
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Fig. 4 Transformation to Long Pinion 

 

Fig. 5 Seven Speed Transmission with Long Pinion 

Example 2 
Let’s take a look at another 3 PG design with 2 brakes and 3 clutches yielding 6 
forward speeds and 1 reverse speed (see Bucknor et al.[14]). It is shown in Fig 6 
along with the clutching table. If we focus on just the first 2 planetary gearsets 
with their fixed interconnections, the sub-system is as shown in Fig. 7(a). The 
associated equations are: ݖଵ ൌ െ݇ଵݔଵ ൅ ሺ1 ൅ ݇ଵሻݕଵ,     (first planetary)                          (21) ݖଶ ൌ െ݇ଶݔଶ ൅ ሺ1 ൅ ݇ଶሻݕଶ,     (second planetary)                     (22) 
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Substituting for ݕଶ from Eq. (23) and for ݖଶ from Eq. (24) into Eq. (22) we get 

ଶݔ   ൌ ቀ1 ൅ ሺ௞భାଵሻ௞మ ቁ ଵݔ െ ቀ௞భାଵ௞మ ቁ  ଵ                                  (25)ݕ

Eqs. (21) and (25) taken together represent the physical system shown in Fig. 7(b), 
featuring a simple planetary gear set coupled to a double pinion planetary gear set 
via fixed interconnections, Ring to Ring, and Carrier to Carrier. Going a step 
further we may compare Eq. (25) with Eq. (13) which represents the governing 
equation of a double pinion planetary gear set which shares Pinion 1 and carrier 
with an adjacent simple planetary gear set. Equating corresponding coefficients 
we get 1 ൅ ቀ௞భ೚ೝ೔೒೔೙ೌ೗ାଵቁ௞మ೚ೝ೔೒೔೙ೌ೗ ൌ ݇ଶ௅௉ߦ௅௉ కమಽುకభಽು                               (26) 

where the subscripts ݈ܽ݊݅݃݅ݎ݋ and ܲܮ apply respectively to the original gear sets 
of Fig 7(a) and the Long Pinion gear sets that we wish to transform them into.  

 

Fig. 6 Three Planetary Six Speed Transmission 
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Fig. 7 Transformation to Long Pinion 

Using the numerical values for the 
ோ௜௡௚ௌ௨௡  ratios from Fig. 6, we set ݇ଵ௢௥௜௚௜௡௔௟ ൌ1.57, ݇ଶ௢௥௜௚௜௡௔௟ ൌ 2.37; also, setting ߦ௅௉ ൌ 0.9 and  ݇ଵ௅௉ ൌ ݇ଵ௢௥௜௚௜௡௔௟ , we may 

compute ݇ଶ௅௉ from Eq. (26). Its value is 2.76. By this process the arrangement in 
Fig. 7(b) with Ring-Ring and Carrier-Carrier fixed interconnections, transforms 

into the long pinion arrangement of Fig. 7(c), with ቀோ௜௡௚ௌ௨௡ ቁଵ ൌ   2.90,  ቀோ௜௡௚ௌ௨௡ ቁଶ ൌ 2.76 . Kinematically, the 3 arrangements of Fig. 7 are equivalent. Therefore we 
may substitute the arrangement of Fig. 7(c) in place of the first 2 PGs in Fig. 6 to 
get Fig. 8 (see Raghavan[15]). Note that the speed ratios and clutch sequences are 
identical for Figs. 6 and 8.  
 

 

Fig. 8 Six Speed Transmission with Long Pinion 
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6 Conclusions 

In the preceding sections, we have attempted to demonstrate the algebraic use of 
long pinion arrangements in the creation of alternative architectures for 
automotive transmissions. Once a powerflow with favorable characteristics is 
established, there are many ways in which it can be mechanized. We have shown 
the use of long pinion arrangements to replace (Ring-Sun, Carrier-Carrier) 
connections as well as (Ring-Carrier, Sun-Sun) connections in adjacent planetary 
gear sets, while retaining functional equivalence. Various other permutations and 
combinations of fixed interconnections may also be worked out. 
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14 Time-Optimal Path Planning for the
General Waiter Motion Problem

Francisco Geu Flores and Andrés Kecskeméthy

Dedicated to Professor Ken Waldron on occasion of his 70th birthday.

Abstract. This paper presents a direct solution approach for the so-called general
waiter motion problem, which consists in moving a tablet as fast as possible from
one pose to the other such that non of the objects resting on the tablet slides at any
time. The question is akin to several industrial problems in which tangential forces
are restricted due to functional reasons, such as suction grippers, motion of sensitive
goods, etc. In contrast to existing approaches which parametrize the problem in
configuration (joint) space, we decompose the overall task into two cascaded main
components: shaping the optimal geometry of the spatial path, and finding the time
optimal one-dimensional motion of the system along this path. The spatial path
is parametrized using via poses in SE(3), making it possible to reduce the search
space to significant physical subspaces, and to interact intuitively with the user. The
overall optimization is subdivided into a series of subproblems with cost functions
and search spaces of increasing fineness, such that each subproblem can be solved
with the output of its predecessor. A solution of the waiter motion problem with four
objects illustrates the applicability of the algorithm.

1 Problem Statement

Discussed in this paper is a solution procedure to the so-called general waiter motion
problem, which consists in computing the time-optimal motion of a six-degrees-of-
freedom manipulator carrying a tablet with an arbitrary number of objects resting
on it from an initial pose KE0 to a final pose KE f as fast as possible, such that
non of the objects slides at any time (see Fig. 1). This problem is akin to (offline)
motion planning problems in which tangential forces at contacts are restricted due
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to functional constraints (e.g. suction grippers, motion of sensitive goods). Most
state-of-the-art motion planning algorithms use spline functions in configuration
coordinates (i.e., robot joint coordinates) to transform the optimal control problem
into a nonlinear optimization problem [1]. Hereby, the spline domain is defined ei-
ther as a linear mapping of the cycle time [1] — which allows for a direct search of
the optimal time intervals between the inner spline knots — or as a general spline
parameter decoupled from time [2] — which requires the additional computation of
the optimal time history of the spline parameter for a given set of spline coefficients
and knots. However, such algorithms display difficulties to converge for coupled
shape/time optimality problems such as the one presented in this paper, mainly be-
cause the overall optimization problem’s extreme nonlinearity causes the optimizer
to remain trapped in local minima or even in infeasible regions.

q2

q3 q4

q5
q6

KE0

KE f

âk

vk

n

α

q1

P(s)

initial pose

final pose

Fig. 1 General waiter-motion problem

In this paper, we propose a novel procedure for coupled shape/time optimality
problems by (1) using target (i.e. task space) coordinates instead of configuration
coordinates and (2) parametrizing the spline shape functions in terms of via-poses
instead of using the spline coefficients and knots. This allows for optimizing over
a more natural function basis and for restricting the search space during optimiza-
tion to significant subspaces. Hence, the condition of the optimization problem is
improved and less and computationally cheaper iterations are required for conver-
gence. To this end, the robot’s motion is decomposed in two cascaded main com-
ponents: the spatial path P(s) ∈ SE(3) traversed by the robot end-effector (the
tablet) KE, and the one-dimensional motion s(t) of the tablet along this path, where
s denotes the path coordinate along the curve described by KE. The spatial path
P(s) is parametrized using fifth and third-order fitted B-splines for translation and
rotation, respectively, and the motion s(t) along the path is computed by solving
the time-optimal problem using the well-known and classical methods of robotics
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developed by [3], [4] and [5]. In order to warrant convergence, the overall optimal
control problem is formulated as a sequence of nonlinear optimization problems of
increasing fineness, such that each subproblem takes the solution of its predecessor
as initial guess. Hereby, each subproblem is solved by standard gradient-based op-
timization routines. This shows that the decomposition of the problem into spatial
shape and time-optimal motion is instrumental in finding the coupled shape/time
optimal solution. The proposed method can be used to handle a broad spectrum of
applications, ranging from optimal roller-coaster design up to minimal-cycle-time
excavator operations under power constraints ([6], [7]).

The rest of the paper is organized as follows. Section 2 describes the model of a
spatial path as a kinetostatic transmission element – termed “curved joint” – trans-
mitting motion and forces. In Section 3, the time-optimal problem along a specified
trajectory is solved using an extension of the well-known methods from robotics
([3], [4], [5]) to general multibody systems, which is easily possible due to the em-
ployed object-oriented approach. Section 4 finally describes the application of the
developed methods to a 4-object waiter motion problem and the solutions obtained.

2 Generic Properties of Spatial Paths in Multibody Systems

Let a general spatial path be given by the pose of an output frame KE = P(s) ∈
SE(3), with the translation part of P(s) described by a vector Δr(s) and the rotation
part parametrized by a rotation matrix ΔR(s), both measured with respect to a basis
frame K1. Let the coordinate s be the path length of the spatial curve followed by
KE, as shown in Fig. 2.

The pose of KE can be computed as a function of the pose of the basis frame K1

and the path coordinate s as

0RE = 0R1 ΔR , with ΔR = ΔR(s)
rE = ΔRT (r1 +Δr) , with Δr = Δr(s) .

(1)

P(s)K0

K1

K1

KE

KE

s

r1

rE

Δ r

ΔR

R1

RE

ΔR
(

s; p, t, β , ϕ , h
)Δ r

(
s; p, t

)

s = s0

s = sf

β (s)

ϕ(s)

P
(

s; p, t, β , ϕ , h
)

Fig. 2 Curve joint as a kinetostatic transmission element ([8])
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The angular and linear absolute velocities of KE can be computed as

tE =

[
ωE
vE

]
=

[
ΔRT 0

−ΔRTΔ̃r ΔRT

]
︸ ︷︷ ︸

Jg

[
ω1
v1

]
+JP ṡ , (2)

where Jg is the rigid-body Jacobian, and JP is the Jacobian mapping the path ve-
locity ṡ along the spatial path to the twist tE at the output frame KE.

The angular and linear absolute accelerations of KE can be computed as

ṫE =

[
ω̇E
aE

]
= Jg

[
ω̇1
a1

]
+

[
0

2ω̃2
1ΔRTΔr

]
+JP s̈+JP

′ ṡ2 +

[
2ω̃1 0
0 2 2ω̃1

]
JP ṡ ,

(3)
where (.)′ denotes the derivative with respect to the path coordinate s.

Furthermore, the duality of velocity and force transmission yields⎡
⎣ τ1

f
1

Qs

⎤
⎦ =

[
JT

g

JP
T

][
τE
f

E

]
, (4)

where τ1, f
1

are the torque and force at frame K1 and f
1

is the force projected
along P(s). The functions Δr(s), ΔR(s), and JP depend on the description of the
spatial path P(s).

In this work, the parametrization Δr(s) of the spatial curve is computed by in-
terpolating relative via-positions of the origin of the output frame KE with respect
to the input frame K1 using smoothing splines with end-point derivative constraints
(curve-fitting routine concur [9]). The orientation of frame KE with respect to K1,
i. e. the rotation matrix ΔR(s), is prescribed by means rotations about the tangential
and normal directions of a DARBOUX frame ([8]), as shown in Fig. 2. In the figure,
the via-points are collected in vector p, the boundary conditions of Δr(s) are col-
lected in vector t, the horizon via-vectors are collected in vector h, and the via-angles
in tangential and normal directions are collected in vectors β and ϕ , respectively.

3 Time-Optimal Motion Along a Given Spatial Path

3.1 Formulation of the Time-Optimal Problem

Let ϕ
q

represent the direct kinematics of a multibody system consisting of r massive

rigid bodies, p dependent joint coordinates β j, n independent joint coordinates qi,
collected in the vector q ∈ IRn, as well as an end effector frame KE, as shown in
Fig. 3. Let the spatial motion of the multibody system be given in target coordinates
KE = P(s) ∈ SE(3) as a function of a the path coordinate s. The configuration of
the system is uniquely defined by s, and its state is uniquely defined by the vector
[s, ṡ]T. If all configurations P(s) are reachable, both system and spatial path can be
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Fig. 3 Multibody system performing a task along the spatial path P

regarded as a single kinetostatic transmission element mapping the path coordinate
s to the joint motion q and end-effector motion KE (see Fig. 3).

The corresponding joint motion is hereby described by the equations

q = ϕ
q
−1(P (s))

q̇ = Jϕ
−1JP ṡ

q̈ = Jϕ
−1JP s̈ +

[
J′ϕ

−1
JP + Jϕ

−1J′P
]

ṡ2 , (5)

where Jϕ = ∂ ϕ
q
/∂q represents the transmission Jacobian of the multibody system.

The prescribed spatial path P(s) as well as its corresponding Jacobian JP describe
the kinematical transmission of a curve joint as presented in Sect. 2.

The velocities and accelerations at the independent joints and at the end-effector
have the general form

q̇ = qJs ṡ , q̈ = qJs s̈ + qJ
′
s ṡ2 ,

tE = EJs ṡ , ṫE = EJs s̈ + EJ
′
s ṡ2 ,

(6)

Let now the dynamics of the multibody system be described by the differential equa-
tions in minimal form

M(q)q̈+ b(q, q̇)−Q
e
(q, q̇)−Q

G
(q) = Q , (7)

where M is the n × n mass matrix of the multibody system, b(q, q̇) is the
n-dimensional vector containing the centripetal and Coriolis terms, Q

G
(q) is an

n-dimensional vector containing the projection of the gravitational forces on the
generalized coordinates, Q

e
(q, q̇) is an n-dimensional vector containing the pro-

jection of general external forces, and Q is an n-dimensional vector collecting the
generalized actuator forces.

Let the velocities q̇, accelerations q̈, and generalized actuator forces Q at the
joints be constrained by equations of the form
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q̇min(q) ≤ q̇ ≤ q̇max(q)
q̈min(q, q̇) ≤ q̈ ≤ q̈max(q, q̇)
Qmin(q, q̇) ≤ Q ≤ Qmax(q, q̇) ,

(8)

and the velocities tE and accelerations ṫE at the end-effector be constrained by equa-
tions of the form

tmin
E (KE) ≤ tE ≤ tmax

E (KE)

ṫmin
E (KE, tE) ≤ ṫE ≤ ṫmax

E (KE, tE) .
(9)

With the relations Eq. 6, the equations of motion described in Eq. 7 can be written
in terms of the motion coordinate s as

m(s)s̈+ c(s, ṡ)+ d (s) = Q , (10)

with m(s)=M(s)qJs , c(s, ṡ)=
[
M(s)qJ

′
s + b̄(s)

]
ṡ2−Q

e
(s, ṡ) , and d(s)=−Q

G
(s) ,

where the components mi and ci of vectors m and c represent the effective inertia
and velocity forces at every independent joint, respectively, and the term b(q, q̇) in
Eq. 7 can be written as b̄(s) ṡ2, with b̄(s) depending only on the configuration s.

Furthermore, Eq. 6 allows for all constraints of the form Eq. 8 and Eq. 9 to be
collected in the vector inequality

b̂1(s, ṡ) ≤ m̂(s) s̈ ≤ b̂2(s, ṡ) , (11)

where b̂1, b̂2 and m̂ are vectors in IRl and l is the number of constraints.
The left and right sides of this inequality define the set of admissible states [s, ṡ]T

and can be written compactly as the scalar inequality

G(s, ṡ) ≤ 0 , (12)

with G(s, ṡ) = max
{

b̂1 j(s, ṡ)− b̂2 j(s, ṡ)
}

, for all j = 1,2, · · · , �.
For all constraints j for which m̂ j(s) does not vanish, Eq. 11 further limits the

acceleration s̈ along the spatial path, since it must hold

b̂1 j(s, ṡ)

|m̂ j(s)| ≤ sgn [m̂ j(s)] s̈ ≤ b̂2 j(s, ṡ)

|m̂ j(s)| , (13)

or compactly l j(s, ṡ) ≤ s̈ ≤ u j(s, ṡ) , where l j(s, ṡ) and u j(s, ṡ) are the lower and
upper bounds of the j-th constraint, functions of the state [s, ṡ]T. These equations
can be rewritten as the one dimensional inequality

L(s, ṡ) ≤ s̈ ≤ U(s, ṡ) , (14)

where L(s, ṡ) = max
{

l j(s, ṡ)
}

and U(s, ṡ) = min
{

u j(s, ṡ)
}

for all j = 1,2, · · · , � for
which m̂ j(s) �= 0.

Sought is the optimal motion law s(t) which minimizes the total cycle time tf that
the system needs to move from a state [s0, ṡ0]

T to state [sf, ṡf]
T without violating the

constraints defined by Eq. 14 and Eq. 12.
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3.2 Computation of the Dynamic Constraints

All terms in Eq. 11 can be computed at every state [sact, ṡact]
T by using the object-

oriented approach described in [10]. The residual forces resulting from the compu-
tation of the motion and force transmissions, namely

Q = ϕD−1

S ( s , ṡ , s̈ ) =−m(s) s̈− c( s, ṡ )− d ( s ) , (15)

can be used to generate m , c and d of equation Eq. 10 at every configuration s by
the following simplified procedure:

a) Computation of d: Set, at the input of ϕD−1

S , the configuration to s = sact, the
generalized velocity to ṡ = 0 and the generalized acceleration to s̈ = 0. Then, the
terms m s̈ and c of Eq. 15 vanish and the residual force Q obtained at the input
is exactly −d.

b) Computation of c: Eliminate the term d in the calculation of ϕD−1

S by ‘switching

off’ the gravitational forces QG , and set, at the input of ϕD−1

S , the configuration
to s = sact, the generalized velocity to ṡ = ṡact and the generalized acceleration to
s̈ = 0. Then, the term ms̈ of Eq. 15 vanishes and the residual force Q obtained at
the input is exactly −c.

c) Computation of m: Similarly, eliminate the terms c and d in the calculation of

ϕD−1

S and set the input acceleration to s̈ = 1 . Then, the resulting force Q is
exactly −m.

The generation of the equations of motion by this approach requires 3 traversals of
the inverse dynamics ϕD−1

S for one set of equations.
The Jacobians EJs and qJs of equations Eq. 6 can be computed similarly using

the so-called kinematical differentials (see [10]).

3.3 Solution of the Time-Optimal Problem

It can be shown that the time-optimal motion along a given spatial path P(s) under
the above mentioned constraints is composed exclusively of trajectories with maxi-
mal or minimal acceleration. Time-optimality implies that the time-optimal motion
law s(t) is a monotonically increasing time function, i. e. that the velocity ṡ along
the trajectory is further constrained by

ṡ ≥ 0 (16)

at every configuration s. Eq. 16 and Eq. 12 as well as Eq. 14 form a set of velocity
and acceleration limits at every configuration s, which determines an admissible
region in the plane ṡ− s̈ for each configuration s (see Fig. 4).
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Fig. 4 Admissible acceleration region for given configuration s

If the functions l j(s, ṡ), u j(s, ṡ) are linear in ṡ2, one simple interval [ṡmin, ṡmax]
of admissible velocities can be defined for every configuration s (Otherwise, the
admissible regions may consist of not connected sub-regions leading to a set of not
connected admissible velocity intervals.). In this case, the equations Eq. 11 can be
written as

ĉ1 (s) ṡ2 + d̂1 (s) ≤ m̂(s) s̈ ≤ ĉ2 (s) ṡ2 + d̂2 (s) , (17)

the resulting function G(s, ṡ) (see Eq. 12) is also linear in ṡ2, the admissible regions
in the plane ṡ− s̈ are simply connected, and the set of admissible states has no holes
in its interior. This allows for the definition of the functions ṡmin(s) and ṡmax(s)
describing the maximally and minimally allowed velocities ṡ as a function of the
motion coordinate s, called hereafter “lower limiting curve” and “upper limiting
curve”, respectively. The area between both curves contains the set of admissible
states, as shown in Fig. 5.

The states lying on the upper limiting curve ṡmax(s) are classified using Eq. 14
in:

a) sinks, if U(s, ṡ) and L(s, ṡ) are defined and

U(s, ṡ) = L(s, ṡ) > ṡmax dṡmax/ds ; (18)

b) sources, if U(s, ṡ) and L(s, ṡ) are defined and

U(s, ṡ) = L(s, ṡ) < ṡmax dṡmax/ds ; or (19)

c) tangent points, elsewhere.

Moreover, the tangent points at which the velocity constraints described in Eq. 12
are active are called singular points, or singular arcs if they are connected.

The solution to the time-optimal motion is a sequence of branches of maximal
acceleration and maximal deceleration which lies in the feasible region and touches
tangentially the upper limiting curve. At states [s, ṡ]T lying inside the feasible region,
the solution consists of segments with maximal acceleration U(s, ṡ) and segments
with maximal deceleration L(s, ṡ). At singular points, the maximal acceleration is
further bounded by the upper limiting curve tangent dṡmax/ds.
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With these definitions, the following algorithm based on the one proposed in [5]
has been constructed:

Step 0: Check if the initial state s0 and the final state sf are feasible for the given ini-
tial velocity ṡ0 and final velocity ṡf respectively. If not, the problem has no feasible
solution.
Step 1: Set a counter k to 1. Integrate the equation s̈ = max

{
l j(s, ṡ)

}
backwards in

time from the final state s = sf, ṡ = ṡf until leaving the feasible region. Name the
computed deceleration curve ṡd(s).
Step 2: Integrate the equation s̈ = min

{
u j(s, ṡ)

}
forwards in time from the initial

state s= s0, ṡ= ṡ0 until leaving the feasible region. Name the computed acceleration
curve ṡa

k(s). If the acceleration curve ṡa
k(s) crosses the lower limiting curve ṡmin(s),

the problem is not feasible and the algorithm should be terminated. Else, continue.
Step 3: If ṡa

k(s) crosses the deceleration curve ṡd(s) terminate the algorithm: the
intersection of both curves is the only switching point Sk. Otherwise, continue.
Step 4: Search forwards on the upper limiting curve ṡmax(s) for the next tangent
point Sk+1. The point Sk+1 is a switching point candidate.
Step 5: Integrate the equation s̈ = max

{
l j(s, ṡ) , ṡmax dṡmax/ds

}
backwards in time

from the state Sk+1 until crossing one of the acceleration curves ṡa
�(s), with 1 ≤ �≤

k. The intersection of both curves is the switching point S�. Set k = �. Disregard the
candidates Sr, with r ≤ �.
Step 6: Integrate the equation s̈ = min

{
u j(s, ṡ) , ṡmax dṡmax/ds

}
forward in time

from the state Sk until leaving the feasible region. Add one to the counter k. Name
the computed acceleration curve ṡa

k(s). If the acceleration curve ṡa
k(s) crosses the

lower limiting curve ṡmin(s), the problem is not feasible and the algorithm should
be terminated. Else, go to step (3).

Fig. 5 shows how a typical solution looks like.
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ṡ infeasible region ṡmax(s)
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Fig. 5 Time-optimal solution algorithm (no islands)

4 General Waiter Motion Problem

4.1 Waiter Motion Problem along a Given Path

The waiter motion problem considers two set of constraints. One set is given as
constant limits in the joint velocities and accelerations q̇min

i , q̇max
i , q̈min

i and q̈max
i ,
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which are typically provided by the manufacturer and are pre-programmed in the
robot controller as soft-limits. A second set is given by the sticking (‘no sliding’)
condition for every object k on the tablet

âk ·n
‖ âk ‖2

≥ cosα , with âk = ak + g , (20)

where ak is the acceleration of object k, g is the gravity vector, n is the normal vector
of the tablet plane, and μ0 = tanα is the dry friction coefficient between the tablet
and the objects. These k additional dynamic constraints can be rewritten as√

[âk
x]

2 +[âk
y]

2 ≤ μ0âk
z , with âk = kJs s̈ + kJ

′
s ṡ2 −RT

k g , (21)

where kJs is the Jacobian mapping the linear velocities ṡ along the spatial path to the
velocities of object k, and Rk is the transformation matrix from the inertial frame to
the local coordinate frame of object k.

Clearly, equations 21 are nonlinear in the unknowns s̈, which makes their treat-
ment with the previous methods infeasible. However, it is possible to approximate
these constraints by replacing the friction cone by a friction polyhedron given by
the equations

(1) |âk
x| ≤ μ0âk

z ,

(2)
∣∣∣ âk

x

tan(ϕi)
+ âk

y

∣∣∣ ≤ μ0âk
z cos(ϕ1)

sin(ϕi)
,

(22)

defined by the discretization angles

ϕi =
iπ

2p−1 , i = 1, 2, . . . , 2p−1 − 1 , (23)

for each âk
z (see Fig. 6).

âk
x

âk
y

1a1b

2a|ϕ1

2b|ϕ1

ϕ1

Fig. 6 Cone of friction for p = 3
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Eq. 22 together with the joint velocity and acceleration limits form a system of
constraints which are linear in ṡ2, so that simply connected admissible acceleration
regions are guaranteed. The approximation can be arbitrarily refined by choosing
a sufficiently large integer p. Higher numbers p yield better cycle times, though
increasing considerably the size of the problem and, hence, the computational effort
required to solve it.

The solution for the case of four objects symmetrically distributed on the tablet,
a friction polyhedron approximation with p = 4, and a given path is shown in Fig. 7.
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Fig. 7 Optimized waiter-motion along a given trajectory with four objects and p = 3 - phase
plot, joint accelerations, linearized dry-friction constraints for object 1, and accelerations of
all objects

4.2 Optimization of the Spatial Path Geometry

The method presented in Sect. 4.1 assigns an optimal cycle time to every feasible
spatial path P(s; ζ ). allowing for a search for the optimal set ζ � of parameters
yielding the smallest cycle time. In order to reduce the search space to significant
physical subspaces, we propose to define the set of optimization parameters

ξ =
[
ϕT, β T, Δθz

T
0 , Δθz

T
f , Δρ

y

]T
, (24)

where ξ describes the geometry of the spatial path P(s; ζ ) with respect to a refer-
ence geometry P(s; ζ

0
). Vector Δρ

y
collects m center-line via-point displacements

in transversal direction ey j
, so that the modified via-points are defined as

p
j
= p

j
(ζ

0
)+Δρy j · ey j

(ζ
0
) ∀ j = 1,2, . . . ,m . (25)
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The angles Δθz0 and Δθzf describe mt = 2 displacements in the first-order boundary
conditions such that

t0 = Rot [z,Δθz0 ] · t0(ζ 0
) (26)

tf = Rot [z,Δθzf ] · tf(ζ 0
) , (27)

where t0 and tf are the tangents of Δr(s) at its beginning and its end, respectively.
Finally, β and ϕ collect mβ and mϕ via-angles describing rotations about the tan-
gential and normal directions of the DARBOUX frame, respectively.

K1 K j

P(s; ζ
0
)

Δθz0Δθy0

t0

ey j

ex j

ez j

p
j

p
0

Fig. 8 Spatial path design parameters

The optimization problem is stated as

minimize
F (ξ ) = tf ,

(28)

where tf is the optimal cycle time along the spatial path P(s; ζ ) as computed in
Sect. 2. If P(s; ζ ) is not feasible, F (ξ ) is set to a very large number. The fineness
of the optimization subproblems is improved by increasing the number of via-points
mβ , mϕ and m. Each subproblem uses the results of the previous one as an initial
guess and reference geometry and is repeated until no significant improvement of
the cost function is achieved. The algorithm stops when neither a further attempt to
solve a subproblem nor a refinement of the optimization parameters yields a cost
improvement greater than the optimization tolerance.

Table 1 and Fig. 9 show the results for the case of a KUKA robot KR-15-2 car-
rying a tablet with 4 objects between two given tablet poses for a cone of friction
approximation with p= 4. One can clearly see that the optimal solution is “pressed”
almost during 50% of the path length to the constraint boundary (second plot of
Fig. 9). This is an interesting behavior showing that, at least in this case, the opti-
mal path shape also forms the constraint boundary such that it minimizes the area
between optimal-time trajectory and upper limit curve (compare to Fig. 7, where
the boundary is much more “ragged”). Moreover, one can appreciate the low curva-
tures of the solution path in target space. This shows that spatial path optimization in
task space indeed allows for restricting the optimization search to lower-dimensional
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Table 1 Multistep computation of the general waiter-motion problem with p = 4, with
B-splines of degree k = 3 and the NAG routine e04unc (dt = 1.0e−4, relTol =
absTol = 1.0e−10, ds = 1.0e−4, optimTol= 2.0e−2, fPrec = 1.0e−2, cDiffInt =
fDiffInt= 1.0e−3, stepLimit= 2.0e−2), on a processor Intel(R) Core(TM) i7-950 @
3.07GHz

step mβ mϕ mt tf (s) CPU (s)

initial 2 2 - - 2.0985 -
1 (2×) 2 2 - - 1.6411 2872.41
2 (1×) 2 2 1 2 1.6409 483.70
3 (1×) 5 5 2 2 1.6404 1083.57
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Fig. 9 Optimized waiter-motion along free trajectory with four objects and p = 3 - tablet
orientation, phase plot and acceleration of all objects

significant subspaces. Table 1 shows the progress of the optimization search for a
sequence of subproblems of increasing fineness. The first row shows the cycle time
for an initial, slightly curved tablet displacement with purely horizontal attitude.
The second row shows the results for the first subproblem: the optimization of the
orientation of the tablet, which yields a cycle time improvement of 22%. The third
and fourth lines show the results of the final subproblems, in which, in addition to
orientation optimization, curve bending is allowed by setting free the two boundary
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tangents as well as one and then two via points, respectively. One can see that the
last optimization yields only marginal improvements while consuming substantial
CPU time. Altogether, the example shows that advantages may exist for certain ap-
plications when using task space coordinates for describing and shaping the optimal
path instead of using joint coordinates.

5 Conclusions

In conclusion, the paper shows that the so-called general waiter motion problem —
which is akin to several industrial problems in which tangential forces are restricted
due to functional reasons — can be solved by decomposing the overall optimization
problem into two cascaded optimization components: shaping the optimal geome-
try of the spatial path, and finding the time optimal one-dimensional motion of the
system along this path. By parametrizing the spatial path using via poses in SE(3), a
more natural and lower-dimensional search space could be obtained, improving the
convergence behavior of the optimizer. Subdividing the problem in a sequence of
cost functions and search spaces of increasing fineness yielded convergence, which
was not possible by direct optimization. The completion of the method involved
describing spatial motion by quintic and cubic B-Spline curves for translation and
rotation, respectively, as well as the extension of the well-known time-optimal al-
gorithm from robotics in three directions: (1) formulating it in an object-oriented
multibody framework, (2) allowing for no-slip conditions to be considered, and (3)
introducing the concept of a lower limiting curve in order to handle spatial paths for
which some configurations are not feasible at rest.

Future research will focus on extending the method to more general types of
constraints. Of special interest for robotic applications is the limitation of motor
jerks as well as the consideration of non-conservative effects such as sliding friction
and discontinuities caused by impacts. Moreover, genetic algorithms will be tested,
in particular for generating better initial-value guesses.
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15 Kinematic Analysis of Quadrotors
with Manufacturing Errors

Yash Mulgaonkar, Caitlin Powers, and Vijay Kumar

Abstract. We discuss the problem of calibrating quadrotors fabricated using inex-
pensive printing techniques used by the do-it-yourself community. Although it is
easy to create prototypes rapidly, the rotor axes and positions in these prototypes
may not be according to specifications. In such a case, operating the motors at the
nominal speeds will not result in stable hovering. The fundamental equations that
govern hovering are similar to those encountered in objects suspended with cables
in that they couple the position and orientation variables with the forces required
for equilibrium. We develop the kinematics and statics and derive the conditions
for stable equilibrium with a numerical example to illustrate the basic ideas and
point to approaches in which adaptation through software can rectify shortcomings
in inexpensive manufacturing processors.

1 Introduction

Aerial robotics is a growing field with tremendous civil and military applications.
Potential applications for micro unmanned aerial vehicles include search and res-
cue, environmental monitoring, aerial transportation and manipulation, and surveil-
lance [7]. Quadrotors designs, rotorcrafts whose propulsive force is provided by
four rotors, make for flexible and adaptable platforms for aerial robotics. Further,
quadrotors are easy to build and are quite robust. The blades have fixed pitch and
the propellors rotate in one direction allowing for simple motors and controllers.
There are no hinges or flaps. Thus it is possible to rapidly design and prototype
large teams of quadrotors using inexpensive manufacturing processes, thus making
them the platform of choice for the do it yourself community. However, a common
problem encountered with inexpensive prototypes is the presence of manufacturing
errors. In particular, if the rotor axes are not parallel and the motors are not symmet-
rically arranged, the control of the quadrotor can become quite difficult.
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In this paper we address the modeling of imperfectly-manufactured quadrotors.
We introduce the kinematics and equations of static equilibrium of quadrotors. We
next formulate the direct kinematics problem, the problem of determining the equi-
librium pose of the quadrotor. We show that this is related to the problem of de-
termining equilibrium position for suspended objects[3] and to the kinematics of
in-parallel manipulators[8]. Finally, we provide several numerical results illustrat-
ing the methodology.

2 Printed Robots

The maturation of 3-D printing technology has lowered the barrier to entry for fab-
rication. It is possible for a person with modest training to use Fused Deposition
3D Modeling (FDM) to rapidly design, customize, and print specialized variants of
quadrotors.

The robot shown in Fig. 1(left) was printed with the above mentioned technique
using an open source 3D Printer[2]. This unique design was chosen in order to
maximize the central surface area in the hub to facilitate the mounting of electrical
components and maximize the torsional and bending strength, while keeping the
mass as low as possible. 3-D Printing allows the fabrication of sparse structures
with monocoque frames, without significant loss of structural integrity.

The electronics for this quadrotor includes an ARM Cortex-M3 Processor, a 3
axis accelerometer, 3 axis gyroscope, a 900MHz communication module and motor
controllers. With all its motors and battery, the quadrotor weighs 31 grams and has a
5 minute flight time. While significant improvements need to be made in extending
the flight time, the 3-D printed airframe weighs in at a mere 7 grams, as compared to
the 10 gram mass of it’s more conventional solid counterpart. The 3 gram reduction
is a significant 30% decrease in the mass of the frame and a 10% reduction of the
overall mass.

An alternative low mass design is shown in Fig. 1(right). This robot, designed
by KMEL Robotics[1], uses a printed circuit board as its structural element and
essentially eliminates the need for an independent frame.

There are other alternatives to printing technologies. One can also imagine sheets
of smart materials with embedded actuators and sensors that can be folded to create
complex shapes using origami[4].

One major drawback of such techniques however, is that due to the tolerances
and precision of inexpensive fabrication technologies, there can be variations from
prototype to prototype. The dimensions of the frame can vary and the four motor
axes may not be perfectly aligned. Because the quadrotor relies on all its axes being
parallel and on symmetry, misalignments can cause the robot to function poorly.
This raises a very interesting controls and calibration problem which is the main
focus of this paper.
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Fig. 1 Two examples of rapidly prototyped quadrotors: a 3-D printed robot (left); and a
printed circuit board robot [1] (right)

3 Kinematics and Statics

3.1 Coordinate Systems and Reference Frames

The coordinate systems and free body diagram for the quadrotor are shown in Fig.
2. The inertial frame, A , is defined by the triad a1, a2, and a3 with a3 pointing
upward. The body frame, B, is attached to the center of mass of the quadrotor with
b1 coinciding with the preferred forward direction and b3 perpendicular to the plane
of the rotors pointing vertically up during perfect hover (see Fig. 2). These vectors
are parallel to the principal axes. The center of mass is C. Rotor 1 is a distance L
away along b, 2 is L away along b2, while 3 and 4 are similarly L away along the
negative b1 and b2 respectively.
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Fig. 2 The body-fixed and the inertial reference frames. A pair of motors spins counter clock-
wise while the other pair spins clockwise. The pitches on the corresponding propellors are
reversed so that the thrust is always pointing in the b3 direction for all propellors. However,
while the reaction moments on the frame of the robot are also in the vertical direction, the
signs are such that they oppose the direction of the angular velocity of the propellor.
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We will use Z −X −Y Euler angles to model the rotation of the quadrotor in
the world frame. To get from A to B, we first rotate about a3 through the the yaw
angle, ψ , to get the triad ei. A rotation about the e1 through the roll angle, φ gets
us to the triad fi (not shown in the figure). A third pitch rotation about f2 through θ
results in the body-fixed triad bi. The rotation matrix for transforming components
of vectors in B to components of vectors in A is given by:

A [R]B =

⎡
⎣cψcθ − sφsψsθ −cφsψ cψsθ + cθ sφsψ

cθ sψ + cψsφsθ cφcψ sψsθ − cψcθ sφ
−cφsθ sφ cφcθ

⎤
⎦ . (1)

3.2 Equilibrium Conditions

Let r denote the position vector of C in A . The forces on the system are gravity, in
the −a3 direction, and the forces from each of the rotors, Fi, in the b3 direction. For
static equilibrium, we know that the forces must balance:

RT

⎡
⎣ 0

0
−mg

⎤
⎦+

⎡
⎣ 0

0
F1 +F2 +F3 +F4

⎤
⎦ = 0 (2)

In addition to forces, each rotor produces a moment perpendicular to the plane of
rotation of the blade, Mi. Rotors 1 and 3 rotate in the −b3 direction while 2 and 4
rotate in the +b3 direction. Since the moment produced on the quadrotor is opposite
to the direction of rotation of the blades, M1 and M3 act in the b3 direction while
M2 and M4 act in the −b3 direction. L is the distance from the axis of rotation of the
rotors to the center of mass of the quadrotor. For static equilibrium, the net moment
on the aircraft frame must be zero, which gives us:

⎡
⎣ L(F2 −F4)

L(F3 −F1)
M1 −M2 +M3 −M4

⎤
⎦ = 0 (3)

Each rotor has an angular speed ωi and produces a vertical force Fi according to

Fi = kFω2
i . (4)

The rotors also produce a moment according to

Mi = kMω2
i . (5)
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We can rewrite (2,3) as:⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0
1 1 1 1
0 L 0 −L
−L 0 L 0
h −h h −h

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

F1

F2

F3

F4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

RT

⎡
⎣ 0

0
−mg

⎤
⎦

0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

(6)

where h = kM
kF

is the relationship between lift and drag given by Equations (4-5). We
can see that each column represents a unit wrench with pitch h or −h, and the non
negative wrench intensities (Fi ≥ 0) are proportional to the square of the propellor
angular speed.

If the axes of the quadrotor are parallel and if the motors are symmetric (at a
distance L from the center of mass C), the solution to this set of equations is given
by:

Fi =
mg
4

(7)

R = I (8)

If this condition of symmetry is not satisfied, we must model the direction of each
axis and its location. Let ui be the unit vector along axis i and ρi be the position
vector of suitably chosen point on the axis with C as an origin. Writing all the
vectors in the body-fixed frame we get:

[[
u1

u0
1 + hu1

][
u2

u0
2 − hu2

][
u3

u0
3 + hu3

][
u4

u0
4 − hu3

]]⎡
⎢⎢⎣

F1

F2

F3

F4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

mgcφsθ
−mgsφ

−mgcφcθ
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

(9)

where u0
i = ρi × ui.

The conditions for static equilibrium are no longer obvious. However, they can
be obtained by solving this set of six nonlinear equations in six unknowns: F1, F2,
F3, F4, θ , and φ .

4 Kinematics and Statics of Suspended Payloads

The problem discussed in Section 3 is related to the problem of finding equilibrium
configurations of payloads suspended by n cables in three dimensions, which is
described in [5] and [9]. This problem is also analyzed in [3, 6] in the context of co-
operative transport of payloads as shown in Fig. 3. The n= 6 case is addressed in the
literature on cable-actuated payloads, where the payload pose is fully specified[8].
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When n = 5, if the line vectors are linearly independent and the cables are taut, the
line vectors and the gravity wrench axis must belong to the same linear complex [5].
To visualize the twist that is reciprocal to these line vectors[11], Hunt describes the
following experiment:

If a wooden model constructed from a chunk of timber, a few hooks, some string
and an open frame were constructed you can place a rod along this dotted line
and this rod, “would remain sharp in a time-exposure photograph in an otherwise
blurred picture”[5].

The rod represents the reciprocal screw axis about which the payload is free to in-
stantaneously twist. When n = 4, under similar assumptions on linear independence
and positive tension, the line vectors and the gravity wrench must belong to the
same linear congruence. The unconstrained freedoms correspond (instantaneously)
to a set of twists whose axis lie on a cylindroid. The n = 3 case admits solutions
where all three cables and the gravity wrench axis lie on the same regulus - the
generators of a hyperboloid which is a ruled surface [9].

pi

qi

W
qn

q1

r

C

g
l1

li

ln

Fig. 3 A payload suspended by n cables and pivots. The pivots can represent aerial robots
that are controlled to hover at designated points in the inertial frame.

The problem discussed in [3, 6] is the special case of three robots in three dimen-
sions carrying an object (although the analysis readily extends to n robots). Con-
sider point-model robots and a configuration space is given by Q = R

3 ×R
3 ×R

3.
Each robot is modeled by qi ∈ R

3 with coordinates qi = [xi,yi,zi]
T in an inertial

frame, W (Fig. 2). Define the robot configuration as q = [q1,q2,q3]
T. The ith robot

cable with length li is connected to the payload at the point Pi with coordinates
pi =

[
xp

i ,y
p
i ,z

p
i

]
T in W . Let p = [p1, p2, p3]

T denote all attachment points. P2, and
P3 to be non-collinear and span the center of mass. The payload has mass m with
the center of mass at C with position vector r = [xC,yC,zC]

T. We denote the fixed
Euclidean distance between attachment points Pi and Pj as ri, j.
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The equations of static equilibrium can be written as follows. The cables exert
zero-pitch wrenches on the payload which take the following form after normaliza-
tion: [

ui

u0
i

]
=

1
li

[
qi − pi

pi × (qi− pi)

]
.

The equations of equilibrium, like before, take the form

[
u1 u2 u3

u0
1 u0

2 u0
3

]⎡
⎣F1

F2

F3

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

mgcφsθ
−mgsφ

−mgcφcθ
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

(10)

where Fi ≥ 0 is the tension in the ith cable.
In order for (10) to be satisfied, the four line vectors or zero pitch wrenches, w1,

w2, w3, and g must belong to the same regulus. The lines of a regulus are points
on a 2-plane in PR

5 [10], which implies that the body is under constrained and has
three degrees of freedom. Instantaneously, these degrees of freedom correspond to
twists in the reciprocal screw system that are reciprocal to w1, w2, and w3. They in-
clude zero pitch twists (pure rotations) that lie along the axes of the complementary
regulus (the set of lines each intersecting all of the lines in the original regulus).

5 Direct Kinematics of Asymmetric Quadrotors

In this section we investigate solutions to Equation (9) to derive conditions for static
equilibrium that characterize the hover condition. We solve for the equilibrium con-
figuration in two steps. First, since the sum of the moments must be zero, we can
write the bottom three equations in Equation (9):

[[
u0

1 + hu1
][

u0
2 − hu2

][
u0

3 + hu3
][

u0
4 − hu3

]]
⎡
⎢⎢⎣

F1

F2

F3

F4

⎤
⎥⎥⎦ =

⎡
⎣0

0
0

⎤
⎦ (11)

The solution to this set of equations is found by finding the vector F=
[

F1 F2 F3 F4
]

that lies in the nullspace of the matrix. Since the operation takes R4 to R3, there
will be at least one vector in the nullspace. Since our coefficients are lift forces pro-
duced by propellors that can only spin in one direction, this vector must only have
positive components. Thus we must find a null space vector with non negative com-
ponents with the magnitude of mg. This is easily done using computation tools such
as MATLAB.
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Second, since the sum of the forces in (9) must be zero, we write:

[
u1 u2 u3 u4

]
⎡
⎢⎢⎣

F1

F2

F3

F4

⎤
⎥⎥⎦ =

⎡
⎣ mgcφsθ

−mgsφ
−mgcφcθ

⎤
⎦ = RT

⎡
⎣ 0

0
−mg

⎤
⎦ (12)

Since we know all of the variables on the left hand side of this equation by solving
(11), we can now solve this set of nonlinear equations for the two Euler angles, θ
and φ .

Example

We consider the example of the 31 gram 3-D printed quadrotor in Figure 1 (left). The
pitch h is taken to be 0.1 meters. In practice this value is experimentally determined
and h = 0.1 is a representative value for small quadrotors. Experimentation with a
fixed rotor at steady-state yields an estimate of kF = 1.77× 10−6Newtons-s2. If the
motors are positioned so that their centers are 6.35 cm from the center of the hub as
specified in the design, the position vectors are given by

ρ1 =

⎡
⎣ 0

6.35
0

⎤
⎦ , ρ2 =

⎡
⎣ 6.35

0
0

⎤
⎦ , ρ3 =

⎡
⎣ 0
−6.35

0

⎤
⎦ , ρ4 =

⎡
⎣−6.35

0
0

⎤
⎦ (13)

However, we consider a prototype with fabrication errors where the position vectors
are:

ρ1 =

⎡
⎣ 0.127

6.223
0

⎤
⎦ , ρ2 =

⎡
⎣ 6.477
−0.127

0

⎤
⎦ , ρ3 =

⎡
⎣−0.127
−6.223

0

⎤
⎦ , ρ4 =

⎡
⎣−6.477

0.127
0

⎤
⎦ (14)

The axes of rotation for the rotors are specified to be perpendicular to the vehicle,
or ui =

[
0 0 1

]T
. However, we will consider the case where all motors are placed

perfectly but the axes are slightly misaligned by a vector δui so that

ui =
vi

‖vi‖ , vi =

⎡
⎣ 0

0
1

⎤
⎦+ δui =

⎡
⎣ 0

0
1

⎤
⎦+

⎡
⎣ δuxi

δuyi

δuzi

⎤
⎦ 1 ≤ i ≤ 4 (15)

As an example, we choose δu3 and δu4 be zero while δu1 =
[

0.05 0.02 0.0
]

and
δu1 =

[
0.05 0.0 0.0

]
. Our condition for equilibrium (11) leads to

⎡
⎣ 0.003 0.057 0.001 −0.062
−0.066 −0.001 0.064 0.001
−0.098 −0.102 0.100 0.100

⎤
⎦

⎡
⎢⎢⎣

F1

F2

F3

F4

⎤
⎥⎥⎦ =

⎡
⎣0

0
0

⎤
⎦ (16)
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The null space is given by F1 = .470α , F2 = .524α , F3 = .483α , F4 = .519α , where
α is any positive scalar. This means that the net force on the vehicle is

F1u1 +F2u2 +F3u3 +F4u4 = mg

⎡
⎣ cφsθ

−sφ
−cφcθ

⎤
⎦ (17)

We use the small angle assumption (c ≈ 1,sθ ≈ θ ) and the first two components of
the net force to solve for φ and θ . The third component, which is equal to −cφcθ
can be used to check the validity of our assumption. Solving this equation for the
magnitude leads to α = 0.152 and motor speeds (in RPM):

ω1 = 12060, ω2 = 12738, ω3 = 12237, ω4 = 12681.

Solving the nonlinear equations (12) in MATLAB gives us θ = 0.077◦ and φ =
−0.269◦. Clearly the rotor speeds required for equilibrium are different for the four
rotors and the equilibrium pose has a non zero roll and pitch angle.

6 Conclusion

In this paper, we have formulated the conditions for equilibrium for a quadrotor
with manufacturing errors. We have shown that even if the rotors are not perfectly
positioned or aligned, the robot will still be able to hover but not in a perfectly
horizontal position. Of course this analysis raises the obvious question: is it pos-
sible for the robot to learn the actual dimensions so that the correct motor speeds
can be commanded. This is the kinematic calibration problem. Given the hovering
configuration (φ , θ ) and the motor speeds needed to hover (ω1, ω2, ω3 ω4), what
are the position vectors ρi and directions ui? If the ρi are assumed to be known,
we can use the system identification is linear and standard techniques can be used
to find the ui. For the case where we wish to calibrate both ρi and ui, we can take
advantage of the fact that the net wrench on the quadrotor is a bilinear function of
ρi and ui. This means we can iteratively approach a solution for both vectors by al-
ternately optimizing for ρi and then ui. This line of research will make it possible to
produce inexpensive autonomous quadrotors that can adapt to manufacturing errors
and changes in parameters over time.
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16 Omnicopter: A Novel Overactuated Micro
Aerial Vehicle

Yangbo Long and David J. Cappelleri

Abstract. This paper deals with a novel micro aerial vehicle (MAV) design, the Om-
nicopter MAV. The Omnicopter has two central counter-rotating coaxial propellers
for thrust and yaw control and three perimeter-mounted variable angle ducted fans
for lateral forces and roll/pitch control. It can work under two configurations, a
fixed 90◦ ducted fan angle configuration and a variable angle ducted fan configura-
tion. The latter one makes the Omnicopter overactuated. After a brief introduction
of the Omnicopter platform and a comparison between different MAV configura-
tions, we discuss the control design and allocation techniques for the variable angle
ducted fan configuration. Simulation and experimental results verify the design of
the Omnicopter, and compare the performance between the two configurations.

1 Introduction

Traditional vertical take-off and landing (VTOL) MAVs are generally underactuated
[1], [2], [3], i.e., equipped with fewer actuators than degrees-of-freedom (DOF),
which results in some limitations on their performance. For example, they cannot
maintain zero roll and pitch attitude during lateral translation. It is also unattainable
for traditional underactuated MAVs to arbitrarily orient their fuselages to accom-
plish complicated grasping tasks.

In our opinion, fully actuated MAVs based on novel mechanical design should be
investigated, in order to achieve complex manipulation tasks. Drawing inspiration
from omnidirectional wheels, we propose a novel actuation concept for a MAV,
named the Omnicopter [4]. The Omnicopter design allows for agile movements over
the full 6 DOF of the robot. It has two fixed major coaxial counter-rotating propellers
in the center used to provide thrust and adjust the yaw angle, and three adjustable
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Fig. 1 Omnicopter MAV schematic (left) and prototype (right)

Table 1 Prototype components

Components Model/Material Quantity Unit Price ($)

0.125” carbon fiber rods - 3.70
Frame custom ABS connecting joints - 23.95

Depron 9 mm thick foam - 40.00a

Propeller 10x7 3-blade Master Airscrew 2 7.68
Motor BP-U2212/10 brushless outrunner 2 29.95
Ducted Fan AEO 55 mm EDF 3 15.90
ESC Turnigy Plush 25 Amp 5 25.99
IMU/Control Board ArduPilot Mega 1 150.00
Transceiver Module XBee 2 22.00
Receiver Spektrum AR8000 1 129.99
Battery Thunderpower 3s 2700 mAh 1 64.99
GPS Media Tek MT3329 1 29.99
IR Sensorb Sharp GP2Y0A02YK0F 4 14.95
Sonar MaxSonar MB1200 1 44.95
Servo Hitec HS-5055MG 3 17.99

Total $898.25
a 6 sheets spanning 13”x39”.
b Attached only one in Fig. 1 (right).

angle ducted fans located in three places surrounding the airframe to control its
roll and pitch and provide lateral forces. The Omnicopter has two configurations:
C1: Fixed 90◦ ducted fan angles with varying rotor speeds; C2: Variable ducted fan
angles and variable rotor speeds. A schematic of the Omnicopter MAV is shown in
Fig. 1 (left).

An Omnicopter prototype has been constructed, as shown in Fig. 1 (right). The
prototype weighs 2 lbs 3.5 oz. with an available payload at 80% power of approx-
imately 2 lbs 6 oz (∼1 kg). It was initially configured for remote control with
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a Spektrum AR8000 8-Channel DSMX Receiver and DX8 8-channel transmitter.
Custom mounts for each of the ducted fans were 3D printed out of ABS plastic.
Major components of the prototype and associated costs are listed in Table 1.

2 Omnicopter VS Other MAVs

The family of micro rotary-wing unmanned aerial vehicles (UAVs) includes ducted
fan UAVs [5], [6], conventional helicopters [7], [8], tricopters [9], [10] and quadro-
tors [11], [12]. In the following, we briefly describe the advantages and disadvan-
tages of each configuration and show that the Omnicopter is a promising alternative
to existing VTOL MAVs.

2.1 Ducted Fan UAV (1 Rotor)

The ducted fan VTOL UAV, like iSTAR [13], is comprised of an outer duct enclosing
a single propeller, fixed stators and movable vanes operated by actuators, performing
thrust vectoring. It utilizes an airfoil-shaped duct to provide augmented lift. Due to
small gaps between the tips of the fan blades and the wall of the duct, the loading
on the blades is allowed to extend to the tips, reducing tip losses associated with
free-air propellers.

However, undesirable aerodynamic characteristics are associated with these vehi-
cles in crosswinds, namely momentum drag and asymmetric duct lift, both of which
generate a positive, adverse pitching moment, preventing the vehicle from achieving
steady forward flight. Unfortunately these disadvantages keep the ducted fan from
being widely accepted as a reliable means of propulsion for small VTOL aircraft.

2.2 Traditional Helicopter (2 Rotors)

The conventional helicopter is characterized by a main rotor that provides thrust
and a tail rotor for compensating the counter torque due to the main rotor. Blades
on a helicopter are pitched in different ways to control the orientation and direction
of motion using a swashplate. The main advantage of this configuration is its high
maneuverability and good performance during forward flight.

Because the lateral force generated by the tail rotor is used for yaw control only,
and doesn’t participate to the thrust generation, the energy spent by the tail rotor can
be considered as passive. Due to the complexity of the linkages and swashplate, the
helicopter is more prone to mechanical faults and possible failure.

2.3 Tricopter (3 Rotors)

The tricopter consists of two body-fixed rotors and a tail tilting rotor with fixed-
angle blades. The two front rotors rotate in opposite directions, thereby eliminating
counter torques. The tail rotor can be tilted laterally using a servo motor in order to
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provide the yawing torque. The tricopter has a simpler mechanical structure com-
pared to the above ducted fan UAV and helicopter. Indeed, the absence of stators
and movable vanes, swashplate and stabilizing bar make it more robust and easier
to control.

Due to its asymmetric structure, gyroscopic effects and aerodynamic torques can
not be eliminated completely. Especially, the gyroscopic effect of tilting the tail rotor
induces other moments on the fuselage. Also, building a servo solution for the tail
rotor is challenging.

2.4 Quadrotor/Tilting Propeller Quadrotor (4 Rotors)

The quadrotor has four rotors. The front and the rear motors rotate counterclock-
wise while the other two rotate clockwise. The main thrust and control torques are
obtained by varying the angular speed of the four rotors, without using any servo
mechanism. The quadrotor configuration considerably simplifies the vehicle design
and intrinsically reduces the gyroscopic effects.

However, like previously mentioned UAV types, quadrotors are still essentially
underactuated. They only possess four independent control inputs with respect to
their 6 DOF in space. As a consequence, it can be proven that quadrotors are only
able to independently act on their Cartesian position and yaw angle, which imposes
some limitations. For example, a sensor or gripper attached to the quadrotor cannot
be arbitrarily oriented during flight nor it can hover in place with any body orienta-
tion.

In [14], M. Ryll et al. proposed a quadrotor with tilting propellers. With the
additional four servo mechanisms, unlike standard quadrotor, this design is fully ac-
tuated. However, the inertial/gyroscopic effects resulting from the propeller rotation
are neglected when designing the controller. Although simulation results are pro-
vided to validate the effectiveness and robustness of the proposed control design, its
real flight performance is speculative without actual implementation.

2.5 Omnicopter (5 Rotors)

Compared to traditional MAVs, the Omnicopter has different motion principles and
control modes. The yaw movement results from different speeds of the two counter-
rotating coaxial propellers. The roll and pitch motions can be generated differently
under the two configurations, C1 and C2, as mentioned in Sect. 1. Vertical motion
can be generated by increasing or decreasing the five propellers speeds together
under C1. Full position control on axes x, y and z can be achieved under C2.

The Omnicopter allows for lateral force vectors to be applied to the airframe,
which gives full control over the 6 DOF of the Omnicopter body and better ability to
interact with and manipulate the environment. Different from the quadrotor design
with tilting propellers, the Omnicopter hardly suffers from the inertial/gyroscopic
effects due to the limited size of the ducted fans.
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3 Modeling, Control and Control Allocation

As mentioned before, the Omnicopter MAV has two configurations, the fixed 90◦
ducted fan angle configuration and the variable angle ducted fan configuration. For
the former one, the modeling and control design of the Omnicopter is similar to
those of a quadrotor [12], but we need a control allocation technique to distribute
the computed control inputs into five motor control inputs [15]. For the latter one, we
review the corresponding modeling, control and allocation from [16] in this section.

3.1 Dynamic Model

Modeling the Omnicopter as a rigid-body, using Newtonian mechanics, let III =
Ix, Iy, Iz denote the inertial frame, and BBB = Bx, By, Bz the aircraft body frame,
as shown in Fig. 2. Then the dynamic model is [4], [15]

ξ̇ξξ = υυυ
mυ̇υυ = mgeee3 +RRR fff
ṘRR = RRRωωω×
JJJω̇ωω =−ωωω×JJJωωω + τττ

(1)

where ξξξ , υυυ, m, g, RRR, ωωω , JJJ, fff and τττ stand for position, velocity, mass, gravitational
acceleration, rotation matrix, angular velocity, inertia matrix, and force and torque in
the body coordinates generated by the actuators, respectively, ·× denotes the cross
product operator for a vector and eee3 = [0 0 1]T . We can linearize the original
dynamic model (1) as
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Fig. 3 Control loops for the variable angle ducted fan configuration presented in [16]

ξ̈1 = Fx

ξ̈2 = Fy

ξ̈3 = g+ 1
m Fz

φ̈ = τx

θ̈ = τy

ψ̈ = τz

(2)

where Fx, Fy and Fz are forces in the inertial frame.

3.2 Control Design

The control block diagram is shown in Fig. 3. In the virtual control input vector
vvv = [Fx Fy Fz τx τy τz]

T , the virtual force inputs, v1, v2 and v3, can be designed using
classical PID control

vi = kPi(ξ
d
i − ξi)+ kDi(ξ̇

d
i − ξ̇i)+ kIi

∫ t

0
(ξ d

i − ξi)dτ (3)

where i = 1, 2, 3.
The control forces in the body frame can be computed from

fff = RRRB
I FFF (4)

where the rotation matrix from the inertial frame to the body frame is

RRRB
I =

⎡
⎣ cψcθ sψcθ −sθ

cψsθ sφ − sψcφ sψsθ sφ + cψcφ cθ sφ
cψsθcφ + sψsφ sψsθcφ − sφcψ cθcφ

⎤
⎦ (5)
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For the attitude control inputs, v4, v5 and v6, we can apply the PD control designed
for the fixed angle configuration

v j = kPj (η
d
j −η j)+ kDj(η̇

d
j − η̇ j) (6)

where j = 4, 5, 6.
Therefore, we can arrive at the control inputs, www, in the body coordinate frame

www = [ fx fy fz τx τy τz]
T (7)

3.3 Control Allocation

In the case of the variable ducted fan configuration, five motor speeds (ω1 to ω5)
and three servo motor angles (β1 to β3) need to be computed. The mapping between
the actuator input vector uuu = [ω2

1 ω2
2 ω2

3 ω2
4 ω2

5 β1 β2 β3]
T and the virtual control

input www = [ fx fy fz τx τy τz]
T is

fx = kT3(ω2
3 cβ1 − (ω2

4 cβ2 +ω2
5 cβ3)s30◦)

fy = kT3(ω2
5 cβ3 −ω2

4 cβ2)c30◦
fz =−kT1 ω2

1 − kT2ω2
2 − kT3(ω2

3 sβ1 +ω2
4 sβ2 +ω2

5 sβ3)
τx = kT3(ω2

5 sβ3 −ω2
4 sβ2)lc30◦

τy = kT3(ω2
4 sβ2 +ω2

5 sβ3)ls30◦ − kT3ω2
3 lsβ1

τz = kQ1 ω2
1 − kQ2ω2

2

(8)

where s = sin and c = cos, kT1 , kT2 and kT3 are thrust factors, kQ1 and kQ2 are drag
factors.

Solving (8) for uuu, while considering actuator constraints, amounts to performing
constrained nonlinear programming. Since control allocation is to be performed in
real time, this may not be computationally feasible. One way to resolve this problem
is to linearize (8) locally. Linearizing www(uuu) around uuu0 yields

www(uuu) = www(uuu0)+
∂www
∂uuu

|uuu0(uuu− uuu0) (9)

which leads to the linear control allocation problem

w̄ww = BBBuuu (10)

where w̄ww=www(uuu)−www(uuu0)+BBBuuu0 and the effectiveness matrix BBB= ∂www
∂uuu |uuu0 , uuu0 is picked

as the previously applied control input, uuu(t − δ ), with δ as the step size. The lin-
earized effectiveness matrix is shown in (11).
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BBB =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 kT3 cu6 − kT3 cu7
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2 −kT3 u3su6
kT3 u4su7

2
kT3 u5su8

2

0 0 0 −
√

3kT3 cu7

2

√
3kT3 ca8

2 0
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3kT3 u4su7

2 −
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0 0 0 −
√
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√
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√
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√
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2
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2
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2
kQ1−kQ2 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

uuu0
(11)

Then pseudoinverse based methods can be applied to solve the problem.

4 Simulation and Experimental Results

Based on the discussions in the former sections, simulations and experiments are
carried out to demonstrate the capability of the Omnicopter.

4.1 Simulation Results

Simulations are done for both the fixed 90◦ ducted fan angle configuration and the
variable angle ducted fan configuration. The Omnicopter was tasked to perform a
circular path following task in the two configurations, respectively, which is shown
in Fig. 4. To make the simulations more realistic, random white noise with zero mean
and 0.01 variance have been added to the position and velocity measurements, and
the attitude and angular velocity have been corrupted by noise with 0.001 variance.

Fig. 4 3D circular path tracking performance: Fixed ducted fan configuration (left), and Vari-
able ducted fan configuration (right)

Fig. 5 - 6 compare the position tracking performance and the attitude perfor-
mance, respectively, of the two configurations. We can easily find that it has better
performance in the variable angle ducted fan configuration. The Omnicopter can
even keep a zero attitude when tracking the circular path in the variable angle con-
figuration, which is impossible in the fixed angle configuration.
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Fig. 5 Position performance: Fixed ducted fan configuration (left), and Variable ducted fan
configuration (right)

Fig. 6 Attitude performance: Fixed ducted fan configuration (left), and Variable ducted fan
configuration (right)

4.2 Experimental Results

Here we present and compare the real-time experimental results [16]. Fig. 7, 8 and 9
show the experimental results for hovering performance in the fixed 90◦ ducted fan
configuration and lateral translation performance in the variable angle ducted fan
configuration. The top of the figures show attitude stabilization performance in the
fixed 90◦ ducted fan configuration during hovering, and the bottom ones show lateral
translation performance in the variable angle ducted fan configuration for the roll,
pitch and yaw angles of the Omnicopter. In the current stage, the attitude control is
performed autonomously on-board the MAV while the x, y and z positions, as well
as the ducted fan angles of the Omnicopter, are controlled manually using a remote
controller.
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Ducted fan angle change

Zero attitude
lateral translation

Fig. 7 Roll angle performance: Hovering in the fixed ducted fan configuration (top), and Zero
attitude lateral translation in the variable ducted fan configuration (bottom)

Ducted fan angle change

Zero attitude
lateral translation

Fig. 8 Pitch angle performance: Hovering in the fixed ducted fan configuration (top), and
Zero attitude lateral translation in the variable ducted fan configuration (bottom)
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Ducted fan angle change

Fig. 9 Yaw angle performance: Hovering in the fixed ducted fan configuration (top), and
Zero attitude lateral translation in the variable ducted fan configuration (bottom)

5 Conclusions

In this paper, we studied a new configuration of rotary wing MAV called the Om-
nicopter. Its novel actuation concept allows the three ducted fans to actively rotate
about the assembling axes connecting them to the Omnicopter main body, which
makes it possible to gain full controllability over its 6 DOF. A validation of the
control performance of the Omnicopter is provided by means of simulations and
experiments.

Future works will investigate the implementation of fully autonomous flights by
introducing a camera-based localization system in an indoor environment, as well
as GPS-guided outdoor flights. Additionally, linear and nonlinear optimization tech-
niques will be implemented on-board for the variable angle ducted fan configuration.
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17 Articulated Wheeled Vehicles:
Back to the Future?

Xiaobo Zhou, Aliakbar Alamdari, and Venkat Krovi

Abstract. Articulated Wheeled Vehicles (AWVs) are a class of wheeled locomo-
tion systems where the chassis is connected to a set of ground-contact wheels via
actively- or passively-controlled articulations, which can regulate wheel placement
with respect to chassis during locomotion. The ensuing leg-wheeled systems exploit
the reconfigurability and redundancy to realize significant benefits (improved sta-
bility, obstacle surmounting capability, enhanced robustness) over both traditional
wheeled-and/or legged-systems in a range of uneven-terrain locomotion applica-
tions. This article examines the history of such articulated-wheeled-vehicles leading
up to the current day, while placing in context the pioneering and seminal contribu-
tions of Professor Kenneth Waldron and his students. Subsequently, we outline our
own research efforts on variants of AWVs, including the creation of a systematic
computational screw-theoretic framework to model, analyze, optimize and control
such systems.

1 Introduction

We seek to investigate the design, modeling, analysis and implementation of multi-
ple variants/exemplars from the broad class of locomotion systems termed Articu-
lated Wheeled Vehicles (AWVs), originally explored by Professor Kenneth Waldron
and his students [32, 33].

The characteristic feature is the attachment of the multiple wheels to a common
chassis via articulated chains, which facilitates (active or passive) repositioning of
the wheels with respect to chassis during locomotion. Such AWVs can provide sig-
nificantly superior locomotion performance (such as uneven-terrain obstacle sur-
mounting capability and improved suspension characteristics). Equally importantly,

Xiaobo Zhou · Aliakbar Alamdari · Venkat Krovi
Department of Mechanical and Aerospace Engineering,
State University of New York at Buffalo, Buffalo, NY 14260
e-mail: vkrovi@buffalo.edu

V. Kumar et al. (Eds.): Adv. in Mech., Rob. & Des. Educ. & Res., MMS 14, pp. 227–238.
DOI: 10.1007/978-3-319-00398-6_17 c© Springer International Publishing Switzerland 2013



228 X. Zhou, A. Alamdari, and V. Krovi

the reconfigurability and redundancy inherent in such systems can be exploited to
enhance vehicle performance characteristics (such as efficiency, stability, traction).
The combination of these benefits is extremely valuable in a variety of applica-
tion settings from material handling on the shop floor to challenging uneven-terrain
exploration.

However, articulated wheeled vehicles are highly-constrained systems subjected
to both holonomic constraints (due to the multiple closed-loops) and non-holonomic
constraints (due to wheel/ground contacts). Violation of these constraints e.g. typ-
ically in terms of slipping and skidding at the ground-wheel contacts, results both
in energy-dissipation and estimation-uncertainty. Hence considerable research has
focused on both enhanced-suspension-design (kinematic and kinetostatic), to avoid
constraint violation without either sacrificing payload capacity or increasing power-
consumption; and active-coordinated-control for enhancing mobility, stability and
traction.

In this article we will first present some background on such articulated-wheeled-
robots followed by an abbreviated history of literature leading up to the current
day. Subsequently, we highlight aspects of our own work, inspired by and build-
ing upon the contributions of the Waldron group. We focus in on the compu-
tational/algorithmic implementation of screw-theoretic framework, that aids the
modeling, analysis, refinement and control of such systems. Finally, we conclude
with a discussion of the promise and potential of Articulated-Wheeled-Vehicle
paradigm, which we are seeking to systematically exploit by various design- and
control-related research efforts.

2 Background

Wheeled Mobile Platforms/Vehicles, comprise of a platform supported by multi-
ple wheels which allow for relative motions between the platform and the ground.
Wheeled vehicles have traditionally offered simplicity of mechanical construction
and control, very favorable payload-to-weight ratio, excellent load and tractive-force
distribution, enhanced stability and energy-efficiency, making them the architecture
of choice for most man-made terrestrial locomotion systems.

However, despite their incredible versatility, disk wheels impose severe con-
straints on the design and control of the wheeled vehicle to which they may be
attached. Multiple disk-wheels cannot be arbitrarily attached to a single common
platform/chassis without over-constraining the system. Kinematic overconstraint
(as often seen in various machinery) occurs due to the lack of compatibility be-
tween the instantaneous motions of all moving parts. However, unlike in traditional
machines, the violation of the wheel-ground contact-constraints (enforced only by
force-closure) is possible – and gives rise to undesirable kinematic wheel-slip (skid-
ding/slipping/scrubbing) seen in poorly-designed wheeled vehicles. Such wheel-slip
is deleterious both from the perspective of reduced efficiency (power is wasted by
scrubbing) and poor performance (degraded odometric localization, uncontrollable
and unpredictable stick-slip behavior).
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Kinematic overconstraint has traditionally been relieved by the addition of me-
chanical compliance (in the form of bushings and couplings) in order to mitigate the
undesired stick-slip behavior at the wheel-ground contact. A case can be made for
the systematic and careful introduction of additional mechanical compliance – in the
form of small articulated subchains with passive (springs/dampers) or semi-active
(adjustable spring-dampers) or active (motorized) actuation. The resulting articu-
lated leg-wheel systems form multiple closed-kinematic loops with the ground that
serve to constrain and redirect the effective forces and motions on the chassis.

Thus, viewing wheeled vehicles as yet another class of a parallel-kinematic
chains (with multiple articulated leg-wheel branches attached to a common chas-
sis) allows the systematic application of the rich theory of articulated multibody
systems to design, analyze, simulate and control of the ensuing systems. The nature
and number of both the added wheels, together with the intermediate articulations,
has a significant influence on the mobility, maneuverability, controllability, stability
and efficiency of the wheeled vehicle.

From a design perspective, there is enormous diversity at various levels within se-
lection of: (i) the individual components, like the wheels (disk wheels vs Mecanum
wheels) and the articulations (lower-pair revolutes/prismatics vs higher-pair cam
joints); (ii) the topology/number of joints of each subchain; and (iii) the number
of sub-chains/type-of-attachment to the chassis. The suitable selection of topology,
dimensions and actuation of the individual sub-chains together with the selection
of the number and attachment location to the common chassis creates enormous
choice.

From the control perspective, the control and reconfiguration of the collaborat-
ing leg-wheel subsystems to regulate the mobility and maneuverability of the chas-
sis offers other challenges. System configurations must be chosen in order to: (i)
minimize singular configurations of the system; (ii) enhance mutual cooperation
(motions and forces) during task performance; and (iii) improve robustness to lo-
cal controller lapses and environmental disturbances. Significant freedom for im-
plementation is also available by virtue of the reconfigurability and the ability to
trade-off passive-equilibration versus active-actuation.

A systematic design, analysis and control framework that builds upon individual
component capability to examine system-level behavior is desirable. We are cur-
rently examining one such computational differential-geometry framework [18, 19]
that builds upon the rich articulated multibody literature and provides the tools to
characterize, analyze, and validate seemingly disparate articulated-wheeled loco-
motion systems in a unified manner.

3 Literature

3.1 Planar Locomotion/ Payload Transport

Traditionally, wheeled mobile robots were considered to operate on planar surfaces,
allowing the wheels to be modeled as thin disk-wheels with a holonomic rolling-
without-slip constraint in the forward direction and offering the non-holonomic no
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side-slip constraint in the lateral direction. Alternate designs of wheels (such as
the Ball Wheel [34] or the Swedish Mecanum wheel) or tracks avoid limitations
imposed by the non-holonomic constraints, but possess other design and control
limitations.

Thus, multi-disc-wheel platforms have many advantages but arbitrarily attaching
and actuating these disk-wheels to a common chassis creates challenges. The overall
chassis/platform motion-constraints are the union of all the individual constraints
from each wheel/ground contact and hence further articulations (passive/active) are
required to ensure compatibility.

In the plane, the rigid body constraint takes the form of requirement of all the
moving-elements to have a common instantaneous center of rotation (ICR) which
can also be visualized easily. A number of authors have surveyed the various planar-
wheeled platform systems and their kinematic motion analysis in the plane [11,
8]. Kinematic compatibility is established, evaluated and maintained in terms of
matching of the Instantaneous Center of Rotations (ICR) of the disk-wheels and the
chassis/platform, as illustrated in Fig. 1.

(a) (b) (c)

Fig. 1 Planar ICR based analysis for (a) differential drive; (b) tricycle; and (c) Ackerman
steering

Campion et al. [13] present a systematic, general and unifying approach for
derivation of kinematic- and dynamic-models of planar wheeled vehicle, with ar-
bitrary number of various types of planar articulated-leg-wheel chains attached to
a common chassis. They classified the ensuing planar composite-wheeled-vehicle
systems into five generic model-classes; and for each model-class systematically
address performance-related questions on system-level mobility and maneuverabil-
ity, model-reducibility and controllability, and selective actuation.

In a variant on this theme, many researchers have contemplated means for cou-
pling together multiple differentially-driven wheeled bases with rigid axles to form
composite Multi-Degree-of-Freedom (MDOF) Vehicles [11]. Even operating on a
perfect plane, two mobile robots with such rigid axles, cannot be rigidly coupled
to each other without losing some or all of their mobility. The research challenges
entailed include: passively relieving the kinematic-constraints between the multiple
self-contained individual modules so as to permit arbitrarily long trains of such ve-
hicles to be created; and coordinating the multiple degrees of freedom within this
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large assemblage to realize enhanced performance. Hence examples of such com-
posite systems always feature some sort of passive-compliant-linkage examples
include designs like the OmniMate/CLAPPER where differentially-driven mobile
robots are attached to each other by a compliant link; or appropriately designed
coupling within modular snake-robot systems like ACM-III [24].

In our own work, we examine the potential for further generalizing and extend-
ing this work to create planar Composite Wheeled Vehicles that exploit active-or
passive-articulated subchains for relaxing the rigid body constraints between the
various axles by introducing further articulations. The resulting articulations en-
dow the composite vehicle with: (i) ability to accommodate changes in the relative
configuration; (ii) redundant sensing for localizing the modules; and (iii) redundant
actuation method for moving the common object to compensate for disturbances in
the motions of the base [8, 10, 31, 18, 25, 30, 36, 37, 38, 29].

Fig. 2 Cooperative payload transport by mobile robot collectives in the ARMLAB [1]

3.2 Transitioning to the Spatial Case

The three-dimensional nature of the robot-motion with the varied ground-wheel-
contact, creates many challenges. Various authors had noted that proper vehi-
cle kinematic design, with adequate and appropriate inter-vehicle reconfiguration
degrees-of-freedom, is required to permit adaptation to uneven surfaces, and allow
for slip-free rolling of the wheels. Srinivasan and Nanua [27] demonstrated that a
Variable Length Axle (a prismatic joint connecting two wheels joined on an axle)
could accommodate the varying wheel/ground contact points wheeled vehicle sys-
tems moving on uneven terrain and help eliminate kinematic slip. From an imple-
mentation perspective, Choi and Sreenivasan [15] explored creation of Vehicles with
Slip-free Motion Capability (VSMC) that facilitates passive-accommodation of the
varied ground-wheel contact within the articulated chassis. Alternately, Chakraborty
and Ghosal [14] introduced a Passive Variable Camber (PVC) an extra degree of
freedom (DOF) at the wheel/axle joint that permits the wheel to tilt laterally rela-
tive to the axle and thereby allowing for the effective wheel/ground contact points to
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change without any prismatic joints. Auchter et al. [9] examined the performance
(reduced-wheel slip and improved adaptation) of a 3-wheeled vehicle equipped with
a Passive Variable Camber rear-axle to uneven terrain in simulation.

For rougher terrain applications, significantly more freedom becomes necessary
between the chassis and ground contact. Hence numerous groups have examined
creating hybrid-articulated leg-wheel subsystem-designs for terrestrial wheeled-
locomotion systems to aid operation on rough unprepared surfaces. The leg-wheel
subsystem designs consist of articulated linkages with multiple lower pair joints
(revolute/prismatic) between the wheel and the chassis. This addition of individual-
articulations (or even small articular-sub-systems) increases the degrees-of-freedom
and provides for greater redundancy and reconfigurability. However, it also cre-
ates a need for controlling these additional degrees of freedom either passively
via springs/dampers or actively with actuation. Numerous variants of such designs
are possible depending upon the type, number, sequencing and nature of actua-
tion (active/passive) of the joints. Examples range from the Mars Rover [21] and
Shrimp [26] with rocker bogie suspensions, the WAAV [28] and Nomad [35] with
articulated frames; to systems like the WorkPartner [22] and ALDURO [23] with
powered legs and active/passive wheels. Such systems have found numerous
applications in a wide variety of arenas such as exploration of extra-terrestrial
[16, 21], extreme terrestrial [22, 35], and disaster environments. While high mo-
bility, obstacle-surmounting capability and maneuverability are the obvious major
requirements, additional criteria such as robustness, reliability and efficiency are
also extremely desirable.

(a) (b) (c)

(d) (e) (f)

Fig. 3 Examples of leg-wheel systems: (a) ATHLETE [2]; (b) Shrimp [3]; (c) WorkPartner
[4]; (d) ALDURO [5]; (e) Nomad [6]; (f) SRR [7]
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4 Our Work

4.1 Analysis Framework

From an analysis and control perspective, it must be noted that much of the ICR
based analysis-framework begins to break down even in the presence of the slightest
notion of the ground-planarity, small-ruts and obstacles or the wheel-circularity as-
sumptions (as may be expected in an industrial setting). In addition, the treatment of
truly spatial wheeled-systems for traversing the uneven terrain required the model-
ing and analysis of spatial-chains. Thus an extension of the planar ICR theory to the
instantaneous-screw-axes (ISA) theory proves critical for treatment of spatial cases
but there is relatively limited work in this regard [12, 27]. Sreenivasan and Nanua
[27] explored first- and second-order kinematic characteristics of wheeled vehicles
on uneven terrain in order to determine vehicle mobility using screw-theory. Bruyn-
inckx and Schutter [12] examined a description of the statics and velocity kine-
matics of serial, parallel and mobile robots based on the fundamental concepts of
twists/wrenches and reciprocity and proposed a unified treatment of serial, parallel
and mobile robot kinematics.

Inspired by these efforts, in our work we examined a systematic and symbolic
rapid computational formulation of kinematic models for the general class of AWV.

Fig. 4 Computational/algorithmic implementation of
screw-theoretic modeling approach [19]

Further, automating this pro-
cess by using the symbolic
toolbox in MATLAB, facili-
tates the rapid modeling and
analysis of any given design
of an AWV [19]. Twist- and
wrench-based approaches had
previously been used to ana-
lyze motion and force capabil-
ities of in-parallel articulated-
mechanical-systems (such as
parallel manipulators or multi-
fingered grasping) but never
for articulated-systems with
rolling wheel-ground contacts.
Our contribution lay in ex-
tending the twist- and wrench-
based modeling framework to
such articulated wheeled robotic systems (and subsuming the extant specialized ap-
proaches for ordinary wheeled robots [12]). Automating this process by use of sym-
bolic analysis methods facilitates the rapid analysis of various AWV designs. The
resulting modeling and analysis framework is well suited for both the design and
control of such AWVs.
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4.2 Passive Articulated Wheeled Vehicle Systems

The main advantages of passive AWVs are in terms of power consumption, pay-
load capacity, and controller design. In almost all these cases, it is the addition of
articulated mechanical suspension design that endows them with their superior lo-
comotion capabilities. For example, the JPL planetary rovers [21] and the Shrimp
rover [16] have shown enhanced terrain adaptability changing their configuration to
match the varying terrain topology by virtue of their rocker-bogie or four-bar based
suspensions. The suspension-designs typically feature multiple-closed kinematic-
loops, are designed to have few degrees of freedom, and exploit structural equilibra-
tion to passively support the weight of the system. However, in almost all cases no
systematic effort to design the articulated leg-wheel system is ever considered other
than to perform multiple parametric-studies with high-fidelity simulation runs.

In general, any such design process must take into account innumerable, often
equally important and competing considerations such as the loss of stability, tip-over
stability and ground traction for the task of locomotion on uneven terrain. However,
in our work, we will specifically focus our attention on two major complemen-
tary/conflicting design criteria large-workspace and stiff-suspension with minimal-
actuation in evaluating candidate designs for such articulated leg-wheel systems.
Our emphasis was on realizing the ability to surmount relatively-large obstacles
using minimal joint actuation within the subsystems while locomoting on uneven
terrain. Suitable selection of various kinematic parameters, such as the link-lengths
and initial configuration, as well as static parameters such as spring constants and
their preloads was critical. A novel kinetostatic design-customization framework is
employed for matching of desired kinematic and static specifications. Significant re-
ductions in overall actuation requirements were achieved by judicious combination
of structural-equilibration, spring-assists and actuation [25].

Fig. 5 Kinetostatic design of articulated leg-wheel system [25]
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4.3 Fully Actuated Articulated Wheeled Systems

Fully-actuated articulated wheeled systems possess significant potential for recon-
figurability (principally due to the absence of closed-loops of passive AWVs). Fur-
ther, the redundant-actuation endows the system capability to optimize secondary
performance indices (such as stability or traction) in addition to realizing the pri-
mary locomotion tasks. On the other hand, more actuators add extra weight and
control complexity necessary to resolve the redundancy in actuation. Thus the re-
configurability and redundancy of fully-actuated AWVs needs to be unlocked by
careful modeling, analysis and control [20, 28].

In our own work, we examined a similar over-actuated AWV design called
the Reconfigurable Omnidirectional Articulated Mobile Robot [17, 18, 19]. Mul-
tiple variants of kinematic control schemes were developed to ensure kinematic-
constraint consistency and resolving the redundancies inherent in such articulated
wheeled robots. Two generations of hardware-in-the-loop prototypes were devel-
oped and simulations and real-time experiments varied out to validate localization
dynamic control, and reconfiguration planning algorithms. Planned future work
includes expanding our modeling framework and control scheme into 3D AWVs
moving on uneven terrain.

Fig. 6 The Reconfigurable Omnidirectional Articulated Mobile Robot (ROAMeR) [19]

5 Discussion

The Articulated-Wheeled-Vehicle paradigm offers remarkable and diverse opportu-
nities for creation of very mobile and maneuverable terrestrial locomotion
systems. However, the capabilities of articulated-wheeled locomotion systems to
manipulate the chassis/payload (to improve obstacle surmounting capabilities and
reduce actuation requirements) needs to be carefully unlocked by both design
and control. From a design perspective, the selection of the topology, dimensions



236 X. Zhou, A. Alamdari, and V. Krovi

and finally configuration of the highly reconfigurable leg-wheel system plays a crit-
ical role in determining the performance. The subsequent selection of the type and
number of such individual modules, together with the location and nature of at-
tachment to the common payload determines the topology and parameters of the
overall system. From the control perspective, the control and reconfiguration of the
collaborating leg-wheel subsystems to regulate the mobility and maneuverability of
the chassis offers opportunities and challenges. Significant freedom for implemen-
tation is also available by virtue of the reconfigurability and the ability to trade-off
passive-equilibration versus active-actuation.

A systematic design, analysis and control framework that builds upon individual
component capability to examine system-level behavior is desirable. We are cur-
rently examining one such screw-theoretic framework, built upon a theoretically
sound articulated multibody background and implementation within an algorith-
mic/computational differential geometric formulation. It allows for flexible, mod-
ular and reconfigurable interchanges of component- and system-level constraints,
while permitting integration into an operational framework. Quantitative measures
of system-level cooperation (such as system manipulability, load-distribution and
stability) aid the design-refinement, control and evaluation efforts. The ability to de-
sign, analyze and deploy under-actuated, exactly-actuated and redundantly-actuated
articulated-wheeled systems using this framework can now be systematically ex-
ploited to enhance locomotion capabilities of such systems.

Acknowledgements. This work was supported in part by the National Science Foundation
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References

1. http://mechatronics.eng.buffalo.edu
2. http://www.nasa.gov/multimedia/imagegallery/

image feature 748.html
3. http://www.bluebotics.com/mobile-robotics/shrimp-3
4. http://autsys.aalto.fi/en/WorkPartner/Media
5. http://www.uni-due.de/alduro/index_en.shtml
6. http://www.frc.ri.cmu.edu/projects/meteorobot/

Nomad/Nomad.html
7. http://www-robotics.jpl.nasa.gov/systems/

systemImages.cfm?System=6
8. Abou-Samah, M., Tang, C., Bhatt, R., Krovi, V.: A kinematically compatible framework

for cooperative payload transport by nonholonomic mobile manipulators. Autonomous
Robots 21(3), 227–242 (2006)

9. Auchter, J., Moore, C.A., Ghosal, A.: A Novel Kinematic Model for Rough Terrain
Robots. In: Ao, S.-I., Rieger, B., Chen, S.-S. (eds.) Advances in Computational Algo-
rithms and Data Analysis. LNEE, vol. 14, pp. 215–234. Springer, Netherlands (2009)

10. Bhatt, R.M., Tang, C.P., Krovi, V.N.: Formation optimization for a fleet of wheeled mo-
bile robots a geometric approach. Robotics and Autonomous Systems 57(1), 102–120
(2009)

http://mechatronics.eng.buffalo.edu
http://www.nasa.gov/multimedia/imagegallery/image_feature_748.html
http://www.nasa.gov/multimedia/imagegallery/image_feature_748.html
http://www.bluebotics.com/mobile-robotics/shrimp-3
http://autsys.aalto.fi/en/WorkPartner/Media
http://www.uni-due.de/alduro/index_en.shtml
http://www.frc.ri.cmu.edu/projects/meteorobot/Nomad/Nomad.html
http://www.frc.ri.cmu.edu/projects/meteorobot/Nomad/Nomad.html
http://www-robotics.jpl.nasa.gov/systems/systemImages.cfm?System=6
http://www-robotics.jpl.nasa.gov/systems/systemImages.cfm?System=6


17 Articulated Wheeled Vehicles: Back to the Future? 237

11. Borenstein, J., Everett, H.R., Feng, L.: Navigating Mobile Robots: Sensors and Tech-
niques (1996)

12. Bruyninckx, H., Schutter, J.D.: Unified kinetostatics for serial, parallel and mobile robots
(1998)

13. Campion, G., Bastin, G., Dandrea-Novel, B.: Structural properties and classification
of kinematic and dynamic models of wheeled mobile robots. IEEE Transactions on
Robotics and Automation 12(1), 47–62 (1996)

14. Chakraborty, N., Ghosal, A.: Kinematics of wheeled mobile robots on uneven terrain.
Mechanism and Machine Theory 39(12), 1273–1287 (2004)

15. Choi, B.J., Sreenivasan, S.V.: Gross motion characteristics of articulated mobile robots
with pure rolling capability on smooth uneven surfaces. IEEE Transactions on Robotics
and Automation 15(2), 340–343 (1999)

16. Estier, T., Crausaz, Y., Merminod, B., Lauria, M., Piguet, R., Siegwart, R.: An innovative
space rover with extended climbing abilities. In: Proceedings of the Space and Robotics

17. Fu, Q.: Kinematics of articulated wheeled robots: Exploiting reconfigurability and re-
dundancy. M.s. thesis (2008)

18. Fu, Q., Krovi, V.: Articulated wheeled robots: Exploiting reconfigurability and redun-
dancy. In: ASME 2008 Dynamic Systems and Control Conference, DSCC 2008 (2008)

19. Fu, Q., Zhou, X., Krovi, V.: The reconfigurable omnidirectional articulated mobile robot
(ROAMeR). In: Khatib, O., Kumar, V., Sukhatme, G. (eds.) Experimental Robotics.
STAR, vol. 79, pp. 871–882. Springer, Heidelberg (2012)

20. Grand, C., BenAmar, F., Plumet, F., Bidaud, P.: Decoupled control of posture and tra-
jectory of the hybrid wheel-legged robot hylos. In: Proceedings of the 2004 IEEE Inter-
national Conference on Robotics and Automation, ICRA 2004, vol. 5, pp. 5111–5116
(2004)

21. Hacot, H.: Analysis and traction control of a rocker-bogie planetary rover. M.s. thesis,
MIT (1998)

22. Halme, A., Leppanen, I., Suomela, J., Ylonen, S., Kettunen, I.: Workpartner: Interactive
human-like service robot for outdoor applications. The International Journal of Robotics
Research 22(7-8), 627–640 (2003)

23. Hiller, M., Germann, D.: Manoeuvrability of the legged and wheeled vehicle alduro in
uneven terrain with consideration of nonholonomic constraints. In: Proceedings of 2002
International Symposium on Mechatronics (ISOM 2002) (2002)

24. Hirose, S.: Biologically inspired robots: snake-like locomotors and manipulators. Oxford
University Press (1993)

25. Jun, S.K., White, G.D., Krovi, V.N.: Kinetostatic design considerations for an articu-
lated leg-wheel locomotion subsystem. Journal of Dynamic Systems, Measurement, and
Control 128(1), 112–121 (2006)

26. Siegwart, R., Lamon, P., Estier, T., Lauria, M., Piguet, R.: Innovative design for wheeled
locomotion in rough terrain. Robotics and Autonomous Systems 40(23), 151–162 (2002)

27. Sreenivasan, S.V., Nanua, P.: Kinematic geometry of wheeled vehicle systems. Journal
of Mechanical Design 121(1), 50–56 (1999)

28. Sreenivasan, S.V., Waldron, K.J.: Displacement analysis of an actively articulated
wheeled vehicle configuration with extensions to motion planning on uneven terrain.
Journal of Mechanical Design 118(2), 312–317 (1996)

29. Tang, C.P., Bhatt, R., Abou-Samah, M., Krovi, V.: Screw-theoretic analysis framework
for cooperative payload transport by mobile manipulator collectives. IEEE/ASME Trans-
actions on Mechatronics 11(2), 169–178 (2006), doi:10.1109/TMECH.2006.871092

30. Tang, C.P., Krovi, V.N.: Manipulability-based configuration evaluation of cooperative
payload transport by mobile manipulator collectives. Robotica 25(01), 29–42 (2007)



238 X. Zhou, A. Alamdari, and V. Krovi

31. Tang, C.P., Miller, P.T., Krovi, V.N., Ryu, J.C., Agrawal, S.K.: Differential-flatness-
based planning and control of a wheeled mobile manipulator: Theory and experiment.
IEEE/ASME Transactions on Mechatronics 16(4), 768–773 (2011)

32. Waldron, K., McGhee, R.: The adaptive suspension vehicle. IEEE Control Systems Mag-
azine 6(6), 7–12 (1986)

33. Waldron, K.J.: Terrain adaptive vehicles. Journal of Mechanical Design 117(B), 107–112
(1995)

34. West, M., Asada, H.: Design of ball wheel mechanisms for omnidirectional vehicles with
full mobility and invariant kinematics. Journal of Mechanical Design 119(2), 153–161
(1997), doi:10.1115/1.2826230

35. Wettergreen, D., Bualat, M., Christian, D., Schwehr, K., Thomas, H., Tucker, D.,
Zbinden, E.: Operating Nomad during the Atacama Desert Trek, ch. 14, pp. 82–89.
Springer, London (1998)

36. White, G.D., Bhatt, R.M., Krovi, V.N.: Dynamic redundancy resolution in a nonholo-
nomic wheeled mobile manipulator. Robotica 25(02), 147–156 (2007)

37. White, G.D., Bhatt, R.M., Tang, C.P., Krovi, V.N.: Experimental evaluation of dynamic
redundancy resolution in a nonholonomic wheeled mobile manipulator. IEEE/ASME
Transactions on Mechatronics 14(3), 349–357 (2009)

38. Zhou, X., Tang, C.P., Krovi, V.: Cooperating mobile cable robots: Screw theoretic anal-
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18   A Robotic Mobile Platform for Application  
in Automotive Production Environment  

Alberto Rovetta* 

Abstract. Industrial robotics is one of the booming sectors, which will have in-
creasing importance in the future. ARIAL laboratory has realized a platform fully 
sensorized and able to map the environment and autonomously to navigate in it. 
The present work aims at describing the main features of “Andrea’s” mobile plat-
form, whose purpose is to cooperate with workers in the assembly line of automo-
tive industries. The system integration has been set up by using ROS (Robot  
Operating System), a new but already cutting-edge technology for robotic systems 
management.  

1 Introduction 

POLIMI “Andrea’s” platform, shown in figure 1, born as one of the main parts of 
Locobot project. Locobot (Low Cost Robot Co-workers) is a European project 
which aims to create an industrial mobile robot able to work on the assembly line 
and interact with workers in complete safety. The robot is composed of a robotic 
arm placed on a mobile autonomous platform. The purpose is to realize a machine 
which can navigate in full autonomy in an industrial environment, cooperatively 
interacting with the human workers. “Andrea’s” meaning is “Autonomous Navi-
gation with Dexterity and Robotic Environmental Actions System”. 

The “Andrea’s” platform aims at playing three roles with a single robot, which 
must be able to navigate, perform pick and place tasks and cooperate with human 
workers without harming them. 

                                                           
Alberto Rovetta 
Politecnico di Milano, Dipartimento di Meccanica,  via Lamasa 1,  20156 Milano  
e-mail: alberto.rovetta@polimi.it 
     http://robotica.mecc.polimi.it 



240 A. Rovetta 

2 Description of the Platform 

2.1 Mecanum Wheel 

One of the most attractive features of the “Andrea’s” platform is represented  
by the system of movement, able to move the platform both longitudinally and  
laterally, or in rotation, without any steering. That is possible thanks to the special 
wheels adopted for this robot which presents on each extremity two sets of inde-
pendent wheel complexes. The latter is made of an electrical motor and a gear 
head, connected to a mecanum type wheel and a wheel hub which links all com-
ponents together and supports their weights and dynamics. To ensure an extreme 
freedom and ease of movement a vectorial motion wheel were adopted: that spe-
cial type of wheel is characterized by a series of free spinning rolls, located on its 
peripherals, placed at a 45° angle in respect to the wheels rotational axis. That 
system guarantees that the vehicles direction and sense of movement can be con-
trolled without the need of a complex steering system.  

2.2 Safety System 

During the working cycle in industrial environments unexpected events can al-
ways occur. The first objective is the safety of all people within the industry, 
which is why a redundant number of safety measures has been adopted.  

To this end “Andrea’s” platform has also been equipped with two mechanical 
switches for emergencies, which are able to stop immediately the worm screw 
brushless motors, by simultaneously opening the circuit that connects the power 
supply to the drives, and so cutting the current directed to the engines. 

To ensure that workers in assembly line can work and move freely and safely, 
another system has been implemented that allows the “Andrea’s” platform to 
detect obstacles, mobile or not, on its way and behave accordingly. If the object 
can represent a danger, the robot slows down and eventually it stops in case of 
proximity to the obstacle, automatically resuming the path in case the obstacle has 
been removed. This system is based on information sent by eight infrared sensors 
and eight sonar sensors, arranged two on each side of the robot, for a total of  
sixteen sensors. 

2.3 Interaction with Workers and Control System 

Interaction with workers is very easy thanks to an intuitive Graphical User Inter-
face. “Andrea's” platform can be controlled in many different ways like directly 
by clicking on appropriate buttons on the screen with the touch screen or using a 
remote control by PC or even by Ipad and Iphone. The operator can also send 
commands to mobile platform through a Microsoft Kinect device, through  
which it is possible to detect the gestures indicated by worker. The robot is there-
fore able to recognize the commands, interpret them and move accordingly. 



18   A Robotic Mobile Platform for Application  241 

Another example of a control system developed for that robot is the voice com-
mand, by means of which it is possible to remotely control the movements of 
“Andrea's” platform.  

2.4 Autonomous Navigation System 

All systems have been implemented by using an innovative software called  
Robotic Operating System (ROS). The latter provides libraries and tools to help 
software developers in creating robot applications. To make the control software 
architecture completely modular, an independent ROS node was created for each 
hardware component and for each control function. Each node is a standalone 
Linux executable, which can communicate with other nodes through message-
passing on ROS topics and by calling other nodes’ ROS services. 

One of the most interesting stacks is represented by the Navigation System 
which is composed of two main parts, a Coarse Navigation layer and a Fine Navi-
gation layer. Coarse Navigation basically uses a SLAM approach enabling the 
robot to perform a 3D mapping, using a tilting LIDAR,  to localize itself within 
the map and to achieve autonomously the wanted position. Andrea’s platform is 
able to calculate best trajectory which allows to reach the destination in the short-
est possible time and avoiding any obstacle, expected and unexpected, or hazard to 
workers along its path. The purpose of Fine Navigation, on the other hand, is that 
one of positioning the robot with high precision, using a webcam facing the ceil-
ing. By means of an algorithm that compares the images of the ceiling it is possi-
ble to reach the final position with an accuracy of about 10mm. The use of this 
double layer architecture enables the robot to perform basic navigation and ob-
stacle avoidance very quickly and without excessive computational load thanks to 
Coarse Navigation layer, while the precise positioning on the working station is 
performed by the Fine Navigation layer.  

2.5 Self-Balancing and Docking System 

One of main purposes of “Andrea's” platform is to carry some loads placed on top 
of the structure by its robotic arm. During the working cycle of the Locoarm over-
turning moments can be generated and situations of serious danger might arise. In 
order to avoid any unexpected events and to balance the robot, four stabilizer ro-
botic legs have been installed on the platform. Each system is composed by an 
electric linear actuators, controlled by a weight control loop, and one load-cell to 
measure the vertical force imposed to each leg. 

To facilitate the mechanical interface of the robotic arm with the platform, an 
innovative robotic table has been studied and implemented. The connection with 
the platform has been realized through a simple docking system. The latter 
represents an important news, since it allows with great ease to interface the plat-
form with different robotic arms, depending on the task assigned to the robot, and 
this makes the system really flexible. 
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Fig. 1 POLIMI “Andrea’s” platform 

 

Fig. 2 Typical mecanum wheels movements and POLIMI platform navigation system 
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3 Conclusion 

“Andrea's” Platform is a revolutionary robot equipped with a large number of 
security systems, able to map and to know the surrounding environment and to 
move independently and in complete safety in it. Equipped with a complete set of 
control systems that vary from voice control, to remote one and to teleoperation. 
“Andrea's Platform” can even receive commands from Ipad and Iphone. The pur-
pose of the ARIAL lab is to create a machine more and more secure, that is able to 
easily interact with people and that has to become more and more intelligent, so 
that it can collaborate with workers and make their work more simple and there-
fore better their life. 

In conclusion, “Andrea's” platform is a highly flexible solution to many prob-
lems that affect the industrial production and could be a turning point if adopted 
along the assembly line, greatly easing the task and the life of the workers. 
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19   Electro-Elastic Model for 
Dielectric Elastomers 

Rocco Vertechy, Giovanni Berselli, and Vincenzo Parenti Castelli 

Abstract. A continuum model is described for the study of the electro-elastic 
finite deformations of dielectric elastomers. The model: i) derives directly from a 
global energy balance; ii) does not require the postulation of any force or stress-
tensor of electrical origin; iii) only requires the knowledge of permittivity and 
shear moduli of the considered material; and iv) is presented in Lagrangian form 
which is suited for the implementation in multi-physic finite element simulation 
environments. 

1 Introduction 

Dielectric Elastomers (DEs) are incompressible solids which exhibit non-linear 
elastic finite deformations and linear strain-independent dielectric properties. DEs 
can deform in response to an applied electric field, and can alter the electric field 
and/or potential in response to an undergone deformation. Thanks to this Electro-
Mechanical (EM) coupling, DEs are currently being investigated as transduction 
materials for solid-state actuators, sensors and energy harvesters that are 
lightweight, energy-efficient, shock-resistant and low-cost [1]. 

Recently, a number of continuum EM models have been proposed that can be 
used for the accurate analysis and optimization of DE-based devices. An extensive 
review is provided in [2], which also presents a continuum thermo-EM model for 
general isotropic modified-entropic hyperelastic dielectrics. 
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This paper describes a reduced continuum finite-deformation EM model which 
is suited for the analysis and finite element simulation of DEs. The validity of the 
considered model has already been tested in an number practical case studies [3]. 

Section 2 provides the statement of the problem; Section 3 defines the total  
EM energy of a general system comprising elastic dielectrics and conductors; 
Section 4 derives the balance equations, boundary conditions and constitutive 
relations for the considered general EM system, Section 5 specifies the 
constitutive relations holding for typical DE materials. 

2 Problem Definition 

Referring to Fig. 1, consider a closed and electrically isolated EM system , 

which comprises dielectric and conducting bodies (electrodes) that move and 
deform in free space under the action of externally applied loads of electro-
mechanical origin. For every motion and deformation of : 1) no mass can enter 

or leave the boundary of ; 2) energy can cross the boundary of  in the form of 

electrical and mechanical work; 3) no interaction occurs between the electrical 
charges that lie within  and those outside (i.e. the boundary of  is either 

electrically shielded from its exterior or has an infinite extent). 

 

Fig. 1 EM system: reference and actual configuration, and isolated subsystem 

Regarding kinematics, define with ℑ a fixed frame with respect to which the 
motions and deformations of  are measured (with  specifically indicating the 

current deformed configuration), and identify with 0 the reference (stress-free) 

configuration. For any arbitrary time instant 0t ≥ , consider a general material 

point P of  and indicate with X and x(X,t) (where x(X, 0)≡X) the position vectors 

expressing the location occupied by P when the EM system is in 0 and  

respectively. Then, with reference to Fig. 1, the following definitions hold 
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( ) ( ), ,t t= −u X x X X , ( ) ( ), GRADt = ∂ ∂ =F X x X x , ( ), detJ t = FX , (1) 

 
where: u is the displacement field; F is the deformation gradient; J is the Jacobian 
determinant. 

Regarding EM system loadings, the physical space contained within  features: 

a distribution of electric charges (namely free and injected electrons or ions), with 
densities ϕ(x,t) and ϕγ(x,t), respectively defined per unit of deformed volume dv of 
 and per unit of deformed area ds of the physical surface γ(t) (for instance a 

conducting electrode); a distribution of matter with mass density, ρ(x,t), defined 
per unit volume dv. The same physical space is also subjected to: purely 
mechanical loads represented by a body force field (for instance the gravity field), 
b(x,t), defined per unit volume dv; and a traction vector, tγ(x,t), defined per unit 
area ds of γ(t) (for instance a body boundary). 

Beside the displacement field, the other variables that complete the description 
of the state of  are the electric potential φ(x,t), the electric displacement vector 

D(x,t), and the electric field E(x,t) such that 

gradφ φ= −∂ ∂ = −E x . (2) 

3 Conservation of Energy 

Consider an arbitrary but closed subsystem of , hereafter called *, which (for 

every time instant t > 0) is identified by the volume Ω(t) and bounded by the 
closed surface ∂Ω(t) with unit normal n(x,t). In Fig. 1, one of these possible 
subsystems is indicated with a blue dash-dotted line.  

Irrespective of the specific response of the substances contained therein, the 
evolution of * is governed by a balance of EM energy. Differently from , * is 

not electrically isolated, and thus interactions may exist between the electrical 
charges that lie within Ω(t) and those outside. According to potential theory [2], 
and as represented on the right side of Fig. 1, * is equivalent to an identical 

electrically isolated subsystem + which has the boundary ∂Ω(t) covered by a 

single layer of charges with surface density 

ϕ∂Ω = − ⋅D n . (3)

Thus, the conservation of total EM energy for the arbitrary subsystem * reads as 

( )d d = me elt+ +   , (4) 

where me(t) and el(t) 
are the external mechanical and electrical powers entering 

in + (that is in *) from the outside of its boundary ∂Ω(t), namely 
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( ) ( ) ( ) ( ) ( )
d d dme

t t t t t

v s sγ
γ γ γΩ − ∂Ω −

= ⋅ + ⋅ + ⋅    b u t u t u , (5.1) 

( )
( ) ( )

( )
( )

( )
( ) ( )

d d d d d d d d del

t t t t t

v t s t s tγ
γ γ γ

φ ϕ φ ϕ φ ϕ∂Ω
Ω − ∂Ω −

= + +   , (5.2)

with ( , )tu x  being the velocity field ( d dt=u u ); whereas (t) and (t) are the 

kinetic and potential energies associated to the physical space contained in + 

( )
( ) ( )

20.5 d
t t

t v
γ

ρ
Ω −

=  u , ( )
( ) ( )

d
t t

v
γ

ρ
Ω −

= Ψ + ⋅ E D ,  (5.3)

with Ψ(F,E) being the energy density (per unit volume dv) of deformation and 
polarization of a given material. Note that Ψ does not include the energy required 
to build the electrostatic field in + (this is accounted by the term E⋅D). 

Equation (4), together with equations (5), represents the conservation of total 
EM energy of the arbitrary subsystem *, expressed in global form and referred to 

the deformed configuration  of the overall EM system. For solids, it is generally 

more convenient to express the balance equations with respect to the reference 
configuration 0 (the so called Lagrangian description). This makes it possible to 

evaluate the considered integrals and to perform all time-derivatives with respect 
to fixed spatial domains; namely the arbitrary volume ( )0Ω = Ω  with boundary 

( )0∂Ω = ∂Ω , and the physical surface ( )0γ γ= . 

Introducing from Eq. (1) the volume ratio relationship, dv = JdV, and the 
Nanson’s formula, nds = NdS (with dV and dS indicating the infinitesimal 
undeformed volume and surface of 0, and N being the unit normal to dS), and 

defining the Lagrangian electric field E  from Eqs. (1) and (2) as 

GRAD Tφ φ= −∂ ∂ = − = FE X E , (6)

equations (5) can then be rewritten as 

d d dme V S Sγ
γγ γΩ− ∂Ω−

= ⋅ + ⋅ + ⋅    b u t u t u , (7.1) 

( ) ( ) ( )d d d d d d d d del V t S t S tγ
γγ γ

φ ϕ φ ϕ φ
Ω− ∂Ω−

= + − ⋅   D N , (7.2)

20.5 dV
γ

ρ
Ω−

=  u , ( )dV
γ

ρ
Ω−

= Ψ ⋅ + E D , (7.3) 

where b , t , γt , ϕ , γϕ , ρ  and D  are the Lagrangian variables 
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J=b b , 
d

d

s

S
=t t , 

d
=

d

s

Sγ γt t , Jϕ ϕ= , 
d

d

s

Sγ γϕ ϕ= , Jρ ρ= , 1J −= FD D . (8) 

 
In obtaining Eq. (7.2), Eq. (3) has been used. 

Resorting to the Gauss’s divergence theorem along with Eqs. (1) and (6), the 
conservation of total EM energy of * in Lagrangian description follows as 

 

( )( )( ) ( )

( )( ) ( )( )
( )( ) ( )

DIV + d

    

d d
                             DIV d d 0

d d

T

T T

V

dS dS

V S
t t

γ

γ
γγ

γ
γγ

ρ ρ ρ

ρ ρ

φ ϕ φ ϕ

Ω−

∂Ω−

Ω−

 − ∂Ψ ∂ − ⋅ + ∂Ψ ∂ ⋅ +  

 + ∂Ψ ∂ ⋅ − ⋅ − ∂Ψ ∂ ⋅ + ⋅ +  

− − − − ⋅ =



 

 

F

F F

 

    

   

u b u D E E

N t u N t u

D D N

. (9) 

4 Balance Equations and Constitutive Relations 

Equation (9) holds for any arbitrary volume Ω  (with boundary ∂Ω ) and for any 
general EM process. Thus, satisfaction of Eq. (9) requires: 

( )=DIVρ +Pu b  on γΩ − , and  γ = − ⋅Pt N  on γ , (10)

( )DIV ϕ=D  on γΩ − , and γϕ⋅ =   D N  on γ , (11)

T ρ= ∂Ψ ∂P F  with = ⋅Pt N , (12)

ρ= − ∂Ψ ∂D E . (13)

For the considered EM system, Eqs. (10) and (12) represent the Lagrangian form 
of the balance of linear momentum (with the second relation of Eq. (12) being the 
stress theorem holding in the reference configuration), whereas Eqs. (11) and (13) 
are the Lagrangian form of the electrostatic equations. 

5 Constitutive Relations for Dielectric Elastomers 

Equations (10)-(13) hold for any conservative elastic dielectric body that admits 
an energy density function of deformation and polarization. Particular problem 
solutions require specific definitions of Ψ(F,E). A possible form for DEs is 

MR es volΨ = Ψ + Ψ + Ψ , (14.1) 
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( ) ( )( ) ( )( )2 2
1 2trace 3 trace trace 3T T T

MR

c c

ρ ρ
  Ψ = − + − −    

FF FF FF , (14.2) 

 

( )2 10.5 0.5 T
es Jε ρ ε ρ− −Ψ = − = − ⋅ F FE E E , ( )1vol p J ρΨ = − − . (14.3) 

 

where ΨMR is the Mooney-Rivlin strain-energy function for hyperelastic materials 
(only dependent on the DE shear moduli c1 and c2), Ψes is a purely electrostatic 
energy function (only dependent on the DE permittivity ε), and Ψvol is a 
constraining term introduced to enforce the incompressibility condition (J = 1, 
with p being a Lagrange multiplier identifiable as a hydrostatic pressure). 

With this energy density function, the constitutive relations (12) and (13), 
which complete the EM model for DEs together with Eqs. (10) and (11), read as 

 

( )( )
( ) ( ) ( )

1 2

1

2 trace

                         0.5

T T T T

T T T T

c c p

ε

−

− − − − −

 = + − − +  
 + ⊗ − ⋅ 

P 1 FF FF F F

F F F F 1 FE E E E ,

           (15) 

 

1 Tε − −= F FD E . (16) 

6 Conclusions 

An electro-mechanical finite-deformation model for dielectric elastomers has been 
presented. The model is fully coupled and features the balance equations of linear 
momentum and of electrostatics, associated boundary conditions, and constitutive 
relations only dependent on three parameters. The model is expressed in a 
Lagrangian formulation which enables its direct use in finite element codes. 
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Polymers for Wave Energy Conversion” (FP7-ENERGY.2012.10.2.1, grant: 309139). 
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20   Designing Positive Tension  
for Wire-Actuated Parallel Manipulators 

Leila Notash1 

Abstract. For wire-actuated parallel manipulators, the minimum 2-norm solution 
for the vector of wire tensions, calculated utilizing the Moore-Penrose generalized 
inverse of the Jacobian matrix, could result in negative tension for wires. In this 
paper, a methodology for generating the minimum 2-norm non-negative wire ten-
sion vector, when the null space basis of the Jacobian matrix of these manipulators 
is spanned by one or more vectors, is presented. Two planar parallel manipulators, 
a four-wire 2 degrees of freedom and a six-wire 3 degrees of freedom, are simu-
lated to illustrate the proposed methodologies. 

1 Introduction 

In wire/cable-actuated manipulators, also known as wire/cable-driven manipula-
tors, the motion of mobile platform (end effector) is constrained by the 
wires/cables. Because wires act in tension and cannot exert forces in both direc-
tions along their lines of action, i.e., their inputs are unidirectional and irreversi-
ble, to fully constrain an m degrees of freedom (DOF) rigid body suspended by 
wires, in the absence of gravity and external force/moment (wrench), the number 
of wires/actuators should be larger than the DOF of manipulator (Figures 1). 

The failure could be defined as any event that affects the performance of mani-
pulator such that it cannot complete its task as required. Wire-actuated manipula-
tors could fail because of the hardware and/or software failures, including failure 
of a wire, sensor, actuator, or transmission mechanism; as well as computational 
failure. These failures could result in the loss of DOF, actuation, motion con-
straint, and information [1]. From the force point of view, the failure occurs if the 
wire does not provide the required force, e.g., when the actuator force/torque is 
lost partially or fully or the actuator is saturated. This could also happen when the 
wire is broken or slack (zero tension), wire is jammed (constant length), or its 
actuating mechanism malfunctions such that a different wire force is provided. 
                                                           
Leila Notash 
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For a given mobile platform wrench, there are infinite solutions for the wire 
tension vector as 1+≥ mn for wire-actuated parallel manipulators. Applying the 
generalized inverse of the Jacobian matrix, the minimum 2-norm solution could 
result in negative tension for wires, which is not acceptable and is considered as 
“failure” in this article. The homogeneous solution is used to adjust the tension to 
positive values if the platform position and orientation (pose) is within the wrench 
closure workspace. In Section 2, methodologies for achieving positive tension, 
with minimum 2-norm for the wire tension vector, and for calculating the non-
negative vectors that span the null space basis of the Jacobian matrix are pre-
sented. Simulation results are reported in Section 3. The article concludes with 
Section 4. 

 

 
(a) (b) 

Fig. 1 Planar parallel manipulators (a) four-wire 2 DOF; and (b) six-wire 3 DOF 

2 Wrench Recovery for Negative Wire Tension 

For the n-wire-actuated parallel manipulators, the 1×n vector of wire forces 

[ ]Tnττ 1=τ  is related to the 1×m  vector of forces and moments (wrench) 

Fapplied by the platform with the nm ×  transposed Jacobian matrix TJ  as  

[ ] 
=

− ===
n

j
j

T
j

T
n

T
n

T
i

TTT

1
121 τJτJJJJJτJF   (1) 

where 6≤m depending on the dimension of task space. Column j of TJ , T
jJ , 

corresponds to the wrench applied on the platform by the jth wire/actuator. The 

solution of τJF T= for the wire tensions is  

( ) λNFJkJJIFJτττ +=−+=+= TTTT
hp

###  (2) 

where T#J is the Moore-Penrose generalized inverse of TJ , FJτ T
p

#=  is the 

minimum 2-norm (particular) solution, and ( )kJJIτ TT
h

#−=  and λNτ =h repre-

sent the homogenous solution. ( )kJJI TT#−  is the projection of the 1×n  arbitrary 
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vector k onto the null space of TJ . Columns of the )( mnn −× matrix N  

correspond to the null space basis of TJ , referred here as the null space vectors, 

and λ is an )( mn − -vector. When one or more entries of FJτ T
p

#=  are negative 

the wire tensions could be adjusted by identifying the correctional tension hτ  that 

would set all the wire tensions to positive values provided the manipulator pose is 
in the wrench closure workspace.The adjusted wire tensions should satisfy the 

tension limits max
1

min τnτττττ j

mn

j
ljlplhlpl ≤+=+=≤ 

−

=
λ , for nl ,,1= , 

where ijn  corresponds to entry i of the jth null space vector. 

 

Fig. 2 Four-wire-actuated parallel manipulator with slack wire 2 

2.1 Conditions for Non-negative Wire Tension 

When )( TJF ℜ∈ , ( ) 0FJJIF =−=⊥ℜ
TT # , and the pose is in the wrench clo-

sure workspace of manipulator positive wire tensions could be calculated. The  
criteria for having non-negative wire tension could be defined based on the or-

thonormal bases of the null spaces of the nm ×  transposed Jacobian matrix TJ

and the )1( +× nm  augmented transposed Jacobian matrix T
augJ  by re-writing 

equation (1) as 0FτJ =−T  and then [ ] 0τFJJJJτJ =−= − aug
T
n

T
n

TT
aug

T
aug 121  .  

The orthonormal basis of the null space of TJ is defined by mn −  number of n-

vectors, i.e., the dimension of the null space vectors of TJ is 1×n , while that of 
T
augJ  is defined by 1+− mn  number of ( 1+n )-vectors.  

The sufficient condition for rectifying the negative tension of particular solu-

tion to positive tension is the existence of a null space vector of TJ with all posi-
tive entries (e.g., refer to [2]). In the presence of external wrench, even if there is 

no null space vector of TJ with consistent sign, positive wire tension is feasible if 

there exist a null space vector of the augmented Jacobian matrix T
augJ  with  
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non-negative values for the first n entries (corresponding to wires) and positive 
value for the )1( +n th entry (corresponding to F). 

2.2 Methodology for Adjusting Negative Wire Tension 

When the minimum norm solution results in negative tension for wire i, i.e., 
0<piτ , wire i could be considered as “failed” and its tension should be set to a 

non-negative value ciτ . If wire i is left as slack (Figure 2) 0=ciτ . To increase 

the wrench capability and stiffness of the manipulators, the tension of wire i could 
be adjusted to a positive value, 0>ciτ . Rewriting equation (2) for wire i 

 
(3) 

Then, the platform wrench becomes 

 
(4) 

where T
npnpcippf τττττ ][ 121 −= τ  and the change in tension of wire i 

after adjusting its negative value is cipi ττ − . To provide the platform wrench F, 

the remaining wires must balance the wrench corresponding to the adjusted nega-
tive wire tension. With the “correctional” force provided by the remaining wires 

T
ncorrncorrcorrcorrcorr ττττ ]0[ 121 −= τ , the recovered wrench will be 

corr
T
ff

T
r τJτJF +=  (5) 

where entry i of corrτ  and column i of  the Jacobian matrix 

[ ]T
n

T
n

TTT
f JJ0JJJ 121 −=   are replaced by zeros. Then, the change in the plat-

form wrench will be
 

 When the minimum 2-

norm solution results in negative tension for k wires, after adjusting the negative 
tensions to positive values, the platform wrench that should be balanced by the 
remaining wires is )()( fp

T

k
cipi

T
i ττJJ −=− ττ , where the summation is tak-

en over the wires with negative tension. 
To fully compensate for the adjusted negative tension, i.e., for 0FF =− r , the 

correctional force provided by the remaining wires should be [3] 
)()( ##

fp
TT

fcipi
T
i

T
fcorr ττJJJJτ −=−=  ττ  (6) 

where k columns of TJ , corresponding to the wires with negative tension, are 

replaced by zeros resulting in T
fJ . Then, the overall wire force will be 
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 (7) 

These corrτ  and totτ  are minimum 2-norm solutions for the chosen ciτ  [4]. If T
fJ  

has full row-rank, i.e., F  belongs to the range space of T
fJ , )( T

fJF ℜ∈ , the 

right-generalized inverse (GI) of T
fJ  is ( ) 1# −

= f
T
ff

T
f JJJJ as the vector of wire 

forces is physically consistent. Otherwise, the weighted left-GI is used.  
When the minimum norm solution results in negative tension for k wires and 

the pose is in the wrench closure workspace 0min ≥≥=+ ττττ cihipi  for each of 

k wires, where minτ is the minimum allowable tension. In the following subsec-

tions, formulations of 0≥ciτ  and the non-negative null space vector(s) of TJ and 
T
augJ , when the pose is in the wrench closure workspace, are presented. 

2.3 Minimum 2-Norm with Negative Tension for One Wire 

When 1+≥ mn  and the minimum 2-norm solution results in negative tension for 

wire i, 0<piτ , considering 0min
1

≥≥=+ 
−

=
ττnτ cij

mn

j
ijpi λ , there is no condition 

on ciτ  provided the adjusted wire tensions do not exceed the maximum value, i.e., 

maxmin τττ l ≤≤ , for nl ,,1= . Then for the chosen minττ ci ≥ value, the mini-

mum 2-norm solutions for the correctional and overall wire tension vectors are 
calculated using equations (6) and (7). 

It is worth mentioning that if the homogenous solution hτ  of hp τττ +=  is 

used to adjust the negative tension 0<piτ  to a non-negative value, the null space 

vectors should be formulated such that the pertinent entry of at least one null space 
vector is positive while the other entries do not alter the corresponding positive 
particular solution to a negative value. 

2.4 Minimum 2-Norm with Negative Tension for More Than 
One Wire 

When 1+≥ mn  and the minimum 2-norm solution results in negative tension for 
at least two wires, there is no condition on 0min ≥≥ ττ ci  if these tensions could 

be taken as free (non-pivot) variables. When any of these wires with negative 
tension are dominating the corresponding 0min ≥≥ ττ ci  is selected and cτ  of 

the remaining wires are calculated. The wire tensions after adjustment should not 
exceed the maximum value, i.e., maxmin τττ l ≤≤ , for nl ,,1= . Then for the 

TT
fp

TT
fcorrftot JJIJJ ## )( .
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chosen/calculated minττ ci ≥ values, the minimum 2-norm solutions for the correc-

tional and overall wire tension vectors are calculated using equations (6) and (7). 
For instance, when 1+= mn  and the minimum norm solution results in nega-

tive tension for 2≥k wires the null space vector of TJ has all non-negative en-
tries (positive entries pertinent to wires with negative pτ ) in the wrench closure 

workspace.  If the tensions of these wires cannot be taken as the free variables 
then using the non-negative null space vector  













 ++
==  ,,max),,(max

j

pjcj

i

pici
ji n

ττ

n

ττ
λλλ  (8) 

where piτ  is the magnitude of piτ . The largest of ...,, ji λλ , λ , corresponds to 

the dominating wire, e.g., wire i, and its cτ  is set to minτ . Then, the tension of 

non-dominating wires, e.g., wire j, is calculated using minτnττ jpjcj >+= λ , and 

the minimum 2-norm solutions for the correctional and overall wire tension vec-
tors are calculated using equations (6) and (7) for these cτ values. 

When 1+> mn  and the minimum norm solution produces negative tension for 
2≥k wires and the tension of at least one of these wires cannot be taken as the 

free variable then the non-negative values for these wires cannot be selected  
arbitrarily. For example, when the tension of wire i is the only free variable, con-

sidering the normalized null space vectors of TJ , the entry corresponding to the 
dominating wire i is always  smaller  than the ones relating to the remaining wires 
with negative tension. Hence, minττ ci =  and cτ  of other wires are calculated. 

When the platform pose is in the wrench closure workspace and 1+= mn  a 
unique solution for λ  with minimum 2-norm for τ  could be formulated regard-
less of the number of wires with negative particular solution. When 1+> mn  the 

null space of TJ is spanned by mn −  vectors. If the homogenous solution hτ  is 

used to adjust the negative tension 0<piτ  to a non-negative value there could 

exist many linear combinations of these null space vectors, i.e., 

λλ lj

mn

j
ljhl nnτ == 

−

=1

, satisfying max
1

min τnττττ j

mn

j
ljplhlpl ≤+=+≤ 

−

=
λ  for 

nl ,,1= , while the entries of null space vector n  corresponding to negative 

tension should be non-zero. One of these combinations results in minimum  
2-norm for τ and corrτ . 
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2.5 Non-negative Null Space Vectors 

A non-negative null space vector n  of TJ , among all hτ  of 0τJ =h
T , is formu-

lated such that lcllp τnτ ≥+ λ , for nl ,,1= . Equation (1) is rearranged by 

augmenting TJ with wrench F  to form T
augJ  using 0FτJ =−T  

[ ] 0τJ
τ

FJ ==







− aug

T
aug

T

1
  (9) 

Then, the problem is redefined as identifying the non-negative solutions for the 
1)1( ×+n  augmented tension vector augτ  while the )1( +n th entry of augτ  is 

zero. An )1()1( mnn ++×+  matrix D)0(  could be constructed by augmenting the 

identity matrix 1+nI  with the transpose of T
augJ  

[ ] [ ] 



 −==

TT
aug FJIJID)0(   (10) 

Matrices D)( j , ,2,1=j  and mj ≤ , are formed successively by non-negative 

linear combination of its rows such that the entries of )1( jn ++  column of ma-

trix D)( j  are zero, e.g., refer to [5]. The procedure is terminated when all the col-
umns with index larger than )1( +n  are null vectors or when mj = . Then, the 

rows with zeros for entries )2( +n  to )1( mn ++  correspond to the null space 

vectors of TJ or T
augJ  and are saved as final D . 

The non-negative solution for the null space vectors of the )1( +× nm T
augJ  are 

obtained using the first )1( +n  entries of the rows of final D with non-zero 

)1( +n th entry and normalizing them such that the )1( +n th entry is identity. 

These normalized vectors are non-negative solutions for augτ , i.e., the vertices of 

the convex polyhedron. The first )1( +n  entries of the rows of final D with zero 

)1( +n th entry, which are independent of the values of wrench F , correspond to 

the non-negative null space vectors of TJ , i.e., the extreme rays of the polyhe-

dron. The non-negative null space basis vectors of TJ (and T
augJ ) could be  

linearly combined to obtain the non-negative null space vector(s) with certain  
(or maximum) non-zero entries. When a specific entry of all null space vectors of 

TJ  is zero there is no redundancy in the corresponding wire [3]. 
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Fig. 3 Parameters of planar wire-actuated parallel manipulators 

3 Case Study 

For planar manipulators, the platform is connected to the base by n wires, each 
wire with a length of li and orientation of αi (Figure 3). The attachment points of 
wire i to the base and platform are denoted as points Ai and Bi, respectively. The 
angular positions of points Bi on the platform are denoted by θi. The wire forces τ  
are related to the wrench F  applied by the platform as 
































==

nn

n

n
T

τ

τ

νν
αα
αα




 1

1

1

1

sinsin

coscos

τJF  (11) 

where column i of the  n×3  matrix TJ , i.e.,  T
iJ , represents the axis of wire i 

with the direction cosines of iixi ll /cos =α and iiyi ll /sin =α , and  vi is the mo-

ment of wire axis with respect to the origin of Γ(X′,Y′,Z′), point P, formulated in 
Ψ(X,Y,Z) as 

( ) ( )xixiyiyii pbpb −+−−= ααν sincos   (12) 

3.1 Four-Wire Manipulator with 2 DOF 

For a 2 DOF translational manipulator with four wires (Figure 1a), the coordinates 
of Ai, i = 1, …, 4, are (–2, –1.5), (2, –1.5), (2, 1.5) and (–2, 1.5), respectively. The 

null space basis of the 42×  matrix TJ is spanned by two 14×  vectors. 

Example 1. At the platform pose of p = [0  0]T in the wrench closure workspace 









=








=

0.600     0.600    0.600-   0.600-

0.800-   0.800    0.800     0.800-

sinsin

coscos

41

41

αα
αα


TJ  (13) 

For F = [0  24]T Newtons, the minimum 2-norm vector of wire forces is 
TT

p 10]    10    10-   [-10# == FJτ  with negative tension for wires 1 and 2 and a 
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magnitude of 02
2

=pτ . Considering the null space vectors of TJ , formulated 

using the entries corresponding to wires 1 and 2 (with negative tension) as the free 

variables in the reduced row echelon form of TJ ,  

[ ]


















==

0     1 

1     0 

0     1 

1     0

21 nnN  (14) 

0.035]    0.707    0.707    0     0[=T
augN  (15) 

For 11 =cτ  N and 12 =cτ  N, which is equivalent to using  111 =c  and 112 =c  in 

min2211 τnnττ ≥++= ccp , 

T
f ]10   10    1    1[=τ  (16) 

T
cipi

T
i

T
fcorr 11]   11    0      0[)(# =−=  ττJJτ  (17) 

T
corrftot 21]   21   1    1[=+= τττ  (18) 

which produces the original wrench, with 15.556
2

=corrτ  , 29.732
2

=totτ
 

and T
aug 1]   21   21   1    1[=τ . 

Example 2. At the platform pose of p = [2.0  0.0]T meters, same X coordinate as 
that for the anchors of wires 2 and 3, 









=








=

0.351    1.000    1.000-   0.351-

0.936-     0          0         0.936-

sinsin

coscos

41

41

αα
αα


TJ  (19) 

For F = [–46.817   20.534]T Newtons, the minimum 2-norm vector of wire forces 
is TT

p 28.209]   9.140    9.140-   [21.791# == FJτ , with negative tension for wire 2 

and a magnitude of 37.917
2

=pτ . The non-negative null space vector of TJ , n = 

[0   1   1   0]T, has a non-zero entry corresponding to wire 2, and indicates equal 
antagonistic contributions of wires 2 and 3, which are collinear at this platform 
pose, to the homogeneous solution. Two sparse non-negative null space vectors of 

T
augJ   are 









=












=

0.020        0       0.762    0     1.000 

0.020    1.000    0.060    0         0  

2

1
T
aug

T
augT

aug n

n
N  (20) 
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which correspond to two sparse non-negative solutions for 0τJ =aug
T
aug ; 

T
aug 1]   50.000   2.978   0   [0=τ  and T

aug 1]   0   38.090   0   [50.000=τ , both with 

zero input from wire 2 for this pose and platform wrench F .  

The null space basis of TJ is spanned by two vectors 

[ ]


















==

1.000         0     

0         1.000 

0.702      1.000 

1.000-       0   

21 nnN  (21) 

The tension of wire 2 is set to τc2 = τmin = 1 N. Then 
T

f 28.209]   9.140    1   [21.791=τ  (22) 

T
cp

TT
ffp

TT
fcorr 2.856]    8.134    0     -2.856[)()( 222

## =−=−= ττJJττJJτ  (23) 

T
corrftot 31.065]   17.274   1    18.935[=+= τττ  (24) 

which produces the original wrench, and 9.082
2

=corrτ  , 40.286
2

=totτ . 

This is equivalent to using min2211 τnnττ ≥++= ccp  with 8.1341 =c  and 

2.8562 −=c . It is noteworthy that this totτ  corresponds to 
T

aug 1]     31.065   17.274   1.000    18.935[=τ  with non-zero input from wire 2, 

relating to the dense non-negative null space vector of T
augJ , 

T
aug 0.032]    1.000    0.556    0.032    0.610[=n . 

3.2 Six-Wire Manipulator with 3 DOF 

For a 3 DOF manipulator with six wires (Figure 1b), the coordinates of Ai, i = 1, 
…, 6, are (−2, −1.5), (2, −1.5), (2, −1.5), (2, 1.5), (−2, 1.5) and (−2, 1.5) respec-
tively. The position of connection point Bi on the mobile platform is set at a con-
stant radius of rBi/P = 0.25 m. The angular coordinates, θi, i = 1, ..., 6, of the wire 
connections to the platform are, respectively, 180°, 180°, 0°, 0°, 0° and 180°. The 

null space of the 63×  matrix TJ is spanned by three 16×  vectors. 

Example 3. At the platform pose of p = [0.5  1.0]T meters and ϕ = 60°, the wire 

forces τ  are related to wrench F  applied by the platform using τJF T= , where 
















=

0.243-   0.229     0.187-   0.209-   0.227     0.069-

0.289     0.107     0.202     0.892-   0.815-   0.693-

0.957-   0.994-   0.979     0.452     0.580     0.721-
TJ  (25) 
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For F = [0.784  -54.566   -0.993]T applied by the mobile platform, i.e., for a force 
of [0.784  -54.566]T Newtons and a moment of -0.993 N-m about the Z direction, 
the minimum 2-norm vector of wire forces is 

TT
p 1.919]-   1.143-   7.692-   24.689   18.020   [22.546# == FJτ , with negative 

tension for wires 4, 5 and 6 and a magnitude of 38.817
2

=pτ . The number of 

wires with negative tension is 3=k  and 3=− mn . Three sparse non-negative 

null space vectors of TJ are  
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
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
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    0        0.817     1.000       0        0.094    0.308

0.497    0.817     1.000       0        0.532       0    

    0        1.000     0.869    0.317        0          0    
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1

T

T

T

T

n

n

n

N  (26) 

The five sparse non-negative null space vectors of T
augJ   are 
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1.000        0           0              0         19.072    21.879   28.458

1.000         0           0          21.369       0         28.795   51.105

1.000     45.954      0             0         19.072    62.378       0     

1.000     82.525       0         21.369        0         101.523     0     

1.000        0         30.901        0         52.833    13.189       0
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aug
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aug
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aug
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aug

T
aug

T
aug

n

n

n

n
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N  (27) 

with a rank of 4, where columns 2 to 5 of augN  are dependent with a rank of 3. 

The entry of each null space vector ni , i = 1, 2, 3, corresponding to wire 6 is 
smaller than the ones relating to wires 4 and 5. As well, the entries of n3 and n1 

corresponding to wires 4 and 5 are respectively the largest. The tension of wires 4, 
5 and 6 are set to τc= τmin = 1 N and  

T
f 1]    1    1    24.689   18.020   [22.546=τ  (28) 

T
fp

TT
fcorr 0]      0      0      5.417-   4.783    5.432[)(# =−= ττJJτ  (29) 

T
corrftot 1]    1    1    19.272   22.803   27.978[=+= τττ  (30) 

which produces the original wrench, and 9.040
2

=corrτ  , 40.952
2

=totτ . 

This is equivalent to using min332211 τnnnττ ≥+++= cccp  with -17.0871 =c  , 

5.8782 =c and 663.713 =c . 

Example 4. At the platform pose of p = [–0.5  –1.0]T meters and ϕ = –60° 
















=

0.005     0.004-   0.237    0.200     0.176-   0.250  

0.857     0.858     0.753    0.119-   0.263-   0.462-

0.516-   0.513-   0.658    0.993     0.965     0.887-
TJ  (31) 

For F = [47.873   75.817   19.368]T applied by the mobile platform, i.e.,  
for a force of [47.873   75.817]T Newtons and a moment of 19.368  
N-m about the Z direction, the minimum 2-norm vector of wire forces is 
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TT
p 18.779]   18.096   56.606   31.380   7.990-   [-6.924# == FJτ , with negative 

tension for wires 1 and 2 ( 21 pp ττ < ) and a magnitude of 70.575
2

=pτ . Three 

sparse non-negative null space vectors of TJ are  
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


=



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
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

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



=
 0       0.688       0       0.013     1.000    0.705 

 0       0.677    0.011      0         1.000    0.705 

0.681        0          0          0        1.000    0.692 

3
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1

T

T

T

T

n

n

n

N  (32) 

all with larger entries corresponding to wire 2 compared to that for wire 1. Wire 1 
is the dominating wire while the number of wires with negative tension is 

32 =−<= mnk . The following four sparse non-negative null space basis vectors 

of T
augJ   each have zero entry corresponding to wire 1, while wire 2 tension is a 

pivot variable in all four. 
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1.000    103.295        0            0         97.943   4.048   0 

1.000    16.231          0        82.857        0       1.772    0 

1.000        0         15.845     83.116        0       1.348    0 

1.000        0         102.561       0        99.927   1.348    0 
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aug
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aug

T
aug
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aug
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aug
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N  (33) 

The tension of wire 1 is set to τc1 = τmin = 1 N and then the tension of wire 2 is 
calculates as τc2 = 3.462 N, and 

T
f 18.779]   18.096   56.606   31.380   3.462   [1=τ  (34) 

T
fp

TT
fcorr 7.795]    0.000-   0.000-   0.000-    0   0[)(# =−= ττJJτ  (35) 

T
corrftot 26.573]   18.096   56.606   31.380   3.462    1[=+= τττ  (36) 

which produces the original wrench, and 7.795
2

=corrτ  , 72.357
2

=totτ . 

This is equivalent to using min332211 τnnnττ ≥+++= cccp  with 452.111 =c  and 

032 == cc . 

4 Conclusion 

Using the generalized inverse of the Jacobian matrix of wire-actuated parallel 
manipulators, the minimum 2-norm solution for the vector of wire tensions could 
result in negative tension for one or more wires. The negative tensions are gener-
ally adjusted to positive values utilizing the null space vectors of the transposed 
Jacobian matrix. In this paper, a methodology for adjusting the negative tension of 
the minimum 2-norm solution using the generalized inverse of the transposed 
Jacobian matrix, when the null space of the transposed Jacobian matrix is spanned  
 



20   Designing Positive Tension for Wire-Actuated Parallel Manipulators 263 

by one or more vectors, were presented. The proposed methodology produces the 
minimum 2-norm non-negative solution for the vector of wire tensions and was 
implemented on a four-wire 2 DOF and a six-wire 3 DOF planar manipulators. 
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21 Control of Humanoid Hopping Based on a
SLIP Model

Patrick M. Wensing and David E. Orin

Abstract. Humanoid robots are poised to play an ever-increasing role in society over
the coming decades. The structural similarity of these robots to humans makes them
natural candidates for applications such as elder care or search and rescue in spaces
designed for human occupancy. These robots currently, however, do not have the
capability for fast dynamic movements which may be required to quickly recover
balance or to traverse challenging terrains. Control of a basic dynamic movement,
hopping, is studied here through simulation experiments on a 26 degree of free-
dom humanoid model. Center of mass trajectories are planned with a spring-loaded
inverted pendulum (SLIP) model and are tracked with a task-space controller. Unau-
thored arm movements emerge from the task-space approach to produce continuous
dynamic hopping at 1.5 m/s.

Fig. 1 A combination of
SLIP model planning and
task-space control allows a
continuous dynamic hop to
be controlled at real-time
rates. The structure of the
Task-Space Controller al-
lows unauthored arm action
to emerge which prevents
extra torso pitching dur-
ing leg thrust and during
positioning of the feet in
flight.
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1 Introduction

With the abundance of promising recent work in humanoid robots, these sys-
tems are becoming ever closer to operating alongside humans in the home and
in the workplace. Mechanical improvements to many of the state-of-the-art hu-
manoids [5, 9, 16, 17] are continually occurring to push the potential applications
that they may provide. Aside from mechanical improvements, control of these sys-
tems continues to advance as well, for instance, providing intuitive human to robot
interactions [1], stable locomotion over mildly uneven terrain [14], and balance re-
covery from environmental disturbances [3].

Despite these efforts, humanoid robots still have little capability for fast dynamic
movements, such as hopping or jumping. These types of movements require coor-
dinated interactions between many degrees of freedom in order to manage the rapid
interchanges of kinetic and potential energies throughout stages of stance and flight.
Stable performance of these movements is further complicated by short periods of
stance, during which large ground forces on the system must be managed within
their frictional and unidirectional limits to provide corrective interactions.

As a basic dynamic movement, hopping provides a platform to evaluate control
approaches for dynamic motion without the need to address the more complex limb
phasings found in derivative movements such as running. Future humanoids operat-
ing in challenging environments will require aggressive movements such as a hop to
clear obstacles or to traverse areas with widely separated footholds. Hop control has
been explored previously in bipeds, where specialized compliant actuators [7] were
used to store and return energy to the system during stance. Here, instead, com-
pliant dynamics are mimicked in the humanoid through the use of a physics-based
spring-loaded inverted pendulum (SLIP) model to generate reference dynamics for
the humanoid center of mass (CoM). This approach enables continuous forward
hopping, and manages joint coordination through the use of a task-space controller
to select joint torques. Results are shown for full 3D hopping in simulation with a 26
degree of freedom (DoF) humanoid. A snapshot of this model mid-flight is shown
in Fig. 1. The fluid resultant hopping motion features arm swing during stance and
flight as a natural coordination strategy from the task-space control approach, and
emerges without manual authoring.

The remainder of this paper is laid out as follows. Notation to describe the dy-
namics of the humanoid model and the SLIP template are developed briefly in Sec-
tion 2. Section 3 presents the Task-Space Controller at a high-level and describes
the generation of SLIP-based CoM reference trajectories. Results are presented in
Section 4 with a summary provided in Section 5.

2 Simulation and Template Models

The humanoid shown in Fig. 1 is a 26-DoF system that is modeled after a 6
foot (1.83 m), 160 pound (72.6 kg) male. Further details on the model are given
in [18]. The configuration of the system can be described by q = [ qT

b qT
a ]T , where
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qb ∈ SE(3) is the unactuated position and orientation of the torso (referred to as
the floating base) and qa denotes the configuration of the actuated joints. The joint
rate and acceleration vectors, q̇ ∈ R

26 and q̈ ∈ R
26, are partitioned similarly. The

standard dynamic equations of motion are:

H(q)q̈+C(q, q̇)q̇+G(q) = ST
a τ +Js(q)

TFs (1)

where H , Cq̇ , and G are the familiar mass matrix, velocity product terms, and
gravitational terms, respectively. Here Fs collects ground reaction forces (GRFs)
for appendages in support, and Js is a combined support Jacobian. The matrix
Sa = [020×6 120×20 ] is a selection matrix for the actuated joints and τ ∈ R

20 is
the joint torque vector. The full 3D dynamics of the humanoid are simulated with
the DynaMechs [13] simulation package. This simulator employs a penalty-based
contact model which includes compliance and damping in the normal and tangen-
tial directions at each planar contact point. No force feedback is provided to the
controller.

To generate dynamic hopping, the approach presented in Section 3 will seek to
mimic the CoM dynamics described by a SLIP model. This template model for
locomotion, shown in Fig. 2, has been shown to describe the CoM dynamics incred-
ibly well for high-speed forward locomotion in a wide array of insects and animals
[2, 4, 8]. Species as diverse as crabs to kangaroos bounce in a dynamically similar
fashion at high-speeds, and demonstrate similar effective leg stiffnesses relative to
their size and weight [2]. In biological systems, the selection of an effectively com-
pliant gait at high speeds instead of a stiff legged gait (which is employed at lower
speeds) is due in part to energetic savings that are enabled by the passive compliance
of muscles, tendons, and ligaments [4]. Although we assume no joint compliance
for the humanoid model used here, it is envisioned that the addition of passive and
variable compliance will continue to be an active area of actuation research [6, 10],
enabling future humanoids to perform these types of movements with efficiency and
power.

The SLIP model assumes a linear leg spring during stance, with a rest length
equal to the touchdown length of the spring. Stance terminates when the leg spring
again reaches its rest length, and is followed by ballistic CoM dynamics in flight.

Fig. 2 SLIP stance model
for forward locomotion. The
position is given relative
to an anchor location as
(x,z). The model includes
a Hookean leg spring with
spring constant k. During
flight, a ballistic model is
assumed for the point mass.

k

x̂

ẑ
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This point-mass model implicitly assumes massless legs that can be arbitrarily repo-
sitioned in flight for preparation of the upcoming touchdown.

3 Prioritized Task-Space Control

Task-space (also called operational-space) control provides a convenient framework
to allow for control of the salient characteristics of a behavior or movement, with-
out requiring large amounts of motion detail in the high-dimensional configuration
space of the humanoid. For instance, natural task spaces such as the CoM and con-
figurations of the feet can be used to generate dynamic walking [12] with minimal
required hand authoring. The role of task-space control within the control system
used here is shown in Fig. 3. Roughly, the task-space control problem is to select
joint torques to reproduce some commanded task dynamics as closely as possible.
While task-space control for a manipulator is a well studied problem, the underac-
tuation of a humanoid in flight and stance introduces additional constraints on the
solution to the problem. In this work, a state machine (consisting simply of flight
and stance states) is used to inform the Task-Space Controller of these constraints,
and to manage tracking of the tasks (CoM, feet, posture, etc.).

Hopping 
State Machine 

Task-Space Controller 

Dynamic  
Simulator 

opping

Joint Torques 

SLIP-Based 
CoM Reference 

ynami

Commanded Task Dynamics 
(CoM Accelerations,  
 Foot Accelerations, etc.) 

S
y
st

em
 S

ta
te

 

T

Fig. 3 Overall system block diagram. SLIP-based reference trajectories and hand authored
foot trajectories are tracked by the Task-Space Controller. The Hopping State Machine mon-
itors if the system is in flight or stance, and turns off CoM control during flight.

In our recent work [18] we proposed a conic-optimization-based solution to the
task-space control problem that uses numerical optimization software to select phys-
ically feasible contact forces and joint torques. Roughly, the optimization-based
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approach enacts task-space control while simultaneously ensuring that the classic
force distribution problem (FDP) [11] remains feasible to generate the task dynam-
ics with forces under the feet. To ensure solvability of the FDP, the contact wrench
acting on each of the NS support feet is broken up into forces fsi j ∈ R

3 which act
at each of the NPi contact vertices for foot i. Then, given a commanded task accel-
eration v̇t,c, an optimization problem described by (2)-(4) can be solved to select
ground forces, joint torques, and joint accelerations that are consistent with the sys-
tem dynamics.

min
q̈,τ,fsi j

1
2
||Jt q̈+ J̇ t q̇− v̇t,c||2 (2)

subject to Hq̈+C q̇+G= ST
a τ +

NS

∑
i=1

NPi

∑
j=1

JT
si j
fsi j (3)

fsi j ∈ C i ∀ i ∈ {1, . . . ,NS}, j ∈ {1, . . . ,NPi}. (4)

Here Jt is a task Jacobian, Jsi j is a Jacobian for contact vertex j of foot i, and Ci is a
friction cone for foot i. Jt may be a Jacobian for a stack of tasks and may include, for
instance, foot and CoM Jacobians within its rows. In this optimization, (2) enforces
optimal tracking of the task dynamics, while (3) and (4) ensure that the the optimal
task dynamics are physically realizable.

If a strict hierarchy of importance exists amongst the tasks, then a Prioritized
Task-Space Control (PTSC) problem exists. The optimization problem above can
be solved first to optimize tracking of the highest-priority task alone, and then
subsequently to optimize tracking of the lower-priority tasks. These subsequent
optimizations require additional constraints to be added to the problem as de-
scribed in [18]. This formulation can also be used to regulate angular momentum,
as described in [18], even though angular momentum is not amenable to a task
Jacobian.

3.1 SLIP-Based CoM Reference Trajectories

SLIP-based CoM reference trajectories are used to generate the commanded CoM
accelerations. First, a periodic trajectory of the SLIP model, through stance and
flight, is found off-line. This off-line process tunes the SLIP touchdown angle, max-
imum CoM height during flight, and effective leg stiffness to obtain a periodic gait
with user-specified stance and flight times. An example periodic trajectory is shown
in Fig. 4. We note that choosing too high of an effective leg stiffness causes the
system to slow down from one step to the next, while too low of an effective leg
stiffness causes the system to speed up. This is shown in Fig. 5 for a variation of 30
percent above and below the stiffness for periodic locomotion. All cases shown use
the touchdown angle and top-of-flight height shown in Fig. 4.

The periodic SLIP trajectory is followed on-line through a simple PD control
law to select the commanded CoM acceleration (which composes three of the
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Fig. 4 SLIP-based CoM reference trajectory for 1.5 m/s forward hopping. Touchdown and
liftoff angles are symmetric, which holds for every 1 step periodic trajectory of the SLIP
model.
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Fig. 5 Comparison of CoM trajectories for varying leg stiffness. Trajectory B uses the leg
stiffness found to generate periodic CoM motion, while A and C employ stiffnesses that are
30% greater and 30% less, respectively.

components of v̇t,c). With the CoM position given as pG, the commanded accel-
eration p̈G,c is specified as

p̈G,c = p̈G,d +KD(ṗG,d − ṗG)+KP(pG,d −pG) (5)

where (pG,d , ṗG,d , p̈G,d) are the desired values from the SLIP based trajectory. The
lateral position of the CoM is commanded to remain at a fixed initial position. We
note that it is possible to employ a series of PD setpoints, as in [18] to achieve a
standing jump. However, continuous hopping requires more careful design of CoM
trajectories. The biological grounding of the SLIP model makes it a natural choice
to generate these trajectories, and does so with little required hand authoring.
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3.2 State-Based Control Summary

Periods of stance and flight require different task-space dynamics to be controlled.
During periods of stance, CoM control is active, and the feet are constrained to not
accelerate (linearly or rotationally). Feet are chosen as a first priority (within PTSC),
and the CoM as a second priority. Given its many DoFs, the system is redundant to
achieve these tasks. Thus, we add additional pose tasks for each joint to promote
the return to a natural posture [18]. In addition, the net system angular momentum
(as expressed at the CoM) is regulated to zero in the forward and vertical directions
to promote balance [15]. These additional tasks more than exhaust the redundancy
available after tracking the CoM and feet. As a result, task-weightings are placed
on each degree of freedom when evaluating the error norm in (2). For instance, it is
important to maintain upright torso posture during any movement, yet the specific
motion of the arms is largely unimportant. As a result, task weightings assigned to
torso posture are approximately seven times higher than those on the arm DoFs.

In flight, the CoM follows a ballistic trajectory and is not controlled, while the
feet remain a high priority in preparation for the upcoming touchdown. Foot trajec-
tories are manually designed relative to the CoM and are commanded to accelerate
with PD laws similar to (5). Due to conservation of angular momentum in flight,
the configuration of the system at landing is sensitive to flight foot trajectories. That
is, any change in angular momentum of the legs during flight must be countered by
opposite angular momentum changes in the upper body. The practical implication
of this fact is that leg transfer trajectories that are performed with the feet closer to
the body result in less pitched-forward torso posture at touchdown.

4 Results

The control approach described enables continuous forward hopping at 1.5 m/s.
Snapshots from this motion in simulation1 are shown in Fig. 6. Fig. 7 shows the
close tracking of the SLIP reference velocities despite impact disturbances that de-
grade the tracking at touchdown. We note that the gait shown here uses a nondi-
mensional leg stiffness [2] of 19.6, which normalizes the effective leg stiffness

Fig. 6 Simulation snapshots for periodic hopping at 1.5 m/s. Arm swing motions are a natural
coordination that emerge due to the reduced task weighting of the arm joints in the PTSC.

1 A video of this hopping motion is provided at
http://go.osu.edu/Wensing_Orin_Waldron2013
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for systems of different size and weight. This effective leg stiffness is within one
standard deviation of average stiffnesses observed in biological hoppers such as
kangaroos [2].

We note that the arm swing trajectories that emerge as a coordination strategy
from the PTSC allow for tighter regulation of the torso posture as shown in Fig. 8.
Arms swing backwards during flight to offset the change in angular momentum
of the legs. Without their influence, the torso pitches forward additionally prior to
touchdown. While not shown here, the removal of foot lift during flight foot posi-
tioning has similar negative influence on the torso during flight.

4.8 4.9 5 5.1 5.2 5.3 5.4 5.5 5.6
1.2

1.25

1.3

1.35

1.4

1.45

1.5

Time (s)

X
 V

el
oc

ity
 (

m
/s

)

 

 
Humanoid

SLIP Reference

4.8 4.9 5 5.1 5.2 5.3 5.4 5.5 5.6
−2

−1

0

1

2

Time (s)

Z
 V

el
oc

ity
 (

m
/s

)

Time (s)

Time (s)

x
V
el
o
ci
ty

(m
/
s)

z
V
el
o
ci
ty

(m
/
s)

Fig. 7 CoM velocity tracking for 1.5 m/s forward hopping. Vertical bars indicate transitions
between stance and flight states.
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Fig. 8 The flexibility to allow arm movement with PTSC allows for tighter regulation of the
torso pitch during stance and flight. The torso pose controller here employs a zero setpoint of
nominally upright.
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By varying the leg stiffness and other SLIP template characteristics, other more
dynamic (and less biologically grounded) hopping gaits may be generated. As
shown in the video accompaniment to this work, gaits with additional foot clear-
ance can be generated through specification of periodic CoM trajectories with lower
effective leg stiffness. A second gait showcased in the accompanying video employs
an effective leg stiffness that is approximately one-half of that required for the gait
in Fig. 4. A larger touchdown angle, coupled with this decreased stiffness allows for
more vertical CoM variation in stance, and provides longer flight times with higher
maximum heights.

5 Summary

The spring-loaded inverted pendulum model has been shown to be an enabling tem-
plate for the generation of continuous dynamic hopping. The ability of the SLIP
model to capture the salient dynamics of a periodic hop enables the control approach
here to be applied with little more than the authoring of a set of foot trajectories.
A task-space control approach, which enforces feasibility of the force distribution
problem at each instant, effectively manages system balance through prioritization
of balance tasks and weighted pose tracking.

While the approach here has shown positive results for hopping, the methods pre-
sented should enable control of other dynamic movements with significant contribu-
tions from out-of-plane effects. Simple template models of dynamic locomotion that
capture out-of-plane effects, such as the 3D-SLIP model, will be studied in future
work to enable a richer set of dynamic movement capabilities for humanoid robots.
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22 Duty Factor and Leg Stiffness Models
for the Design of Running Bipeds

Muhammad E. Abdallah and Kenneth J. Waldron

Abstract. Supporting the design process for running biped robots, analytical mod-
els are presented for two aspects of running: the duty factor (DF) of the gait, and
the stiffness value of the leg. For a given running speed, an optimal DF exists that
minimizes the energy expenditure. We present a formula for the optimal DF based
on a model of the energetics, and the results are compared to both human data and
simulation results. In addition, a model is presented for the stiffness value of the leg
as a function of the physical properties, speed, and DF. The Gait Resonance Point
is proposed as a design target for compliant running. At this point, the gait matches
the spring resonance and the stiffness value becomes independent of the DF.

1 Introduction

As the field of running robotics continues to progress, a growing need exists for
more rigorous tools to support the design process. How can a running biped robot
be designed to not only run stably but to also satisfy performance and gait specifi-
cations? Accordingly, this work presents design rules and models for two aspects of
running: the duty factor (DF) of the gait and the stiffness value of the leg.

The DF is the fraction of a stride period a specific leg spends in contact with the
ground. It carries significant implications for the energy consumption and ground
impact force of a gait. Despite these consequences, no documented consideration
for the DF, to our knowledge, has been given for the design of any of the exist-
ing running bipeds. We show here that an optimal DF exists such that the energy
expenditure is minimized. We present an analytical formula for the optimal DF
applicable to any speed or design for the robot.
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It has already been shown that an optimal DF exists, where the energy consump-
tion for a desired speed is minimized. Alexander calculates the energy costs of a
model for human running, and he shows the existence of this optimal DF [6]. He
displays the results at two discrete speeds given human parameters. What we need,
however, is a formula that allows us to compute the optimal DF regardless of the
speed or parameters. Minetti provided such a formula for the internal work, but it
is not applicable to the total work of the system [20]. Nishii does present a formula
for the total work as a function of the DF; however, he models quasi-static locomo-
tion [23].

On the other hand, the use of springs for running has received more attention
in the literature. The presence of compliance in the leg of a running biped is in-
valuable as an energy storage and thrust mechanism. It has been proven essential to
the running of biological systems [5, 13]. It has also been instrumental in the more
dynamically successful robotic runners [26, 22, 3, 10, 24, 12]. Other robots have
achieved running without passive compliance. Their implementation, however, is
either the dynamically limited ZMP-controlled running [1, 21, 17, 15], or has not
been disclosed [9].

Surprisingly, little theory exists for selecting the stiffness value according to gait
specifications. Raibert shares the effective stiffnesses for his hoppers but not the se-
lection process [26]. Rad et al. designed their stiffness to maximize the active energy
input during stance [25]. Schmeideler and Waldron selected their stiffness value ac-
cording to biomimetic models [28]. Thompson and Raibert introduced a first-pass
approximation of setting the contact time equal to half the harmonic cycle; then
they manually adjusted the stiffness to produce the desired results [30]. Ahmadi and
Buehler began with an analytical model of purely vertical hopping. They then in-
corporated model-specific empirical formulas to relate the stiffness to the speed [2].
None of these studies provides a generalizable design process or laws for selecting
the stiffness of an arbitrary biped for an arbitrary speed.

We derive here an analytical formula for the leg stiffness according to the phys-
ical properties of the system and the speed characteristics of the gait. A process to
translate the stiffness value from the basic mass-spring model to the virtual leg of
a general biped is presented. In addition, we present the Gait Resonance Point as
a design target for compliant biped running. At this point, the stiffness value be-
comes independent of the DF. It also lends itself to simple design rules governing
the stiffness value.

We will first address the DF formula by analyzing the energy cost of running.
Then, we will turn to the stiffness analysis and present the relevant models.

2 The Energy Cost of Running

The change in kinetic energy (KE) of a multibody system can be partitioned into two
segments. The first is defined as the external work; it consists of the KE of the center
of mass (CM) in a ground reference frame. The second is defined as the internal
work, and it consists of the KE of the limbs in the CM reference frame [11, 20].
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This framework allows for a simple characterization of the energy expenditure.
The external work itself can be further decomposed. Contrasting the top-of-flight
and the bottom-of-contact instants reveals two components for the external work.
First, the external work must provide the change in height, i.e. the hopping height
energy. Second, it must provide the change in KE as the system accelerates from its
minimum horizontal speed at the nadir to its maximum horizontal speed at the apex.

Similarly, the internal work can be characterized by two components. First, it
must provide the energy to swing the non-support leg, work conducted primarily
by the respective hip. Second, it must provide the work conducted by all the other
joints, primarily to maintain posture.

Of these four total components, two dominate the energy cost: the hopping height
energy and the swing energy. As will be shown, the work needed for these two com-
ponents scales by the square of the DF. Hence, we will consider these two compo-
nents only. Neglecting the other components will compromise the absolute measure
of the energy expenditure but not the location of the minima, since these two func-
tions so greatly dominate the rate-of-change.

These two functions capture the tradeoff inherent in the DF. Consider the case
of running with a smaller DF, i.e. a longer flight time. This long flight time entails
a large hopping height to maintain the air time. At the same time, it increases the
stride period and thus reduces the swing energy required. This tradeoff determines
the optimal DF.

2.1 The Energy Components

For the following energy calculations, we will consider the net absolute work per-
formed over a step. This assumes fully active actuation. A step includes a contact
phase and the subsequent flight phase, i.e. half the stride. Fig. 1 shows a schematic
of the step. A symmetrical contact phase is assumed here. This symmetry is inherent
in spring-operated runners [27, 29], and serves as a simplification for more general
systems. θo and lo represent the angle and length, respectively, of the virtual leg at
touchdown.

Given a change in height of h, the net absolute work performed for the hopping
height is 2mgh. Neglecting the change in height during contact, the hopping height
energy as a function of the liftoff vertical velocity (vz) is

Ehh = mv2
z . (1)

For the swing energy derivation, we will model the swing leg as a lumped-mass
pendulum. It has a length of ls, a mass of ml , a swing angle of α , and a hip torque of
τsw. The linearized dynamics follow, where ωn is the pendulum natural frequency.

α̈ +ω2
n α =

1
mll2

s
τsw (2)
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z

Fig. 1 The behavior of the contact and flight phases for running. vx and vz represent the two
velocity components at both touchdown and liftoff.

Given a sinusoidal input, τsw = τo cos(ωt), the solution becomes

α(t) = θo cos(ωt), (3)

where ω is the stride frequency. We are concerned here with the steady-state, forced
solution. From (2) and (3), one can solve for the maximum torque:

τo = θomll
2
s

(
ω2 −ω2

n

)
. (4)

The change in energy for the swing equals the work done over the period, T , such
that

ΔE =

∫ T

0
τswdα. (5)

Substituting from (3) and (4) and applying a double-angle trigonometric identity,

ΔE = θ 2
o mll

2
s ω(ω2 −ω2

n)

∫ T

0

1
2

sin(2ωt)dt. (6)

Performing the integration,

ΔE =−θ 2
o mll2

s (ω2 −ω2
n )

4

(
cos(2ωT )− 1

)
. (7)

Then, simplifying once again with a double-angle identity,

ΔE =
θ 2

o mll2
s (ω2 −ω2

n )

2
sin2(ωT ). (8)

Due to the symmetry of the gait, the net absolute energy expenditure is twice the
value at mid-swing. This gives us our final expression for the swing energy.

Esw = θ 2
o mll

2
s (ω

2 −ω2
n ) (9)
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2.2 Introducing the DF

The total energy cost is the sum of both components, Etot = Ehh+Esw. We will now
express this result as a function of the DF.

The time duration for the contact and flight phases, tc and t f respectively, can be
determined from the kinematics of Fig. 1. Given a vertical liftoff velocity of vz, the
flight time is:

t f =
2vz

g
, (10)

where g is the gravitational acceleration. Approximating the horizontal velocity as
a constant vx, the contact time is:

tc =
2lo sin(θo)

vx
. (11)

The DF, β , is defined as the ratio of a leg’s contact time to the stride period. Assum-
ing symmetric right and left steps,

β =
tc

2(tc + t f )
. (12)

To determine Etot as a function of the DF, we need to solve for ω and vz. The stride
frequency, ω , follows.

ω =
2π

2(tc + t f )
(13)

=
2π
tc

β (14)

To determine vz, solve for (12), (11), and (10).

vz =
glo sin(θo)

vx

(
1

2β
− 1

)
(15)

Substituting for ω and vz, the final energy cost formula can now be determined:

Etot = c1

(
1

2β
− 1

)2

+ c2β 2 − c3, (16)

where ci are constant functions of the parameters.

c1 = m

(
glo sin(θo)

vx

)2

(17)

c2 = θ 2
0 mll

2
s

(
πvx

lo sin(θo)

)2

(18)

c3 = θ 2
0 mllsg. (19)
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This formula quantifies the energy tradeoff associated with the DF. The energy ex-
penditure at higher DF’s is dominated by the swing energy; while at lower DF’s it is
dominated by the hopping height energy. Fig. 2 displays the energy cost for an aver-
age human running at 4 m/s, exhibiting the minimum energy behavior. Throughout
this work, the parameters used reflect an average human with a mass of 73 kg and a
leg-length of 0.8 m. The full list of parameters is available in Table 1.

15 20 25 30 35 40 45 50
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100

150

200

250
Energy Cost of Running at 4 m/s

Duty Factor (%)

(J
)

Fig. 2 Plot of the energy cost formula (16), shown for an average human running at 4 m/s.
The minima depends on the running speed and physical parameters of the system.

Table 1 The Physical Parameters Based on Anthropomorphic Data

Parameter Symbol Value
total mass m 73 kg
leg mass ml 12.5 kg
initial leg length lo 0.8 m
swing leg length ls 0.4 m
initial leg angle θo 0.4 rads

3 The Optimal Duty Factor

To find the minima of the energy cost, we solve for d
dβ Etot = 0. This results in our

final characteristic equation, the Optimal DF Formula.(
4c2

c1

)
β 4 + 2β − 1 = 0 (20)

The optimal DF is a function of the physical properties of the system and the speed
desired. The results of this formula for an average human are shown in Fig. 3. Note,
closed-form solutions exist for fourth-order, or quartic, equations. These solutions,
however, are prohibitively complex.
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Fig. 3 Optimal DF for an average human running, based on (20). The results suggest de-
creasing DF’s at higher speeds.

This formula was validated in two ways. First, it was compared to data of hu-
man running. As a widely accepted premise, biological systems adapt their gaits to
minimize energy consumption [6, 16]. Minetti experimentally determined the DF of
humans running at a range of speeds [20]. He used an average sample size of over
30 runners, and his data is referenced here.

Second, the results were validated in simulation. Using the dynamic model de-
scribed in the Appendix, the biped was tested at two select speeds. For each speed,
a range of DF’s was applied and the energy consumption tabulated. The model ap-
proximated an average human running at speeds of 3.5 m/s and 4.0 m/s respectively.
Fig. 4 displays the energy curves for each simulation run.

Both the human data and the simulation model exhibited close correspondence
with the Optimal DF Formula. Results of the formula nearly fell within a standard
deviation of the average human DF’s. This close correspondence occurred despite
neglecting the error between mechanical and metabolic work and despite not know-
ing the actual physical properties of the runners. The final results are shown in Fig. 5,
comparing the Optimal DF Formula with the human data and simulation results.
The formula was computed here with the same average human parameters used
throughout.

It is well known that running animals passively conserve energy using internal
springs [5, 13]. We assume that the proportion of energy conserved in both oscil-
lations (hopping and swinging) is similar. To design a robot with passive springs,
simply scale the constants in (20) by the proportion of energy expected to be ac-
tively supplied: c1 for hopping and c2 for swinging.

We now turn to the stiffness analysis by first presenting the mass-spring model.

4 The SLIP Model for Stiffness Analysis

A simple yet effective model for compliant running is the basic mass-spring, also
known as the Spring Loaded Inverted Pendulum (SLIP) model. It consists of a
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Fig. 4 Energy costs at constant speeds for the simulation. The 4.0 m/s run reached a minimum
at approximately 30% DF. The 3.5 m/s run reached a minimum at approximately 32% DF.

massless, spring-operated leg attached to the center of mass of the body. It has been
widely used in the study of both biological and robotic systems, and its applicability
has been well documented [8, 19, 29]. Fig. 6 shows the model.

While running at steady-state, the SLIP model must exhibit a symmetric contact
phase [29]. This symmetry is reflected in both the configuration and velocities as
shown in Fig. 6.

McMahon and Cheng utilized this symmetry to analyze the dynamics of run-
ning [19]. They conducted iterative numerical integrations of the SLIP dynamical
equations to determine the parameters that satisfy this symmetry. They then pre-
sented empirical formulas that fit the data within errors of 0.5%.

Using their empirical formulas, we can display the spring natural frequency of
the system, ωn, as a function of the speed and DF. The results for an average human
are shown in Fig. 7.

We will use McMahon’s data as a benchmark for our approximations. His for-
mulas would suffice for determining the needed SLIP stiffness if not for two factors.
First, the formulas are very complex. Twenty-four unique parameters are needed to
compute the stiffness at any one liftoff speed (vz). More importantly, his formulas
are only valid for a limited range of conditions.

The next section will present an alternative, analytical formula for the stiffness
and compare it to McMahon’s results.

5 The SLIP Governing Equation

To derive an analytical model for the SLIP, consider the equation of motion for the
vertical direction. The free-body diagram is shown in Fig. 6. R is the ground reaction
force, which equals the spring force. k and lo are the stiffness and initial length of
the spring.

−mg− k(l− lo)cos(θ ) = mz̈ (21)
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Fig. 5 The Optimal DF Formula (20) closely corresponds to both simulation results and
natural human DF’s. The experimental human data is provided by Minetti and displayed as a
mean ± S.D. [20]
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Fig. 6 The SLIP model. The free body diagram is shown to the left. The symmetry of the
contact phase is shown to the right.
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Fig. 7 The natural frequency required for steady-state running of the SLIP model, based on
the empirical formulas of McMahon and Cheng [19]. Each curve represents a liftoff velocity,
vz. From top to bottom, vz = 0.84, 0.70, 0.56, and 0.28 m/s. Note, the DF changes inversely
with vz.

Given an origin at the ground contact, the relation between the spring length and
height is z = l cos(θ ). Substituting for l in (21) results in

mz̈+ kz+(mg− klo cos(θ )) = 0. (22)

We will replace cos(θ ) with its average value, denoted as cθ . This results in a single-
variable, linear equation of motion.

mz̈+ kz+(mg− klocθ) = 0. (23)

It can be shown that the geometric average of cos(θ ) is

cθ =
sin(θo)

θo
. (24)

Introducing the following change of variable for z, (23) can be expressed as the
familiar harmonic oscillator.

y = z+ mg
k − locθ (25)

ÿ+ω2
n y = 0 (26)

ωn here is the spring natural frequency,
√

k/m.
This equation can be solved by introducing the following boundary conditions.

These conditions are based on the symmetry of the contact phase, starting at mid-
stance and ending at liftoff. tms represents half the contact time.
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ẏ(0) = 0 (27)

ẏ(tms) = vz (28)

y(tms) = lo(cθo − cθ)+
mg
k

(29)

For brevity, cos(θo) is expressed in shorthand as cθo. (29) derives from the condition
that the final height is locθo.

We will introduce the contact frequency, ωc, as the frequency of the contact
phase. Its period is twice the contact time.

ωc =
π
tc

ωc =
πvx

2lo sin(θo)
(30)

Solving for the boundary conditions and (30) gives us our final formula relating
the spring frequency to the system and gait parameters. We refer to it as the SLIP
Governing Equation.

(
g−ω2

n lo(cθ − cθo)
)

tan

(
π ωn

2 ωc

)
+ vzωn = 0 (31)

The stiffness a biped needs to run is a function of both physical properties and
gait characteristics. It is a function of the mass, leg length, and initial leg angle
of the system. It is also a function of the desired speed and DF of the gait, since
the DF is inversely proportional to vz. The SLIP Governing Equation provides an
analytical tool for determining the stiffness value given those parameters. No closed-
form solution is provided; however, numerical solutions are easily computed.

The equation predicts the spring frequency with good accuracy. Compared to
McMahon’s data, it produced errors less than 8%. A side-by-side comparison is
shown in Fig. 8.

6 Applying the SLIP to a Telescoping Biped

We are now capable of solid predictions for the theoretical SLIP model, but how
applicable is the SLIP to a real system? This section analyzes the dynamics of a
telescoping biped in relation to the SLIP. It presents a model of the stiffness for the
virtual leg of a general biped.

It turns out that an actual robot requires smaller stiffness values than the SLIP
model predicts. The difference is due to several ideal assumptions in the SLIP, par-
ticularly the massless legs and the hip-centered body CM. We will now analyze the
dynamics of a general biped—one with massive legs and a body CM displaced from
the hip—to determine the required stiffness in relation to the SLIP.

The free body diagram for the biped at touchdown is shown in Fig. 9. We will
analyze the torso to obtain a generalized version of the SLIP equation of motion
presented in (23).
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Fig. 8 The SLIP Governing Equation accurately predicts the spring frequency needed. Its
results are compared here to McMahon’s empirical formulas. The errors are less than 8%.
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Fig. 9 Free body diagram of a general biped at touchdown. The support leg is shown to the
left, and the remaining system is shown to the right.

Consider the dynamics of the support leg. During running, the reaction forces on
the leg are of such magnitude that they dominate the gravitational and inertial forces
seen by the leg. In the absence of any hip torques, this produces reaction forces at the
two ends that are approximately equal and opposite, akin to a static two-force mem-
ber. This phenomenon underlies the well-established behavior exhibited by running
animals: their ground reaction forces point along the axis of their legs [4, 14, 7].
Further documentation of this phenomenon has been presented by Abdallah [1].

Consider the leg reaction force, R, on the torso. As just described, R acts princi-
pally in the direction of the leg axis. Given the displaced CM a general biped carries,
however, a torque is now needed at the hip (τhip) to maintain the torso upright. This
torque causes a deviation in R from the leg axis—a deviation that is consistently
towards the vertical. Swinging through the contact phase, R will thus span a tighter
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range about the vertical than the corresponding range of 2θo spanned by the leg.
Hence, a more appropriate determination for the average cosine of (24) is

cθ = 1. (32)

In addition, it is apparent from the analysis that the mass this force faces does not
include the mass of the support leg. Hence, the effective mass for the natural fre-
quency includes the body and all other limbs to the exclusion of one leg.

The process for computing the leg stiffness for a general biped can be summa-
rized in two steps:

1. Solve for the spring frequency from the SLIP Governing Equation (31) using
cθ = 1.

2. Translate the frequency into a stiffness using the effective mass described above:
k = ω2

n (m−ml).

To solve for the frequency in the first step, one can either select vz directly or ac-
cording to the desired DF. In the latter case, (15) provides the solution for vz as a
function of the DF. The Optimal DF Formula (20) provides a compelling choice for
the DF in this case. Examples of spring implementations are available elsewhere for
both telescoping [26, 25] and articulated [28, 22] legs.

7 Simulation Results

This stiffness model for a general biped was tested and verified in simulation. A
fully dynamic simulation of a planar telescoping biped was created. The prismatic
legs were loaded with passive springs, and the stiffness value was determined using
the two-step process of the previous section. A full description of the model and
simulation environment is available in the Appendix.

The model was tested at two speeds. First, it was tested at a target speed of 3.5
m/s, with a vertical liftoff velocity of 1.0 m/s. Given these velocities and the model
properties, the theoretical stiffness computed to 13.1 kN/m. This stiffness value was
applied to the model and the results proved successful. The model settled at a steady-
state run with velocities of vx = 3.45 m/s and vz = 1.1 m/s. Fig. 10 shows the ve-
locities of the overall CM for the run. Note, a pretension of 2 cm was needed in the
spring at each step to compensate for the impact energy losses.

The model was also tested at a second speed of 3.0 m/s, with the same vertical
velocity of 1.0 m/s. The theoretical stiffness was computed as 11.4 kN/m. The sim-
ulation validated the prediction once again with the model reaching steady-state at
a speed of 3.0 m/s and a vertical speed of 1.1 m/s.

8 The Gait Resonance Point

The SLIP stiffness curves display an interesting behavior: the stiffness values tend
to converge at a select speed. This phenomenon is observable in Fig. 7. Although the
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Fig. 10 The design process was implemented to select a SLIP stiffness and then translate it to
the telescoping biped. The stiffness was designed to achieve a speed of 3.5 m/s with a liftoff
vertical velocity of 1.0 m/s. The model in Fig. 14 was tested in simulation, and the above
results verify the accuracy of the design models.

stiffness is normally a function of both the speed and the DF, it becomes effectively
constant at this speed, independent of the DF.

This behavior consistently demonstrated itself in McMahon’s formulas, even
with changes to the parameters. The SLIP Governing Equation (31) allows us to
solve for this point. It represents the solution of the equation at its singularity, where
the tan term approaches infinity and its coefficient approaches zero. This translates
into the following two conditions.

ωn
ωc

= 1 (33)

g−ω2
n lo(cθ − cθo) = 0 (34)

Since the contact frequency matches the spring natural frequency at this point, we
refer to it as the Gait Resonance Point.

These conditions lead to simple design rules for the GRP. Solving for (30), (33),
and (34), the following rules can be derived for the spring frequency and the velocity
of the GRP. The approximation of cθ = 1 was applied.

ωn = ωc (35)

vx =
2
π
√

gl0(1+ cθo) (36)

A comparison of the analytical GRP with the frequency curves is shown in
Fig. 11. A large portion of the error in the prediction is due to using the approx-
imation cθ = 1. The approximation reduces the accuracy with respect to the SLIP
model but increases the applicability to a general biped.

Thompson and Raibert suggested (35) as a first-pass rule for determining the
stiffness value of their running biped [30]. We show that this rule is accurate at a
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Fig. 11 The Gait Resonance Point targets the intersection point—at which the stiffness be-
comes effectively independent of the DF. The GRP is shown as the star, and the frequency
curves are the same curves from Fig. 7.

select speed, as determined by (36). It also serves as a good initial guess for the
numerical solutions of the SLIP Governing Equation.

The GRP offers a design target with two advantages. First, the stiffness is ef-
fectively independent of the DF; hence, we can implement different DF’s without
changing the stiffness. Second, the stiffness is determined by simple design rules,
where the spring frequency equals the contact frequency. The main disadvantage
of the GRP is in the restrictiveness of the condition. Running at a specific speed
entails a required leg-length, as expressed by (36). Fig. 12 plots the velocities and
corresponding leg-lengths for the GRP.
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Fig. 12 The GRP velocities require a specific leg-length. These calculations were based on a
leg angle of 0.4 radians.

If the GRP does not fit the desired design specifications, one can return to the
SLIP Governing Equation to determine the needed stiffness. A DF needs to be se-
lected in this case, and the aforementioned Optimal DF Formula can provide a basis
for this selection.

The next section provides a physical interpretation of the GRP behavior.
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8.1 Interpretation

As seen in (23), the vertical motion of the SLIP models a simple harmonic oscillator
during contact. Due to its symmetric boundary velocities, the contact phase will
trace an arbitrary, even sinusoidal range. This range will complete a full half-cycle
only if the initial height matches the equilibrium height. It can be shown that this
condition is satisfied only at the GRP.

Running at the GRP will therefore model a true harmonic oscillation, in which
the contact phase matches a complete half-cycle of the mass-spring. This explains
the two featured advantages of the GRP. First, the spring resonant frequency (ωn)
equals the contact frequency (ωc). Second, the stiffness value becomes independent
of the DF. The DF determines the amplitude of the oscillation, but the frequency of
a harmonic oscillator is independent of the amplitude.

Fig. 13 shows the general case, where the contact phase traces an arbitrary even
range. A change in the DF (through vz) changes the amplitude of the oscillation.
Since the contact oscillation does not match a full harmonic, a change in amplitude
produces a change in the resonant frequency as well. You can see this effect in the
figure. The GRP represents the exception, where a change in DF (and hence the
amplitude) does not change the frequency.

tc

t

z

smaller DF

Fig. 13 Traces of height during the contact phase are shown as the solid lines. The sinusoidal
curves fitting those traces are shown as the dotted lines. In this general case, changing the DF
results in a change of both amplitude and frequency. At the GRP, the contact phase matches a
full half-cycle of the harmonic; hence, a change in amplitude (due to the DF) does not result
in a change of frequency.

9 Conclusion

This work answers the following basic question: I want to design a biped robot to
run at a target speed. What DF should I design it for? And what stiffness value does
it need?

In designing a running biped, selecting a stiffness to meet a desired gait specifica-
tion is not trivial. It depends on the speed, configuration, and DF in highly-nonlinear
systems. The DF itself warrants careful consideration, given its effect on the energy
consumption and impact forces of the gait.
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It is one thing to design a compliant robot that can run stably; it is another thing
to design it for set gait specifications. This work presents formulas and design laws
that supplement the design process for such specifications.

Acknowledgements. The authors wish to acknowledge the financial support of the National
Science Foundation, grant number IIS-0535226, during the course of this work.

Appendix: The Simulation Model

The simulation system modeled a telescoping legged biped, shown in Fig. 14. The
model consists of three rigid bodies, representing the torso and two legs, connected
by a revolute joint at the hip. The feet are point-masses connected by prismatic joints
to the legs.
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z

Fig. 14 The biped model used for the dynamic simulation

A fully dynamic simulation was created. The foot-ground contact was modeled
as a rigid, inelastic contact using motion constraints. Friction was assumed sufficient
to avoid slip. For the DF tests, the model implemented the control strategy of Ab-
dallah and Waldron for running [1]. For the stiffness tests, the prismatic joints were
loaded with purely passive springs, where the springs were slightly pretensioned at
each step to compensate for the impact losses. The physical parameters modeled an
average human as shown in Table 2.

The equations of motion were generated in AutolevTM, a symbolic manipulator
for dynamics applications [18]. A C program was developed to determine the ap-
propriate constraint equations, solve for the equations of motion, and perform the
integration using a variable-step integrator. Further details on the simulation system
are available in [1].
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Table 2 Model Parameters

distance from mass inertia
hip to CM (m) (kg) (kg m2)

torso 0.34 48.3 8.12
leg 0.384 11.5 1.03
foot 0.8 (nominal) 1.0 0
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23 Unfinished Business: Impulsive Models
of Quadrupedal Running Gaits

James P. Schmiedeler and Lawrence Funke

Abstract. Ken Waldron has significantly advanced the understanding of the dynam-
ics of high-speed quadrupedal locomotion through his research work in both mod-
eling and experimentation. This paper revisits an impulsive model of quadrupedal
running gaits that Waldron developed and seeks to find all feasible steady-state gait
solutions for it. Prior work had reported only single solutions to the nonlinear sys-
tems of equations defining each gait. Using the Bertini software to implement a
homotopy continuation method, all solutions were found for the trot, pace, bound,
half-bound, and canter gaits of a biologically sized quadruped moving with a fixed
stride period in the presence of drag. New solutions were identified for the trot and
pace, and differences from previously reported solutions for the bound and half-
bound were found. The approach has not yet been successful in comprehensively
solving the transverse and rotary gallop systems of equations, so that remains a topic
of ongoing research. In general, however, surprisingly few physically meaningful
solutions were found for any gait despite the large numbers of possible solutions to
consider.

1 Introduction

During one of their first research meetings as advisor and graduate student early
in the fall of 1996, Ken Waldron handed Jim Schmiedeler a paper he had writ-
ten with Sunil Agrawal on an impulsive model of quadruped running [1]. The
paper argues that the stance phase represents a small enough percentage of the
stride period at high speeds that an impulsive model can capture the key dynamics
with adequate accuracy. Agrawal and Waldron [1] had found steady-state solutions
for several gaits using graphical techniques with their model, and Waldron’s brief
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instructions to Schmiedeler at the onset of his graduate program were to adapt the
model to investigate how drag on a running quadruped affected the phasing of the
footfalls in a gallop. Waldron hand wrote some notes to start the effort, which out-
lined how Schmiedeler could formulate a system of equations enforcing steady-state
conditions and then solve them numerically. This task would consume the next 15
months of Schmiedeler’s research effort and culminate in his M.S. thesis [4] and his
first journal publication [6].

Early in 1997, Schmiedeler had made enough progress coding a Newton’s
Method approach to solving the system of nonlinear equations characterizing the
transverse gallop to realize that he was not making any progress toward finding
physically meaningful solutions. Waldron’s suggestion to address this issue was to
pursue a continuation method that would allow one to start with a known solution to
a simpler system and then track that solution as a homotopy was used to transition
from the simpler system to the full galloping model system. Schmiedeler promptly
began reading Wampler, Morgan, and Sommese’s paper on the topic in the ASME
Journal of Mechanical Design [7], which had been published during Waldron’s
tenure as editor of JMD. A couple of weeks passed before the next group research
meeting was held with Waldron, Shankar Venkataraman, Po-Hua Yang, Chris Hu-
bert, David Orin, and a couple of Orin’s graduate students. At his turn going around
the table in Waldron’s office at the corner of Robinson Lab, Schmiedeler reported
proudly that he had solved the five-position Burmester problem in the previous two
weeks. Waldron replied with appropriate skepticism to ask why Schmiedeler had
been pursuing this problem that was completely unrelated to his research and al-
ready entirely solved. The explanation that this was in fact an example from the
continuation methods paper in JMD that Schmiedeler had used to verify his code
was working was accepted with laughter, but probably should have been the start of
his update rather than an addendum to it.

Regrettably, the story in many ways stops there because Schmiedeler never was
able to parlay his success in solving the five-position Burmester problem via con-
tinuation methods into success solving his galloping equations in a similar manner.
Instead, he ultimately found solutions using his original Newton’s Method approach
and a kind of brute force homotopy. Through a large number of code executions,
he happened onto an initial guess for the solution to the system in the absence of
drag that enabled convergence in this simpler case and then slowly increased the
drag and updated the initial guesses with prior solutions. This strategy worked for
both the rotary and transverse gallops [4] and ultimately for the trot, pace, bound,
canter, and half-bound in subsequent analysis of the vertical excursion of the mass
center in these gaits as part of Schmiedeler’s dissertation work [3]. It was always,
however, an inferior approach to Waldron’s suggestion of continuation because it
provided only one solution among the many possible and was thus highly depen-
dent on the initial guess. The present paper is an effort to correct this inadequacy of
Schmiedeler’s research under Waldron by finding all of the solutions for the various
dynamic quadrupedal gaits of the impulsive model using the rigorous approach of
continuation that Waldron had recommended early on in the research.
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2 Numerical Continuation

Recently, the numerical continuation methods described in [7] have been made read-
ily available to researchers in a free software package known as Bertini [2]. This
software takes the variables and equations of a polynomial system as input and em-
ploys a homotopy continuation method to solve for all solutions of the system. If all
of the variables are declared in the same group, as they are in this work, the total
number of possible solution paths to follow for a system can be found by taking the
degrees of each equation and multiplying them together. For example, in the system
of Eqs. 1 and 2 to be solved such that f and g are zero, the total number of possible
solution paths to follow is 4.

f = x2 − 1 (1)

g = y2 − 1 (2)

In this case, each path yields a finite solution, and they are clearly (1,1), (-1,1),
(1,-1), and (-1,-1). In more general cases, the system is not this trivial, some solu-
tions will be imaginary, and not all possible solution paths will yield finite solutions.
The systems described in the following sections range from tens of possible solution
paths to over a million.

3 Quadruped Model

The model employed here is identical to that reported in Schmiedeler’s disserta-
tion [3], and a schematic is shown in Fig. 1. The trunk is a laterally symmetric rigid
body with the center of mass located forward of the geometric center. The legs are
massless, and the shoulder joints, hip joints, and center of mass all lie in a plane.
The shoulder and hip joints are modeled as revolutes that allow rotation only in
the sagittal plane. The legs are assumed to act as pure thrust generators, with the
line of action of the leg impulse passing from the point of foot contact through the
corresponding shoulder/hip joint. (Lateral impulses, and accordingly lateral body
translations, are neglected.) Therefore, the configuration of the massless legs is im-
material, which is why they are drawn as straight lines in Fig. 1 as opposed to artic-
ulated chains. The length of these lines is the optimal working length of the legs for
providing instantaneous thrust, and the legs are constrained to operate at this length
for the infinitesimal stance phase. The geometric and inertial parameters (estimated
from [5]) of the model are provided in Table 1.

For all of the gaits modeled, the changes in trunk orientation are assumed to be
small enough to validate the small angle approximation for the roll, pitch, and yaw
angles, and the yaw angle at the initial footfall is taken to be zero since the focus is
on straight-line motion. Symmetry is assumed for the two front leg impulses and the
two hind leg impulses. A constant drag force acting through the mass center in the
direction opposite forward progression represents all energy losses in that direction.
All solutions reported here were generated for a drag force of 47 N, a stride period
of 0.4 s, and a forward speed of 3.28 m

s for comparison with results in Schmiedeler’s
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Fig. 1 Schematic views of the quadruped model from the top and side showing body dimen-
sions, the fixed coordinate frame, and a left hind leg impulse

Table 1 Geometric and inertial parameters of the quadruped model

Parameter Value Units Description

a 0.17 m Longitudinal distance, mass center to shoulders
c 0.31 m Longitudinal distance, mass center to hips
b 0.08 m Lateral distance, mass center to shoulders/hips

Lo 0.7 m Optimal working length of legs
m 33 kg Trunk mass
Ix 0.69 kg ·m2 Roll moment of inertia
Iy 3.37 kg ·m2 Pitch moment of inertia
Iz 2.94 kg ·m2 Yaw moment of inertia

dissertation [3], but the methodology could certainly be applied to examine varying
drag, stride period, and/or speed. Steady-state motion is imposed by constraining
the height of the mass center, the roll, pitch, and yaw angles and angular velocities,
and the longitudinal and vertical velocities to all be the same at the beginning and
end of a stride cycle, as marked by the initial and subsequent footfall of the left
front leg.

4 Running Gait Results

Because each running gait is characterized by different combinations of symme-
tries, the system of equations defining each gait is unique, and the differences are
identified below. The actual equations are omitted for brevity since they are already
documented in Schmiedeler’s dissertation [3]. The variables common across gaits
are listed in Table 2. Only a subset of all possible gaits are examined here because,
regrettably, the systems of equations for the transverse and rotary gallops have yet
to be solved satisfactorily using Bertini.
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Table 2 Variables appearing in the systems of equations defining the various quadrupedal
running gaits

Variable Description

t2 Time of second footfall
t3 Time of third footfall
z1 Height of mass center at start of gait cycle
uzo Vertical velocity of mass center at start of gait cycle
d f Longitudinal distance from mass center to front footfall
dh Longitudinal distance from mass center to hind footfall
θx1 Roll angle at start of gait cycle
θy1 Pitch angle at start of gait cycle
ωxo Roll angular velocity at start of gait cycle
ωyo Pitch angular velocity at start of gait cycle
i f x Horizontal component of front impulses
ihx Horizontal component of hind impulses
i f z Vertical component of front impulses
ihz Vertical component of hind impulses

4.1 Trot

With the legs operating in diagonal pairs, the timings of the footfalls in the trot
are necessarily separated by one half the stride period to achieve the imposed sym-
metry. There are only 5 equations in the system to solve for five variables: z1, i f x,
i f z, ihx, and ihz. For implementation in Bertini, though, two additional equations are
required to eliminate square roots from the original equations and achieve a poly-

nomial system. This is accomplished by defining new variables I f =
√

i2f x + i2f z and

Ih =
√

i2hx + i2hz and including Eqs. 3 and 4 in the system.

0 = I2
f − i2f x − i2f z (3)

0 = I2
h − i2hx − i2hz (4)

For the trot system of seven equations, the total number of possible solution paths
is 48, but only 24 of the solutions were finite, 18 real and finite, and 14 unique.
Of the unique solutions, ten were not physically possible due to either the initial
mass center height or the vertical component of an impulse being negative. Of the
four remaining, two were bipedal gaits - one employing only the hind legs and
the other only the front legs. Of the two meaningful solutions, one matches that
reported in Schmiedeler’s dissertation [3], and the other is a new solution shown in
Table 3. This new solution has the somewhat unusual characteristic of the hind legs
acting as brakes to oppose the forward thrust provided by the front legs, so although
physically possible, it would be an unnatural choice. Therefore, no truly meaningful
additional solutions were found for the trot using Bertini.
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Table 3 Trot solutions

Parameters New Solution Previous Solution Units
z1 0.653 0.691 m
i f x 17.512 9.407 N · s
ihx -8.112 -0.007 N · s
i f z 41.370 41.646 N · s
ihz 23.376 23.100 N · s

4.2 Pace

Similar to the trot, the pace has the lateral footfalls separated by one half the stride
period and is characterized by 5 equations in the same 5 variables. Within Bertini,
Eqs. 3 and 4 were included to yield a system with 96 possible solution paths. Finite
solutions were found for 26 of these paths, with 24 being real and finite, 12 of those
being unique, and again only 4 of those being physically possible. Two were again
bipedal solutions in which impulses were zero at either the front or hind legs. Of
the remaining two solutions, one matches the previously reported solution, and the
other is a new solution listed in Table 4 that is similar to the new trot solution in that
the horizontal component of the hind leg impulse is negative. Like the trot, then, no
truly meaningful new solutions were found for the pace.

Table 4 Pace solutions

Parameters New Solution Previous Solution Units
z1 0.648 0.723 m
i f x 21.884 5.985 N · s
ihx -12.484 3.415 N · s
i f z 41.227 41.227 N · s
ihz 23.519 23.519 N · s

4.3 Bound

With the front and hind legs operating in pairs, the bound is slightly different in that
the system contains 9 equations, but 11 variables: t3, z1, uzo, d f , dh, θy1, ωyo, i f x, i f z,
ihx, and ihz. As in Schmiedeler’s dissertation [3], the approach here is to select values
for i f x and i f z to enable solutions for the remaining variables. Once again, Eq. 4 was
used, but specifying i f x and i f z eliminated any need for Eq. 3. The resulting system
of 10 equations has 288 possible solution paths to follow. Using the selected values
of i f x and i f z from Schmiedeler’s dissertation yields 8 finite solutions, 4 of which
were also real and unique. Two of these were not physically possible because the
timing of the hind leg footfalls did not occur within the gait cycle. The other two
were unique, but very similar - identical to three decimal places and to the solution
previously reported [3]. When somewhat different values of i f x and i f z were selected
and the system was solved, two physically meaningful solutions were found again,
but they differed from each other in their values for t3, uzo, and ωyo. Table 5 lists
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the solutions for one such case in which the impulse values were taken from the
bounding solution found for the half-bound system of equations as discussed in the
following section. This suggests that there are likely two unique physically mean-
ingful solutions for the bound, but the difference between them can be negligible
depending on the specified values of the front leg impulses.

Table 5 Bound solutions

Parameters Solution 1 Solution 2 Units
t3 0.377 0.023 s
z1 0.689 0.689 m
uzo -0.598 -1.879 m

s
d f 0.170 0.170 m
dh 0.566 0.566 m
θy1 -0.067 -0.067 rad
ωyo 3.887 0.236 rad

s
i f x 0.000 0.000 N · s
ihx 9.400 9.400 N · s
i f z 40.868 40.868 N · s
ihz 23.878 23.878 N · s

4.4 Half-Bound

The half-bound is similar to the bound except that the unique footfalls of the two
front legs yield a solvable system containing 11 equations in 11 variables (t2, t3, z1,
uzo, dh, θx1, θy1, ωxo, ωyo, i f z, and ihz) provided i f x is assumed to be zero, as in [3].
Including Eq. 4 yields a system of 12 equations with 2,304 possible solution paths
to follow. Only 66 were finite, and only 16 of those were also real, all of which were
unique. Thirteen of the real solutions were not physically possible because the sec-
ond or third footfall in each occurred outside the gait cycle. Of the remaining three,
two were actually bound solutions with t2 equal to 0. The remaining valid solution is
listed in Table 6 and is new in the sense that it does not match the solution reported
in Schmiedeler’s dissertation [3]. This was a surprise to the authors, and a definitive
explanation for why the previous solution was not found using Bertini remains elu-
sive. The current hypothesis is that the previous solution did not actually satisfy all
of the equations to the necessary precision. For this numerical method, a non-zero
residual within one order of magnitude of the number of decimal places to which the
solution is reported is anticipated. In this case, the previous solution was considered
accurate to 15 decimal places, so the residual for each equation was expected to be
on the order of 10−14 or less, yet one of the equations yielded a residual on the order
of 10−13. Therefore, the current hypothesis is that the previously reported solution
is very close to being a solution to the system, but in fact falls just short of satisfying
all the equations in the system. Therefore, Bertini did not find this previous solution
but found a significantly different solution that does satisfy all of the equations to
within the expected residual.
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Table 6 Half-bound solution

Parameters Value Units
t2 0.161 s
t3 0.280 s
z1 0.728 m
uzo -0.443 m

s
dh 0.565 m
θx1 -0.227 rad
θy1 0.056 rad
ωxo -1.896 rad

s
ωyo 2.052 rad

s
i f z 40.668 N · s
ihz 24.078 N · s

4.5 Canter

In the canter, one diagonal pair of legs operates together, while the legs in the other
diagonal pair have unique footfalls. This yields a canter system consisting of 13
equations in 13 variables (t2, t3, z1, uzo, d f , dh, θx1, ωxo, ωyo, i f x, i f z,ihx, and ihz)
provided that the initial yaw angular velocity and pitch angle are both assumed to
be zero, as in [3]. Equations 3 and 4 are included for a system of 15 equations with
122,880 possible solution paths. Using the resources of Notre Dame’s Center for
Research Computing (CRC), Bertini ran for approximately 50 hours to track all of
these paths. Results showed that 201 of the solutions were finite and 53 of those were
real, with all of them being unique. Of these, only three were physically possible.
Two of the three actually represented pronk gaits because the footfall times were all
0, and the final solution matched the one previously reported [3]. Therefore, no new
solutions were found for the canter gait.

4.6 Gallop

Following the assumptions in Schmiedeler’s dissertation [3], the rotary gallop is
defined by 14 equations in 14 variables and the transverse gallop by 15 equations in
15 variables. Both systems require the use of Eqs. 3 and 4, which brings the total
system sizes to 16 and 17 equations, respectively. Like the canter, the rotary gallop
system has 122,880 possible solution paths, and the transverse gallop system has
10 times as many possible solution paths. No solutions are reported here for either
gallop system due to difficulties in their implementation in Bertini. After more than
4 times as much computation time as for the canter (8 days 16 hours), Bertini did
not yield any physically possible solutions for the rotary gallop. After 15 days of
computation, the Notre Dame CRC kills any job still running, and in that time,
Bertini failed to completely solve the transverse gallop system.
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To address these issues, the authors pursued the grouping of variables within
Bertini to reduce the number of solution paths to track in an effort to reduce the
computation time. Within the software, a single variable group can be declared for
all variables, a different group for each variable, or a combination resulting in more
than one group with one or more variables in each. For all of the results reported in
the previous sections, a single variable group that contained all of the variables was
used. In general, the use of too many or too few groups is equally undesirable. Con-
sider a system containing the equation xy− 1 = 0. If x and y are listed in the same
variable group, Bertini considers this equation to have degree 2 despite the equation
being linear in each variable. If x and y are declared in separate variable groups,
though, the equation is considered to have degree 1. Since the number of possible
solution paths is determined by multiplying the degrees of the equations together,
the manner in which the variables are declared is important. By dividing the vari-
ables in both gallop systems into 3 groups, one can prevent any two variables that
multiply each other from appearing in the same group, while also minimizing the to-
tal number of variable groups. This reduces the number of possible solution paths in
the transverse gallop system to 325,328. The rotary gallop system was divided into
the same 3 variable groups, with the obvious difference that the one variable that
appears in the transverse but not the rotary gallop was removed. This surprisingly
resulted in an increase in the number of possible solution paths to 179,668. When
these updated systems were run using the Notre Dame CRC, the opposite behavior
was observed. Bertini failed to completely solve the rotary gallop system within 15
days, so the job was killed. For the transverse gallop system, solutions were found
after a computation time of approximately 8 days; however, none of these solutions
were physically possible. Therefore, the gallop solutions remain a topic of ongoing
research, likely requiring greater expertise with Bertini through collaboration with
either Andrew Sommese or Charles Wampler.

5 Conclusions

The authors are genuinely surprised by the results presented in this paper. Specif-
ically, they anticipated that many more physically possible, if not meaningful, so-
lutions would be found at least for the more complex gaits of the half-bound and
canter. Given the nonlinear nature of the governing equations, it was unexpected
that only one or two feasible solutions would be found for each gait. With the trans-
verse and rotary gallop systems still unsolved, there is certainly the possibility that
these will yield more solutions, but one cannot anticipate that with confidence based
on the results for the simpler gaits presented here. It is also possible that the selected
level of drag and/or value of the stride period placed unforeseen limits on the sys-
tems such that more physically meaningful solutions could be found by selecting
significantly different values for these parameters.
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24   Automatic Full Body Inverse Dynamic 
Analysis Based on Personalized Body Model  
and MoCap Data 

M.J. Tsai, Allen Lee, and H.W. Lee 

Abstract. A dual mode 3D body scanning/motion capturing system has been 
developed for creating personalized 3D body model as well as capturing body 
motion. The 3D body scanned data of an actor is arranged into a customized and 
structured digital body model. The body geometric parameters such as the centroid, 
moment of inertia, and principle axes can be accurately calculated from body 
segments. In addition, kinematic parameters such as joint angles, velocities, and 
accelerations of body segments can be computed from the motion data. 
Combining both the body geometric and kinematic parameters, free body diagrams 
are employed to balance the joint forces and moments of each body segments using 
New-Euler method. Finally, a full body inverse dynamics algorithm is applied to 
analyze the captured motion data performed by the actor. The resultant joint 
forces/moments are compared to those from the literatures. The whole process is 
completed in an automatic way without manual intervention. 

Keywords: Full body Inverse dynamics, Joint force, 3D body model. 

1 Introduction 

Currently, commercial available 3D body scanners cannot capture body motion; 
whereas body motion capturing (mocap) systems cannot scan the body. Typically, 
in a mocap system, a skeleton or a fictional body model is created by a CAD 
system to analyze the body motion. Users should try very hard to register the 
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markers that are worn by a real body onto the virtual model. The tracing markers 
used in the mocap system are typical spherical in shape, causing difficulties in 
labeling and matching the markers during the computation of the 3D marker 
positions. However, for a more demanding biomechanics analysis that requires 
accurate geometric parameters such as the mass, centroid, moment of inertia, and 
the principle axes of each body segment, the fictitious model cannot precisely 
represent the real body. It is a time consuming process and a very complicated task 
to compute real human body dynamics. Up to now, there is no short cut available 
for body dynamic analysis. An automatic process that integrates real body model 
creation and motion capturing capabilities into one system is of greatest needed. 

Inverse dynamics has been wildly applied in the field of robotics and 
biomechanics. The purpose of inverse dynamics is to obtain joint reaction force/ 
moment from a given body model and motion data. In human motion analysis, the 
inverse dynamics method is normally employed to estimate joint force and 
moments during activities involving both lower extremities and upper body, such as 
impact force analysis[1], balance control[2, 3] and gait analysis [4, 5] 

3D body models are now employed in inverse dynamics analysis [6, 7]. 
Ensminger [8] used a 3D upper extremities model to determine the joint 
forces/moments during wheelchair propulsion. Liu [9] presented a 3D lower limb 
kinetic analysis based on a wireless sensor system. Yoshihiko [10] constructed a 
complex 3D musculoskeletal model to predict the muscle and tendon tensions. 
Body segment parameters (BSP) are essential inputs in the dynamics analysis of 
human motion. These parameters include the mass, centroid, moment of inertia 
(MOI), and principle axes. The conventional use of predictive equations obtained 
from cadavers or medical scanning of live subjects is one of the methods to 
calculate the parameters [11, 12]. 3D body segments can be produced by 
reconstructing the geometry from computer tomography (CT) [13]. Other 
predictive equations are using magnetic resonance imaging (MRI) [14] and dual 
energy absorptiometry [15]. Jianjun [16] showed that motion capture data can be 
used to estimate BSP by building an optimized model. 3D body scanning method 
[17] is another way to determine the BSP. 

In recent years, with the development of motion capture technology [18-20], 3D 
mocap data can be analyzed by commercial software packages for body dynamics. 
The authors’ laboratory has also dedicated to the research of 3D body technologies. 
The developed systems include a dual mode body scanning/mocap system [21] and 
an intelligent body motion processing system (iBMPS) [22]. In this paper, the 
integrated hardware and software system allows us to estimate the joint forces and 
moments via inverse dynamics computation using personalized 3D body model and 
mocap data. Both the body geometric model and the motion captured data are 
obtained by the same system; in which, BSP can be calculated by the body scanned 
data automatically, whereas the kinematic data are calculated by an two-phased 
optimized inverse kinematics algorithm [23]. 
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2 Calculation of the Geometric Parameters 

2.1 Data Structure of the Body Link 

The 3D body model is created from the dual mode optical system. Feature points on 
the body are recognized by mathematic algorithms according to the anatomic 
properties [24]. Those feature points are connected into curves that pass through 
anatomic features of the body and divide the body surface into segments. Each 
segment is then constructed as a standardized mesh structure. The vertexes of the 
mesh are called the “structure points.” They designate the body geodesic 
coordinates (BGC). The BCGs are characterized by latitudinal girths and 
longitudinal curves that similar to that of the Earth; and are normalized in nature 
that do not subject to dimensions, gender, and age. For example, the left and right 
burst points are (40, 10) and (40, 60) respectively. And the waist line is the 22th girth 
on the torso. The scanned 3D body point cloud is then condensed into a concise 
body model yet contains all the features, dimensions, and shape of the body that can 
be easily extracted. In this paper, the 3D body model is called the BGM (Body 
Geometric Model), and is recorded in the STL (Stereo Lithography) format. Hence, 
the BSP can be readily computed if the density of the link segment is known. Figure 
1 shows a structuralized body model and segmented body links. 

 

Fig. 1 The structuralized body model 
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2.2 The Closing Method of the Triangular Mesh of the Human 
Link 

The body STL (Stereo Lithography) data structure is composed of triangular 
meshes. The mesh encloses the body as a whole. However, when the body mesh is 
separated into individual segments, each mesh becomes open shape. Therefore, the 
computation of BSP should close the open sections first. There are two cases of the 
open sections: one is the structure points of the open section locate at the same girth, 
as shown in Figure 2. The open sections are located at the first and last girths of the 
link. Figure 3 shows the second case of an open section, such as the chest link, the 
structure points of the side open sections are not on the same girth. However, we can 
always add an auxiliary point Pc on a suitable location to build triangular meshes 
and close up the open sections. 

 

 

Fig. 2 The construction of the auxiliary point Pc 

 

Fig. 3 The structuralized body model 

2.3 Calculation of Geometric Parameters 

The surface of each link is composed of triangular meshes readily to calculate the 
volume of each link, we can connect the triangular mesh to the auxiliary point to 
form a tetrahedron. By summing up the volumes of all tetrahedron, we can calculate 
the volume and find the centroid of each link. 
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The MOI and principle axes (the dynamic frame) of this tetrahedron can be 
computed according to Reference [25]. Using parallel axis theorem, we can get the 
dynamic frame and MOI of each link segment by summing up all the MOI of the 
tetrahedrons. 

2.4 Verification of Geometric Parameters 

The densities of different body link segments for different human races have been 
extensively studied by many researchers and are available in the literatures [26, 27]. 
They can be used for computing the mass from the calculated volume. Once the 
densities of the link segments are known, we can compute the mass of each link and 
the body total mass to verify the computed result of geometric parameters. An 
example body model is a student in our lab. Total mass of the body model is 
69.97 kg and the real mass of the person is 72.0 kg. The percentage error is 2.81. 
Table 1 lists the verification of computed results for 21 body segments. 

Table 1 The calculation of each body link mass 

Body link kg Body link kg 
hip 16.03 neck 0.53 
waist 13.31 head 5.13 
chest 7.94   
L_scapular 2.91 R_scapula 2.99 
L_uparm 1.47 R_upArm 1.64 
L_lowArm 0.87 R_lowArm 0.99 
L_palm 0.38 R_palm 0.31 
L_grip 0.15 R_grip 0.16 
L_upLeg 4.40 R_upLeg 4.57 
L_lowLeg 2.02 R_lowLeg 2.16 
L_foot 1.10 R_foot 0.95 
Total mass of the model 69.98 
Real mass of the human body 72.0 
% error 2.81 

3 Calculation of Kinematic Parameters 

A body kinematic model (BKM) is created by assigning a specific joint type 
between two adjacent body segments, as shown in Fig. 4(b). Depending on the 
anatomic location and motion characteristic, each joint has 0 to 4 degrees of 
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freedom to reproduce the relative movements. The BKM has 48 DOFs in total; it 
contains five kinematic chains: a trunk and four limbs. The trunk has allocated eight 
DOF, four to the waist, and four to the neck. Eight DOFs are assigned to both arms 
and legs. For each of scapula joint, 4 DOFs are also assigned. For any 4-DOF joint, 
the first three are revolute pairs in yaw-pitch-roll order and the last DOF is modeled 
as a prismatic pair in the direction of the third (roll) axis. Joints with less than four 
DOF are all revolute. The joint assignment is given in Figure 4. Before motion 
capturing, each body link segment is affixed at least one marker. During body 
scanning, the location of the marker with respect to the link is automatic registered. 
So that the position of each body link can be computed once the attached marker is 
recognized. 

3.1 Kinematic Parameters of the Base Link 

The base link of the body model is chosen as the hip link. The motion data 
representing the location of link N to the origin (L2O) is given by a homogeneous 
transformation matrix: 

11 12 13

21 22 23

31 32 33

2

0 0 0 1

x

y
N

z

r r r d

r r r d
L O

r r r d

 
 
 =
 
 
 

 (2)  

Where the upper left 3x3 sub-matrix [rij] is the rotational part of the transformation, 
and d is the translation between the link and the origin. First, the fix angles 
yaw-pitch-roll (ψ, θ, φ) are obtained from the rotational matrix [28]: 

 

 

Fig. 4 Human body models: (a) Body segments of the BGM. (b) Kinematic chains and joint 
axes of the BKM. 
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2 2
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21 11tan 2( , )
cos cos

r r
Aψ

θ θ
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32 33tan 2( , )
cos cos

r r
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θ θ
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Using numerical analysis, the angular velocity and angular acceleration are 
calculated by taking the differentials of the fixed angles. The velocity and 
acceleration of each link can be obtained as well by taking derivatives of the 
translational part of the matrix. The first order differential is computed from the 
central difference by Equation (7) [29]. We can use this equation again to get  
the second order differentials. 

( ) ( )' 4
0 2 1 1 2

1
8 8 ( )

12
f f f f f O h

h
θ − −= − + − + +   (7) 

O(h4) is the error term, and h is the step length. Where f1 is defined by: 

1 0( )f f hθ≡ +   (8) 

3.2 Kinematic Parameters of All Joints 

Figure 5 shows the relation between the kinematic frame and dynamic frame. The 
definitions of the D&H parameters are listed in Table 2. In this paper, we use  
the convention that the Nth coordinate system in the kinematic frame is located on 
the Nth axis with Zn lies along the axis and Xn lies along the common normal of axes 
N and N+1. The transformation between the dynamic frame to the kinematic frame 
of the link is given by Ln. 

Table 2 Definitions of the D&H parameters 

D&H parameters Definitions 
aN Link length 
αN Twist angle 
rN Offset 
θN Joint angle 

 
Now we can derive the angular velocity of the axis N in terms of the joint angle 

θN, which is obtained from the inverse kinematics process by [23]. 

1N N N Nω ω wθ−= +   (9) 

For prismatic joint: 

1N Nω ω −=   (10) 
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Fig. 5 Definitions of the kinematic and dynamic frames 

Where wN is the unit direction vector of the axis N. Differentiate Eq. (10), we can 

get angular acceleration Nω  of the link and the linear acceleration aGN of the link 
centroid by the following equations. 

1 1

d

dt
N

N N N N N N N

ωω ω w w wθ θ− −= = + + ×                 (11) 

for prismatic joint: 

1NN NNω ω −=    (12) 

ON Na ρ= 
  (13) 

( )GN N N N N N Na ρ ω ω ω= + × + × ×     (14) 

4 Full Body Inverse Dynamics 

This section introduces the procedure to calculate the full body inverse dynamics 
(FBID). Newton-Euler method is used to calculate the joint force/moment of the 
body model. Similar to that of Reference [30], the recursive Newton-Euler method 
is divided into two parts, and each part is composed of two steps. 

4.1 Part I of the Newton-Euler Method 

Part I(a) of the Newton-Euler method is to find the kinematic parameters of each 
links by beginning with the base link and work out to the end-effector and load. The 
kinematic parameters obtained previously were referred to the global frame. For 
recursive computation purpose, they should be expressed in Nth kinematic frame. 
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Referring to Figure 5, KN is the transformation from frames N to N-1:. 
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We can separate the transformation matrix into a 3 3× rotation matrix and a 3 1×  
translation vector. The above equation can be rewritten as: 
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Where VN and UN represent the rotations from frames N to N-1 along axis kN and iN-1 
respectively. SN is the translational vector between the frames. 

Now all the kinematic parameters should be referred to the N kinematic frame. 
Use subscript to denote the parameter of this axis, and superscript for the frame it 
refers to. Since axis N lies along the z-axis of the kinematic frame N, we have 

N
Nw k=   (17) 

1
N T T
N N Nw U V k− =

 

(18) 

1
N N
N N Nω ω kθ−= +   (19) 

1
1 1

N T T N
N N N Nω U V ω −

− −=  (20) 

The superscript “T” means the transpose (and hence, the inverse) of the matrix. 
Similarly for the angular acceleration: 

1 1 1
N N N
N N N N Nω ω k w kθ θ− − −= + + ×  

 

(21) 

1
1 1

N T T N
N N N Nω U V ω −
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(22) 

for prismatic joint 

1
1

N T T N
N N N Nω U V ω −

−=

 

(23) 

1
1

N T T N
N N N Nω U V ω −

−= 

 

(24) 
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Acceleration of center of mass 

( )
N N N

N N N N N N N
GN N N Na ρ ω ω ω= + × + × ×     (25) 

Part I(b) of the Newton-Euler Method is to find the resultant forces and moments on 
each link from the given kinematic parameters. Newton-Euler’s equation is given 
by: 

G

G G

F ma

M I ω ω I ω

=


 = + ×



 
  (26) 

where F, M are the external force and moment, respectively; IG and m are the inertia 
matrix and mass of the link respectively. 

Euler’s equations are written relative to the dynamic frame. In Part I(a), we 
transfer the kinematic parameters from global frame O to the kinematic frame N. If 
we want to use these equations, we need to modify Eq. (26) so that it can be used in 
the kinematic frame. 

The transformation from dynamic frame to kinematic frame is: 

n NP L P ′= +    (27) 

Where P’ is the position of a point in the kinetic frame and P is the position of that 
point in the kinematic frame. 

So we can modify Equation (26) to be referred to the N kinematic frame. 

N N
N N GN

N G N N N N N
N N N G N N G N

F m a

M L M J ω ω J ω

 =


 = = + ×  

  
(28) 

where N
GJ is the inertia matrix transformed to the kinematic frame: 

N T
G N G NJ L I L=   (29) 

4.2 Part Two of the Newton-Euler Method  

Having been modified and referred the Newton- Euler equations to the kinematic 
frame, we can apply the equations for the inverse dynamics problems. Step II(a) 
begins with the end-effector and external load and works back to the base link, then 
does a free body analysis on each link until all forces and moments of every link in 
the chain are known. Step II (b) determines joint force or moment for each link 
segment. 

The end-effectors of the body model are the head, both hands, and both feet. We 
can solve the forces and moments by balancing if any external loads applied on the 
end-effectors are known. For a typical body motion, the unknown force/moments 
are the reactions from the ground. If two feet are all touch the ground, we have more 
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unknowns than available equations, so that the problem cannot be solved without 
further assistants or assumptions. Nevertheless, when one (or no) foot touches the 
ground, the balance force of the lower limbs can be solved if the forces/moments of 
upper limb chains are known. The flow chart of FBID, according to the four 
ground-touching cases, is depicted in Figure 6. 

 

 

Fig. 6 Flowchart of the FBID 

For case 1, the right foot touches the ground, the FBID starts from either of the 
two hands, head, and left foot to the hip and finally to the right foot. The second case 
happens when right foot lifts up. We can start the FBID from two hands, head, and 
right foot to the hip and finally to the left foot. For case 3, both feet touch the 
ground, we apply the smooth transition assumption (STA) [31] to the walking 
motion. The STA was proposed to solve the indeterminate problem of double 
support phase in a walking motion. In the last case, for which the subject jumps into 
the air, we can start the FBID from all end-effectors of the body model and find the 
resultant force of the base link (the hip). 
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Fig. 7 The free body diagram of our two force link with kinematic frames 

For a two force link as an example shown in Figure 7, the Newton/Euler 
equations of based on the kinematic frame are derived as: 

1
N N N N

N N N GN N NF F m a m g+= + +                              (30) 

1 1 1( )N N N N N N
N N N N N N N N

N N N N N
G N N G N

M M F ρ ρ F

J ω ω J ω
+ + += + × − − + ×

+ + ×

 


        (31) 

4.3 Motion Tracking Experiments 

To get the body geometric parameters, we first scan the person and then create a 
personalized body model. For the kinematic data, our system can also track the 
markers for the motion data. Figure 8 shows a person wearing a leotard with 
markers on the body. Figure 9(a) shows the actor is under scanning, and (b) is under 
motion capturing by using the dual mode D2000 system. 

4.3.1 Lifting Feet Experiment 

During the experiment, the person walks slowly by lifts his feet alternatively. We 
calculate the ankle joint force and compare the results from literatures. The total 
weight which one foot withstand during normal walking speed is about 1.5 times 
the body weight and 2 to 3 times the body weight during running [32]. We can 
calculate his right (left) ankle joint force when he lifts his left (right) foot highest in 
the air. 
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Fig. 8 (a) Front view of the actor, (b) Rear view of the actor wearing leotard with markers 

  

Fig. 9 (a) The actor is under body scanning, (b) under motion capturing 

Table 3 lists the resultant force in the z component of both ankles on their 
kinematic frames. The force magnitudes are shown in Newton and kgf. The third 
column lists the ratio of forces divided by the personal body weight for comparison. 
The ratios of both feet are around 1.5. This is quite compliance to the values in the 
literatures. 

Table 3 The joint force of ankle in z-direction 

Body link Newton (kgf) ratio 
L_ankle_z 1021.0 (104.13) 1.45 
R_ankle_z 1047.5 (106.83) 1.48 
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4.3.2 Walking Experiment 

Now we will apply the smooth transition function to the walking motion. By using 
the STA assumption, we obtained the ankle joint force in a complete gait cycle as 
shown in the left side of Figures 10 to 12. The calculated moments of ankle joint are 
shown in the left side of Figures 13 to 15. For comparison, the right side of the 
figures shows the results from Reference [31]. 
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Fig. 10 Ankle joint force in x direction 
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Fig. 11 Ankle joint force in y direction 
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Fig. 12 Ankle joint force in z direction 
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Fig. 13 Ankle joint moment in x direction 
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Fig. 14 Ankle joint moment in y direction 
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Fig. 15 Ankle joint moment in z direction 

4.3.3 Jumping Experiment 

For the case of both feet in the air, we still can calculate the force and moments of 
the hip link from upper body and lower body. Figure 16 shows the z-component of 
the Hip position in a jumping motion. The person jumped in the air at time frames 
57 to 71. 
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Fig. 16 The height of the Hip 

Figure 17 shows the resultant forces and moments, respectively, of the Hip 
during the jump-in-air time frames. The non-zero values illustrated the Hip didn’t 
balance, and the inverse dynamics computation gave incorrect results. 
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Fig. 17 Resultant force and moment of the Hip link 

5 Discussion 

In this study, the joint forces and moments of the full body can be estimated by the 
motion capture data, using personal BSP in an efficient and fully automatic 
approach. However, there are still some problems needs to discuss. 

1. The estimated joint forces and moments of the full body dynamics in this study 
are found good match to the results of literatures in the sagittal plane only. They 
have less accuracy in other two coordination planes. Since the result calculated in 
reference [31] also have quite different patterns in other planes when comparing 
with the force plate data, this indicates that the smooth transition assumption 
didn’t suitable for everybody and may need modification according to 
individuals. 

2. The non-zero values of resultant force/moment on the Hip during jump-in-air are 
incorrect, since they should be zero for balancing. There might be some reasons 
leading to such errors. First, the raw motion data have not yet been properly 
filtered and smoothed; this would introduce error during numerical 
differentiations; and great care should be taken on applying numerical method. 
Second, the frame rate of the capturing system is 30Hz; it might not be high 
enough for fast movement like jumping. Third, the dynamic modeling in this 
study only considered the external forces. The internal effects, such as the joint 
actuation torque, compliance, and damping produced by the muscles are not 
considered. The person jumped into the air and may activate muscles to change 
his postures. Those factors may influence the resultant joint torque to be 
balanced at the instant. It is suggested a more rigorous modeling technology 
should be applied to accurately estimate the internal joint force. And a more 
elaborated method is of greatly anticipated for the evaluation of the internal 
actuations. For example, if the Hip link should be balanced by the internal 
actuations, does it offer a clue to estimate the dynamic parameters of muscular 
stiffness and damping coefficient by the given inertia and motions? 

6 Conclusion 

Traditional FBID method needs two sets of apparatuses, one for body scanning to 
create body model, the other is for body motion tracking. Engineers should struggle 
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with laborious works of labeling the markers, registering markers on the body, and 
assigning BSP, etc. In this study, the developed software integrates a dual mode 
3D body scanning/motion capturing capabilities that can create 3D personalized 
body model, capture body motion, and analyze the body’s motion data. The system 
can solve inverse dynamics problem fully automatically without manual 
intervention. With our standardized body model, geometric parameters that are 
required for biomechanics analysis can be computed accurately without tedious 
measurement and assignment. 

After all, this preliminary study is just a pilot run on the newly developed 
system; it still requires further rigorous testing and verification. However, this 
study postulates a convenient technique for FBID analysis and provides a novel 
tool for analyzing the 3D body motion data. It is believed these features would 
quickly become a trend and be accepted by the fields of dancing and athletics, 
biomechanics, apparel design animation, and rigorous amusement in which the 
body model and motion data should be unified and generated from the player 
himself. 
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25   Lower-Limb Muscle Function in Human 
Running 

Anthony G. Schache, Tim W. Dorn, and Marcus G. Pandy* 

Abstract. This paper provides a brief summary of work completed to date in our 
research laboratory investigating lower-limb muscle function during human 
running. Muscle function has been evaluated using a variety of methods, including 
muscle electromyography, inverse dynamics, and computational musculoskeletal 
modeling.  It is evident that the coordination amongst the major lower-limb 
muscles changes considerably when running speed is progressed from jogging 
through to maximum sprinting.  The ankle plantarflexor muscles appear to have a 
dominant role up to running speeds of around 7 ms-1.  For running speeds beyond 
7 ms-1, the hip flexor and extensor muscles become far more critical.  These 
findings provide insight into the strategies used by the lower-limb muscles to 
maximize running performance and have implications for the design of injury 
prevention programs. 

1 Introduction 

Running is a fundamental skill.  It is a critical requirement for almost all sporting 
activities.  Understanding the biomechanical function of the major lower-limb 
muscle groups during running is important for improving current knowledge 
regarding human high performance as well as identifying potential factors that 
might be related to injury.  There are a variety of methodological approaches that 
can be taken to study lower-limb muscle function during running, including: (a) 
the measurement of muscle electromyographic activity [1, 2]; (b) the use of 
inverse dynamics to determine lower-limb joint moments of force (or torques), net 
joint powers, and work [3,5]; and (c) the use of computational musculoskeletal 
modeling to calculate certain parameters that cannot be directly measured via non-
invasive experiments [6,9].  Our research group has applied a combination of 
these approaches to address several research questions of primary interest, for 
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example: Which lower-limb muscles are most important for increasing running 
speed? and How does faster running influence the mechanics of certain biarticular 
muscles, such as the hamstrings?  Herein we provide a summary of some of the 
main findings from work completed to date. 

2 Overview of Experimental Methods 

Data were collected from nine healthy adult runners (five males, four females; age, 
27.7±8.0 years; body mass, 73.1±8.6 kg, height, 176±7 cm).  Each participant ran on 
an indoor synthetic running track at four discrete steady-state running speeds: slow 
running at 3.5 ms-1 (N=9), medium-paced running at 5.0 ms-1 (N=9), fast running at 
7.0 ms-1 (N=8) and maximal sprinting at 8.0 ms-1 or greater (N=7).  Small reflective 
markers were mounted at specific locations on the trunk, legs and arms and the 
marker trajectories were recorded using a three-dimensional motion capture system 
(VICON, Oxford Metrics Ltd., Oxford, UK).  Ground reaction forces were 
measured using eight force plates (Kistler Instrument Corp., Amherst, NY, USA).  
Lower-limb muscle electromyographic data were acquired using a telemetered 
system (Noraxon Telemyo 2400T G2, Noraxon USA Inc., Scottsdale, AZ, USA). 

3 Lower-Limb Muscle Function with Increasing Running 
Speed 

To determine which muscles are most important for increasing running speed, we 
initially applied an inverse-dynamics approach to calculate the torques, net powers 
and work done at the lower-limb joints [4].  The most substantial increases in 
magnitude were displayed by the sagittal-plane torques, net powers, and work 
done at the hip and knee joints during the terminal swing phase of the stride cycle.  
For example, when running speed changed from 3.5 ms-1 to 9.0 ms-1, the peak hip 
joint power generation and the peak knee joint power absorption during terminal 
swing increased 12.1-fold and 8.1-fold, respectively.  In contrast, the work done at 
the knee joint during the stance phase of the stride cycle was not affected by 
running speed, whereas the work done at the ankle joint during stance increased 
when running speed changed from 3.5 ms-1 to 5.0 ms-1, but plateaued thereafter.  
In terms of lower-limb muscle function, this study revealed that in order to 
progress running speed towards maximal sprinting the increase in biomechanical 
load generated by the hip flexor and extensor muscles during the swing phase of 
the stride cycle was substantially greater than that generated by the knee extensor 
and ankle plantarflexor muscles during stance. 

While our inverse-dynamics analysis generated some important and interesting 
observations, the ability of this approach to quantify the biomechanical load 
experienced by an individual lower-limb muscle is limited by the mechanical 
redundancy of the human musculoskeletal system.  In other words, because many 
muscles cross each lower-limb joint, a net joint torque can be satisfied by an 
infinite combination of muscle forces.  It is therefore not possible to discern the 
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actions of individual muscles from net joint moments alone [10].  Hence, our next 
step was to apply computational musculoskeletal modeling [6].  Such an approach 
allows the contributions of individual lower-limb muscles to joint and center-of-
mass accelerations to be determined, information which perhaps best describes the 
functional role of a muscle. 

When running speed progressed from slow to fast, stride length displayed a 
greater percentage increase in magnitude than stride frequency; however, beyond 
7.0 ms-1 the opposite occurred.  This result is consistent with what has been 
reported by others [11].  Thus, faster running is initially achieved by increasing 
stride length at a greater rate than stride frequency, but eventually a threshold is 
reached and a shift in strategy occurs whereby the progression to maximum 
running speed is achieved by increasing stride frequency at a greater rate than 
stride length.  Our computational modeling indicated that the ankle plantarflexor 
muscles were primarily responsible for this strategy shift.  Specifically, for 
running speeds up to 7 ms-1, the ankle plantarflexors (i.e., the gastrocnemius and 
soleus muscles) provided a significant contribution to vertical support and hence 
increases in stride length.  For speeds beyond 7 ms, these muscles likely shortened 
at relatively high velocities and had less time to generate forces needed for 
support.  Consequently, running speed was progressed to maximum by having the 
hip flexors and extensors (i.e., the iliopsoas, gluteus maximus, and hamstring 
muscles) accelerate the hip and knee joints more vigorously during swing, thus 
increasing stride frequency.  These findings offer insight into the strategies used 
by the lower-limb muscles to maximize running performance.  The function of the 
ankle plantarflexor muscles appears critical, and it could be theorized that a key 
difference between elite and sub-elite sprinting athletes relates to the rate at which 
these muscles produce maximum force [12].  Compared to their sub-elite 
counterparts, elite sprinters may have the capacity to produce maximum force 
from the ankle plantarflexor muscles in a much shorter period of time, thus 
allowing them to reach higher speeds of running before needing to shift strategies. 

4 Hamstring Muscle Function during Sprinting 

One consequence of the switch to a hip-dominant strategy as running speed 
approaches maximum sprinting is that the magnitude of the forces (gravity and 
centrifugal) acting about the hip and knee joints during the terminal swing phase 
of the stride cycle increase dramatically.  Large ‘external’ hip flexor and knee 
extensor torques are produced, which are primarily opposed by the hamstring 
muscles.  It is therefore not surprising that the majority of hamstring muscle 
strain-type injuries occur when running at maximal or close to maximal speeds 
[13].  In order to aid in the development of rehabilitation and prevention strategies 
that are specific to the mechanism of injury, musculoskeletal modeling has been 
used to understand the mechanics of the human hamstring muscles during 
sprinting by our research group [14] and others [15, 16].  The consistent finding 
from all studies completed to date is that during the terminal swing phase of the 
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stride cycle the hamstrings reach peak muscle-tendon unit stretch, produce peak 
force, and perform much negative work (energy absorption).  It has therefore been 
proposed that for sprinting the biarticular hamstrings are at greatest risk of injury 
during terminal swing when they are contracting eccentrically [17].  Such a 
proposal is consistent with what has been concluded from two independent case 
studies that analyzed biomechanical data collected during an acute in vivo 
hamstring muscle strain-type injury [18, 19].  The main implication is that 
interventions for rehabilitating and preventing hamstring strain injuries should be 
biased towards fast eccentric contractions performed at long muscle-tendon unit 
lengths. 

5 Summary and Future Directions 

This review has provided a brief summary of work completed to date in our 
research laboratory investigating lower-limb muscle function during human 
running.  Evidence has been presented demonstrating that the coordination 
amongst the major lower-limb muscles changes considerably when running speed 
is progressed from jogging through to maximum sprinting.  Our future work is 
directed at investigating lower-limb muscle function for continuous maximal 
accelerations and comparing results to those already obtained by analyzing a 
spectrum of discrete steady-state speeds.  We are currently also using ultrasound 
imaging to directly evaluate muscle-fiber strain, and endeavour to integrate such 
measurements with a computational modeling approach to generate a more 
complete understanding of lower-limb muscle function during running. 
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26   Toward Broader Education in Control 
System Design for Mechanical Engineers: 
Actuation System Selection and Controller  
Co-design   

K. Srinivasan 

Abstract. Control system design education for mechanical engineers, in its current 
form, focuses primarily on control algorithm design. We argue here that control 
system design is performed best when it is broadened to include requirements 
development and actuation system design, to be performed jointly with design of 
the control algorithm. We review practices in specifying control system 
performance and capabilities of actuation technologies for control applications. An 
existing unifying framework for representing actuation system capabilities and 
their selection for applications of interest is presented and assessed. Developments 
needed for an improved methodology for actuation system selection are 
enumerated. First, actuator comparison must be extended to include system-level 
characterization of performance. Second, mechanical actuation applications 
should be classified in more generic terms and application requirements framed 
accordingly. Third, compilation of performance characteristics for actuators and 
actuation systems need to be more comprehensive and better linked to underlying 
technological limitations. 

1 Motivation and Introduction 

Control system design education for mechanical engineers, as currently 
implemented, focuses primarily on control algorithm design and underemphasizes 
the selection and design of mechanical actuation systems, as well as the 
formulation and significance of performance requirements for different 
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applications. We focus here on applications requiring high performance and 
closed loop control because of the unique associated knowledge base. In typical 
undergraduate controls curricula, students are ‘given’ the mechanical actuation 
system and load, and system performance requirements ostensibly suited to the 
application, and the bulk of their efforts is directed at modeling and analysis of  
the given physical system, and feedback control algorithm design to best meet the 
performance specifications. Issues related to the selection of the actuation system, 
both the technology of actuation and the sizing of the actuation system 
components, are essentially underemphasized and, in most cases, avoided. In 
graduate controls courses, as a rule, the emphasis on control algorithm design is 
even greater, since the control applications studied are chosen intentionally to be 
more demanding in terms of performance in order to illustrate the need for more 
sophisticated control algorithms. As in undergraduate courses, the selection/design 
of the mechanical actuation system is usually not considered. Actuators and 
actuator selection are usually considered in classes on mechatronics, but the 
emphasis in these courses is on familiarizing students with multiple actuation 
technologies and quantitative understanding of the static and dynamic 
performance of these technologies. Issues such as rational procedures for selection 
of actuation technologies based on desired performance specifications are rarely 
addressed, and considerable weight is placed on conventional practice in 
performing the task. The more narrowly defined task of sizing actuation system 
components is usually structured so as to meet basic performance requirements 
such as maximum loads, accelerations or velocities appropriate for the application, 
rather than a more complete set of performance requirements characterizing an 
acceptable level of dynamic performance.  

In the current educational context of interest then, to take an example, if we are 
considering the feedback control of slide position on a machine tool, 
determination of control system performance requirements based on machine tool 
use, and selection of the appropriate actuation technology, e.g. hydraulic power 
versus electrical power, based on the performance requirements, would be rarely 
addressed by the student. Instead, the actuator for the application would be 
specified, usually reflecting prevalent engineering practice, and would be 
considered as part of the plant being controlled. The emphasis in most cases would 
then be on modeling and analysis of the given plant’s dynamic response, and 
synthesis of the appropriate control algorithm to achieve the specified closed loop 
performance. In mechatronics courses, selection of the actuation technology is 
considered as a task performed prior to and largely independently of the rest of the 
control system design. Sizing of the actuator itself based on performance 
specifications related to needed force/torque/power/motion is relatively 
straightforward once the actuator type has been chosen, and is usually treated 
adequately.  

The focus of control design being on control algorithm design, and the 
perspective on actuator selection as a function undertaken prior to controller 
design, reflects current industrial practice where actuation system selection is 
viewed as part of the mechanical design of the system. The role of the control 
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system designer is seen as beginning after mechanical design decisions have been 
made, and the task of the control system designer is seen as getting the best 
performance from the chosen design hardware, rather than helping select the 
actuation type and hardware as well to best match the desired system performance. 
The current emphasis on control algorithm design reflects appropriately the 
knowledge-intensive nature of the control algorithm design task, the largely 
manual performance of that task in current practice, and hence the need for 
practitioner and student competence in this skill.  

The central premise of this paper is that control system design is performed best 
when specification of the desired performance of the control system, selection of 
the actuation technology and sizing of the actuator, and design of the control 
algorithm are carried out jointly, with full awareness of the interactions between 
different aspects of the overall design. Such an approach offers potentially greater 
returns in terms of achievable system performance, and the corresponding skill 
would be valued as a higher-level skill by employers of controls engineers. We 
argue here that education in the broader control system design function, involving 
performance requirements development for applications and mechanical actuation 
technology and actuator selection/design to best match the application 
performance requirements, will also help better develop the student’s problem-
solving and synthesis skills and appreciation for engineering applications. 
Especially in a context of evolving actuation technology and newer applications, 
such skills would be highly valued, as there is little by way of documented 
engineering practice to guide actuation technology selection and actuator design in 
such emerging areas. Consequently, developing the higher level synthesis skills 
inherent in the broader approach to control system design is a way for controls 
engineers to continue to provide value in complex design environments involving 
emerging technologies as well.  

This perspective on control system design education may also be viewed as 
being responsive to some of the stated requirements for successful industry 
deployments of new control technology across multiple application domains 
identified in a recent state of the art review titled "The Impact of Control 
Technology - Overview, Success Stories, and Research Challenges" (Samad and 
Annaswamy, 2011), and published by the IEEE Control Systems Society. Quoting 
from this study: "Despite its maturity as a discipline, control engineering is often a 
technology that is considered only after the plant has been designed. The design of 
a plant such that it can be effectively controlled is still rare in many applications." 
Emerging needs identified include "co-design of plant, sensors, actuators, and 
control for desired closed-loop performance". The improved awareness on the part 
of the control engineer of the context within which control is to be exercised that 
would result from such an approach will also enable development of control 
algorithms more likely to lead to effective implementations. While the cited study 
stated the need as common across multiple application domains, we argue here 
specifically that broadening control system design education to include such co-
design of the actuator and the plant, in the application domain of mechanical 
system control, is important for mechanical engineering students and would allow 
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them to bring more value to their function as control engineers. We consider the 
status and capabilities of tools for such co-design in the following section. 

Practices in specifying control system performance and capabilities of actuation 
technologies for control applications are reviewed in the following section. An 
existing unifying framework for representing actuation system capabilities and 
their selection for applications of interest that is being used with some success in 
recent years is then presented and assessed. Developments needed for an improved 
methodology for actuation system selection are enumerated in the final section, 
and constitute our goals for ongoing work in this area.  

2 Practices in Performance Requirements Development  
and Assessment of Actuation Technologies 

Development of detailed control systems performance requirements for specific 
applications is usually the province of application engineers, requires considerable 
awareness of all aspects of these applications, and is very much a context-
dependent task that varies significantly from one application to another. 
Documentation resulting from such work is usually information proprietary to the 
organizations performing the work. As such, this function is best viewed as one 
that is appropriately learnt on the job and in the context of organization-specific 
practices. Consequently, the fact that there is little by way of open technical 
literature on methodologies for performing this function is only to be expected, 
and the fact that the topic is usually not part of academic curricula is not a 
shortcoming that we see the need to address here. It is useful however to see how 
capabilities of competing actuation technologies are assessed or represented in 
practice, and to see what implications such practices have for the education of 
control engineers.  

Figure 1 represents the relative capabilities of two established actuation 
technologies, electrohydraulic (EH) and electromechanical (EM), in terms of the 
power level and speed of response of actuation, as seen by Moog, an aerospace 
control systems vendor (Maskrey and Thayer, 1978). The lower boundary 
represented the limits on the capabilities of electromechanical actuation at the 
time, whereas the upper boundary represented limits on the capabilities of 
electrohydraulic actuation. The aerospace control applications noted on the figure 
were amenable therefore primarily to electrohydraulic actuation at the time of the 
publication of the cited reference. The measures used to represent power level and 
speed of response were stated therefore in terms meaningful only for 
electrohydraulic actuation, more specifically, a servovalve or a pump (for 
hydrostatic drives) controlling fluid flow to an actuator which powered the load 
motion.  Power level was presented in terms of horsepower corresponding to a 
3000 psi pressure drop across the valve or pump, or in terms of flow rate in gpm 
for a valve pressure drop of 1000 psi. The speed of response was presented in 
terms of the frequency corresponding to which the servovalve frequency response 
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had a 90º phase lag. It should be noted in particular that the axes are in log scale, 
with multiple decades along each axis.  

The association of any named application on the figure with the corresponding 
power level - speed combination has more significance on how this application 
compares with another application, rather than the narrowly defined absolute 
region on the space the application occupies. So, for instance, missile fin position 
control usually requires much higher speeds of actuator response than aircraft 
primary flight control and usually involves much lower power levels. The ranges 
of response speeds and power levels of flight control systems can themselves be 
wide. While Figure 1 did present useful information on the relative capabilities of 
different actuation technologies and the relative actuation needs of a variety of 
applications, its principal utility in the manner presented was in relating 
applications to the capabilities of the electrohydraulic actuation hardware that 
would be required for these applications. The perspective was also one of 
informing the user of these systems, and hence the customer of the control systems 
vendor, of the appropriateness of the actuation systems for the applications noted. 
The reliance upon open loop specifications in terms such as flow rates and 
servovalve phase lag that are related only to electrohydraulic actuation limits the 
utility of the results in situations requiring evaluation of alternative actuation 
technologies. In fact, actuation needs of applications are really better stated in 
terms of closed loop performance specifications on the speed of response rather 
than open loop specifications, as such specifications can be independent of 
actuation technology. Such a specification on the actuation closed loop speed of 
response is used in Figure 2, also reflecting the same control systems vendor 
perspective (Thayer, 1988) and this representation is therefore more useful. The 
variety of actuation technologies considered is also broader, and includes 
electropneumatic (EP) actuation, and electropneumohydraulic (EPH) actuation. 
The representation serves the purpose of showing that, at the time of the 
publication, electrohydraulic actuation continued to have significantly more 
capability than electromechanical actuation for aerospace applications.  

Figure 2 is more useful than Figure 1, but it shares a critical lack of 
transparency on how the limiting envelopes shown for any of the actuation 
technologies were determined. Since the limiting envelopes are really closed loop 
system-level characterizations, they depend on the characteristics of all of the 
system components as well as the control algorithms for the closed actuation 
loops. Since the component characteristics, and the analysis and design methods 
used to determine the closed loop control algorithms corresponding to the 
performance envelopes, are not specified by the hardware/systems vendor, there is 
a resulting lack of transparency. Taking valve controlled electrohydraulic 
actuation as an example, the closed loop actuation system characteristic (actuated 
load dynamics in Figure 2) depends on the characteristics of the servovalve, 
actuator (e.g. piston or fluid motor), sensor(s), motion converter if used, (e.g. ball 
screw), and the control algorithm used for closed loop control, and hence depends 
on a large number of variables related to the actuation that are not specified. Since 
transparency is important in educational settings, the issue of how best to 
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represent system-level capabilities of any actuation technology meaningfully for a 
variety of applications, while maintaining transparency, needs to be resolved. We 
note, however, that the characterization of actuation technology capabilities at the 
system level, as in Figures 1 and 2, is important and should be retained in any 
representation of actuation technologies that is used for design support. 

 

 

Fig. 1 Aerospace application performance requirements (Maskrey and Thayer, 1978) 

Yet another consideration in representing the capabilities of actuation 
technologies is that different applications require emphasis on different measures 
of performance. While power levels and speeds of response are highlighted in 
Figures 1 and 2, applications may emphasize other aspects of performance, such 
as weight, size, cost, efficiency, duty cycle, reliability etc, and may also allow 
effective comparison of actuation technologies. Environmental considerations may 
emphasize other requirements such as temperature, vibration/shock limits, nuclear 
hardening, EMI etc. Business and support issue considerations such as service 
requirements, reusability, environmental impact, and ownership are important as 
well, though they may not all be amenable to quantification. It is important 
therefore that comparison of actuation technologies accommodate a variety of 
performance measures. 
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Other comparisons of different actuation technologies on a set of common 
performance measures have also been reported, either in the context of a specific 
application such as robotic actuation (Hollerbach et al., 1992), a specific type of 
actuation such as microactuation (Fukuda and Menz, 1998) or MEMS actuation 
(Bell et al., 2005), or by way of comparing one or more emerging actuation 
technologies with other actuation technologies (Kornbluh et al., 1998). Hollerbach  
et al. (1992) compare the performance of a variety of technologies for macrorobotic 
applications including established technologies such as hydraulic (electrohydraulic), 
electromagnetic (electromechanical), and pneumatic (electropneumatic), and 
emerging technologies such as piezoelectric, shape memory alloy (SMA), 
polymeric, and magnetostrictive actuation. The different actuation technologies are 
considered with a view to understanding the source of limitations on actuation 
technologies and industrial design and manufacturing practices, and comparisons are 
done both at the actuator level and at the actuation system level. Typical of the 
insights into actuation technologies are observations such as i) an electric motor's 
torque/mass ratio depends on electromagnetic design whereas its power/mass 
depends also on the limitations of the power electronics and ii) electric motor 
currents are limited by the motor's ability to dissipate the heat generated at the 
windings. Representative actuator level comparisons of the different technologies in 
terms of stress, strain, strain rate (S.R.) and mechanical efficiency (M.E.) are listed 
in Table 1, the numbers being derived from a combination of sources such as 
performance data from experimental prototypes, technological limitations, and 
behavior intended to be 'representative'.  

 

 
Fig. 2 Aerospace application performance requirements and actuation technology limits 
(Thayer, 1988) 
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As compared to the actuation technology comparisons in Figures 1 and 2, there 
is more transparency behind Table 1. Polymeric actuators have reasonable strain 
levels as compared to the established macroactuation technologies such as 
hydraulic, electromagnetic, and pneumatic, whereas shape memory alloys, 
piezoelectric and magnetostrictive actuation have comparatively good stress levels 
but lower or much lower strain levels. Shape memory alloy actuation is 
particularly poor in terms of its efficiency. While these comparisons do provide 
insight into the relative capabilities of actuation technologies, the comparisons do 
not extend very readily to more direct and general comparison of their usefulness 
for specific robot actuation tasks. Torque/mass and power/mass are listed in Table 
2 for the different actuation technologies based upon commercial products or 
prototypes and represent system-level capabilities. Unfortunately, the manner of 
determination of these system level capabilities does not provide any transparency 
into the underlying factors and limits their utility in the educational settings we 
seek to support. Methodologies leading to the compilations of actuation 
capabilities in Table 1 and 2, and other similar compilations (Kornbluh et al., 
1998), while serving well their intended use of comparing actuation technologies 
broadly for a single application, fall short of providing support for a broader 
framework for control system design.  

Roadmaps for control technology developments are platforms allowing for the 
collective development of performance requirements for control systems in the 
application areas of interest. While this task is very much context-dependent, there 
is some transparency on how performance requirements are developed and more 
documentation of the underlying methodologies for identifying candidate 
actuation technologies. Moreover, roadmaps for technology developments 
perforce address emerging technologies along with established technologies as 
appropriate, and emphasize system-level capabilities so as to be able to gauge 
impact on the application area of interest. A recent such roadmap on actuators for 
gas turbine engines (Webster, 2009) by the Research and Technology 
Organization of the North American Treaty Organization (NATO) considered 
actuator requirements for gas path control within the engine in terms of airflow 
manipulation, flow switching, flow control, and geometry control. Given the 
mechanical nature of the actuation, actuation technologies were viewed in terms of 
their technical capabilities such as maximum force, energy density, stroke, 
response speed or repetition rate, input energy type, resolution/controllability 
support system requirements, and environment limitations, for example, 
temperature or pressure. Starting with generic actuation requirements for the gas 
path control functions noted above, capabilities of established and emerging 
mechanical actuation technologies were surveyed first, and we'll return later to the 
topic of how such comparison was performed here. Then, based on a consideration  
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of more specific application-related requirements and developments, an actuation 
technology roadmap was developed. For each of the control applications 
considered, significant environmental conditions, requirements on actuator 
operation constituting a partial list of performance specifications, candidate 
actuator technologies, current technology readiness level (TRL) and projected 
timeframe for TRL 6, and actuation challenges were identified. Taking as an 
example compressor blade tip clearance control, specifications for actuation 
stroke, velocity, displacement resolution, and force levels, along with frequency of 
actuation were determined. Pressures and temperatures of operation were also 
noted. A variety of actuation technologies were identified as candidates, including 
pneumatic, hydraulic, electromagnetic or electromechanical, and piezoelectric, 
along with the challenges for each actuation technology. Weight was identified as 
a potential challenge for hydraulic and electromagnetic actuation, stiffness for 
pneumatic actuation, temperature and strain level for piezoelectric actuation, seals 
for hydraulic actuation, and effectiveness of control for electromagnetic and 
pneumatic actuation. The study also noted that cost was a concern for all of the 
actuation technologies for compressor clearance control as compared to the more 
technically challenging problem of turbine blade tip clearance control, as the 
performance benefits realizable from the former were lower. We argue that 
awareness of the broader issues involved in comparing actuation technologies in 
the manner described here would enable control engineers to play a more 
significant role in the mechanical design tasks related to actuation system design 
that precede control algorithm design. The goal of the broader control system 
design education that we advocate is to cultivate such awareness in the control 
engineer. 

Table 1 Typical performance characteristics of actuators (Hollerbach et al., 1992) 
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Table 2 Comparison of actuator characteristics (Hollerbach et al., 1992) 

 

3 Assessment of a Unifying Framework for Actuation 
System Selection 

In evaluating the capabilities of different actuation technologies for gas turbine 
engines (Webster, 2009), the author relied upon a methodology for selection of 
mechanical actuators developed and reported on by Huber et al. (1997), Zupan  
et al. (2002), and Bell et al. (2005). We summarize that methodology here.  
A detailed list of actuator performance characteristics or measures is compiled and 
shown in Table 3 and used as the basis for actuator evaluation. Ranges of 
achievable performance characteristics are then estimated for different actuation 
technologies, based upon manufacturers' data and simple models of how actuator 
performance is limited fundamentally by basic phenomena such as resonance and 
thermal response. While tabulation of these ranges of performance characteristics 
is given by Huber et al. (1997) and is informative, graphical representations of 
pairs of these performance characteristics such as Figures 3 and 4 may be seen to 
be more effective visually.  

Figure 3 shows actuation limits for different types of actuators in terms of 
bounds on actuation stress and actuation strain, these performance characteristics 
and others being defined in Table 3. Logarithmic scales are used on both axes in 
order to cover multiple decades of the performance characteristics. The boldfaced 
lines displayed are really the upper right corners of the corresponding actuation 
limits. Applications requiring high stroke would normally require actuators toward 
the right of the figure whereas those requiring high actuation stress levels would  
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Table 3 Definitions of actuator performance characteristics (Huber et al., 1997) 

 

 
use actuators toward the top of the figure. Applications requiring high energy 
densities would use actuators toward the upper right corners of the figure as they 
correspond to higher values of the product ơε, constant contours for which are 
displayed as discontinuous lines with a slope of -1. The discontinuous lines with a 
slope of +1 represent contours of constant ơ/ε, a modulus or stiffness-like 
quantity, the latter being denoted by E, Table 3. Actuators with their upper right 
boundaries in regions of high ơ/ε also have high modulus values E, and are better 
suited for open loop applications, whereas those in regions of low ơ/ε have low 
modulus values and require closed loop control in order to achieve accuracy. 
Inferences based on Figure 3 such as those stated above are valid if actuator sizes 
are comparable. Figure 4 shows plots of actuation limits in terms of actuation 
power volumetric density and frequency of actuation, the latter being an open loop 
measure in this case, and again underscoring the advantages of hydraulic actuation 
over pneumatic and electromechanical actuation as in Figure 2. There are 
important differences between Figures 2 and 4, and we note these differences 
when we later address the question of the utility of these representations for 
making actuator design decisions as part of the control system design process. 
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Fig. 3 Actuator performance characteristics: actuation stress and actuation strain (Huber  
et al., 1997) 

 
Fig. 4 Actuator performance characteristics: power density and frequency range (Huber  
et al., 1997) 
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The utility of the representation of mechanical actuator performance developed 
by Huber et al. (1997) is that it allows broad comparison of families of actuators 
based on a variety of performance characteristics, and identification of feasible 
actuation methods early in the design stage. The framework and associated 
procedure for actuator selection as it stands currently is however limited in its 
ability to effectively support design for closed loop control. These limitations, and 
the enhancements needed to overcome them, are the following. First, closed loop 
system capabilities depend on more than just actuator performance characteristics. 
For example, the characteristics of other actuation system components, such as 
power transmission components and the control algorithm, are relevant as well in 
determining closed loop system performance. Therefore, the actuator comparison 
must be extended to performance characteristics of actuation systems so that 
system level capabilities, preferably closed loop, may be captured in the 
comparison. Second, we need to classify mechanical actuation applications in 
more generic terms, and to capture more application requirements in such 
classification, so that application requirements may map better and more broadly 
to actuation system performance characteristics. Third, the compilation of 
performance characteristics for actuators and actuation systems must be more 
comprehensive in order to incorporate recent and continuing developments in 
actuation technology. It is also important that better linkages be established to 
underlying technological limitations so that the compilations have more lasting 
value. The utility of the resulting enhanced framework would seem to be better 
suited to evaluation of fewer candidate actuation technologies at a time, 
suggesting that the enhanced framework might be appropriate for a later stage of 
the design process after early design decisions narrowing the choice of actuation 
technologies have been made based on the methodology proposed by Huber et al. 
(1997) or others of a similar nature. The control system design education context 
of primary interest here is compatible with such a later design stage and would 
require the enhancements listed here. We elaborate on these enhancements below. 

4 Toward an Improved Methodology for Actuation System 
Selection and Design 

The need for accommodating system level considerations in selecting actuation 
technologies for different applications, and the limitations of looking only at 
actuator characteristics for this purpose, has also been noted by Huber et al. (1997) 
and by Webster (2009), and is the first of the enhancements proposed here. For 
example, as noted in connection with the definition of 'actuator density' in Table 3, 
the term excludes system components other than the actuator, an omission that 
would be significant for weight sensitive applications when considering hydraulic 
actuation since such actuation requires components other than the actuator, such as 
the servovalve and hydraulic power supply. The latter is also a resource usually 
shared by multiple actuators and presumably best dealt with qualitatively in most 
cases. More importantly, some performance characteristics such as speed of 
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response and resolution are more meaningful for actuation selection when they 
refer to closed loop system-level characteristics rather than actuator or open loop 
characteristics. While this poses challenges since control algorithm design 
decisions are yet to be made, the limitation caused by omission of such system-
level considerations has been noted by Webster (2009) in connection with the 
actuator roadmap for gas turbines, and by Granosik and Borenstein (2005) in their 
evaluation of actuators for a serpentine robot. The latter reference also augments 
the actuator characteristics in Figures 3 to include data for pneumatic bellows and 
electric motors with leadscrew transmissions to convert rotary motion to linear 
motion, two candidate actuators of interest for the application. Figure 5 shows the 
result. Actuation system compliance, which is a closed loop system-level 
performance characteristic, is a significant criterion for the application, and its 
implications for choosing between electric and pneumatic actuation for this 
application are dealt with entirely qualitatively in the cited reference, with the 
final decision to choose pneumatic bellows for actuation being based on the 
natural compliance of pneumatic actuators.  

While this approach may have been appropriate for this application, there are 
many applications where it is important to be more quantitative in evaluating 
alternate actuation systems and it is therefore important to formulate a 
methodology for actuation system selection that can accommodate closed loop 
system-level performance characteristics more quantitatively. For instance, many 
of the aerospace applications in Figure 2 were amenable to more than one 
actuation system solution more than two decades ago as indicated by their  
 

 

Fig. 5 Actuation system evaluation for serpentine robot (Granosik and Borenstein, 2005) 
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relationship to the corresponding actuation technology boundaries, and many more 
are expected to be so today as a result of developments in actuation technologies. 
The contributions of components to system-level performance in applications of 
interest therefore need to be accommodated in a manner that supports co-design of 
the actuation system and control algorithm. It is well known for electrohydraulic 
servomechanisms, for instance, that the hydraulic resonance resulting from 
hydraulic fluid compliance and the mass or mass moment of inertia of the load is a 
limiting factor on the performance of closed loop control systems (Merritt, 1967). 
In another application domain, machine tool slide motion control, it is similarly 
known that the axial stiffness of the ball screw transmission system limits the 
performance of slide motion control systems (Younkin, 2003). It would be 
immensely valuable for the effectiveness of proposed control solutions therefore, 
if these limitations on control system performance could be captured in generic 
form and considered as part of the actuation system selection process. Clearly, 
doing so would require more considered evaluation of the mechanical actuation 
context within which the control system is to be function. In an educational 
setting, the student exposed to such design practices would have a broader and 
hence more beneficial exposure to control system design. 

The second enhancement noted above, and one needed to better support 
actuation system selection for applications, is to classify mechanical actuation 
applications in more generic terms so that application requirements may be 
mapped better to actuation system performance characteristics. Huber et al. (1997) 
consider a few highly simplified actuation applications amenable to analytical 
procedures for actuator selection, an example being the selection of an actuator for 
cyclic oscillation of a mass m at frequency f and motion amplitude X while 
minimizing actuator volume. The same research group developed actuator 
selection procedures (Zupan et al., 2002) that used a data base of actuators and 
their performance characteristics such as those in Table 3, to select a set of 
feasible actuators based upon threshold values of performance criteria such as 
actuator weight, actuation frequency, force, stroke, or simple combinations of 
these performance criteria. The actuator selection from this reduced set of 
actuators was then performed using analytical procedures to optimize an 
additional criterion. Both sets of examples applications are highly simplified and 
not very representative of broad variety of actuation applications of sufficient 
engineering interest. Other variations on the idea of investing simple contours on 
the space of actuator performance characteristics with significance for classes of 
applications were also noted by Huber et al. (1997). For instance, contours  
of straight lines with slope of -1 on Figure 3 may be seen to correspond to regions 
of constant work per unit volume, and consequently actuators with their boundary 
regions in the upper right corner of the figure are appropriate for energy-intensive 
actuation tasks requiring compactness of actuators. There is considerable scope for 
improving the extent of mapping of application requirements to actuation system 
performance characteristics. 

We propose to start with consideration of a limited set of actuation applications 
instead and classify them broadly and generically in terms of their requirements. 
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Our expectation is that these classifications of application characteristics would 
either identify new actuator performance characteristics of interest or, 
alternatively, different combinations of actuator performance characteristics that 
would be significant for different application categories. To cite a simple example 
that is known already, applications where inertial loads are dominant would favor 
actuators with high values of force/mass or torque/inertia as for robotic 
manipulators. Applications where, in addition, there is a volumetric constraint on 
the packaging of the actuator, would benefit from actuators with high values of 
torque/inertia per unit volume. It is important that such a classification effort begin 
with a consideration of application requirements. In doing this task, we plan to 
work with application engineers with experience in developing performance 
specifications in the selected application domains. We had stated earlier that the 
development of detailed performance requirements for specific applications is a 
context-dependent task that is currently left to application development engineers. 
We propose here instead to classify mechanical actuation applications in terms 
generic enough for the educational context, and discriminating enough in their 
requirements on actuation to allow the formulation of procedures for actuation 
system selection and control system design.  

The third and final enhancement needed to better support actuation system 
selection for applications is to enlarge the compilations of performance 
characteristics by the references noted above, to include more classes of actuators 
and actuation systems, and to better link their limitations to underlying 
technological limitations. An example of the proposed extension to other actuators 
is the addition, by Granosik and Borenstein (2005), of performance characteristics 
for motor - leadscrew transmissions and pneumatic bellows to the data compiled 
by Huber et al. (1997) as shown in Figure 5. Motor-leadscrew transmissions, and 
actuators using linkages to achieve mechanical advantage, need to be included in 
the data base of actuators because of their prevalence in practice. While compiling 
larger data bases of available actuators is an appropriate way to do this, it is also 
important, where possible, to identify technological limitations on actuator 
performance. By doing so, the capabilities of the corresponding type of actuation 
may be explicitly bounded with less effort as compared to relying upon an 
extensive data base to implicitly represent the bound. For example, Huber et al. 
(1997) note that the operating frequency of piezoelectric and magnetostrictive 
actuators is limited by the lowest structural resonance frequency. For shape 
memory alloy and thermal expansion actuators, both of which depend upon 
temperature change for actuation, the operating frequency is limited by convective 
heat transfer coefficients. In both cases, the smallest available size of 
commercially available actuators has been used to determine the maximum 
operating frequency. For hydraulic and pneumatic cylinders, the maximum sliding 
speeds that can be tolerated by the seals are limited and, when combined with 
lower limits on actuator lengths, results in upper limits on the power per unit 
volume. Upper limits are also imposed upon the pressure in hydraulic and 
pneumatic cylinders based on practice and considerations of safe high pressure 
containment. Hollerbach et al. (1992) have noted that motor torque/mass ratios are 
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limited by electromagnetic design limits such as the maximum magnetic flux 
density and by heat dissipation capabilities of motors which in turn limit motor 
currents, while motor power/mass ratios are limited further by the volt-amp rating 
of the power electronics. The same may be expected to be true of other forms of 
electromagnetic actuation such as solenoids and moving coil actuators (Gomis-
Bellmunt et al., 2007).  

Recent developments in macroactuator technology have included hybrid forms 
of actuation such as electrohydrostatic actuators (Frischmeier, 1997) for aircraft 
flight control surface actuation that are competitive against more conventional 
forms of actuation. These actuators rely upon electric motors near the control 
surfaces powering hydraulic motors that in turn power hydraulic cylinders moving 
the control surfaces. Closed hydraulic circuits at the control surfaces are used for 
actuation. The reliance upon aircraft-wide electric power transmission (Power-by-
Wire) in such systems eliminates the aircraft-wide hydraulic power transmission 
employed by systems that rely upon electrically controlled (Fly-by-Wire) 
servovalve-cylinder combinations at the control surfaces, and hence reduces 
system weight and complexity. One instance of such an actuator consists of a DC 
motor powering a fixed displacement pump - cylinder combination, the motor 
speed being varied under closed loop control of the flight control surface. Another 
consists of a variable displacement pump - cylinder combination at the control 
surface and driven by a constant speed AC motor, the pump displacement being 
varied under electrohydraulic closed loop control. Characterization of the 
performance of such hybrid actuators in terms comparable to more conventional 
forms of actuation will therefore be of considerable use in control system design 
for this class of applications, and is included as part of the enhanced compilation 
of actuator performance proposed here.  

In order to demonstrate the benefits of our approach, we propose to develop 
actuation system selection procedure enhancements and procedures for co-design 
of actuators and control algorithms for two classes of applications that satisfy the 
following criteria: they should be established and prevalent enough for a 
knowledge base of performance specifications as well as multiple commercially 
supported candidate actuation technologies to be available, and they should be 
sufficiently demanding of performance for closed loop system solutions to be 
necessary. We consider aircraft flight control surface actuation (Gee, 1984: 
Ravenscraft, 2000) and machine tool and robot control (Srinivasan and Tsao, 
1997) as two classes of applications that satisfy the criteria. We expect that 
detailed performance requirements for specific applications are probably not well-
documented in the open technical literature, but that the relevant knowledge base 
can be compiled from practicing controls engineers involved in application 
development. The resulting methodologies have the potential to broaden control 
system design education in the manner envisaged, and to enhance the value of our 
graduates in control engineering tasks in these established application domains. 
We expect also that, once the benefits of the proposed approach are demonstrated 
here, the methodologies developed here may be applied to broader classes of 
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applications involving newer forms of actuation, such as microactuation (Fukuda 
and Menz, 1998) and MEMS actuation (Bell et al., 2005). Both these categories of 
applications lack the accumulated knowledge base resulting from established 
practices in industry, and offer the potential for future industrial practices to 
benefit greatly from the methodologies developed here. 
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27 Biologically Oriented Subjects in European
Master on Advanced Robotics – Sharing the
Teaching Experience

Teresa Zielinska and Krzysztof Kedzior

Abstract. We share our experience gained during realization of the world-wide Eu-
ropean Master on Advanced Robotics - EMARO (Erasmus Mundus program co-
ordinated by Ecole Centrale de Nantes - France). Besides of classic subjects like
robot dynamics and kinematics, control theory, artificial intelligence or computer
vision, in EMARO we teach the biomechanics and bio-robotics. Our aim is to sup-
ply the students with complimentary knowledge stimulating their creativity for de-
signing and prototyping non-conventional robots. Gained knowledge from the area
of biomechanics allows the EMARO graduated to take a job not only in robotics
but also in biomedical or biomechanical fields. Five year experience with two years
EMARO program confirmed that our graduated are not only continuing their carrier
in robotics but many of them are working in biomedical centers designing active
prosthesis, testing the human gait properties and so on. There are also EMARO
graduated developing walking machines, designing some novel constructions, or
working in area of occupational biomechanics with ergonomics, focusing on human
- machine interactions.

1 Introduction

Analysis of educational offers around the world shows that there are not many mas-
ter programs devoted to robotics, moreover the biorobotics is often teached through
laboratory projects and not by regular lectures. The topics are here focusing on se-
lected problems like swimming robots, walking machines or flying robots (i.e. see
[1]). According to our knowledge there is no biorobotic textbook offering general
and comprehensive fundamentals, availabke books are introducing selected projects
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or problems – i.e. [4] (robotic fish, and snake, study of human blood cells and
brain). The book [2] published in 1989 by S.M.Song and K.Waldron can be con-
sidered as one of the first textbooks in area of walking machines explaining fun-
damental knowledge about the design, control and motion planning of statically
stable walking machines. This knowledge is still actual and is used by many stu-
dents when making prototyping and creating the control systems for simple multi-
legged machines. Such kind of activities excellently validate the gained knowledge
and develop engineering skills. Biorobotics course is located in the third semester
of four-semesters EMARO program. Concurrently to this subject students attend
Biomechanics. The Biorobotics module consists of 20 lecturing hours and 20 hours
devoted to project. The lecture expands students knowledge concerning the biolog-
ical locomotion mechanisms, and ways of its utilization in the world of technology.
The students learn how to develop a simple walking machine. The following prob-
lems are discussed: – classification of on-land animals from the point of view of
locomotion, – basic features of animal gaits, – biological fundamentals of motion
control, – biologically inspired walking machines and its design solutions focus-
ing on leg structures. In this part we apply our study results on animal motion
properties [3], we explain the functions and structures of biological Central Pat-
tern Generators (CPG) and refer to our results on CPG based motion generation
in bipeds [5]. The gait synthesis methods together with gait diagrams, and genera-
tion of leg-end trajectories are explained. Different structures of control systems in-
cluding hardware and software are also summarized. We use our experience gained
during development of different walking machines. Some of our works in this field
were preformed in cooperation with K.Waldron team from Ohio State University
within Maria Curie-Sklodowska Funds. Postural stabilization methods in animals
and walking machines, reaction forces in biology and force control methods applied
in walking machines are also explained to the students. They learn basic principles
of aerodynamics and hydrodynamics for the purpose of flying and swimming robots
design. Aim of our lecture is to stimulate the creativity concering the robots deveop-
ment with increased or dedicated (to specific environment) mobility. Students posses
the knowledge concerning the motion principles, sensing and motion control in bi-
ology, they know how the animals are adapted to their living conditions. We expect
that this knowledge will be applied to search for proper mechanical structure. Dur-
ing the project students must elaborate the concept of biologically inspired robot
being able to perform some selected task in some specific environment.

2 First Steps towards Biorobotics

Before we started, considered as prestigious, international EMARO program we
included the elements of biorobotics and biomechanics in regular study program
offered to local students. Fig.1 a) – top shows six-legged walking machine Men-
tor which was designed and built together with control system during under-
graduate studies as the diploma project (2005-2006). This picture is showing the
machine moving by tripod gait, which is the fastest gait observed in the insects
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Fig. 1 Robots developed by students: six-legged and four-legged – a), biped – b)

world. Four-legged machine Bajtek (Fig.1 a) – bottom) was also developed for un-
dergraduate - and later, as the continuation, for graduate diploma work (2005-2008).
The legs of this device are inspired by pantograph structure applied in OSU hexa-
pod [2]. In Bajtek student implemented quadruped crawl which is the slowest gait
observed during statically stable walk of four-legged animals.

Our research on properties of human locomotion resulted in the development of
small biped with the leg dimensions proportional to the human legs - Fig.1 – b).
This prototype together with its control system was made by undergraduate student,
master student developed gait generation method using genetic algorithm [5]. A
human gait pattern was here applied as the reference signal when developing the
formal model of Central Pattern Generator.

3 Selection of Student Projects

During Biorobotics course, after gaining the knowledge about animal motion princi-
ples with neuro-biological fundamentals of locomotion and with overview of some
biologically inspired robots, students select the robot task and propose the mechani-
cal structure. Proposition is described and presented for group critical review during
seminar. The most promising proposition will end with technical design done under
supervision of a specialist in mechanical design. This proposition is next prototyped
using 3D printing technique. Bellow is presented selection of student works [6].
Fig.2 a) shows the fruit picking robot with the design inspired by giraffe. Robot has
four supporting legs, fruit container - trunk, and telescopic pipe - neck (prismatic
arm) delivering cut by automatic scissor fruit to the container. Robot illustrated in
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Fig. 2 Inspired by giraffe fruit picking robot – a), hopping robot inspired by kangaroo rat or
grasshopper – b)

Fig.2 b) was inspired by grasshopper and kangaroo rat. It is small, lightweight robot
dedicated for exploration. Upper ring (3) orientation can by modified (moving it
up or down) what influences the height and range of jump, by side rotation of the
ring (2) the jump direction is modified. Heavier base (1) makes the stable landing
support. The motion is obtained by fast release of the pistons (6) mounted in the
cylinders (5) those producing the jet impulse. With those two listed above projects
students referred to body build and locomotion methods of vertebrates.

Robot inspired by scorpion (Fig.3) was proposed for search of the of natural dis-
aster area. Robot will be able to dig in the rubble and explore underground passages.
Trunk bending offers better mobility comparing to robots with one stiff trunk. This
project refers to the knowledge about invertebrates body build and motion principles

Interesting worm-like robot was proposed for exploration of rocks and caves
(cave climber). Robot consists of several expandable segments connected by rev-
olute joints. Both ends of the robots are equipped with heads containing batteries
and control equipment. Four cameras are used for environment recognition – Fig.4.
Body shape adaptation to the surface is obtained due to the revolute joints applied
between segments. The grasp (fixing to surface) is made by spikes (or hooks) located
by both ends of the body. The spikes are hidden during crawling motion (when the
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Fig. 3 Inspired by scorpion robot for rubble exploration

segment expands) and its releasing is obtained by ejection spring, thuse affixing the
body. The segments shorthening is obtained due to the electromagnetc forces pro-
duced by electromagnet. Robot applies peristaltic motion expanding and contracting
its segments like the earthworm.

Fig. 4 Inspired by earthworm cave climbing robot

4 Conclusion

Study of biological patterns for the purpose of technical world does not mean that
the best design ideas can be obtained by copying and imitating. Biology through
natural selection delivers the solutions which are just satisfactory in current living
conditions. Biological patterns shall be used as the suggestion for the search of ef-
fective technical design, they can be applied, or modified or even rejected. Moreover
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the biological world which was an inspiration for the design of diverse automatons,
and in consequence the robots, now stimulates the development of many other as-
pects of engineering. Animats (short for artificial animals) and biorobots (biologi-
cally inspired robots) have been created and it is just the question of time when they
will assist us in our everyday life. This will be achieved thanks to the work of many
generations of invertors, engineers and scientists, K.Waldron and his team had made
here also a significant contribution.
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28   From the Tool Room to the Class Room 

Blaine W. Lilly 

Abstract. In this brief memoir, the author re–visits his undergraduate and gradu-
ate years in the Department of Mechanical Engineering at Ohio State University, 
as well as his years as a tool and die maker apprentice at the General Motors Fish-
er Body plant in Columbus, Ohio. The author’s experience as an apprentice and as 
a young engineer confronted by the task of building a trotting quadruped have had 
a clear effect on his later work in helping to create a totally new course for 
second–year students in mechanical engineering. 

1 Early Days 

My work with Ken Waldron began while I was an undergraduate student in Me-
chanical Engineering at Ohio State University in 1982. I returned to Ohio State to 
pursue an engineering degree while working forty hours a week as a tool and die 
maker apprentice at the Columbus General Motors Fisher Body plant on West 
Broad Street. After receiving a B.A. in English from OSU in 1971, I briefly pur-
sued an M.A. in English at the University of Colorado before dropping out and 
spending the next three years thoroughly enjoying myself (and wasting precious 
time) in Boulder during the Seventies.  

I returned to Columbus in late 1976, and started working on the production line 
at Fisher Body on April 4, 1977. I realized quickly that the only part of factory life 
that appealed to me was the skilled trades, specifically the tool room where my 
father and cousin worked as die makers, and so began the long process of becom-
ing a tool and die maker in late 1977. Neither the company nor the union particu-
larly wanted to see me in the apprenticeship program:  the company considered 
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me to be too old at 28, and the UAW local had no great love for my father or his 
brother (who was a general foreman in the tool room). The upshot was that I was 
required to jump through several extra hoops before I was accepted into the pro-
gram. Although I had completed a B.A. degree from Ohio State, I was told to take 
the GED (high school equivalency) exam, which I did. Then I was told that I 
needed shop training, so I went downtown and enrolled in a machine shop class at 
Columbus State. Finally, as the union local was running out of reasons to keep me 
out of the program, I was told that I really needed additional math classes, since I 
had had no math since leaving high school. This led me to enroll at Ohio State in 
the summer of 1978. I believe I’m most likely the only member of the OSU engi-
neering faculty who began his academic career in Math 102! 

To my surprise, I found that I enjoyed being back in the classroom, and after 
completing Math 102 I jumped into pre–calculus, and then into the first calculus 
sequence. Looking around for another class to take, I chose Chemistry 121, and 
found that I really enjoyed it as well. At about this time I was finally allowed to 
enter the apprenticeship program, which meant that I could count on working 
second shift, from 3:30 PM to midnight, forty hours a week, for the next several 
years. This was great news, since by then I had made the decision to pursue an 
engineering degree. For the next several years I attended classes every morning, 
left campus at 2 PM, changed my clothes along with my personality, and showed 
up in the tool room at 3:30; leaving the plant at midnight, I went home, read the 
morning paper, and went to bed, up again in five hours to head to OSU. 

For the next two years, I worked my way steadily through the prerequisites for 
entering the mechanical engineering department. During this time I had essentially 
no contact with the College of Engineering at all, as I was enrolled in Continuing 
Education, so I simply got a copy of “Book Nine” and started plowing through 
courses one after another. My only ‘advice’ came from a counselor in the College 
of Engineering who, when I said that I wasn’t sure whether to go for electrical or 
mechanical engineering, replied that it didn’t really matter which major I chose, 
since I was very unlikely to finish either one! This encounter just increased my 
determination, and by 1981 I was enrolled in the mechanical engineering major 
and well on my way to my first engineering degree, which took nineteen quarters 
to complete. 

I’ve often thought that I was extremely lucky to have had the opportunity to 
work in the tool room at Fisher Body while taking engineering classes at OSU. In 
those years I was surrounded by gifted teachers, both in school and on the job. The 
apprenticeship gave me the opportunity to learn to work with my hands, and that 
experience has been very important to my career. In my years at Ohio State, I 
believe I developed a reputation as someone to go to for advice on design and 
fabrication. For myself, I learned that not all knowledge can be put into words, let 
alone a computer program. Humans learn through their hands just as much as they 
learn with their eyes and ears. Having the opportunity to become a precision 
worker in metals has been invaluable to me. 
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Another lasting lesson I took away from my experience in the tool room was an 
appreciation for how effective the apprenticeship method is for learning a skill. 
For forty hours every week I was working closely with highly skilled tool and die 
makers, most of whom were dedicated to teaching their craft. Of course it’s im-
possible to exactly replicate the interaction between apprentice and master 
craftsman at the university, but as I’ll explain below, the apprenticeship expe-
rience has been a very strong influence in my own development as a teacher of 
engineering. One goal that I’ve tried to achieve in the new course that I describe 
below is to offer our students, as closely and as often as possible, the one–on–one 
transmission of skill and knowledge that I experienced as an apprentice. 

My first real encounter with the Mechanical Engineering department was 
through Ernie Doebelin’s second control systems course, which in those days was 
ME 382. I well remember my first conversation with Ernie – I had studied hard for 
the first midterm, but only managed to pull a C+. I went to see Ernie in his office 
on the ground floor of Robinson Lab (next door to what would become the first 
“Walker Project” office), and told him that I was thinking of dropping out of the 
major, since I clearly wasn’t capable of doing the work. Ernie quickly informed 
me that my C+ was one of the highest grades in the class, and under no circums-
tances should I consider leaving! I soon learned that Professor Doebelin’s grading 
alphabet typically started with the letter B and proceeded from there. Years later 
Ernie would always go out of his way to mentor me when I became a member of 
the engineering faculty. After Ernie passed away in late 2010, I heard that Profes-
sor Mike Moran had gone to visit him in hospice during his last week, and found 
him working on the proofs of his final book, a professor to the very end.  

I entered the department just a year or so after two young assistant professors 
by the names of Kinzel and Srinivasan joined the faculty. Gary Kinzel, as always, 
was quick to spot the student who seemed to be having trouble fitting in:  in this 
case it was the older guy at the back of the room who disappeared every afternoon. 
It helped that I loved his kinematics course, ME 553, and did well in it. Gary 
quickly became the mentor I had been looking for, and in fact he’s continued to 
play that role for me up to the present day. I’ve always believed that the fact that 
we’re both ‘non–observant Appalachians’ played a role in Gary’s willingness to 
guide me through my very unconventional career, but in truth Gary has always 
been the go–to guy for students who don’t quite fit the mold for whatever reasson. 

When I became unemployed during the recession of 1982, Gary urged me to 
apply for a position with the ME department as a student machinist, and inter-
ceded (I believe) with the department to ensure that I was hired. In any event, I 
soon found myself working with Vince Vohnout in the initial stages of the Adap-
tive Suspension Vehicle Project. Of course, as I quickly learned, in those days no 
one worked ‘with’ Vince, you worked ‘for’ Vince. He was (as always) quite de-
manding, but apparently I had learned enough at my apprenticeship to keep him 
happy, and I stayed on as a machinist while finally finishing the B.S.M.E. in 
March of 1983. It was through this work on the early stages of the ASV that I first 
became acquainted with Ken, who had joined the department in 1980. 
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2 Graduate Work: The Quadruped Project 

I would not be called back to work at General Motors until after the recession 
ended in 1984; following graduation I immediately began to work on my M.S. in 
Mechanical Engineering with Ken Waldron as my thesis advisor. I had originally 
assumed that Gary Kinzel would be my advisor, but apparently Ken and Gary had 
noticed that I was at least an adequate machinist, and had other plans. The task I 
was given as my thesis topic seemed simple enough at the time, but as it turned 
out, took me almost three full years to complete – much to my advisor’s  
consternation! 

Waldron’s charge was very clear: design and build a four–legged, completely 
mechanical device that would trot. The goal of the thesis was to prove that a ma-
chine could be made to run, not walk, using a fixed gait without a high level of 
control. Ken carefully explained to me exactly what he meant by trot:  a well–
defined gait with support provided by alternating diagonal pairs of feet, with each 
support phase separated by a phase during which no feet would be on the ground. 
He also made it clear that he wanted the machine to function with the absolute 
lowest level of control possible. After that, it was up to me to make it work.  

In retrospect, I was both flattered and overwhelmed by the challenge I’d been 
handed. Although I was ten years older than my fellow grad students, I still consi-
dered myself (accurately) to be a rank beginner as an engineer. After a few months 
of reading Alexander and McMahon, pondering cats with severed spinal cords that 
were capable of running on treadmills, and many long discussions with Vince 
Vohnout, John Gardner, and Tom Ward, I came up with a design that looked very 
much like a small card table with legs that appeared to be collapsing. My design 
used the same basic pantograph leg that the ASV team had designed, only at a 
much smaller scale. In this case, each leg was driven by a pair of cams, one to 
control vertical motion, the other horizontal. All four legs used exactly the same 
set of cam profiles, with diagonal pairs timed to move in unison. All eight cams 
were driven through chain drives by a single electric motor suspended centrally 
beneath the frame, which was powered through an umbilical cord that would trail 
behind the machine while in motion. I took great care to ensure that the machine 
was balanced both right and left, and fore and aft.  

Ken and his team approved the design without many changes, as I recall, and 
then began the long period of fabrication. Gary Gardner, who coincidentally had 
been an apprentice to my father at Fisher Body, was in charge of the ASV ma-
chine shop and allowed me to use the shop after hours. In those days the Rockwell 
Aviation plant was still in operation out at Port Columbus airport, and I tagged 
along when Vince or one of his crew would go out to the Rockwell scrap yard 
looking for cheap aluminum for the ASV. So it happened that I decided to build 
my machine using 7075 aluminum, not knowing what that entailed – I’d had no 
experience working with aluminum at Fisher Body. Of course, 7075 is aircraft 
grade aluminum, very tough and very difficult to machine. So my machining skills 
improved along with my engineering skills.  
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The most difficult part of the project was designing and fabricating the cams 
that would control the motion of each leg. The pantograph leg design required that 
the cam followers would both extend and retract under load, so I decided to cap-
ture the followers in grooves, rather than rely on springs to keep the followers in 
contact with the cam surface. Once I had arrived at what I thought would be a 
feasible cam profile, I had to find some way to machine the complex curves into 
the cam plates. At that time in the mid–1980s the only CNC milling machine on 
the OSU campus was a Cincinnati–Milacron T–10 in the ISE department shop. 
My apprenticeship at GM had not prepared me to program CNC machinery at all, 
and I was at a loss how to proceed. I eventually went to talk with the professor 
who oversaw the machine for ISE, who promised that he’d start on my cams im-
mediately. Several months later they were still untouched on his office floor, so I 
quietly rescued them, and with some help from Cedric Sze and Al Miller in ISE, 
was able to figure out on my own how to program and run the T–10. As it turned 
out, the cams worked as planned, with no further modification necessary.  

If memory serves, the machine was complete within a year, but then began the 
long process of trying to get it to actually run. The problem, as we always as-
sumed it would be, was in starting the machine from a standstill. I was confident 
that if I could somehow bring the machine into contact with the ground while the 
legs were already in motion, it would run. But exactly how to achieve that took 
quite awhile to determine. I recall many long nights out at the Walker building on 
Kinnear Road (I had been called back to work at GM by then), with Jerry Kingzett 
and others, trying to find some way to start the machine from a dead stop. At this 
point I must be honest and admit that the solution was suggested to me by Ken 
Ku, one of the undergraduates who worked for Vince in the drafting shop. Ken 
became aware of bearings that would only turn in one direction, and suggested 
that I try them on the feet of the machine. This turned out to be the solution. I 
encased the outer shell of each bearing in an elastomer, and mounted them so that 
the bearing would turn if the leg were moving forward, but lock if the direction 
was reversed. This scheme allowed the machine to start from a dead stop on the 
floor: the rear legs were able to roll to the forward position while the forward pair 
propelled the machine forward and slightly upward.  

Shortly after this breakthrough came a day that I will never forget, though I’ve 
wished many times that it had turned out differently. One sunny morning in the 
late summer of 1986 we rolled the machine out on the shop floor with its new feet, 
plugged it in, and – off it went, trotting perfectly across the shop. Success! Even 
better, a success that was captured on video, which as it turned out allowed me to 
graduate. Because immediately after this first test, I decided (with considerable 
urging from the witnesses) to take the machine out to the parking lot and test it 
over a longer distance. I plugged it into a much longer extension cord, the machine 
again took a few steps, and then stepped into a slight depression I had overlooked 
in the parking lot and broke a leg. By this point, three years after assigning me the 
project, Ken was more than happy to declare the initial test a success, and be done 
with me and my interminable trotting project. But that few seconds of trotting  
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captured on video was a lifesaver to me: I finally graduated in Autumn 1986 with 
an M.S. in Mechanical Engineering.  

Ken later told me that he showed the short video at a conference, and thus was 
able to prove his point that running could be accomplished without a high level of 
control. Although I never considered publishing the results of the thesis, intending 
to do further work after repairing the machine, the work was later cited by a few 
other researchers in the field. Professor Jim Schmiedeler was kind enough to send 
me a list of papers that reference the quadruped, including his own Ph.D. disserta-
tion which he completed in 2001 under Ken’s guidance. I’ve included these papers 
as references [1–4]. To quote from Jim’s dissertation [5]: 

Lilly…proved that high-level control is not required for symmetrical, dynamic 
locomotion with his quadruped trotting machine that used a series of cams for 
passive coordination. 

What happened to the machine after that was regrettable. I had quit my job at 
Fisher Body the previous year in order to finish my Masters degree. By 1985, I 
had finished the apprenticeship and as the lowest seniority person in the tool room 
found myself working a different shift every week. Under those conditions it was 
almost impossible to finish my work on the trotting machine, so I applied for a 
six–month leave of absence to finish things up at OSU. One might think that the 
management in the tool room would see some benefit in having a tool and die 
maker with an M.S. in mechanical engineering, but they didn’t see it that way. 
They insisted that they couldn’t do without me, so I walked out the door, much to 
my family’s chagrin, and never looked back. By this point I had been married for 
three years, and was supporting my first wife while she finished her Ph.D. in  
Electrical Engineering. The need to get a job was paramount, so with some inter-
cession (again) from Gary Kinzel, I quickly found myself employed as a staff 
engineer for the newly established ERC for Net Shape Manufacturing, working 
under Professor Taylan Altan. 

My intent was to get back to the trotting machine as quickly as possible, rebuild 
and strengthen the legs, which I had clearly under–designed, and run further tests. 
As it turned out, I delayed getting back to the lab on Kinnear Road, and in the 
meantime a group of undergraduates working for Ken discovered the machine and 
cannibalized it for spare parts for a class project. By the time I discovered this, it 
was too late, and three years of my life were gone. Figure 1 shows the machine in 
its supporting frame, along with its very somber, but relieved, creator. 

Looking back at this experience, I can say now that it was without question one 
of the formative experiences of my life as an engineer. One of the reasons I left 
Fisher Body after finishing the apprenticeship was the lack of interesting work. 
The tool room at the Columbus plant was devoted almost exclusively to die repair, 
not the construction of new dies. It was clear to me that it would be years before I 
was senior enough to be allowed to actually build a new die, and my brief run–in 
with management convinced me that I was also not in line for a position on the 
engineering staff. The quadruped, on the other hand, was my own work; I had 
considerable advice and help from the rest of the ASV team while building it, but 
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it was very much my own concept, and that was a new experience for me. Con-
fronting the problems involved in turning a concept into a real design, and then 
turning that design into an actual engineered artifact, taught me a lot about engi-
neering and about myself. There were many weeks and months when it seemed 
unlikely that the quadruped would ever be completed, but in the end, I took away 
from the project a real sense of accomplishment. 

 
 

 

Fig. 1 The author and his quadruped, 1986 
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3 Transition to the Classroom 

I worked for the ERC under Taylan Altan for three years, assisting graduate stu-
dents in designing and building the tooling they needed for their research in net 
shape manufacturing. At this time I first became acquainted with CAD in the form 
of CATIA Version 1, and taught myself how to program CNC equipment. In July 
of 1989 my wife and I moved to Germany for a year, where she had secured a 
NATO post–doc position at the RWTH in Aachen. Midway through our year 
there, our marriage came apart, and in late 1990 I found myself back in Columbus 
with no idea what to do with myself. My plans for the future had disintegrated 
along with my marriage, my parents were both in very poor health, and my once–
promising future as an engineer seemed to have disappeared overnight.  

In those years Robert Frost’s famous line from ‘Death of the Hired Man’, 
“Home is the place where, when you have to go there, they have to take you in…” 
was a constant refrain in my head. Taylan Altan generously took me back into the 
ERC, and I decided to start work on a Ph.D. My original intent was to complete a 
one–of–a–kind program in the history of technology, a subject that had always 
been of interest to me. I quickly discovered that this topic was of interest to no one 
in OSU’s Department of History, so after two quarters of trying in vain to find an 
advisor, I began to pursue a Ph.D in Industrial & Systems Engineering, with Pro-
fessor Jerry Brevick as my advisor. Through my work with the ERC, I had gotten 
to know Professor Al Miller quite well, and had expressed an interest in teaching 
at the university level to him. My first chance came in 1992, when through Al’s 
intercession I taught a basic course in engineering methods at the Central Ohio 
Technical College in Newark.  

My big break came in 1994, when Al Miller, by then the Chair of ISE, asked if 
I would be interested in helping Professor Kos Ishii with the very popular class he 
had developed in Mechanical Engineering, ME 682. Kos had been recruited to 
OSU from Stanford by Ken, who by this point was the Chair of Mechanical Engi-
neering. I had been working with Kos through the ERC for two years by then, 
helping him now and again with CAD and CNC issues as they arose, and found 
him very charismatic and easy to work with. Kos had created two new courses in 
the ME curriculum, ME 682 and ME 683. The courses were very closely coupled, 
with ME 682 providing the background for ME 683, which was essentially a 
course in programming table–top CNC milling machines. The demand for the 
course soon got to the point at which Kos could do nothing else, so Ken and Al 
agreed to find someone to teach the course one quarter a year to free up his time 
for research.  

I quickly agreed to take on the task of teaching ME 682 once a year, but before 
I had the chance to start, the situation changed drastically. Kos’s advisor at Stan-
ford, Phil Barkan contracted leukemia, and Stanford asked Kos to return there and  
 

 



28   From the Tool Room to the Class Room 363 

take over for him. Kos’s sudden departure from OSU meant that the ME depart-
ment had no one to teach their most popular technical elective, so before I quite 
knew what was happening, I had a new appointment as a Lecturer in both  
Mechanical Engineering and Industrial & Systems Engineering, and began a four–
year long stint of teaching full time while finishing the Ph.D. I very clearly recall a 
long talk about my future I had with Kos before he left Ohio State, during which 
he gave me a piece of advice that I’ve never forgotten:  “Make yourself indispens-
able”. That was it. I’ve tried very hard to follow that advice ever since. Tragically, 
Kos died unexpectedly at the age of 51 in 2009, but without question he had an 
important role in setting me onto the path I’ve followed ever since then. 

In 1998, after four years of teaching eight classes a year, I finally finished my 
dissertation in ISE. Those four years were among the hardest years of my life, as I 
tried to complete a dissertation while creating a new technical elective in CAD for 
ME and ISE students, evolving Kos’s original ME 682 in the direction of a design 
for manufacturing course, and revising and teaching a course in CNC machining. 
Thanks to the strong support of Ken in ME and Al in ISE, I secured a joint posi-
tion as Assistant Professor in both departments in April of 1998, with ISE as my 
tenure initiating unit. During my time as an Assistant Professor I devoted more 
time than I should have to teaching, continuing to pour most of my effort into 682, 
which by 2004 had developed into a full–blown product engineering course. The 
course by this point had become one of the most popular courses in the College of 
Engineering, and was no doubt a major factor in the College’s somewhat surpris-
ing decision to grant tenure and promote me to Associate Professor. 

In my first several years at OSU, I saw myself as being an integral part of the 
manufacturing faculty in the ISE department. As time went by, I found myself 
growing less interested in manufacturing engineering and more interested in prod-
uct design engineering. This transition was helped along when Professor Julie 
Higle, Al Miller’s successor as Chair in ISE, made the decision to de–emphasize 
manufacturing in ISE, and as a consequence eliminated my course in machining 
(ISE 622) from the curriculum. As a result of this and other factors, I began to 
migrate away from ISE and toward mechanical engineering. Returning from a 
year’s sabbatical in Hungary in 2007–2008, I changed the terms of my joint ap-
pointment, and currently hold a 75% appointment in Mechanical Engineering, a 
25% appointment in ISE, and an adjunct appointment in the Department of  
Design. 

4 Reworking the Mechanical Engineering Curriculum 

For the past three years, as Ohio State University moved from an academic calen-
dar based on the quarter system to one based on semesters, I found myself deeply 
involved in the discussions initiated by Cheena Srinivasan, as Chair of Mechanical 
Engineering, to re–think and rebuild the mechanical engineering curriculum from  
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the ground up. Following extensive discussions with industry, alumni, students, 
and faculty at Olin College, the University of Texas, and MIT, as well as Ohio 
State, we elected to devote a much larger fraction of the curriculum to experiential 
learning. Three major changes resulted from this decision: 

• the required capstone course in the senior year was expanded to a two–semester 
sequence, with several different tracks made available to students with varying 
interests. These tracks ranged from conventional mechanical engineering prob-
lems to motorsports, biomedical device design, product design, and an interdis-
ciplinary experience in conjunction with the College of Engineering. 

• the manufacturing processes course that traditionally was taught in the second 
year was moved to the senior year and totally re–designed to better fit the needs 
of mechanical engineers. The new course, which has been developed by Pro-
fessor Jose Castro in ISE, assumes a background in heat transfer and machine 
design, and emphasizes experiential learning in the lab coupled with extensive 
analysis and simulation of manufacturing processes. 

• an entirely new course, “Introduction to Design in Mechanical Engineering” is 
now required of all students entering the major, in the second semester of the 
sophomore year. This course is intended to provide students with skills they 
will need to successfully complete subsequent design courses in the major, and 
to make them effective engineers more quickly when they begin their careers. 
 

The thrust of the new course was to introduce second–year students to hands–on 
skills that they will need to be successful engineering designers. This entails a 
need to provide extensive experience in the machine shop, the CAD studio, and 
the electronics laboratory. At Ohio State, given the large number of students who 
are enrolled in the major, our primary constraint in the design of this course was 
how to provide a truly rich experience to our students while simultaneously coping 
with burgeoning enrollments and limited resources. Cheena Srinivasan entrusted 
the development of this course to Professor Lisa Abrams and me, with extensive 
support and creative input from Joe West, the long–time electronics wizard of the 
ME department, and Chad Bivens, a very talented mold maker who had recently 
joined the department as the machine shop supervisor. Our task was made much 
easier by working alongside three very talented, dedicated, and hard–working 
graduate students:  Michael Neal, Ryan Kay, and Angelica Liu. 

The undergraduate mechanical engineering program at Ohio State University is 
currently one of the largest in the country. Over the past seven years, the program 
has seen a significant increase in enrollment, from 865 undergraduates in 2005 to 
1337 in 2011. The ME program is now the largest undergraduate major in the Col-
lege of Engineering at Ohio State, and one of the largest is the USA. In planning a 
course that would rely so heavily on experiential learning, the primary considera-
tion was simply the logistics of moving large numbers of students through a struc-
tured set of exercises while maximizing the pedagogical benefit to the student. 
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Beyond introducing mechanical engineering to entering students in an expe-
riential context, an important secondary goal was to create a device – a ‘teaching 
platform’ – that could be integrated readily into many other courses in the curricu-
lum. Like many other mechanical engineering undergraduate programs, our curri-
culum is essentially divided into four distinct sections: mechanics, machine  
design, thermal and fluid systems, and dynamic systems. In creating this course, 
our intent was to show the students how these seemingly disparate parts of the 
curriculum fit together in practice. Hence we needed to create a platform that was 
rich enough to support its integration with subsequent courses over the remaining 
four semesters, and wide enough to span the entire discipline.  

From the beginning, our intent was that the course itself would be quite con-
sciously built around the fabrication and testing of this teaching platform. Students 
would attend two 1.5 hour lectures per week, in addition to a two–hour lab period, 
which would be spent in either the machine shop or the electronics lab. Lectures 
would be structured to provide needed information ‘just in time’ for students to 
apply it in the shop or lab. Our belief was that by immediately applying concepts 
introduced in lecture to a real device, students would internalize and retain the 
material more effectively.  

Thus our first task was to create a suitable teaching platform:  the mechanical 
device that the students would construct and test. Because of the centrality of the 
device to this course and most likely subsequent courses, this decision was not an 
easy one. The device had to be simple enough to be constructed by second–year 
students with very limited hands–on skills, but at the same time, it needed to be 
complex enough to satisfy the requirements outlined above. In summary, the de-
vice needed to: 

• Challenge students to develop real proficiency in the machine shop and  
electronics lab; 

• Offer interesting control scenarios, the better to integrate with the microproces-
sor; 

• Provide a rich enough experience to cover a wide range of mechanical  
engineering problems; 

• Integrate well with subsequent courses in the curriculum. 

After much discussion, and based on our review of the literature, we elected to 
have the students work in small teams to fabricate a fairly complex inline two–
cylinder compressed air motor. The idea for using a compressed air motor as the 
‘teaching platform’ came from similar projects at the US Coast Guard Academy 
and Cornell University. While researching several air motor designs, we discov-
ered that a group of students in the OSU mechanical engineering program had 
designed and built a two–cylinder version of a motor for their capstone project 
during the previous year. This motor became the basis of our new design. 
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Fig. 2 The initial OSU air motor design 

During the summer of 2011, a graduate student in our program, Angelica Liu, 
working closely with Chad Bivens, re–designed the original capstone air motor to 
create a more robust design that was also quite a bit more challenging to fabricate. 
This motor became the prototype for the first pilot class in Autumn Quarter, 2011; 
one of these motors is shown in Figure 2. The device was assembled from over 
thirty separate components, the majority of which were machined on lathes and 
milling machines by the students. The tolerances required for robust performance 
were considerable, but the students were able to machine parts from aluminum, 
bronze, and steel to one–thousandth of an inch or better. In this version of the 
motor the flow of air to the cylinders is controlled by a cam and valves; because 
cam timing was crucial, the cam was machined on a CNC milling machine by the 
lab supervisor.  

Much tuning and tweaking of the motors was necessary to achieve optimal per-
formance, but by the end of the first pilot, all of the student teams succeeded in 
building fully functioning motors. One very clear result of this effort was the sense 
of accomplishment felt by the students. They put in long hours outside of class, 
and were frankly surprised when their efforts resulted in success. Another result 
was also quickly apparent: this initial design of the motor, while fulfilling for the 
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students, was simply too complex to undertake given the very large number 
(~200) of students who would be enrolled in the course in Autumn Semester, 
2012. With over thirty separate components, and with the level of finesse needed 
to successfully assemble the motor, it was clear that this design simply was not 
feasible for the scaled–up course.  

In addition, it was still not clear to us how to incorporate a microprocessor into 
the design of the motor. Our initial thinking had been that the student teams would 
work on their own to design a mechanical ‘load’ which would be driven by the air 
motor, with the load controlled by the Arduino© microprocessor. However, after 
finishing the initial pilot course, and coming to grips with the number of hours 
required for the students to become proficient at machining, we realized that it 
would be impractical for the students to attempt any project in the machine shop 
that was not highly structured. We simply did not have the resources, either in 
staff or in the physical plant, to support over two hundred students working simul-
taneously on independent designs. While we remained enthusiastic about having 
the students fabricate and assemble an air motor, it was clear that we needed a 
much simpler motor design that would better incorporate the Arduino© micropro-
cessor, and thus eliminate the need for a cam and valve system.  

With the completion of the first pilot in December, 2011, we stepped back and 
re-evaluated the assumptions we had been working under for much of the previous 
year. This process led to a total re–thinking of the course objectives, and a  
re-ordering of the course constraints. It was clear that our original idea of follow-
ing the air motor project with a more open–ended design/build experience was 
totally impractical, given the number of students who would be taking the class. It 
was also clear that the cost of running this course could be a strong disincentive to 
its sustainability over the long term, unless we were able to find ways to reduce 
the costs significantly. 

With this in mind, we arrived at a new set of constraints to guide the further  
development of the course: 

• a less complex motor design, probably by eliminating the need for a cam and 
valves; 

• better integration between the motor and the Arduino microcontroller; 
• a more flexible teaching platform that could easily accommodate various num-

bers of students working together. 

Luckily for us, at this time, and quite on his own, Joe West was experimenting 
with a very small replica of the WWII–vintage Wright Cyclone radial engine. We 
were able to quickly adapt this design during the month of December, and have it 
ready for the second pilot course, which began in January, 2012. While the first 
version of the motor required that all of the components be in place before it 
would function correctly, the radial design gave us much more flexibility in this 
regard.  
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Fig. 3 The second iteration has fewer unique parts, with air flow controlled by a  
microprocessor 

Although all of the teams in the initial pilot course were able to complete their 
motors on time, it was clear that we would need to plan for the inevitable situation 
in which some members of a team did not finish. The first version of the air motor 
was not at all flexible in this regard: it simply would not run unless it was complete. 
The new radial design, however, could be constructed to operate with any number 
of cylinders, from one to six. With this design, each team member would be re-
sponsible only for completing a single cylinder sub–assembly (cylinder block and 
cap, piston, and connecting rod). If one student did not finish, the remainder of the 
team would still have a functioning motor. This design is also better at accommo-
dating the large number of students involved, as it allows six students to assemble a 
single motor, which reduces the cost of running the course considerably. 

Figure 3 shows the six–cylinder version of the radial engine. The frames on 
which the cylinders are assembled are machined by our shop personnel and pro-
vided to the students. Each student then assembles his or her cylinder sub–
assembly to the frame, which is then assembled to one of nine test rigs which  
incorporates the microprocessor, twelve solenoid valves, and the air lines. This 
design also greatly reduces the number of solenoid valves needed for the class, 
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which in fact are the most expensive component of the motor. The solenoids are 
used in common by all students for testing.  

The Arduino© microprocessors are used to control the set of solenoid valves 
which send air to each cylinder. The Arduino© concept was originally developed at 
the Interaction Design Institute Ivrea, in Italy, for use in teaching design and engi-
neering students how to program a relatively simple but sophisticated micropro-
cessor16. These devices have evolved into an extremely useful tool for students, 
designers, and engineers looking for a low–cost but capable controller, and are 
extremely popular among the ‘maker’ community. For the course, each student is 
required to purchase an Arduino© kit rather than an expensive textbook. Students 
spend roughly half of the semester in the electronics lab, learning to program the 
microprocessor and use it with various sensors and actuators. Each student is then 
required to write and test their own version of code for controlling the flow of air 
to the assembled motor.  

 

 

Fig. 4 Some of the thirty–three air motors completed during Autumn Semester, 2012 

In 2014, I will have been teaching in the College of Engineering at Ohio State 
for twenty years. I think it’s fair to say that during that time I’ve established a 
reputation as one of the ‘teachers’ in the College, and find myself filling the role 
of teaching mentor frequently. When I look back over the past two decades at the 
various courses I’ve created, modified, and taught, it’s clear to me now that my 
early experiences in the tool room and with the quadruped have had a strong influ-
ence on how I teach my courses. In truth, these experiences are so deeply embed-
ded in my ‘professor DNA’ that until I was asked to contribute a short article to 
this festschrift, I had never given much thought to just how important they were. I 
fully realize that I’ve been incredibly fortunate to have had these experiences, and 
I’ve done my best over the past two decades to fulfill Kos Ishii’s advice to ‘make 
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myself indispensable’. My academic career at Ohio State University will draw to a 
close in another few years, but I hope the new course will live on for some time to 
come. 
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29 Project-Based Learning in Engineering
through Street Performance Robot Contest

Shigeo Hirose, Gen Endo, and Edwardo F. Fukushima

Abstract. This paper introduces the outline of a creativity education course “Ma-
chine creation” that has been conducted at the Department of Mechano-Aerospace
Engineering, Tokyo Institute of Technology, for 22 years. The course is designed
to provide students with extensive opportunities to work with real objects to bridge
classroom lectures and hands-on experiences. The students work as a team within
a time limitation under budget to create a “Street Performance Robot” which can
entertain audience. We assume that students can efficiently learn about a process
of product development through this course from planning of the robot to the final
presentation of the robot. To evaluate this assumption, we carried out questionnaire
survey for the current students and alumni who are currently working as engineers in
the real world. The results suggest that this course can provide a valuable experience
for students and many alumni agree with our educational methodology.

1 Introduction

In today’s world, where value systems are diversifying and technology is being com-
moditized, sustained growth of a company cannot be achieved simply by improving
the performance of already existing products. Rather, what is required of today’s
engineers is to combine basic technologies and propose methods of use based on
unprecedented, new ideas, and thereby create new value in people’s lives.

Therefore, systematic nurturing of creativity is a key issue for educational insti-
tutions producing human resources. The importance of “education on Monodzukuri
(hands-on experience of design and manufacturing)” and “nurturing creativity” in
engineering has been recognized by many universities in recent years, but the De-
partment of Mechano-Aerospace Engineering of Tokyo Institute of Technology has
been addressing this issue since 1990, 23 years ago. The department has developed
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Fig. 1 Street performance robot spinning a top (1994)

a curriculum for nurturing creativity, and has provided education stressing hands-on
experience and fabrication [1].

This paper has two main purposes. First, it provides an overview of a course
called “Machine Creation,” which the authors proposed and have been teaching for
23 years, and its contribution to the systematization of education using robots. In
this course, students are given an extremely vague assignment of “making a robot
which can entertain people.” Groups of 4-5 students each fabricate a robot over a pe-
riod of about 4 months, and at the end of that process they present their robots to an
audience at the “Street Performance Robot Contest” (Figure 1). From the planning
stage, where groups decide what kind of robots to make, through the subsequent
stages of machining, fabrication, control and presentation at the contest, the inten-
tion is for students to gain a comprehensive experience, in a short time, of the entire
development process experienced by engineers in the real world.

Secondly, this paper conducts a questionnaire survey of the educational effec-
tiveness of Machine Creation, and discusses the results. Various engineering ed-
ucation programs have been proposed using robots as subject matter, but it is
difficult to objectively assess their educational effectiveness. Many of the refer-
ences administer questionnaire surveys to students who have taken the courses [2]-
[6], or assess course effectiveness by examining where students are employed at
graduation [7][8].

However, the authors feel it is difficult to determine whether the education is truly
effective simply by surveying students immediately after they have taken a course
(or, within 1-2 years at the latest). The reason why is that, even if students believe
they have gained useful knowledge and experience from a course, the benefits may
be transient, and soon forgotten as short term memory fades. Our true intent is not
to develop the skill of overnight cramming to boost test scores. The true purpose of
engineering education is for students, through their courses, to transform the knowl-
edge and experience they have acquired into wisdom, and then to continually make
use of those assets going forward.
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Therefore, for this paper, a questionnaire survey was administered to alumni who
took Machine Creation in the past, and are currently working on the front lines in
the real world. In this follow-up survey, the alumni were asked to reflect on the
course, and indicate whether it is truly useful as engineering education, and what
sort of impression they have of it today. At the same, a questionnaire survey was
administered to current students, to compare survey results and thereby verify the
effectiveness of improvements in course operation which have been made every
year.

2 Machine Creation

2.1 Overview of Course

“Machine Creation” is a required course (3 units, 3 classes/week) in the second term
of the third year of the Department of Mechano-Aerospace Engineering, and in the
2011 academic year it was held for a total of 15 weeks. Machines are designed and
fabricated with the aim of presenting them at the Street Performance Robot Contest
held in week 14. The assignment given to students is basically only to “make a
street performance robot which can entertain people,” and the exact nature of the
robot’s performance is left entirely up to the imagination of the students. In this
course, students fabricate robots in teams made up of 4-5 students. Students are
assigned to teams by the instructor, based on their grades in the course, and their
responses to a questionnaire administered prior to the course asking them what sort
of robot they want to fabricate, and what role they want to play on their team (e.g.,
project manager, or mechanical/electrical/program engineer). (Assignment to teams
is discussed afterward.) In the 2011 academic year, 49 students took the course, and
they were divided into 12 teams.

The integrated creation studio for carrying out fabrication is equipped with a
drilling machine, lathe, milling machine and other machine tools, and the students
do their own machining based on prior training and guidance by the technical staff.
The workshop also has a price list for items such as structural materials, mechanical
parts, electrical parts, actuators and other components, and each team fabricates their
robot within a budget of $225.

The necessary parts can be purchased separately by individual students or groups
at locations such as Akihabara, but students must pay themselves for any excess over
the budget. (It is assumed that expensive devices such as power supply units, motor
driver circuits, air cylinders, solenoid valves, and air compressors will be rented,
and these are not included in the budget.)

To check the progress of fabrication, review meetings are held about every 3
weeks, and each group makes a presentation for about 5 minutes in front of the
instructors. After each review meeting, students are instructed, as an assignment,
to submit a progress report (four A4 pages). In week 14 of the course, the Street
Performance Robot Contest is held before an audience of the instructors and sec-
ond year students from the Department of Mechano-Aerospace Engineering. To
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determine student grades, basic points for each group are calculated based on scores
for each review meeting and the Street Performance Robot Contest, and individual
students are comprehensively evaluated, taking into account their attitude toward
coursework, and record of tardiness and absences. (For details on how the course is
operated, please see Reference [9].)

2.2 Features of the Street Performance Robot Contest

At present, almost all of the robot contests held widely throughout Japan are the
oppositional type, but for this assignment, the authors selected a performance type
competition, where robots must be judged subjectively. The reasons for this are as
follows.

1) The assignment given to students is vague
If the competition is the oppositional type and the rules are clearly specified, the

students can focus on the technical issues of complying with the rules, and achiev-
ing victory. However, if winning and losing are clear-cut, then after competitions
over many years, the approach to winning tends to converge on an orthodox robot
form which operates with high reliability, and the scope for demonstrating creativ-
ity is narrowed. Also, if the robot forms are the same, then what determines victory
may not be ideas, but simply differences in fabrication capabilities. On the other
hand, there are many ways to entertain people, and a wide variety of possible ideas,
so there is broad leeway for demonstrating creativity. In addition, students have to
show originality from the planning stage, where they decide of what sort of robot
to make. This makes it possible to foster creativity beyond just fabricating an item,
and includes planning skills for deciding on what to make.

2) Students compete to appeal to an audience
Since the assignment is to make something which will entertain people, the robots

come in all descriptions, and the audience can view them without getting bored. The
students give a presentation in front of a large audience, and the reception-laughter,
cheers or awkward silence-provides the students with direct feedback.

This leaves a strong and lasting impression on the students as direct experience.
Also, in this contest, a technically superior robot will not be rated highly if its supe-
riority is hard to convey to a general audience. For serious students who are apt to
fixate on technical aspects, the authors believe it is a valuable experience to under-
stand the importance of communicating with people, and adopting the third-person
perspective of an ordinary person. However, it is difficult to objectively evaluate the
entertainment value and appeal of a performance. Evaluation of students’ work in
this course is multi-faceted, and based not only the assessment of audience members
who saw the contest, but also on technical evaluation of interim review meetings and
report content.

3) The contest can be held continuously
If the robots do performances, then the contest can be repeated every year with

the same rules, and there is no need to change the competition every time, as is fre-
quently done with oppositional robot competitions. This greatly reduces the burden
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on the instructors who manage the contest. In fact, as of this year, the Street Per-
formance Robot Contest has been held 21 times with almost the same rules. The
fact that the rules are the same has a number of advantages. For example, actuators,
controllers, power supplies and other equipment can be reused over multiple years,
and the costs of holding the course can be reduced.

2.3 Street Performance Robot Contest

The Street Performance Robot Contest is held as indicated below. Each team does
a presentation/performance in less than 3 minutes, and the instructor and audience
cast votes to rank the robots in order from most to least interesting. For voting, each
audience member is given 2 ping-pong balls, and the instructor is given 10 ping-
pong balls. At the end of the contest the number of votes is counted, and the ranking
is announced. The audience members can freely view and vote without limitations,
especially the second year students in the Mechano-Aerospace Engineering Depart-
ment, who will take Machine Creation in the following year, are encouraged to join
voting. The aim is to have them experience the atmosphere of the contest, and show
them their goal for the following year, and thereby stimulate their thinking.

Figure 2 shows the “ExciteBicycle” robot by Team 9, which was the course win-
ner in the 2011 academic year. This is a bicycle simulator, and if the operator pedals
it and turns the handlebars, he or she can propel and steer a small tricycle. This is a
machine with the qualities of a game, where players compete on whether they can
finish a specified course (with features such as tunnels and bridges) within a cer-
tain time. The rotation speed of the pedals driven by the player is measured with a
student-built optical encoder employing a reflective photo-interrupter. The rotation
speed value is sent to the tricycle robot via Xbee, and used to rotate the drive wheels.
A camera is mounted on the tricycle robot, and “you are there” operation is achieved
by projecting the image from that camera with a projector.

Fig. 2 Bicycle simulator “ExciteBicycle” by Team 9 (2011)
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In recent years, it has become possible to perform PC-linked information pro-
cessing and comprehensive staging using video cameras, projectors and audio in-
put/output. Some robots have employed visual feedback using OpenCV, and some
have used Speech SDK, a voice recognition and synthesis API from Microsoft. This
shows how students devise ideas in accordance with the current technical environ-
ment. In this way, students freely develop ideas, including final staging, and there
is leeway for them to address novel technical issues. This approach is a notable
advantage of this contest.

A truly diverse range of robots has appeared at the past 21 contests, but they
can be roughly classified into the following 8 categories. (Examples are given in
parentheses.)

1. Street performance (juggling, plate spinning)
2. Playing musical instruments (guitar, keyboard, violin)
3. Achieving specific capabilities (batting)
4. Substituting for personal tasks (automatic tooth brushing, cosmetics)
5. Preparing and serving foods or drinks (making ramen)
6. Competing against and interacting with people (target game)
7. Story-based performances (fairy tales, marionettes)
8. Movement coordinated with video (video jumps out into reality)

To put it another way, even if a robot is independently invented by students in the
new academic year, in most cases it will fall under one of the above categories, and
there will have been similar robots in the past. However, even if there have been
similar robots, we believe there is no problem provided that the new robot is not a
perfect imitation of a past robot.

One reason why is that the primary emphasis of this contest is on the process
in which students themselves generate their own ideas, conduct prototyping and
experiments, and discover and solve problems. Another reason is that the evaluation
criteria differ from the novelty required in academic research. This contest does not
aim to discover “world firsts.” Its primary emphasis is giving students their first
experience.

3 Questionnaire-Based Evaluation

This section reports on questionnaire surveys administered to students in the 2011
academic year who took the Machine Creation course (referred to below as “current
students”) and currently working alumni who took the course in academic year 1994
(referred to below as “alumni”).

In order to verify the persistence and effectiveness of the proposed education, ide-
ally it would be best to base the analysis on a questionnaire survey administered to
students at various stages (immediately after graduation, 3 years later, 5 years later,
and 10 years later), but contacting many alumni and receiving valid questionnaire
results from them would require a tremendous amount time and labor. Therefore,
as a first step toward evaluation by course alumni, we administered a questionnaire
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in the course

Yes No N/ANeither

Q1: Have you had an experience to demonstrate your creativity? 
before the course

Yes No N/ANeither

Fig. 3 Questionnaire for current students

to alumni from the 1994 academic year, who were easy to recruit for this survey
because they were classmates of one of the authors.

One of the authors himself took the class as a student in the 1994 academic year,
and thus I remember, as a student, how the course was run at that time, and can
discuss it in comparison with the current approach.

After describing the questions and results for current students and alumni, re-
spectively, we compare the responses of current students and alumni to the same
questions.

3.1 Questionnaire for Current Students

A questionnaire survey relating to nurturing creativity was administered to 49 stu-
dents who took this course in academic year 2011, and responses were received from
48 of them. In the pre-survey for assigning students to teams, which is administered
prior to the start of the course, there is a question asking “Have you ever previously
demonstrated creativity?” By asking this same question in the post-questionnaire af-
ter the course is finished, it is possible to determine whether students had an experi-
ence of demonstrating creativity through their participation in the Machine Creation
course.

Figure 3 shows the results of the pre- and post-questionnaires. The figure shows
that, while 19% of students responded that they were able to demonstrate their cre-
ativity in the pre-questionnaire, this percentage increased dramatically to 56% in
the post-questionnaire. When students were asked for specific examples they expe-
rienced during Machine Creation, there were a total of 25 responses, and of these
9 related to ideas in the planning stage, and 8 were specific designs for mecha-
nism structure. However, students also gave various other specific examples such as
electrical circuits, programming and solutions when confronted with problems. For
this reason, it is conjectured that this course provides opportunities to demonstrate
creativity in a variety of areas.
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Fig. 4 Questionnaire survey about “Robot Creation” for alumni

3.2 Alumni Questionnaire

A questionnaire form was sent to the 36 alumni whose contact information could
be obtained from among the 48 students who took Machine Creation in the 1994
academic year. Responses were obtained from 24 alumni. The collection rate was
67% (50% of all students who took the course).

3.2.1 Alumni Attributes

Since alumni are likely to have a different understanding of the course depending
on their job category and position in the real world, the first items in the survey
were designed to determine the attributes of the alumni subject to the survey. In
terms of job category, the alumni were divided roughly 50-50 between manufac-
turing and non-manufacturing industries. Within the non-manufacturing industries,
almost all of the alumni were working as engineers in fields such as electric power
and transportation. In terms of position, alumni at the subsection chief or chief level
(with 1 or 2 subordinates) accounted for 70% of the total. In terms of duties, 80%
of the alumni responded that they were engaged more in technical work relating to
R&D than in management work. Their ages were 38-39. For the above reasons, it is
likely that the alumni who responded are a generation of engineers who are actively
carrying out engineering work.

3.2.2 Evaluation of Machine Creation

The left and center columns of Figure 4 show the results of the alumni question-
naire for questions designed to evaluate the significance and rules of the Machine
Creation course. First of all, when alumni were asked if they remembered what kind
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of robot they made in the course they took 17 years before, 58% responded that they
remember clearly, and 32% that they remember1.

Next were the questions: Q3: What made the biggest impression in the course?,
Q4: What did you learn most from the course?, and Q5: What was the greatest ben-
efit of the course? In the results for all these questions, the most frequent response
was accomplishing a project through joint work as a team. The percentage of stu-
dents who replied that they had project experience prior to taking the course was
about 10%, and thus for almost all of the students this was their first project-type
joint work. Therefore it likely left a lasting impression and was very educational.
For this reason, it is likely that the significance of this course lies in accomplishing
a project through joint work as a group.

Next, the alumni were asked how they felt about the fact that the course is de-
signed to provide students with extensive opportunities to work with real objects in
order to bridge the gap between classroom lectures and hands-on experience. The
responses showed that 54% thought such efforts were very important, and 38% felt
they were important. These results can be regarded as supporting the importance of
education by working with real-world objects and not just class lectures.

Alumni were also asked their opinions about the following rules, which were
adopted as part of operating the Machine Creation course: To work as a team, To
work within a time limitation, To work under a budget, and To give a presentation
in front of the audience. The responses in all cases were very positive, and thus this
framework can be regarded as appropriate.

The above results show that engineers working in the real world have a high
opinion of the importance of manufacturing technology, and the associated educa-
tion methodology, which have previously been advocated by the authors.

3.2.3 Nurturing Creativity

The right hand column in Figure 4 shows survey results regarding nurturing of cre-
ativity. The questions were: Q8: Did you have an experience demonstrating your
creativity through the course?, Q9: Did you find that you became more creative
through the course?, Q10: After graduation, have you had any occasion in your
work that reminded you of your experience in the course, and that made you find
the course helpful? The results show that roughly 30% of the alumni responded
that they demonstrated creativity, remembered the course in work, and found the
course helpful. In the questionnaire for current students in the lower part of Figure
3, roughly 60% responded that they were able to demonstrate creativity, and thus the
rate for alumni was about half of that. Opinions may differ on whether to regard this
30% as a large or small percentage, but considering that the students took the course
17 years before, and that experiences tend to be forgotten as time passes, this result
can be regarded as showing that the effect of this education approach in nurturing
creativity is maintained. Among the alumni who responded that they demonstrated

1 Since it is possible that alumni who did not remember the course did not return the ques-
tionnaire, it is not possible to extrapolate from these results to results for the entire group.
However, at the very least it is evident that alumni who did respond remembered the course.
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creativity and found the course helpful, there were some who responded in the free
comment portion of the questionnaire that the experience went beyond just a course,
and had a very powerful impact on them, e.g., influencing them to choose a career
as an engineer, or serving as a foundation for the projects they carry out in their
current work.

3.3 Comparison of Overall Impression of Current Students
and Alumni

As was pointed out in Section 2.3, the course operation and equipment used are
reviewed every year. Therefore, between the alumni who took the course in the 1994
academic year and the current students in the 2011 academic year, improvements
were made every year in the method of running the class, even though robots were
made based on the same assignment every year. In order to actually ascertain the
effectiveness of these improvements, this section asks the same questions to both
current students and alumni regarding their overall impression of the course, and
then compares the results. The biggest difference in the operation method between
the 1994 and 2011 academic years was the method of group assignment, and the
fabrication time on campus outside of course time. Whereas, in the 1994 academic
year, group assignment was done by mechanically assigning students in the order of
their attendance numbers, in the 2011 academic year, group assignment was done
at the discretion of the instructor, after determining the desires of each student by
administering a questionnaire, while taking into account student grades.

Also, in the 1994 academic year, fabrication could not be finished during, and
went on long after, course time, and the usual approach was, right before the contest,
to work independently every day until the last train in the university workshop,
and in some cases students worked through the night over consecutive days in the
workshop.

Working until late at night in this way may be a good memory for students, but
it is not really the best approach considering the safety of students and the burden
on the instructor running the course. Therefore, in recent years, methods have been
devised to improve the efficiency of fabrication so that machining work is finished,
as far as possible, during normal course time. More specifically, fabrication work has
been divided into highly dangerous work using machine tools, and safe work such as
concept design, circuit fabrication and programming. In the former case, the work
is done during course time under the supervision of the instructor, technical staff
or TA, and students are given explicit instructions to “concentrate during class time
on work which cannot be done without machine tools.” On the other hand, the latter
type of safe work requires no safety supervision and can be carried out by each group
and individual outside of course time. In particular, an approach was devised to
permit students to take home some equipment-such as power supplies, motor drivers
and microprocessors-so they can continue circuit fabrication and programming work
on their while at home, during long breaks such as the winter vacation. In recent
years, this approach has eliminated the situation where students work all night in the
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Fig. 5 Comparison between current students and alumni about a general impression of
“Robot Creation”

workshop on the day before the contest, and this significantly reduces the burden on
the instructor and TAs.

Figure 5 shows the results regarding general impressions of the Machine Creation
course, and how relationships with other students changed during the course. The
column on the left shows the results for current students, and the column on the right
shows the results for alumni.

Q11 on general impressions asked about 3 aspects: whether the course was in-
teresting, whether it was a good experience, and whether it was easy or hard. The
general trend of the responses was almost the same for both current students and
alumni, with more than 80% indicating that the course was interesting and a good
experience. For the question about whether the class was easy or hard, more than
60% of both groups indicated that the class was hard. These results indicate that
the course presented many difficulties and was definitely not easy, but most of the
students had an interesting, fulfilling and valuable experience.

Incidentally, 17% of alumni, but only 4% of current students, responded that
the course was boring or very boring. In the free comment space, almost all of
the alumni who responded that the course was boring said that their relationships
with group members worsened, and thus their motivation to do the work declined.
This point also shows up in the results of Q12 which asked how relationships with
group and class members changed due to the course. Whereas there were no negative
responses from current students, 8% of alumni responded that their relationships
worsened. It is conjectured that the infrequency of dissatisfaction among current
students is due to the instructor taking great care when forming groups to ascertain
student desires and take into account student grades, and thereby prevent differences
from arising between groups in technical skills and motivation. This suggests that
the current method of operation is advantageous.
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When students were asked what percent of their maximum effort they devoted
to the course, and what percent of total satisfaction they derived from the course,
the median value in both cases was 80%, and no clear difference was evident be-
tween current students and alumni. Finally, when students were asked if they would
recommend the course to younger students if it were not required, 94% of current
students, and 100% of alumni, said they would, and thus they rate the course ex-
tremely highly. This shows that many students have earnestly worked at this course,
and derived a high degree of satisfaction from it. In addition, almost no difference
was seen between current students and alumni, and this suggests that even when
course operation is made more efficient, the quality of the course is maintained.

4 Impressions of Alumni Regarding Machine Creation
(Free Comment)

A space for free comment was provided at the end of the questionnaire for alumni,
and the alumni were asked to describe the events or experiences which left the great-
est impression, and the impressions, improvements or advice they had regarding the
course. This section presents and discusses some representative responses.

First, the positive experiences and impressions were as follows.

• The experience I had-of encountering various troubles in determining how to
structure a team and different roles, in a situation where members have different
strengths-is useful when heading up a team in my current work.

• I feel this is a very significant course for improving project management and
presentation skills. If possible, I would like you to say that this course is useful
even for non-manufacturing work.

• If hardware and software are not smoothly integrated, a machine will not operate
properly; and to make a good robot, it is essential to rely on people, and to help
each other out. I learned these two things at the time of the class, and they are the
basis of my work today as an engineer.

• In the end, no matter how good the product is, it will be meaningless if the price
is too high. No matter how great the technology is, it will be meaningless if the
item isn’t fun. No matter how good the product is, people won’t understand it if
you can’t convey the advantages to them. These are some of the many common
points with my life today, and the fact that I was able to learn these lessons while
having fun during my student days was a great experience. The experience was
enjoyable, and thus rather then join a manufacturer and continue researching one
thing, I wanted to join a company on the consumer side where I could gather
exciting technologies from all over, and make them into a product that would
make people happy.

The above comments show that this course was not just a transient, fun experience;
it provided a valuable experience on running a project as a leader, or working within
a project as an engineer. On the other hand, negative experiences and impressions
were as follows.
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• I remember having a terrible experience due to bad chemistry with my fellow
group members. [...] Even today, I’m not very good at mechatronics, and perhaps
that is the reason.

• I had no knowledge of mechanical or electrical technology, no ability to use my
hands, and no ability to advance the discussion. I keenly felt my inability to do
anything.

• When I was taking the course, I was extremely immature, and unfortunately I
wasn’t able to get anything from the course or enjoy it. As a suggestion, I thought
it would be best to just provide technical support as best I could. [...] I don’t think
it is important for students to experience thinking everything up by themselves.
A university is an educational institution, and therefore it should cultivate and
nurture the sprouts of learning.

The above impressions show that if personal relationships do not go well with other
group members, the student may be left with a strong feeling of ineptness. They
also show that there were some students who did not know how to proceed due to
unbalanced technical skills between groups. We believe this shows we can reduce
negative experiences by devising a new approach to group assignment (like that
used now), and having the instructor watch carefully monitor student progress and
provide appropriate advice. When current students were actually surveyed via ques-
tionnaire about group assignment and instructor support, less than 5% of students
indicated dissatisfaction or problems, and this shows that adequate improvement has
been achieved.

5 Conclusion

This paper has provided an overview of the “Machine Creation” course held in the
Department of Mechano-Aerospace Engineering of Tokyo Institute of Technology.
A questionnaire survey was administered, to alumni currently active as engineers
in the real world, regarding the significance and educational effectiveness of this
course. The results showed that many alumni have favorable opinions of the course
significance and operation method. A comparison of current students with alumni
suggests that course operation has been improved.

In the free comment section of the alumni questionnaire, some alumni responded
that the course was their foundation as an engineer, or that they made use of their
experiences in Machine Creation even today. This showed that the course is more
than just another course, and indeed can be a vital experience which affects the
student’s subsequent view of work. For the authors who run this course, this was a
very encouraging result which will advance education using robots.

As issues for the future, we would like to administer the same questionnaire to
alumni from various academic years, determine how well the educational effect of
the course persists, and examine how to contribute to the growth of engineers in the
real world. Furthermore, we would like to continuously improve course operation
based on the survey results.
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In the free comment section of the alumni questionnaires, we received many ex-
tremely valuable comments for making specific improvements in course operation-
such as comments requesting more active involvement by the instructor and TAs,
or requesting guidance so that tasks such as presentations can be experienced by
everyone, and not done only by students who are good at them. By effectively in-
corporating these ideas, we hope, going forward, to contribute to the dissemination
and promotion of education to nurture creativity through robotics.
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30   Research and Science Educations  
of Lu Ban’s Horse Carriages 

Hong-Sen Yan  

Abstract. Lu Ban (~ 507-444 BC) was a master carpenter in ancient China. He 
invented a legendary wooden horse carriage  which was first mentioned in the 
book Lun Heng by Wang Chong (~ 27-97 AD) but was subsequently lost in the 
long past years. Based on the methodology for the reconstruction design of lost 
mechanisms developed by the author, his research group at the National Cheng 
Kung University (NCKU) started to reconstruct various designs of this lost ma-
chine in 1993. One of the feasible designs, a planar linkage with 8 bars and 10 
joints as the leg mechanism, was further developed into various mechanical horse 
carriages without and with electrical powers. And, the corresponding hardware 
and educational kits have been successfully used for science programs at the  
National Science and Technology Museum and NCKU since 2002. 

1 Introduction 

Many ingenious mechanical devices were invented in ancient China before the 
15th century. However, it was unfortunate that the inventors were unable to pre-
serve the finished objects or keep complete documentation, thus preventing many 
of the designs to be passed down to latter generations. 

Studies and publications on modern walking machines that mimic the motion of 
animals appeared only in the past hundred years. However, a legendary walking 
machine named the “Wooden Horse Carriage” might be invented by Lu Ban dur-
ing the period of ancient China’s Era of Spring and Autumn around 500 BC. This 
design was treated as a novelty, and it can be found in literary records but without 
surviving hardware. 
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This work addresses historical literature regarding Lu Ban’s Wooden Horse 
Carriage first. It follows by introducing the reconstruction synthesis of all feasible 
leg mechanisms of the wooden horse carriage at the National Cheng Kung Univer-
sity (NCKU, Tainan, Taiwan). Finally, various educational kits, hardware, and 
activities for K-12 students developed and organized by the National Science and 
Technology Museum (NSTM, Kaohsiung, Taiwan) and NCKU are presented. 

2 Historical Background 

Lu Ban (~ 507-444 BC) with Gong-shu as his original family name was a master 
carpenter and inventor in the Kingdom of Lu during the Era of Spring and Autumn 
in ancient China. What fascinated people most regarding his numerous inventions 
were the wooden kite and the wooden horse carriage. 

According to legend, Lu Ban built a wooden horse carriage for his aged mother 
so that she would not tire herself when she went out. The description of this device 
first appeared in the book Lun Heng by Wang Chong (~ 27-97 AD) in the Eastern 
Han Dynasty. It states [01]: “It is said that Lu Ban was mourning of the loss of his 
mother. He built a wooden horse carriage that was well equipped and needed no 
manual intervention. When his mother rode on, it sped away never to return.” 

Wang Chong’s work was primarily a response to the book Ru Shu. There was a 
part in it that questioned the credibility of Lu Ban’s flying contraption that could 
stay in the sky for three days. Wang Chong believed that if Lu Ban’s carriage 
could move automatically without stopping, then his kite could also fly for three 
days without falling. If the wooden carriage could not move on its own, then when 
Lu Ban’s mother was riding in the carriage, the carriage should have stopped mov-
ing somewhere, enabling him to find his mother along the 3-day carriage route. 
According to historical records, however, Lu Ban’s mother was never found. 

If the wooden bird had existed, then the carriage should also have existed be-
cause the design of the flying device should be more difficult than that of the 
ground carriage. In addition, if the carriage was operated by linkage mechanisms, 
it would not be a problem for a master carpenter like Lu Ban. And, the correct 
dimensions and assembly of the parts of the device would certainly be based on 
experiments done with rich engineering experiences. Furthermore, Lu Ban lived in 
Dun Huang, a place full of mountainous slopes. This might also suggest that his 
carriage could move on the rugged terrain possibly based on inertia and the con-
servation of energy. Therefore, the creation of the wooden horse carriage should 
be possible. However, this invention was treated as a novelty and quickly disap-
peared. Nevertheless, it is the earliest story of ancient Chinese walking machines. 

3 Reconstruction Designs 

In past long years, very few scholars have studied lost ancient Chinese walking 
machines. Around 1986, Wang Jian of Urumqi in China, built a wooden horse 
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carriage power by an electric motor with batteries based on his ingenious expe-
rience and sense of practicality, Fig. 1 [02-04]. This design is composed of a walk-
ing mechanism with a leg function and a trailer with balance function. The  
walking mechanism has four sets of 8-bar linkage with the same configurations. 

 
Fig. 1 Wang Jian’s wooden horse carriage 

In 1993 the author started a systematic research effort on the lost walking ma-
chines at NCKU, especially the lost wooden horse carriage [02-12]. Based on li-
mited historical records and subject to technological constraints of ancient era, all 
feasible designs of the 4-legged linkage-type walking machines were synthesized, 
based on “Methodology for the Reconstruction Design of Lost Ancient Mechan-
isms” developed by the author [04]. It includes the following four steps, Fig. 2: 

 
Fig. 2 Process of reconstruction design 

Step 1. Design Specifications 
Basic design specifications regarding the configuration of the wooden horse car-
riage are defined as follows according to the study of available historical archives: 

1. It is a quadruped walking machine that generates specific gait locomotion, and 
it mimics the motion of a real horse. 

2. Each leg mechanism is a planar linkage with simple revolute joints and one 
degree of freedom, i.e., the number of links can be 4, 6, 8, 10… etc. 

3. A carriage is attached to the back body of the wooden horse to carry riders and 
also for providing the function of balance. 
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Step 2. Generalized Kinematic Chains 
This step is to obtain or identify the atlas of generalized kinematic chains with the 
required numbers of links and joints subject to defined design specifications (topo-
logical characteristics) by applying the algorithm of number synthesis or simply 
identifying them from available atlases in reference [04]. 

Step 3. Specialized Chains 
This step is to obtain the atlas of specialized chains with assigned types of links 
and joints for each generalized kinematic chain obtained in Step 2 through the 
following sub-steps: 

a. For each generalized kinematic chain, identify the thigh link (member 3) and 
the shank link (member 4) that are adjacent to each other for all possible cases. 

b. For each case obtained in sub-step a, identify the ground link (member 1). 
c. For each case obtained in sub-step b, identify the crank (member 2). 

Then, subject them to the following design requirements and constraints: 

1. It has a ground link (frame) as the body. 
2. It has a crank not adjacent to the thigh link or the shank link. The crank of the 

leg mechanism is adjacent to the body, and the fixed pivots of all the four 
cranks are coaxial. 

3. It has a thigh link adjacent to the body and the shank link. 
4. It has a shank link not adjacent to the body, but adjacent to the thigh link. 
5. The crank, the thigh link, and the shank link must be distinct members. 
6. There is a foot point (coupler point) on the shank link to generate a path curve 

and to contact the ground. 

Step 4. Reconstruction Designs 
The last step is to obtain the atlas of reconstruction designs from the atlas of spe-
cialized chains based on the motion and functional requirements of the lost ma-
chine, and by utilizing the mechanical evolution and variation theory to perform a 
mechanism equivalent transformation. Furthermore, ancient scientific theories and 
technologies of the subject’s time period are applied to find feasible mechanisms 
that can be considered as the reconstruction designs. 

Based on such a methodology, all feasible designs for the leg mechanisms with 
one degree of freedom and with 6-bar and 8-bar are synthesized. 

For a planar 6-bar leg mechanism with simple revolute joints and one degree of 
freedom, it has 7 joints; and there are two generalized kinematic chains with 6 
bars and 7 joints, Fig. 3. Through the process of specialization, there are 32 spe-
cialized chains available as shown in Fig. 4. In addition, Figs. 5(a1)-(a15) show 
the corresponding schematic formats of the leg mechanisms, providing the atlas of 
all possible reconstruction design concepts for the generalized kinematic chain 
shown in Fig. 3(a). 
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Fig. 3 Atlas of generalized kinematic chains with 6-bar and 7-joint 

 

Fig. 4 Atlas of specialized chains based on Fig. 3 
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Fig. 5 Atlas of 6-bar designs based on Fig. 3(a) 

 
For a planar 8-bar leg mechanism with simple revolute joints and one degree of 

freedom, it has 10 joints; and there are sixteen generalized kinematic chains with 8 
bars and 10 joints as shown in Fig. 6. By following the same process shown in 
Fig. 2, there are 117 specialized chains available, and Fig. 7 shows some of the 
corresponding schematic formats of the 8-bar leg mechanisms. 

Fig. 8 shows a physical model developed at NCKU in 1996 [05]. This carriage 
is pushed to move forward and pulled to move backward. It requires only a small 
force to push or pull to make it walk up a reasonable slope. When left on a slope 
around 15 degrees, it moves down without human intervention due to gravity. This 
might prove that such an invention might really be feasible as indicated in the 
book Lun Heng by Wang Chong (~ 27-97 AD) in the Eastern Han Dynasty. 
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Fig. 6 Atlas of generalized kinematic chains with 8-bar and 10-joint 

 

Fig. 7 Some leg mechanisms for the 8-bar designs 
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Fig. 8 NCKU’s 8-bar-type horse carriage 

4 Science Educations in Museums 

The National Science and Technology Museum (NSTM), inaugurated in Novem-
ber 1997, is the first national museum in applied science in Taiwan, occupying an 
area of around 19 hectares in site and with 114,000 square meters of floor area. 
NSTM’s educational activities aim to enhance visitor’s understanding of science 
and technology. In addition, its educational program covers all kinds of technolo-
gy, from the modern to ancient technology and from the traditional to state-of-art 
technology. 

Based on the outcomes of basic research regarding Lu Ban’s wooden horse car-
riage, the author’s research group at NCKU further developed the prototype 
shown in Fig. 8 into some modern horse carriages with an electrical motor, Fig. 9. 
In addition, the technology of this design was transferred to a local company for 
commercial production. From 2002, various educational kits, hardware, and ac-
tivities for K-12 students were developed and organized by NSTM and NCKU. 

 
Fig. 9 NCKU’s modern horse carriages 

Since each leg mechanism is an 8-bar linkage with 10 joints, educational kits 
with corrugated plate, thick paper, plastics and metals as materials were designed 
and manufactured for instructors to illustrate the motion of the linkage mechanism 
and to allow students to engage in the hand-on assembly, Fig. 10. In addition, a 
number of physical electrical horse carriages with different sizes and energy 
sources were also developed, such as a table size, remote control and lead-acid 
battery design in 2002; several driver’s size, manual control and lead-acid battery 
designs in 2003~2006; and a driver’s size, manual control and fuel-cell battery 
design in 2008~2009, Fig. 11. Furthermore, there were more than 50 mechanical 
programs and camps with the horse carriages as the main theme during the period 
of 2003~2008. And, there were 5 special programs for undergraduate and K-12 
students held at students’ sites organized by NCKU during the same period. 
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Fig. 10 Educational kits of modern horse carriages 

 

Fig. 11 Products of modern horse carriages 

5 Conclusions 

Lu Ban’s wooden horse carriage is an example of lost ancient Chinese machines 
with only limited written descriptions, and without any illustrations and surviving 
evidence. Restoration of this type is more difficult, and some imagination is re-
quired. It is believed that this design consists of a four-legged walking machine 
and a trailer. This work systematically synthesized all feasible linkage-type leg 
mechanisms of Lu Ban’s wooden horse carriage subject to ancient science and 



396 H.-S. Yan 

technology of the item’s time period, based on the methodology for the recon-
struction synthesis of lost ancient mechanisms developed by the author. 

Based on the built prototype of a reconstruction design with an 8-bar linkage as 
the leg mechanism as shown in Fig. 8, some modern mechanical horse carriages 
with an electric motor powered by lead-acid and/or fuel-cell batteries are further 
developed. And, hardware and educational kits for these carriages have been suc-
cessfully applied for science programs for K-12 students at the National Science 
and Technology Museum and National Cheng Kung University since 2002.  

As a result, this work provides a solid example of how professors’ long-term 
studies can be a reliable source for transforming basic research into innovative 
educational programs in science centers and (university) museums. 
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