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Abstract We propose a possible way of attacking the question posed originally by
Daniel Revuz and Marc Yor in their book published in 1991. They asked whether the
Lévy transformation of the Wiener-space is ergodic. Our main results are formulated
in terms of a strongly stationary sequence of random variables obtained by evaluat-
ing the iterated paths at time one. Roughly speaking, this sequence has to approach
zero “sufficiently fast”. For example, one of our results states that if the expected hit-
ting time of small neighborhoods of the origin do not grow faster than the inverse of
the size of these sets then the Lévy transformation is strongly mixing, hence ergodic.

1 Introduction

We work on the canonical space for continuous processes, that is, on the set of
continuous functions CŒ0;1/ equipped with the Borel �-field B.CŒ0;1// and the
Wiener measure P. On this space the canonical process ˇt .!/ D !.t/ is a Brownian
motion and the Lévy transformation T, given by the formula

.Tˇ/t D
Z t

0
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is almost everywhere defined and preserves the measure P. A long standing open
question is the ergodicity of this transformation. It was probably first mentioned
in written form in Revuz and Yor [11] (pp. 257). Since then there were some
work on the question, see Dubins and Smorodinsky [3]; Dubins et al. [4]; Fujita
[5]; Malric [7, 8]. One of the recent deep result of Marc Malric, see [9], is the
topological recurrence of the transformation, that is, the orbit of a typical Brownian
path meets any non empty open set almost surely. Brossard and Leuridan [2] provide
an alternative presentation of the proof.

In this paper we consider mainly the strong mixing property of the Lévy
transformation. Our main results are formulated in terms of a strongly stationary
sequence of random variables defined by evaluating the iterated paths at time one.
Put Zn D min0�k<n j.Tkˇ/1j. We show in Theorem 8 that if

lim inf
n!1

ZnC1
Zn

< 1; almost surely; (�)

then T is strongly mixing, hence ergodic.
We will say that a family of real valued variables f�i W i 2 I g is tight if

the family of the probability measures
˚
P ı ��1

i W i 2 I� is tight, that is if
supi2I P.j�i j > K/ ! 0 as K ! 1.

In Theorem 11 below, we will see that the tightness of the family fnZn W n � 1g
implies (�), in particular if E.Zn/ D O.1=n/ then the Lévy transformation is
strongly mixing, hence ergodic. Another way of expressing the same idea, uses the
hitting time �.x/ D inf fn � 0 W Zn < xg of the x-neighborhood of zero by the
sequence ..Tkˇ/1/k�0 for x > 0. In the same Theorem we will see that the tightness
of fx�.x/ W x 2 .0; 1/g is also sufficient for (�). In particular, if E.�.x// D O.1=x/

as x ! 0, that is, the expected hitting time of small neighborhoods of the origin do
not grow faster than the inverse of the size of these sets, then the Lévy transformation
is strongly mixing, hence ergodic.

It is natural to compare our result with the density theorem of Marc Malric. We
obtain that to settle the question of ergodicity one should focus on specific open sets
only, but for those sets deeper understanding of the hitting time is required.

In the next section we sketch our argument, formulating the intermediate steps.
Most of the proofs are given in Sect. 3. Note, that we do not use the topological
recurrence theorem of Marc Malric, instead all of our argument is based on his den-
sity result of the zeros of the iterated paths, see [8]. This theorem states that the set

ft � 0 W 9n; .Tnˇ/t D 0g is dense in Œ0;1/ almost surely: (1)

Hence the argument given below may eventually lead to an alternative proof of the
topological recurrence theorem as well.
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2 Results and Tools

2.1 Integral-Type Transformations

Recall, that a measure preserving transformation T of a probability space .˝;B;P/
is ergodic, if

lim
n!1

1

n

n�1X
kD0

P.A\ T �kB/ D P.A/P.B/; for A;B 2 B;

and strongly mixing provided that

lim
n!1 P.A\ T �nB/ D P.A/P.B/; for A;B 2 B:

The next theorem, whose proof is given in Sect. 3.2, uses that ergodicity and
strong mixing can be interpreted as asymptotic independence when the base set ˝
is a Polish space. Here the special form of the Lévy transformation and the one-
dimensional setting are not essential, hence we will use the phrase integral-type for
the transformation of the d -dimensional Wiener space in the form

Tˇ D
Z :

0

h.s; ˇ/dˇs (2)

where h is a progressive d � d -matrix valued function. It is measure-preserving,
that is, Tˇ is a d -dimensional Brownian motion, if and only if h.t; !/ is an
orthogonal matrix dt � dP almost everywhere, that is, hT h D Id , where hT

denotes the transpose of h and Id is the identity matrix of size d � d . Recall that

kakHS D Tr
�
aaT

�1=2
is the Hilbert–Schmidt norm of the matrix a.

Theorem 1. Let T be an integral-type measure-preserving transformation of the
d -dimensional Wiener-space as in (2) and denote by Xn.t/ the process

Xn.t/ D
Z t

0

h.n/s ds with h.n/s D h.s; T n�1ˇ/ � � �h.s; Tˇ/h.s; ˇ/: (3)

Then

(i) T is strongly mixing if and only if Xn.t/
p! 0 for all t � 0.

(ii) T is ergodic if and only if
1

N

NX
nD1

kXn.t/k2HS
p! 0 for all t � 0.

The two parts of Theorem 1 can be proved along similar lines, see Sect. 3.2.
Note, that the Hilbert–Schmidt norm of an orthogonal transformation in dimension
d is

p
d hence by (3) we have the trivial bound: kXn.t/kHS � t

p
d . By this

boundedness the convergence in probability is equivalent to the convergence in L1

in both parts of Theorem 1.
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2.2 Lévy Transformation

Throughout this section ˇ.n/ D ˇ ı Tn denotes the nth iterated path under the Lévy
transformation T. Then h.n/t D Qn�1

kD0 sign.ˇ.k/t /.
By boundedness, the convergence of Xn.t/ in probability is the same as the

convergence in L2. Writing out X2
n.t/ we obtain that:

X2
n.t/ D 2

Z
0<u<v<t

h.n/u h.n/v dudv: (4)

Combining (4) and (i) of Theorem 1 we obtain that T is strongly mixing provided
that

E
�
h.n/s h

.n/
t

�
! 0; for almost all 0 < s < t . (5)

By scaling, E
�
h
.n/
s h

.n/
t

�
depends only on the ratio s=t , and the sufficient condition

(5) is even simplifies to

E
�
h.n/s h

.n/
1

�
! 0; for almost every s 2 .0; 1/.

Since h
.n/
s h

.n/
1 takes values in f � 1;C1g we actually have to show that

P
�
h
.n/
s h

.n/
1 D 1

�
� P

�
h
.n/
s h

.n/
1 D �1

�
! 0. It is quite natural to prove this limiting

relation by a kind of coupling. In the present setting this means a transformation S
of the state space CŒ0;1/ preserving the Wiener measure and mapping most of the
event fh.n/s h.n/1 D 1g to fh.n/s h.n/1 D �1g for n large.

The transformation S will be the reflection of the path after a suitably chosen
stopping time � , i.e.,

.Sˇ/t D 2ˇt^� � ˇt :

Proposition 2. Let C > 0 and s 2 .0; 1/. If there exists a stopping time � such
that

(a) s < � < 1 almost surely,

(b) � D inf
n
n � 0 W ˇ.n/� D 0

o
is finite almost surely,

(c) jˇ.k/� j > Cp
1 � � for 0 � k < � almost surely.

then

lim sup
n!1

ˇ̌
ˇE
�
h.n/s h

.n/
1

�ˇ̌
ˇ � P

 
sup
t2Œ0;1�

jˇj > C
!

One can relax the requirement that � is a stopping time in Proposition 2.
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Proposition 3. Assume that for any s < 1 and C > 0 time there exists a random
time � with properties (a), (b) and (c) in Proposition 2.

Then there are also a stopping times with these properties for any s < 1, C > 0.

For a given s 2 .0; 1/ and C > 0, to prove the existence of the random time �
with the prescribed properties it is natural to consider all time points not only time
one. That is, for a given path ˇ.0/ how large is the random set of “good time points”,
which will be denoted by A.C; s/:

A.C; s/ D ft > 0 W exist n; �; such that st < � < t ,

ˇ.n/� D 0 and inf
0�k<n jˇ.k/� j > Cp

t � �
�
: (6)

Note that it may happen that n D 0 and then the infimum inf0�k<n jˇ.k/� j is infinite.
Some basic properties of A.C; s/ for easier reference:

(a) Invariance under scaling. For x ¤ 0, let �x denote the scaling of the path,
.�x!/.t/ D x�1!.x2t/. Then, since T�x D �xT clearly holds for the Lévy
transformation T, we have

t 2 A.C; s/.!/ , x�2t 2 A.C; s/.�x!/ (7)

(b) Since the scaling �x preserves the Wiener-measure, the previous point implies
that P.t 2 A.C; s// does not depend on t > 0.

Observe that A.C; s/ contains an open interval on the right of every zero of ˇ.n/

for all n � 0. Indeed, if � is a zero of ˇ.n/ for some n � 0, then by choosing the
smallest n such that ˇ.n/� D 0, one gets that t 2 A.C; s/ for all t > � such that t � �
is small enough. Since the union of the set of zeros of the iterated paths is dense,
see [8], we have that the set of good time points is a dense open set. Unfortunately
this is not enough for our purposes; a dense open set might be of small Lebesgue
measure. To prove that the set of good time points is of full Lebesgue measure, we
borrow a notion from real analysis.

Definition 4. Let H � � and denote by f .x; "/ the supremum of the lengths
of the intervals contained in .x � "; x C "/ n H . Then H is porous at x if
lim sup"!0C f .x; "/=" > 0.

A set H is called porous when it is porous at each point x 2 H .

Observe that if H is porous at x then its lower density

lim inf
"!0C

	.Œx � "; x C "� \H/
2"

� 1 � lim sup
"!0C

f .x; "/

2"
< 1;

where 	 denotes the Lebesgue measure. By Lebesgue’s density theorem, see [12,
pp. 13], the density of a measurable set exists and equals to 1 at almost every point
of the set. Since the closure of a porous set is also porous we obtain the well known
fact that a porous set is of zero Lebesgue measure.
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Lemma 5. Let H be a random closed subset of Œ0;1/. If H is scaling invariant,
that is cH has the same law asH for all c > 0, then

f1 62 H g � fH is porous at 1g and P..fH is porous at 1g n f1 62 H g// D 0:

That is, the events f1 62 H g and fH is porous at 1g are equal up to a null sets.
In particular, if H is porous at 1 almost surely, then P.1 … H/ D 1.

Proof. Recall that a random closed set H is a random element in the space of the
closed subset of Œ0;1/—we denote it by F—, endowed with the smallest �-algebra
containing the sets CG D fF 2 F W F \G ¤ ;g, for all open G � Œ0;1/. Then it
is easy to see, that f! W H.!/ is porous at 1g is an event and

H D f.t; !/ 2 Œ0;1/ �˝ W t 2 H.!/g ;
Hp D f.t; !/ 2 Œ0;1/ �˝ W H.!/ is porous at t g

are measurable subsets of Œ0;1/ �˝ . We will also use the notation

Hp.!/ D ˚
t 2 Œ0;1/ W .t; !/ 2 Hp

� D ft 2 Œ0;1/ W H.!/ is porous at t g :

Then for each ! 2 ˝ the set H.!/ \Hp.!/ is a porous set, hence of Lebesgue
measure zero; see the remark before Lemma 5. Whence Fubini theorem yields that

.	˝ P/.H \ Hp/ D E.	.H \Hp// D 0:

Using Fubini theorem again we get

0 D .	˝ P/.H \ Hp/ D
Z 1

0

P.t 2 H \Hp/dt:

Since P.t 2 H \Hp/ does not depend on t by the scaling invariance ofH we have
that P.1 2 H \Hp/ D 0. Now

˚
1 2 H \ Hp

� D ˚
1 2 Hp

� n f1 62 H g, so we
have shown that

P.fH is porous at 1g n f1 62 H g/ D 0:

The first part of the claim f1 62 H g � fH is porous at 1g is obvious, sinceH.!/
is closed and if 1 62 H.!/ then there is an open interval containing 1 and disjoint
fromH . ut

We want to apply this lemma to Œ0;1/ n A.C; s/, the random set of bad time
points. We have seen in (7) that the law of Œ0;1/ nA.C; s/ has the scaling property.
For easier reference we state explicitly the corollary of the above argument, that is
the combination of (i) in Theorem 1, Propositions 2–3 and Lemma 5:
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Corollary 6. If Œ0;1/ n A.C; s/ is almost surely porous at 1 for any C > 0 and
s 2 .0; 1/ then the Lévy transformation is strongly mixing.

The condition formulated in terms A.C; s/ requires that small neighborhoods of
time 1 contain sufficiently large subintervals ofA.C; s/. Looking at only the left and
only the right neighborhoods we can obtain Theorems 7 and 8 below, respectively.

To state these results we introduce the following notations, for t > 0

•
�n.t/ D max

˚
s � t W ˇ.n/s D 0

�
is the last zero before t ,

•
��
n .t/ D max

0�k�n
�k.t/;

the last time s before t such that ˇ.0/; : : : ; ˇ.n/ has no zero in .s; t �,
•

Zn.t/ D min
0�k<n jˇ.k/t j:

When t D 1 we omit it from the notation, that is, �n D �n.1/, ��
n D ��

n .1/ and
Zn D Zn.1/.

Theorem 7. Let

Y D lim sup
n!1

Zn.�
�
n /p

1 � ��
n

: (8)

Then Y is a T invariant, f0;1g valued random variable and

(i) either P.Y D 0/ D 1;
(ii) or 0 < P.Y D 0/ < 1, and then T is not ergodic;

(iii) or P.Y D 0/ D 0, that is Y D 1 almost surely, and T is strongly mixing.

Theorem 8. Let

X D lim inf
n!1

ZnC1
Zn

: (9)

Then X is a T invariant, f0; 1g valued random variable and

(i) either P.X D 1/ D 1;
(ii) or 0 < P.X D 1/ < 1, and then T is not ergodic;

(iii) or P.X D 1/ D 0, that is X D 0 almost surely, and T is strongly mixing.

Remark. In Theorem 8, the first possibility X D 1 looks very unlikely. If one is
able to exclude it, then the Lévy T transformation is either strongly mixing or not
ergodic and the invariant random variable X witnesses it.

The statements in Theorems 7 and 8 have similar structure, and the easy parts,
the invariance of X and Y are proved in Sect. 3.4, while the more difficult parts are
proved in Sects. 3.5 and 3.6, respectively.
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We can complement Theorems 7 and 8 with the next statement, which shows
that X , Y and the goodness of time 1 for all C > 0 and s 2 .0; 1/ are strongly
connected. Its proof is deferred to Sect. 3.7 since it uses the side results of the proofs
of Theorems 7 and 8.

Theorem 9. Set

A D
\

s2.0;1/

\
C>0

A.C; s/:

Then the events f1 2 Ag, fY D 1g and fX D 0g are equal up to null events. In
particular, X D 1=.1C Y / almost surely.

We close this section with a sufficient condition for X < 1 almost surely. For
x > 0, let �.x/ D inffn � 0 W jˇ.n/1 j < xg. By the next Corollary of the density
theorem of Malric [8], recalled in (1), �.x/ is finite almost surely for all x > 0.

Corollary 10. infn jˇ.n/j is identically zero almost surely, that is

P
�

inf
n�0 jˇ.n/t j D 0; 8t � 0

	
D 1

Recall that a family of real valued variables f�i W i 2 I g is tight if supi2I
P.j�i j > K/ ! 0 as K ! 1.

Theorem 11. The tightness of the families fx�.x/ W x 2 .0; 1/g and fnZn W
n � 1g are equivalent and both imply X < 1 almost surely, hence also the strong
mixing property of the Lévy transformation.

For the sake of completeness we state the next corollary, which is just an easy
application of the Markov inequality.

Corollary 12. If there exists an unbounded, increasing function f W Œ0;1/ !
Œ0;1/ such that supx2.0;1/ E.f .x�.x/// < 1 or supn E.f .nZn// < 1 then the
Lévy transformation is strongly mixing.

In particular, if supx2.0;1/ E.x�.x// < 1 or supn E.nZn/ < 1 then the Lévy
transformation is strongly mixing.

3 Proofs

3.1 General Results

First, we characterize strong mixing and ergodicity of measure-preserving transfor-
mation over a Polish space. This will be the key to prove Theorem 1. Although it
seems to be natural, the author was not able to locate it in the literature.
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Proposition 13. Let .˝;B;P; T / be a measure-preserving system, where ˝ is a
Polish space and B is its Borel �-field. Then

(i) T is strongly mixing if and only if P ı .T 0; T n/�1 w! P ˝ P.

(ii) T is ergodic if and only if 1
n

Pn�1
kD0 P ı .T 0; T k/�1 w! P ˝ P.

Both part of the statement follows obviously from the following common
generalization.

Proposition 14. Let ˝ be a Polish space and 
n; 
 be probability measures on the
product .˝ �˝;B � B/, where B is a Borel �-field of ˝ .

Assume that for all n the marginals of 
n and 
 are the same, that is for A 2 B

we have 
n.A �˝/ D 
.A �˝/ and 
n.˝ � A/ D 
.˝ � A/.
Then 
n

w!
 if and only if 
n.A � B/ ! 
.A � B/ for all A;B 2 B.

Proof. Assume first that 
n.A � B/ ! 
.A � B/ for A;B 2 B. By portmanteau
theorem, see Billingsley [1, Theorem 2.1], it is enough to show that for closed sets
F � ˝ �˝ the limiting relation

lim sup
n!1


n.F / � 
.F / (10)

holds. To see this, consider first a compact subset F of ˝ � ˝ and an open set
G such that F � G. We can take a finite covering of F with open rectangles
F � [r

iD1Ai � Bi � G, where Ai ; Bi � ˝ are open. Since the difference of
rectangles can be written as finite disjoint union of rectangles we can write

.Ai � Bi/ n
[
k<i

.Ak � Bk/ D
[
j

.A0
i;j � B 0

i;j /;

where
n
A0
i;j �B 0

i;j W i; j
o

is a finite collection of disjoint rectangles. By assumption

lim
n!1
n

�
A0
i;j � B 0

i;j

�
D 


�
A0
i;j � B 0

i;j

�
;

which yields

lim sup
n!1


n.F / � lim
n!1
n

 [
i

.Ai � Bi/
!

D 


 [
i

.Ai � Bi/
!

� 
.G/:

Taking infimum over G 	 F , (10) follows for compact sets.
For a general closed F , let " > 0 and denote by 
1.A/ D 
.A �˝/, 
2.A/ D


.˝ �A/ the marginals of 
. By the tightness of
˚

1; 
2

�
, one can find a compact

set C such that 
1.C c/ D 
.C c �˝/ � " and 
2.C c/ D 
.˝ � Cc/ � ". Then


n.F / � 
n.F \ .C � C//C 2":
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Since F 0 D F \ .C � C/ is compact, we have that

lim sup
n!1


n.F / � lim sup
n!1


n.F
0/C 2" � 
.F 0/C 2" � 
.F /C 2":

Letting " ! 0 finishes this part of the proof.
For the converse, note that 
1 and 
2 are regular since ˝ is a Polish space and


1, 
2 are probability measures on its Borel �-field.
Fix " > 0. For Ai 2 B one can find, using the regularity of
i , closed sets Fi and

open sets Gi such that Fi � Ai � Gi and 
i .Gi n Fi / � ". Then

.G1 �G2/ n .F1 � F2/ � ..G1 n F1/ �˝/[ .˝ � .G2 n F2//

yields that


n.A1 � A2/ � 
n.G1 �G2/ � 
n.F1 � F2/C 2";


n.A1 � A2/ � 
n.F1 � F2/ � 
n.G1 �G2/ � 2";

hence by portmanteau theorem 
n
w!
 gives

lim sup
n!1


n.A1 � A2/ � 
.F1 � F2/C 2" � 
.A1 � A2/C 2"

lim inf
n!1 
n.A1 � A2/ � 
.G1 �G2/ � 2" � 
.A1 � A2/ � 2":

Letting " ! 0 we get limn!1 
n.A1 �A2/ D 
.A1 �A2/. ut

3.2 Proof of Theorem 1

Proof of the sufficiency of the conditions in Theorem 1. We start with the strong
mixing case. We want to show that

Xn.t/ D
Z t

0

h.n/s ds
p! 0; for all t � 0; (11)

where h.n/s is given by (3), implies the strong mixing of the integral-type measure-
preserving transformation T .

Actually, we show by characteristic function method that (11) implies that the
finite dimensional marginals of .ˇ; ˇ.n// converge in distribution to the appropri-
ate marginals of a 2d -dimensional Brownian motion. Then, since the sequence
.ˇ; ˇ.n//n�0 is tight, not only the finite dimensional marginals but the sequence of
processes .ˇ; ˇ.n// converges in distribution to a 2d -dimensional Brownian motion.
By Proposition 13 this is equivalent with the strong mixing property of T .
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Let t D .t1; : : : ; tk/ be a finite subset of Œ0;1/. Then the characteristic function
of .ˇt1 ; : : : ; ˇtk ; ˇ

.n/
t1 ; : : : ; ˇ

.n/
tk
/ can be written as

�n.˛/ D E
�

exp



i

Z 1

0

f dˇ C i

Z 1

0

gdˇ.n/
�	

D E
�

exp



i

Z 1

0

.f C gh.n//dˇ

�	
;

(12)

where f; g are deterministic step function obtained from the time vector t and ˛ D
.a1; : : : ; ak; b1; : : : ; bk/; here ai ; bj are d -dimensional row vectors and

f D
kX

jD1
aj�Œ0;tj �; and g D

kX
jD1

bj�Œ0;tj �:

We have to show that

�n.˛/ ! �.˛/ D exp



� 1

2

Z 1

0

.jf j2 C jgj2/
�

as n ! 1.

Using that ˇ.n/ D R
h.n/dˇ and

Mt D exp



i

Z t

0

.f .s/C g.s/h.n/s /dˇs C 1

2

Z t

0

ˇ̌
f .s/C g.s/h.n/s

ˇ̌2
ds

�

is a uniformly integrable martingale starting from 1, we obtain that E.M1/ D 1

and

�.˛/ D �.˛/E.M1/ D

E
�

exp



i

Z 1

0

.f .s/C g.s/h.n/s /dˇs C
Z 1

0

g.s/h.n/s f
T .s/ds

�	
(13)

As expfi R
Œ01/

.f C gh.n//dˇg is of modulus one, we get from (12) and (13) that

j�.˛/ � �n.˛/j � E
�ˇ̌
ˇ̌exp


 Z 1

0

g.s/h.n/s f
T .s/ds

�
� 1

ˇ̌
ˇ̌
	
: (14)

Note that f T g is a matrix valued function of the form f T g D Pk
jD1 cj�Œ0;tj �, hence

Z 1

0

g.s/h.n/s f
T .s/ds D

Z 1

0

Tr
�
f T .s/g.s/h.n/s

�
ds D

kX
jD1

Tr
�
cjXn.tj /

�
;
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and j R1
0
g.s/h

.n/
s f

T .s/dsj � M D R1
0 jf .s/j jg.s/j ds < 1. With this notation,

using jex � 1j � jx j ejxj for x 2 � and jTr.ab/j � kakHS kbkHS , we can continue
(14) to get

j�n.˛/ � �.˛/j � E
�ˇ̌
ˇ̌exp


 Z 1

0

g.s/h.n/s f
T .s/ds

�
� 1

ˇ̌
ˇ̌
	

� eME

0
@
ˇ̌
ˇ̌
ˇ̌
kX

jD1
Tr
�
cjXn.tj /

�
ˇ̌
ˇ̌
ˇ̌
1
A

� eM
kX

jD1

��cj ��HS E
���Xn.tj /��HS

�
:

(15)

Since
��Xn.tj /��HS � tj

p
d and Xn.tj /

p! 0 by assumption, we obtained that
�n.˛/ ! �.˛/ and the statement follows.

To prove (ii) we use the same method. We introduce �n which is a random
variable independent of the sequence .ˇ.n//n2� and uniformly distributed on
f0; 1; : : : ; n�1g. Ergodicity can be formulated as .ˇ; ˇ.�n// converges in distribution
to a 2d -dimensional Brownian motion. The joint characteristic function  n of
.ˇt1 ; : : : ; ˇtk ; ˇ

.�n/
t1 ; : : : ; ˇ

.�n/
tk
/ can be expressed, similarly as above,

 n D 1

n

n�1X
`D0

�`

where �` is as in the first part of the proof. Using the estimation (15) obtained in the
first part

j�.˛/ �  n.˛/j � 1

n

n�1X
`D0

j�.˛/� �`.˛/j

� eM

n

n�1X
`D0

kX
jD0

��cj ��HS E
���X`.tj /��HS

�

D eM
kX

jD1

��cj ��HS E

 
1

n

n�1X
`D0

��X`.tj /��HS
!
:

Now j�.˛/ �  n.˛/j ! 0 follows from our condition in part (ii) by the Cauchy–
Schwartz inequality, since
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1

n

n�1X
`D0

��X`.tj /��HS
!2

� 1

n

n�1X
`D0

��X`.tj /��2HS
p! 0:

and 1
n

Pn�1
`D0

��X`.tj /��2HS � t2j d . ut
Proof of the necessity of the conditions in Theorem 1. Recall that the quadratic
variation of an m-dimensional martingale M D .M1; : : : ;Mm/ is a matrix valued
process whose .j; k/ entry is hMj ;Mki. The proof of the following fact can be
found in [6], see Corollary 6.6 of Chap. VI.

Let .M .n// be a sequence of m-dimensional, continuous local martingales. If

M.n/ d!M then .M .n/; hM.n/i/ d! .M; hM.n/i/.
By enlarging the probability space, we may assume that there is a random

variable U , which is uniform on .0; 1/ and independent of ˇ. Denote by �n D
ŒnU � the integer part of nU . Let G be the smallest filtration satisfying the usual
hypotheses, making U G0 measurable and ˇ adapted to G. Then ˇ is a Brownian
motion in G; .ˇ; ˇ.n// and .ˇ; ˇ.�n// are continuous martingales in G. The quadratic
covariations are

hˇ.n/; ˇit D
Z t

0

h.n/s ds D Xn.t/; and hˇ.�n/; ˇit D
n�1X
kD0

�.�nDk/Xk.t/:

By Proposition 3, the strong mixing property and the ergodicity of T are
respectively equivalent to the convergence in distribution of .ˇ; ˇ.n// and .ˇ; ˇ.�n//
to a 2d -dimensional Brownian motion.

By the fact just recalled, the strong mixing property of T implies that

hˇ.n/; ˇit d! 0, while its ergodicity ensures that hˇ.�n/; ˇit d! 0 for every t � 0.
Since the limit is deterministic, the convergence also holds in probability. The “only
if” part of (i) follows immediately.

For the “only if” part of (ii) we add that

khˇ.�n/; ˇitk2HS D
�����
n�1X
kD0

�.�nDk/Xk.t/

�����
2

HS

D
n�1X
kD0

�.�nDk/ kXk.t/k2HS

Since kXk.t/k2HS � t2d the convergence in probability of hˇ.�n/; ˇit to zero is also

a convergence of
��hˇ.�n/; ˇit

��2
HS

to zero in L1.P/, which implies the convergence
in L1.P/ to zero of the conditional expectation

E
�khˇ.�n/; ˇitk2HS j�.ˇ/� D 1

n

n�1X
kD0

kXk.t/k2HS :

The “only if” part of (ii) follows. ut
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3.3 First Results for the Lévy Transformation

We will use the following property of the Lévy transformation many times. Recall
that Tnˇ D ˇ ı Tn is also denoted by ˇ.n/. We will also use the notation h.n/t DQn�1
kD0 sign.ˇ.k/t / for n � 1 and h.0/ D 1.

Lemma 15. On an almost sure event the following property holds:
For any interval I � Œ0;1/, point a 2 I and integer n > 0, if

sup
t2I

jˇt � ˇaj < min
0�k<n j.Tkˇ/aj (16)

then

(i) Tkˇ has no zero in I , for 0 � k � n � 1,
(ii) .Tkˇ/t � .Tkˇ/a D h

.k/
a .ˇt � ˇa/ for t 2 I and 0 � k � n.

In particular, j.Tkˇ/t � .Tkˇ/aj D jˇt � ˇaj for t 2 I and 0 � k � n.

Proof. In the next argument we only use that if ˇ is a Brownian motion and L is its
local time at level zero then the points of increase for L is exactly the zero set of ˇ
and Tˇ D jˇj � L almost surely. Then there is ˝ 0 of full probability such that on
˝ 0 both properties hold for Tnˇ for all n � 0 simultaneously.

Let N D N.I/ D inf fn � 0 W Tnˇ has a zero in I g. Since T acts as Tˇ D
jˇj � L, if ˇ has no zero in I we have

Tˇt D sign.ˇa/ˇt �La; for t 2 I :

But, then Tˇt � Tˇa D sign.ˇa/.ˇt � ˇa/ and jTˇt � Tˇa j D jˇt � ˇa j for t 2 I .
Iterating it we obtain that

.Tkˇ/t � .Tkˇ/a D h.k/a .ˇt � ˇa/ ;ˇ̌
.Tkˇ/t � .Tkˇ/a

ˇ̌ D jˇt � ˇa j ;
on fk � N g and for t 2 I : (17)

Now assume that (16) holds. Then, necessarily n � N as the other possibility would
lead to a contradiction. Indeed, if N < n then N is finite, TNˇ has a zero t0 in I
and

0 D ˇ̌
TNˇt0

ˇ̌ D ˇ̌
TNˇa

ˇ̌� ˇ̌
TNˇt0 � TNˇa

ˇ̌ � min
0�k<n

ˇ̌
Tkˇa

ˇ̌� sup
t2I

jˇt � ˇa j > 0:

So (16) implies that n � N , which proves (i) by the definition of N and also
(ii) by (17). ut

Combined with the densities of zeros, Lemma 15 implies Corollary 10 stated
above.



Some Sufficient Conditions for the Ergodicity of the Lévy Transformation 107

Proof of Corollary 10. The statement here is that infn�0 j.Tnˇ/t j D 0 for all t � 0.
Assume that for ! 2 ˝ there is some t > 0, such that infn�0 j.Tnˇ/t j is not zero

at !. Then there is a neighborhood I of t such that

sup
s2I

jˇs � ˇt j < inf
k

ˇ̌
.Tkˇ/t

ˇ̌
:

Using Lemma 15, we would get that for this ! the iterated paths Tkˇ.!/, k � 0 has
no zero in I . However, since

˚
t � 0 W 9k; .Tkˇ/t D 0

�

is dense in Œ0;1/ almost surely by the result of Malric [8], ! belongs to the
exceptional negligible set. ut
Proof of Proposition 2. Let C > 0 and s 2 .0; 1/ as in the statement and assume
that � is a stopping time satisfying (a)–(c), that is, s < � < 1, and for the almost
surely finite random index � we have ˇ.�/� D 0 and min0�k<� jˇ.k/� j > C

p
1 � � .

Recall that S denotes the reflection of the trajectories after � .
Set "n D h

.n/
s h

.n/
1 for n > 0 and

AC D
(

sup
t2Œ�;1�

jˇ.0/t � ˇ.0/� j � C
p
1 � �

)
:

We show below that on the event AC \ fn > �g, we have "n D �"n ı S . Since S
preserves the Wiener measure P, this implies that

jE."n/j D 1

2
jE."n C "n ı S/j � 1

2
E.j"n C "n ı S j/

D P."n D "n ı S/
� P.AcC [ fn � �g/ � P.AcC /C P.n � �/

When n ! 1, this yields

lim sup
n!1

ˇ̌
ˇE
�
h.n/s h

.n/
1

�ˇ̌
ˇ � P.AcC / D P

 
sup
s2Œ0;1�

jˇs j > C
!
;

by the Markov property and the scaling property of the Brownian motion.
It remains to show that on AC \ fn > �g the identity "n D �"n ı S holds.

By definition of S , the trajectory of ˇ and ˇ ı S coincide on Œ0; ��, hence h.k/ and
h.k/ıS coincide on Œ0; �� for k > 0. In particular, h.k/� D h

.k/
� ıS and h.k/s D h

.k/
s ıS

for all k since � > s.
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On the event AC we can apply Lemma 15 with I D Œ�; 1�, a D � and n D � to
both ˇ and S ı ˇ to get that

ˇ
.k/
t � ˇ.k/� D h.k/� .ˇt � ˇ�/;

ˇ
.k/
t ı S � ˇ.k/� ı S D �h.k/� .ˇt � ˇ�/;

k � �; t 2 Œ�; 1�: (18)

We have used that h.k/� D h
.k/
� ı S and ˇt ı St � ˇ� ı S D �.ˇt � ˇ�/ for t � � by

the definition of S .
Using that on AC

jˇ.k/� j > Cp
1 � � � jˇ1 � ˇ� j ; for k < �

we get immediately from (18) that sign.ˇ.k/1 / D sign.ˇ.k/1 / ı S for k < �.

Since ˇ.�/� D .ˇ
.�/
� / ıS D 0, for k D � (18) gives that ˇ.�/ and ˇ.�/ ıS coincide

on Œ0; �� and are opposite of each other on Œ�; 1�. Hence, ˇ.k/ and ˇ.k/ ı S coincide
on Œ0; 1� for every k > �.

As a result on the event AC ,

sign.ˇ.k/1 / ı S D
(

sign.ˇ.k/1 /; if k ¤ �;

� sign.ˇ.k/1 /; if k D �

hence h.n/1 ı S D �h.n/1 on AC \ fn > �g. Since h.n/s ı S D h
.n/
s for all n we are

done. ut
Proof of Proposition 3. Let C > 0 and s 2 .0; 1/. Call � the infimum of those
time points that satisfy (b) and (c) of Proposition 2 with C replaced by 2C , namely
� D infn �n, where

�n D inf
n
t > s W ˇ.n/t D 0; 8k < n; jˇ.k/t j > 2Cp.1 � t/ _ 0

o
:

By assumption �n < 1 for some n � 0. Furthermore, there exists some finite
index � such that � D �� . Otherwise, there would exist a subsequence .�n/n2D
bounded by 1 and converging to � . For every k one has k < n for infinitely many
n 2 D, hence jˇ.k/�n j � 2C

p
1 � �n by the choice of D. Letting n ! 1 yieldsˇ̌

ˇˇ.k/�
ˇ̌
ˇ � 2C

p
1 � � > 0 for every k. This can happen only with probability zero

by Corollary 10.
As � is almost surely finite and � D �� we get that ˇ.�/� D 0 and

inffjˇ.k/� j W k < �g � 2C
p
1 � � > Cp

1 � � :

We have that � > s holds almost surely, since s is not a zero of any ˇ.n/ almost
surely, so � satisfies (a)–(c) of Lemma 2. ut
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3.4 Easy Steps of the Proof of Theorems 7 and 8

The main step of the proof of these theorems, that will be given in Sects. 3.6 and 3.7,
is that if Y > 0 almost surely (or X < 1 almost surely), then for any C > 0,
s 2 .0; 1/ the set of the bad time points Œ0;1/ n A.C; s/ is almost surely porous
at 1. Then Corollary 6 applies and the Lévy transformation T is strongly mixing.

If Y > 0 does not hold almost surely, then either Y D 0 or Y is a non-
constant variable invariant for T, hence in latter case the Lévy transformation T
is not ergodic. These are the first two cases in Theorem 7. Similar analysis applies
to X and Theorem 8.

To show the invariance of Y recall that ��
n ! 1 by the density theorem of the

zeros due to Malric [8] and �0 < 1, both property holding almost surely. Hence, for
every large enough n, ��

nC1 > �0, therefore ��
nC1 D ��

n ı T,

Zn.�
�
n / ı T D min

0�k<n jˇ.kC1/
��

n ıT j D min
1�k<nC1 jˇ.k/

��

nC1

j � ZnC1.��
nC1/;

and

Zn.�
�
n /p

1 � ��
n

ı T � ZnC1.��
nC1/p

1 � ��
nC1

:

Taking limit superior we obtain that Y ı T � Y . Using that T is measure-preserving
we conclude Y ı T D Y almost surely, that is, Y is T invariant.

To show the invariance of X directly, without referring to Theorem 9, we use
Corollary 10, which says that almost surely infn�0 jˇ.n/t j D 0 for all t � 0. Thus
Zn ! 0 and since jˇ.0/1 j > 0 almost surely, for every large enough n, Zn < jˇ.0/1 j,
therefore .ZnC1=Zn/ ı T D .ZnC2=ZnC1/. Hence X ı T D X .

3.5 Proof of Theorem 7

Fix C > 0 and s 2 .0; 1/ and consider the random set

QA.C; s/ D ft > 0 W exist n � 1 such that st < �n.t/ D ��
n .t/ and

min
0�k<n jˇ.k/�n.t/j > C

p
t � �n.t/

�
� A.C; s/: (19)

The difference between A.C; s/ and QA.C; s/ is that in the latter case we only
consider last zeros satisfying �n.t/ > �k.t/ for k D 0; : : : ; n�1, whereas in the case
of A.C; s/ we consider any zero of the iterated paths. Note also, that here n > 0, so
the zeros of ˇ itself are not used, while n can be zero in the definition of A.C; s/.

We prove below the next proposition.
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Proposition 16. Almost surely on the event fY > 0g, the closed set Œ0;1/n QA.C; s/
is porous at 1 for any C > 0 and s 2 .0; 1/.

This result readily implies that if Y > 0 almost surely, then Œ0;1/ n QA.C; s/ and
the smaller random closed set Œ0;1/ n A.C; s/ are both almost surely porous at 1
for any C > 0 and s 2 .0; 1/. Then the strong mixing property of T follows by
Corollary 6.

It remains to show that Y D 1 almost surely on the event fY > 0g, which
proves that Y 2 f0;1g almost surely. This is the content of the next proposition.

Proposition 17. Set

QA.s/ D
\
C>0

QA.C; s/; for s 2 .0; 1/ and QA D
\

s2.0;1/
QA.s/:

Then the events fY > 0g, fY D 1g, f1 2 QA.s/g, s 2 .0; 1/ and f1 2 QAg are equal
up to null sets.

Proof of Proposition 17. Recall that Y D lim supn!1 Yn with

Yn D
min0�k<n jˇ.k/��

n
jp

1 � ��
n

:

With this notation, on f1 2 QA.C; s/g there is a random n � 1 such that Yn > C .
Here, the restriction n � 1 in the definition of QA.C; s/ is useful. This way, we get
that supn�1 Yn � C on f1 2 QA.C; s/g and supn�1 Yn D 1 on f1 2 QA.s/g. Since
Yn < 1 almost surely for all n � 1, we also have that Y D 1 almost surely on
f1 2 QA.s/g.

Next, the law of the random closed set Œ0;1/ n QA.C; s/ is invariant by scaling,
hence by Proposition 16 and Lemma 5,

fY > 0g � ˚
Œ0;1/ n QA.C; s/ is porous at 1

� � ˚
1 2 QA.C; s/� ; almost surely:

The inclusions QA.C; s/ � QA.C 0; s/ for C > C 0 and QA.C; s/ � QA.C; s0/ for 1 >
s0 > s > 0 yield

QA D
1\
kD1

QA.k; 1 � 1=k/:

Thus, fY > 0g � f1 2 QAg almost surely.
Hence, up to null events,

fY > 0g � f1 2 QAg � f1 2 QA.s/g � fY D 1g � fY > 0g

for any s 2 .0; 1/, which completes the proof. ut
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Proof of Proposition 16. By Malric’s density theorem of zeros, recalled in (1),
��
n ! 1� almost surely. Hence it is enough to show that on the event

fY > 0g \ f��
n ! 1�g the set QH D Œ0;1/ n QA.C; s/ is porous at 1.

Let � D Y=2 and

In D .��
n ; �

�
n C rn/; where rn D

�
� ^ C
C

	2
.1 � ��

n /:

We claim that if

� > 0; �n D ��
n > s; and jˇ.k/�n j > �p1 � �n; for 0 � k < n: (20)

then In � QA.C; s/ \ .��
n ; 1/ with rn=.1 � ��

n / > 0 not depending on n. Since on
fY > 0g \ f��

n ! 1�g the condition (20) holds for infinitely many n, we obtain the
porosity at 1.

So assume that (20) holds for n at a given !. As In � .��
n ; 1/, for t 2 In we have

that s < t < 1 and st < s < �n.t/ D ��
n .t/ D �n D ��

n , that is, the first requirement
in (19): st < �n.t/ D ��

n .t/ holds for any t 2 In. For the other requirement, note
that t � �n.t/ < rn � .1 � ��

n /�
2=C 2 yields

min
0�k<n jˇ.k/�n j > �p1� ��

n > C
p
t � �n.t/; for t 2 In: ut

3.6 Proof of Theorem 8

Compared to Theorem 7 in the proof of Theorem 8 we consider an even larger set
Œ0;1/ n MA.C; s/, where

MA.C; s/ D ft > 0 W 9n � 1; st < �n.t/ D ��
n .t/;

min
0�k<n jˇ.k/�n.t/j > C

p
t � �n.t/;

max
u2Œ�n.t/;t �

jˇu � ˇ�n.t/j <
p
t � �n.t/

�
� QA.C; s/ � A.C; s/:

Here we also require that the fluctuation of ˇ between �n.t/ and t is not too big.
We will prove the next proposition below.

Proposition 18. Let C > 1, and s 2 .0; 1/. Then almost surely on the event
fX < 1g, the closed set Œ0;1/ n MA.C; s/ is porous at 1.
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This result implies that if X < 1 almost surely, then for any C > 0, s 2 .0; 1/

the random closed set Œ0;1/ n MA.C; s/ is porous at 1 almost surely, and so is the
smaller set Œ0;1/ nA.C; s/. Then the strong mixing of T follows from Corollary 6.

To complete the proof of Theorem 8, it remains to show that X D 0 almost
surely on the event fX < 1g. This is the content of next proposition. In order to
prove Theorem 9 we introduce a new parameter L > 0.

MAL.C; s/ D ft > 0 W 9n � 1; st < �n.t/ D ��
n .t/;

min
0�k<n jˇ.k/�n.t/j > C

p
t � �n.t/; max

u2Œ�n.t/;t �
jˇu � ˇ�n.t/j < L

p
t � �n.t/

�

Then MA.C; s/ D MA1.C; s/.
Proposition 19. Fix L � 1 and set

MAL.s/ D
\
C>0

MAL.C; s/; for s 2 .0; 1/ and MAL D
\
s2.0;1/

MAL.s/:

Then the events fX D 0g, fX < 1g, f1 2 MALg and f1 2 MAL.s/g, s 2 .0; 1/ are
equal up to null sets.

Proof of Proposition 19. Fix s 2 .0; 1/ L � 1 and let C > L. Assume that 1 2
MAL.C; s/. Let n > 0 be an index which witnesses the containment. Then, as C >

L we can apply Lemma 15 to see that the absolute increments of ˇ.0/; : : : ; ˇ.n/

between �n and 1 are the same. This implies that

jˇ.k/1 j � jˇ.k/�n j � jˇ.k/1 � ˇ.k/�n j D jˇ.k/�n j � jˇ1 � ˇ�n j; for 0 � k � n;

hence

Zn � min
0�k<n jˇ.k/�n j � jˇ1 � ˇ�n j > C

p
1 � �n � L

p
1 � �n

whereas

ZnC1 � jˇ.n/1 j D jˇ.n/1 � ˇ.n/�n j D jˇ1 � ˇ�n j < L
p
1 � �n:

Thus

inf
n�0

ZnC1
Zn

� L

C �L; on
n
1 2 MAL.C; s/

o
almost surely;

and
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inf
n�0

ZnC1
Zn

D 0; on
n
1 2 MAL.s/

o
almost surely: (21)

But, ZnC1=Zn > 0 almost surely for all n, hence X D lim infn!1ZnC1=Zn D 0

almost surely on f1 2 MAL.s/g. This proves f1 2 MAL.s/g � fX D 1g.
Next, the law of the random closed set Œ0;1/n MAL.C; s/ is clearly invariant under

scaling, hence by Proposition 18 and Lemma 5

fX < 1g �
n
Œ0;1/ n MAL.C; s/ is porous at 1

o
D
n
1 2 MAL.C; s/

o
; (22)

each relation holding up to a null set.
The inclusion MAL.C 0; s0/ � MAL.C; s/ for C 0 � C > 0 and 0 < s � s0 < 1

yields

MAL D
1\
kD1

MAL.k; 1 � 1=k/:

Hence, fX < 1g � f1 2 MALg � f1 2 MAL.s/g almost surely, which together with
f1 2 MAL.s/g � fX D 0g completes the proof. ut

To prove Proposition 18 we need a corollary of the Blumenthal 0 � 1 law.

Corollary 20. Let .xn/ be a sequence of non-zero numbers tending to zero, P the
Wiener measure on CŒ0;1/ andD � CŒ0;1/ be a Borel set such that P.D/ > 0.

Then P.��1
xn
.D/ i.o./ D 1.

Proof. Recall that the canonical process on CŒ0;1/ was denoted by ˇ. We also use
the notation Bt D � fˇs W s � t g.

We approximate D with Dn 2 Btn such that
P

P.D4Dn/ < 1, where 4
denotes the symmetric difference operator. Passing to a subsequence if necessary,
we may assume that tnx2n ! 0. Then, since ��1

xn
.Dn/ 2 Btnx2n

, we have
that

˚
��1
xn
.Dn/; i.o.

� 2 \s>0Bs , and the Blumenthal 0 � 1 law ensures that
P.��1

xn
.Dn/; i.o./ 2 f0; 1g.

But
P

P.��1
xn
.D/4��1

xn
.Dn// < 1 since �xn preserves P. Borel–Cantelli

lemma shows that, almost surely, ��1
xn
.D/4��1

xn
.Dn/ occurs for finitely many n.

Hence P.��1
xn
.D/; i.o./ 2 f0; 1g.

Fatou lemma applied to the indicator functions of ��1
xn
.D/c yields

P.��1
xn
.D/; i.o./ � lim sup

n!1
P.��1

xn
.D// D P.D/ > 0:

Hence P.��1
xn
.D/; i.o./ D 1. ut
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Proof of Proposition 18. We work on the event fX < 1g. Set � D .1=X � 1/=2.
Then 1 < � C 1 < 1=X and

1 < 1C � < lim sup
n!1

Zn

ZnC1
D lim sup

n!1
Zn

jˇ.n/1 j
:

Hence

min
0�k<n jˇ.k/1 j D Zn > .1C �/jˇ.n/1 j; for infinitely many n:

Let n1 < n2 < : : : the enumeration of those indices, and set xk D h
.nk/
1 ˇ

.nk/
1 for

k � 1. The inequality jˇ.nk/1 j < .1C �/�1jˇ.nk�1/
1 j shows that xk ! 0.

Call B the Brownian motion defined by Bt D ˇtC1 � ˇ1 and for real numbers
ı; C > 0 set

D.ı; C / D
(

w 2 CŒ0;1/ W sup
t�2

jw.t/j < 1C ı;

w C 1 has a zero in Œ0; 1�, but no zero in .1; 2�;

max
t2Œ�;2� jw.t/C 1j � ı ^ C

2C
, where � is the last zero of w C 1 in Œ0; 2�

�
:

For each ı; C > 0 the Wiener measure puts positive, although possibly very small,
probability onD.ı; C /. Then Corollary 20 yields that the Brownian motionB takes
values in the random sets��1

xk
D.�; C / for infinitely many k on f� > 0g D fX < 1g

almost surely; since the random variables xk , � are B1-measurable, and B is
independent of B1.

For k � 1 let Q�k D �nk .1 C x2k/, that is, the last zero of ˇ.nk/ before 1 C x2k
and set

Ik D . Q�k C 1
2
rk; Q�k C rk/; where rk D

�
� ^ C
C

	2
x2k:

This interval is similar to the one used in the proof of Proposition 16, but now we
use only the right half of the interval . Q�k; Q�k C rk/.

Next we show that

B 2 ��1
xk
D.�; C /; and s � .1C x2k/

�1 (23)

implies

Ik � MA.C; s/\ .1; 1C 2x2k/: (24)
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By definition rk=.4x2k/, the ratio of the lengths of Ik and .1; 1 C 2x2k/, does not
depend on k. Then the porosity of Œ0;1/ n MA.C; s/ at 1 follows for almost every
point of fX < 1g, as we have seen that (23) holds for infinitely many k almost
surely on fX < 1g.

So assume that (23) holds for k at a given !. The key observations are that then

ˇ
.`/
1Ct � ˇ

.`/
1 D h

.`/
1 Bt ; for 0 � ` � nk , 0 � t � 2x2k; (25)

�`.t/ < 1; for 0 � ` < nk and 1 � t � 1C 2x2k; (26)

�nk .t/ D Q�k > 1; for t 2 Œ Q�k; 1C 2x2k�: (27)

First, we prove (25)–(27) and then with their help we derive Ik � MA.C; s/.
To get (25) and (26) we apply Lemma 15 to I D Œ1; 1C2x2k�, n D nk and a D 1.

This can be done since we have

min
0�`<nk

jˇ.`/1 j > .1C �/jxkj; by the choice of nk; (28)

max
t2Œ1;1C2x2k �

jˇt � ˇ1j < .1C �/jxkj; since �xkB 2 D.�; C / by (23): (29)

(i) of Lemma 15 is exactly (26), while (ii) of the same lemma gives (25) if we note
that Bt D ˇ1Ct � ˇ1 by definition.

Equation (27) claims two things: ˇ.nk/ has a zero in .1; 1C x2k�, but has no zero
in .1C x2k; 1C 2x2k�. Write (25) with ` D nk :

ˇ
.nk/
1Ct D ˇ

.nk/
1 C h

.nk/
1 Bt D h

.nk/
1 .xk C Bt/; for 0 � t � 2x2k:

Next, we use that �xkB 2 D.�; C /, whence 1 C �xkB has a zero in Œ0; 1� but no
zero in .1; 2�. Then the relation

xk
�
1C .�xkB/v


 D xk C Bx2kv
D h

.nk/
1 ˇ

.nk/

1Cx2kv
(30)

justifies (27).
To finish the proof, it remains to show that Ik � MA.C; s/, since by (27) Q�k the

last zero of ˇ.nk/ before 1C x2k is greater than 1, so Ik � .1; 1C 2x2k/ holds.
Fix t 2 Ik . We need to check the next three properties.

(1) st < �nk .t/ D ��
nk
.t/.

By (27) �nk .t/ D Q�k > 1 and by the definition of Ik we have 1 < Q�k < t <

Q�k C rk � Q�k C x2k . Hence,

�nk .t/ D Q�k > Q�k
Q�k C x2k

t >
1

1C x2k
t � st;

where we used s � .1C x2k/
�1, the second part of (23).

By (26), �nk .t/ D ��
nk
.t/, as t 2 Ik � Œ1; 1C 2x2k�.
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(2) min
0�`<nk

jˇ.`/Q�k j > Cpt � Q�k.

Since xk D h
.nk/
1 ˇ

.nk/
1 , ˇ.nk/Q�k D 0 and Q�k 2 Œ1; 1C x2k�, (25) yields

max
0�`<nk

jˇ.`/Q�k � ˇ
.`/
1 j D jˇ.nk/Q�k � ˇ

.nk/
1 j D jˇ.nk/1 j D jxkj:

Then, by the triangle inequality and (28)

min
0�`<nk

jˇ.`/Q�k j � min
0�`<nk

jˇ.`/1 j � max
0�`<nk

jˇ.`/Q�k � ˇ.`/1 j

> .1C �/jxkj � jxkj D �jxkj:

On the other hand
p
t � Q�k < p

rk � jxkj�=C , hence

min
0�`<nk

jˇ.`/Q�k j > �jxk j � C
p
t � Q�k:

(3) max
u2ŒQ�k ;t �

jˇu � ˇQ�k j <
p
t � Q�k .

1 C �xkB has a zero in Œ0; 1� but no zero in .1; 2�, since �xkB 2 D.�; C /.
Denote as above by � its last zero in Œ0; 1�. Then by relation (30) we have that
Q�k D 1C x2k� and

max
u2ŒQ�k ;1C2x2k �

jˇ.nk/u j D jxk j max
v2Œ�;2� j1C .�xkB/vj � jxk j � ^ C

2C
D

p
rk

2
:

Writing (25) with ` D nk and using that ˇ.nk/Q�k D 0 and t < 1C 2x2k we obtain

max
u2ŒQ�k ;t �

jˇu � ˇQ�k j D max
u2ŒQ�k ;t �

jˇ.nk/u j � max
u2ŒQ�k ;1C2x2k �

jˇ.nk/u j �
p
rk

2
:

By the definition of Ik we have t � Q�k > 1
2
rk. Hence

max
u2ŒQ�k ;t �

jˇu � ˇQ�k j �
p
rk

2
<

p
rk

2

s
t � Q�k
1
2
rk

<
p
t � Q�k: ut

3.7 Proof of Theorem 9

In this subsection we prove the equality of the events fX D 0g, fY D 1g and
f1 2 Ag up to null sets, where



Some Sufficient Conditions for the Ergodicity of the Lévy Transformation 117

A D
\

s2.0;1/
A.s/; with A.s/ D

\
C>0

A.C; s/:

We keep the notation introduced in Propositions 17 and 19 for MAL.s/, MAL and QA.
Recall that MAL � QA � A by definition for any L � 1. Then by Propositions 17

and 19 we have

fX D 0g D f1 2 MALg � f1 2 QAg D fY D 1g � f1 2 Ag : (31)

For C > 0 let

�C D inf



t � 1

2
W 9n � 0; ˇ

.n/
t D 0 min

0�k<n jˇ.k/t j � C
p
.1 � t/ _ 0

�
:

We show below that

f1 2 Ag �
\
C>0

f�C < 1g ; up to null a set; (32)

and

P

 \
C>0

f�C < 1g
!

� P.X D 0/: (33)

Then the claim follows by concatenating (31) and (32), and observing that the largest
and the smallest events in the obtained chain of almost inclusions has the same
probability by (33).

We start with (32). If 1 2 A then 1 2 A.C; s/ for every s 2 .0; 1/, especially for
s0 D �0 _ 1=2, where �0 is the last zero of ˇ before 1, we have 1 2 A.C; s0/. Then,
by the definition of A.C; s0/ there is an integer n � 0 and a real number � 2 .s0; 1/
such that ˇ.n/� D 0 and min0�k<n jˇ.k/1 j > C

p
1 � � . The integer n cannot be zero

since ˇ.0/ D ˇ has no zero in .s0; 1/. Thus �C � � < 1, which shows the inclusion.
Next, we turn to (32). Fix C > L � 1 and let

� D sup fs 2 Œ�C ; 1� W ˇs D ˇ�C g :
Let us show that



�C < 1 and max

�C�t�1 jˇt � ˇ�C j < Lp1 � �
�

�
n
1 2 MAL.C; 12 /

o
: (34)

Indeed, on the event on the left hand side of (34) there exists a random index n such
that ˇ.n/�C D 0 and

min
0�k�n�1 jˇ.k/�C j � C

p
1 � �C > L

p
1 � � > max

�C�t�1 jˇt � ˇ�C j:
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Then we can apply Lemma 15 with I D Œ�C ; 1�, a D �C and n D n. We obtain
that ˇ.k/ has no zero in Œ�C ; 1� for k D 0; : : : ; n � 1, and the absolute increments
jˇ.k/t �ˇ.k/�C j, are the same for k D 0; : : : ; n and t 2 Œ�C ; 1�. In particular,ˇ.k/� D ˇ

.k/
�C

for every 0 � k � n, � is the last zero of ˇ.n/ in Œ�C ; 1� and � D �n D ��
n . Moreover,

min
0�k<n jˇ.k/��

n
j D min

0�k<n jˇ.k/�C j � C
p
1 � �C > C

p
1 � ��

n :

So n and ��
n witnesses that 1 2 MAL.C; 12 /, since we also have that

max
t2Œ��

n ;1�
jˇt � ˇ��

n
j � max

t2Œ�C ;1�
jˇt � ˇ�C j < Lp1 � ��

n :

From (34), by the strong Markov property and the scaling invariance of ˇ,
we obtain

P.�C < 1/ � P
�

max
t2Œ0;1�

jˇt j � L
p
1 � �0

	
� P

�
1 2 MAL.C; 12 /

�
:

Letting C go to infinity and using Proposition 19, this yields

P

 \
C>0

f�C < 1g
!

� P
�

max
t2Œ0;1�

jˇt j � L
p
1 � �0

	
� P

�
1 2 MAL.12 /

�

D P.X D 0/:

This is true for all L � 1. Thus (33) is obtained by letting L go to infinity.

3.8 Proof of Theorem 11

In this subsection we prove that the tightness of fx�.x/ W x 2 .0; 1/g and fnZn W
n � 1g are equivalent and both implies X < 1 almost surely.

Fix K > 0. By definition f.K=n/�.K=n/ > K g D fnZn � K g for any n � 1.
For small x > 0 values there is n such that K=n < x < 2K=n and x�.x/ �
.2K=n/�.K=n/ by the monotonicity of �. But, then fx�.x/ > 2K g � fnZn > K g.
Hence

lim sup
x!0C

P.x�.x/ > 2K/ � lim sup
n!1

P.nZn � K/ � lim sup
x!0C

P.x�.x/ > K/:

So the tightness of the two families are equivalent and it is enough to prove that
when fx�.x/ W x 2 .0; 1/g is tight then X < 1 almost surely.

We have the next easy lemma, whose proof is sketched at the end of this
subsection.



Some Sufficient Conditions for the Ergodicity of the Lévy Transformation 119

Lemma 21.

X D lim inf
n!1

ZnC1
Zn

D lim inf
x!0C

jˇ.�.x//1 j
x

:

Then we have that

�.X>1�ı/ � lim inf
x!0C �

.jˇ.�.x//1 j=x>1�ı/:

Hence, by Fatou lemma

P.X > 1 � ı/ � lim inf
x!0C P

�
jˇ.�.x//1 j > x.1 � ı/

�
:

Let x 2 .0; 1/ and K > 0. Since on the event


�.x/ � K

x

�
\
n
jˇ.�.x//1 j > x.1 � ı/

o

at least one of the standard normal variables ˇ.k/1 , 0 � k � K=x takes values in a
set of size 2xı, namely in .�x;�x.1 � ı// [ .x.1 � ı/; x/,

P

 
jˇ.�.x//1 j
x

> 1 � ı

!

� P
�
�.x/ >

K

x

	
C
�
K

x
C 1

	
P
�
1 � ı <

jˇ1 j
x

< 1

	

� P.x�.x/ > K/C .K C 1/ı:

In the last step we used that the standard normal density is bounded by 1=
p
2
 ,

whence P
�
1 � ı <

ǰ 1j
x
< 1

�
� ıx.

By the tightness assumption for any " > 0 there exists K" such that
supx2.0;1/ P.x�.x/ > K"/ � ". Hence,

P.X D 1/ D lim
ı!0C P.X > 1 � ı/ � lim

ı!0C "C .K" C 1/ı D ":

Since, this is true for all " > 0, we get that P.X D 1/ D 0 and the proof of
Theorem 11 is complete. ut
Proof of Lemma 21. Since Z�.x/ D jˇ.�.x//1 j Lemma 21 is a particular case of the
following claim: if .an/ is a decreasing sequence of positive numbers tending to
zero then

lim inf
k!1

akC1
ak

D lim inf
x!0C

an.x/

x
;
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where n.x/ D inf fk � 1 W ak < xg. First, for x < a1 the relation an.x/�1 � x >

an.x/ gives

an.x/

an.x/�1
� an.x/

x

and

lim inf
k!1

akC1
ak

� lim inf
x!0C

an.x/

x
:

For the opposite direction, for every k � 0, an.ak/ < ak , therefore an.ak/ � akC1
as .an/ is non-increasing. Since ak ! 0 as k ! 1, one gets

lim inf
x!0C

an.x/

x
� lim inf

k!1
an.ak/

ak
� lim inf

k!1
akC1
ak

: ut
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continuous martingales. In Séminaire de Probabilités, XXVII, Lecture Notes in Math., vol. 1557
(Springer, Berlin, 1993), pp. 122–132
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