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Preface

This volume contains the extended versions of papers presented at the
1stInternational Conference on Computer Science, Applied Mathematics and Ap-
plications (ICCSAMA 2013) held on 9-10 May, 2013 in Warsaw, Poland. The
conference is co-organized by Division of Knowledge Management Systems (Wro-
claw University of Technology, Poland) and Laboratory of Theoretical & Applied
Computer Science (Lorraine University, France) in cooperation with IEEE SMC
Technical Committee on Computational Collective Intelligence and the Analysis,
Design and the Development of ICT Systems (AddICT) Laboratory (Budapest
University of Technology and Economics, Hungary).

The aim of ICCSAMA 2013 is to bring together leading academic scientists,
researchers and scholars to discuss and share their newest results in the fields of
Computer Science, Applied Mathematics and their applications. These two fields
are very close and related to each other. It is also clear that the potentials of
computational methods for knowledge engineering and optimization algorithms
are to be exploited, and this is an opportunity and a challenge for researchers.

After the peer review process, 29 papers have been selected for including in
this volume. Their topics revolve around Computational Methods, Optimization
Techniques, Knowledge Engineering and have been partitioned into 5 groups:
Advanced Optimization Methods and Their Applications, Queueing Theory and
Applications, Computational Methods for Knowledge Engineering, Knowledge
Engineering with Cloud and Grid Computing, and Logic Based Methods for De-
cision Making and Data Mining.

ICCSAMA 2013 clearly generated a significant amount of interaction between
members of both communities on Computer Science and Applied Mathematics,
and we hope that these discussions have seeded future exciting development at
the interface between computational methods, optimization and engineering.

The materials included in this book can be useful for researchers, Ph.D. and
graduate students in Optimization Theory and Knowledge Engineering fields. It
is the hope of the editors that readers can find many inspiring ideas and use them
to their research. Many such challenges are suggested by particular approaches
and models presented in individual chapters of this book.



VI Preface

We would like to thank all authors, who contributed to the success of the
conference and to this book. Special thanks go to the members of the Steering
and Program Committees for their contributions to keeping the high quality
of the selected papers. Cordial thanks are due to the Organizing Committee
members for their efforts and the organizational work.

Finally, we cordially thank Springer for supports and publishing this volume.
We hope that ICCSAMA 2013 significantly contributes to the fulfilment of

the academic excellence and leads to greater success of ICCSAMA events in the
future.

May 2013 Ngoc Thanh Nguyen
Tien Van Do

Hoai An Le Thi
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A Review of AI-Supported Tutoring Approaches for Learning
Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
Nguyen-Thinh Le, Sven Strickroth, Sebastian Gross, Niels Pinkwart

Supporting Career Counseling with User Modeling and Job
Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
Cuong Duc Nguyen, Khoi Duy Vo, Dung Tien Nguyen

Part IV: Knowledge Engineering with Cloud and
Grid Computing

An Abstraction Model for High-Level Application
Programming on the Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
Binh Minh Nguyen, Viet Tran, and Ladislav Hluchy

Agent Based Modeling of Ecodistricts with Smart Grid . . . . . . . . . 307
Murat Ahat, Soufian Ben Amor, Alain Bui

Cloud-Based Data Warehousing Application Framework for
Modeling Global and Regional Data Management Systems . . . . . 319
Binh Thanh Nguyen

Part V: Logic Based Methods for Decision Making
and Data Mining

A Tableau Method with Optimal Complexity for Deciding the
Description Logic SHIQ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
Linh Anh Nguyen

An Approach to Semantic Indexing Based on Tolerance
Rough Set Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343
Sinh Hoa Nguyen, Hung Son Nguyen

An Approach for Mining Concurrently Closed Itemsets and
Generators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
Anh Tran, Tin Truong, Bac Le



XIV Contents

An Efficient Algorithm for Mining Frequent Itemsets with
Single Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367
Hai Duong, Tin Truong, Bac Le

Mining Frequent Weighted Closed Itemsets . . . . . . . . . . . . . . . . . . . . . 379
Bay Vo, Nhu-Y Tran, Duong-Ha Ngo

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391



 

 

 

 

 

 

 

 

Part I 

Advanced Optimization Methods  
and Their Applications 

 

 

 

 

 

 

 

 

 



Solution Methods for General Quadratic

Programming Problem with Continuous
and Binary Variables: Overview

Nguyen Van Thoai

Department of Mathematics, University of Trier, D-54286 Trier, Germany
thoai@uni-trier.de

Abstract. The nonconvex quadratic programming problem with con-
tinuous and/or binary variables is a typical NP-hard optimization prob-
lem, which has a wide range of applications. This article presents an
overview of actual solution methods for solving this interesting and im-
portant class of programming problems. Solution methods are discussed
in the sense of global optimization.

Keywords: quadratic programming, global optimization, binary
quadratic programming, copositive optimization problems.

1 Introduction

In this article, by ‘general quadratic programming problem’ we mean an opti-
mization problem, in which all functions involved are quadratic or linear and,
in general, local optima can be different from global optima. We also consider
the case where some of variables are required to take values in {0, 1} (binary
variables).

The class of general quadratic programming problems plays a prominent role
in the field of nonconvex global optimization because of its theoretical aspects
as well as its wide range of applications. On the one hand, many real world
problems arising from economies and engineering design can be directly mod-
elled as quadratic programming problems. On the other hand, general quadratic
programming includes as special cases the equilalent formulations of many im-
portant and well studied optimization problems, e.g., linear zero-one programs,
assignment problems, maximum clique problems, linear complementarity prob-
lems, bilinear problems, packing problems, etc. Last but not least, some special
quadratic programming problems are used as basic subproblems in trust region
methods in nonlinear programming. Applications of general quadratic program-
ming problems can be found in almost all of the references given at the end of
this article.

The present overview focuses on actual results of solution methods for general
quadratic programming problems with continuous and/or binary variables. All
methods are discussed in the sense of global optimization.

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 3–17.
DOI: 10.1007/978-3-319-00293-4_1 c© Springer International Publishing Switzerland 2013



4 N. Van Thoai

Section 2 deals with solution methods for problems with continuous variables.
Three basic approaches which are successfully used in global optimization and
different techniques for the realization of them in general quadratic programming
are discussed. In Section 3 we mainly present a new approach for problem with
binary variables, namely the class of copositive optimization problems.

2 Quadratic Optimization Problems with Continuous
Variables

We consider general quadratic optimization problems given by

min f(x) = 1
2 〈Ax, x〉 + 〈b, x〉

s.t. gi(x) = 〈Qix, x〉+ 〈qi, x〉+ di ≤ 0, i ∈ I1
gi(x) = 〈Qix, x〉+ 〈qi, x〉+ di = 0, i ∈ I2,

(1)

where I1, I2 are two finite index sets, A, Qi, i ∈ I1 ∪ I2, are n × n symmetric
real matrices and b, qi ∈ IRn, di ∈ IR for all i. The notation 〈·, ·〉 stands for the
standard scalar product in IRn. If I2 = ∅ and all functions f, gi, i ∈ I1 are convex,
then (1) is the well known convex programming problem. Since the subject of
this article consists of nonconvex problems, we assume throughout the article
that in the case I2 = ∅, at least one of the functions f, gi, i ∈ I1, is nonconvex.
For convenience, we sometimes write the objective function of Problem (1) in
the form f(x) = 〈Ax, x〉 + 2〈b, x〉.

Applications of Problem (1) includes subproblems required in trust region
methods (cf.,e.g., [28], [44], [45] and references given therein).

The general quadratic programming problem is NP-hard (cf. [51]), [57]). In
this section, we present some main solution methods for the global optimization
of this NP-hard problem. In general, these methods are developed based on three
basic concepts which are successfully used in global optimization. We describe
these concepts briefly before presenting different techniques for the realization of
them in general quadratic programming. For details of three basic concepts, see,
e.g., [30], [31], [34], [35]. It is worth noting that the most techniques to be pre-
sented here can be applied to integer and mixed integer quadratic programming
problems.

2.1 Basic Concepts

Outer Approximation (OA). To establish this concept, we consider the prob-
lem of minimizing a linear function 〈c, x〉 over a closed subset F ⊂ IRn. This
problem can be replaced by the problem of finding an extreme optimal solution
of the problem min{〈c, x〉 : x ∈ F}, where F denotes the convex hull of F . Let
C1 be any closed convex set containing F and assume that x1 is an optimal solu-
tion of problem min{〈c, x〉 : x ∈ C1}. Then x1 is also an optimal solution of the
original problem whenever x1 ∈ F . The basic idea of the outer approximation
concept is to contruct iteratively a sequence of convex subsets {Ck}, k = 1, 2, · · ·
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such that C1 ⊃ C2 ⊃ · · · ⊃ F and the corresponding sequence {xk} such that for
each k, xk is an optimal solution of the relaxed problem min{〈c, x〉 : x ∈ Ck}.
This process is performed until finding xk ∈ F . An OA procedure is convergent
if it holds that xk → x∗ ∈ F for k → +∞.

Branch and Bound Scheme (BB). The BB scheme is developed for the
global optimization of problem f∗ = min{f(x) : x ∈ F} with f being a continu-
ous function and F a compact subset of IRn. It begins with a convex compact set
C1 ⊃ F and proceeds as follows. Compute a lowerbound μ1 and an upper bound
γ1 for the optimal value of the problem min{f(x) : x ∈ C1 ∩ F}. (γ1 = f(x1) if
some feasible solution x1 ∈ F is found, otherwise, γ1 = +∞). At Iteration k ≥ 1,
if +∞ > μk ≥ γk or μk = +∞, then stop, (in the first case, xk with f(xk) = γk
is an optimal solution, in the second case, the underlying problem has no solu-
tion). Otherwise, divide Ck into finitely many convex sets Ck1 , . . . , Ckr satisfying
r⋃

i=1

Cki = Ck and Cki ∩Ckj = ∅ for i �= j, (the sets Ck and Cki are called ‘parti-

tion sets’). Compute for each partition set a lower bound and an upper bound.
Update the lower bound by choosing the minimum of lower bounds according to
all existing partition sets, and update the upper bound by using feasible points
found so far. Delete all partition sets such that the corresponding lower bounds
are biger than or equal to the actual upper bound. If not all partition sets are
deleted, let Ck+1 be a partition set with the minimum lower bound, and go to
Iteration k + 1. A BB algorithm is convergent if it holds that γk ↘ f∗ and/or
μk ↗ f∗ for k → +∞.

Combination of BB and OA. In many situations, the use of the BB scheme
in combination with an OA in the bounding procedure can lead to efficient
algorithms. Such a combination is called branch and cut algorithm, if an OA
procedure using convex polyhedral subsets Ck ∀k ≥ 1 is applied.

2.2 Reformulation-Linearization Techniques

Consider quadratic programming problems of the form

min f(x) = 〈c, x〉
s.t. gi(x) ≤ 0, i = 1, · · · , I

〈ai, x〉 − bi ≤ 0, i = 1, · · · ,m,
(2)

where c ∈ IRn, ai ∈ IRn, bi ∈ IR ∀i = 1, · · · ,m, and for each i = 1, · · · , I, the
quadratic function gi is given by

gi(x) = di +
n∑

k=1

qikxk +
n∑

k=1

Qi
kkx

2
k +

n−1∑
k=1

n∑
l=k+1

Qi
klxkxl (3)

with di, q
i
k, Q

i
kk, Q

i
kl being given real numbers for all i, k, l. It is assumed that

the polyhedral set X = {x ∈ IRn : 〈ai, x〉− bi ≤ 0, i = 1, · · · ,m} is bounded and
contained in Rn

+ = {x ∈ IRn : x ≥ 0}.
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The first linear relaxation of Problem (2) is performed as follows. For each
quadratic function of the form

h(x) =
n∑

k=1

qkxk +
n∑

k=1

Qkkx
2
k +

n−1∑
k=1

n∑
l=k+1

Qklxkxl (4)

define additional variables

vk = x2k, k = 1, · · · , n, and
wkl = xkxl, k = 1, · · · , n− 1; l = k + 1, · · · , n.

From (4), one obtains the following linear function in variables x, v, w:

[h(x)]� =
n∑

k=1

qkxk +
n∑

k=1

Qkkvk +
n−1∑
k=1

n∑
l=k+1

Qklwkl. (5)

The linear program (in variables x, v and w)

min f(x) = 〈c, x〉
s.t. [gi(x)]� ≤ 0, i = 1, · · · , I

[(bi − 〈ai, x〉)(bj − 〈aj , x〉)]� ≥ 0, ∀1 ≤ i ≤ j ≤ m
(6)

is then a linear relaxation of (2) in the following sense (cf. [3], [60]):
Let f∗ and f be the optimal values of problems (2) and (6), respectively, and

let (x, v, w) be an optimal solution of (6). Then

(a) f∗ ≥ f and
(b) if vk = x2k ∀k = 1, · · · , n, wkl = xkxl ∀k = 1, · · · , n − 1; l = k + 1, · · · , n,

then x is an optimal solution of (2).

Geometrically, the convex hull of the (nonconvex) feasible set of Problem (2) is
relaxed by the projection of the polyhedral feasible set of Problem (6) on IRn.
As well-known, this projection is polyhedral.

In the case that the condition in (b) is not fulfilled, i.e., either vk �= x2k for
at least one index k or wkl �= xkxl for at least one index pair (k, l), a family
of linear inequalities have to be added to Problem (6) to cut the point (x, v, w)
off from the feasible set of (6) without cutting off any feasible point of (2). To
this purpose, several kinds of cuts are discussed in connection with branch and
bound procedures. Resulting branch and cut algorithms can be found, e.g., in
[1], [3].

2.3 Lift-and-Project Techniques

The first ideas of lift-and-project techniques were proposed by [58] and [42] for
zero-one optimization. These basic ideas can be applied to quadratic program-
ming as follows. The quadratic programming problem to be considered is given
in the form
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min f(x) = 〈c, x〉
s.t. gi(x) ≤ 0, i = 1, · · · ,m

x ∈ C,
(7)

where C is a compact convex subset of IRn, c ∈ IRn, and each function gi is
given by

gi(x) = 〈Qix, x〉 + 2〈qi, x〉+ di (8)

with Qi being n× n symmetric matrix, qi ∈ IRn, and di ∈ IR.
To each x ∈ IRn a symmetric matrix X ∈ IRn×n is assigned. Let Sn be the

set of n× n symmetric matrices. Then each quadratic function

〈Qx, x〉 + 2〈q, x〉+ d

on IRn is lifted to a function on IRn × Sn defined by

X �→ 〈Q,X〉+ 2〈q, x〉+ d,

whereXij , (i, j = 1, · · · , n), denote the elements ofX , and 〈Q,X〉=
n∑

i=1

n∑
j=1

QijXij

stands for the inner product of Q,X ∈ Sn.
Thus, the set

{x ∈ IRn : 〈Qx, x〉 + 2〈q, x〉+ d ≤ 0}

can be approximated by the projection of the set

{(x,X) ∈ IRn × Sn : 〈Q,X〉+ 2〈q, x〉+ d ≤ 0}

on IRn. By this way, the feasible set of Problem (7) is approximated by the set

{x ∈ IRn : 〈Qi, X〉+ 2〈qi, x〉+ di ≤ 0 for some X ∈ Sn,
i = 1, · · · ,m, x ∈ C}, (9)

and Problem (7) is then relaxed by the problem

min f(x) = 〈c, x〉
s.t. 〈Qi, X〉+ 2〈qi, x〉+ di ≤ 0, i = 1, · · · ,m

x ∈ C, X ∈ Sn.

(10)

Next, notice that for each x ∈ IRn the matrix xxT is an element of Sn, and the
matrix (

1 xT

x xxT

)
=

(
1
x

)
(1, xT ) ∈ Sn+1
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is positive semidefinite. Therefore, Problem (7) can also be relaxed by the prob-
lem

min f(x) = 〈c, x〉
s.t. 〈Qi, X〉+ 2〈qi, x〉+ di ≤ 0, i = 1, · · · ,m

x ∈ C, X ∈ Sn(
1 xT

x X

)
is positive semidefinite.

(11)

If the set C is respresented by a finite set of linear inequalities, then Problem (10)
is a linear program (LP), which actually corresponds to Problem (6). Let the
set C be respresented by a finite set of linear matrix inequalities. Then Problem
(11) is a semidefinite programming problem (SDP).

To improve LP/SDP relaxations of Problem (7) within a OA procedure, con-
vex quadratic inequality constraints have to be added to Problem (7) without
cutting off any feasible point of it. Different classes of such additional quadratic
inequality constraints are proposed in [23], [36], [37]. Aspects of implementation
and parallel computation techniques are given in [64], [65].

2.4 D.C. Decomposition and Convex Envelope Techniques

D.C. Decomposition
The idea of representing a general quadratic function as the difference of two
convex quadratic functions is quite simple: for each symmetric matrixQ ∈ IRn×n,
let ρ(Q) be the spectral radius (the maxinal eigenvalue) of Q, then Q can be
rewritten as the difference of two positive semidefinite matrices A, B with A =
Q+ λI, B = λI, where λ ≥ ρ(Q) and I is the unit matrix in Sn.

Consider now the quadratic programming problem (7). Each quadratic fucn-
tion gi(x) can be represented as the difference of two convex functions as follows.

gi(x) = 〈Qix, x〉 + 2〈qi, x〉 + di = ai(x)− bi(x) with
ai(x) = 〈(Qi + λiI)x, x〉+ 2〈qi, x〉+ di,
bi(x) = λi〈x, x〉, and
λi ≥ ρ(Qi).

(12)

Thus, Problem (7) is rewritten in the form

min f(x) = 〈c, x〉
s.t. ai(x)− bi(x) ≤ 0, i = 1, · · · ,m

x ∈ C.
(13)

Let

λ = max{λi : i = 1, · · · ,m},
a(x, t) = max{ai(x) : i = 1, · · · ,m} − t,
b(x, t) = λ〈x, x〉 − t.
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Then Problem (13) can be rewritten as a program in IRn+1:

min f(x) = 〈c, x〉
s.t. b(x, t) ≥ 0

a(x, t) ≤ 0

x ∈ C,

(14)

A function is called d.c. if it can be represented as a difference of two convex
functions. Each of such representations is called a d.c. decomposition of this
function. Problems of the form (13), where all functions ai(x), bi(x) are convex,
are called d.c. programming problems, and Problem (14) is called canonical d.c.
program. Theoretical properties and solution methods for these problems can be
found, e.g., in [35], [31], [39], [40], [54], [33].

Convex Envelope Techniques
The concept of convex envelopes of nonconvex functions is a basic tool in theory
and algorithms of global optimization, see e.g., [19], [35], [31].

Let C ⊂ IRn be nonempty convex, and let f : C → IR be a lower semicontin-
uous function on C. The function

ϕ
C,f

: C → IR,
x �→ ϕ

C,f
(x) := sup{h(x) : h : C → IR convex, h ≤ f on C}

is said to be the convex envelope of f over C. Convex relaxations of quadratic
programming problems with inequality constraints can be obtained by replacing
all nonconvex quadratic functions by their convex envelopes. Linear relaxations
are then simply obtained from convex ralaxations. To construct convex envelopes
of quadratic functions, two kinds of convex sets, simplices and rectangles, are
chosen for C. Relaxation techniques using convex envelopes in connection with
branch and bound procedures for general quadratic problems can be found, e.g.,
in [50], [2], [32], [35], [55], [31], [41].

2.5 Bilinear Programming Techniques

The problem of minimizing a concave quadratic function

f(x) = 〈Qx, x〉 + 〈q, x〉, with Q ∈ IRn×n, q ∈ IRn

over a polyhedral set X ∈ IRn
+ can be reduced to an equivalent bilinear program-

ming problem

min{φ(x, y) = 〈Qx, y〉+ 〈q, x〉 : x ∈ X, y ∈ X}

in a sense that from an optimal solution (x∗, y∗) of the latter problem one has
two optimal solutions x∗, y∗ of the former, and from an optimal solution x∗ of
the former one obtains an optimal solution (x∗, x∗) of the latter (cf. [38]).



10 N. Van Thoai

In general, quadratic programming problems of the form

min f(x) = 〈Q0x, x〉+ 〈q0, x〉
s.t. gi(x) = 〈Qix, x〉+ 〈qi, x〉+ di ≤ 0, i = 1, · · · , I

〈ai, x〉 − bi ≤ 0, i = 1, · · · ,m,
x ∈ C,

(15)

where Qi (i = 0, · · · , I) are symmetric n × n matrices, qi (i = 0, · · · , I), ai (i =
1, · · · ,m) vectors of IRn, di (i = 1, · · · , I), bi (i = 1, · · · ,m) real numbers, and
C a polyhedral set with simple structure (e.g., Rn

+, simplex or rectangle) can be
reduced to one of the following equivalent bilinear programming problems:

min 〈Q0x, y〉+ 〈q0, x〉
s.t. 〈Qix, y〉+ 〈qi, x〉+ di ≤ 0, i = 1, · · · , I

〈ai, x〉 − bi ≤ 0, i = 1, · · · ,m,
xi − yi = 0, i = 1, · · · , n.
x ∈ C, y ∈ C

(16)

and

min 〈x, y0〉+ 〈q0, x〉
s.t. 〈x, yi〉+ 〈qi, x〉 + di ≤ 0, i = 1, · · · , I

〈ai, x〉 − bi ≤ 0, i = 1, · · · ,m,
yi −Qix = 0, i = 0, · · · , I
x ∈ C,
yi ∈ Si, i = 0, · · · , I,

(17)

where, for each i = 0, · · · , I,

Si = {y ∈ IRn : �j ≤ y ≤ uj , j = 1, · · · , n} with
�j = min{〈Qi

j, x〉 : 〈ai, x〉 − bi ≤ 0, i = 1, · · · ,m, x ∈ C},
uj = max{〈Qi

j , x〉 : 〈ai, x〉 − bi ≤ 0, i = 1, · · · ,m, x ∈ C} and
Qi

j is the j − th row of the matrix Qi.

Solutions methods for bilinear programming problems of the types (16) and
(17) can be found e.g. in [1], [21], [70], [22], [2] and references given therein. In
general, the number of additional variables yi in Problem (16) is n. However, this
number can be reduced based on the structures of the matrices Qi, i = 0, · · · , I.
In [26] and [13] techniques for optimizing the number of additional variables are
proposed.

2.6 Duality Bound Techniques

Consider optimization problems given by

f∗ = inf{f(x) : x ∈ C, gi(x) ≤ 0, i ∈ I1, gi(x) = 0, i ∈ I2}, (18)
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where C is a nonempty convex subset of IRn, I1, I2 are finite index sets and f ,
and gi (i ∈ I1 ∪ I2) are continuous functions on C.

For λ ∈ IR|I1|+|I2|, x ∈ C define the Lagrangian

L(x, λ) := f(x) +
∑

i∈I1∪I2

λigi(x)

of Problem (18) and on the set

Λ = {λ ∈ IR|I1|+|I2| : λi ≥ 0, i ∈ I1}

define the dual function

d : Λ→ IR, λ �→ d(λ) = inf
x∈C

L(x, λ).

Then the dual of (18) is defined as the problem

d∗ = sup{d(λ) : λ ∈ Λ}. (19)

It is clear that for each λ ∈ Λ it holds d(λ) ≤ f∗. Consequently, we have

d∗ ≤ f∗,

which means that a lower bound of the optimal value of Problem (18) can be
obtained by solving its dual problem (19).

In general, a duality gap

Δ := f∗ − d∗ > 0

has to be expected.
For some special cases of general quadratic problems described by (18) with

C = IRn, dual problems can be formulated equivalently as semidefinite program-
ming problems (cf., e.g., [69], [46], [47], [61], [62]). If we formulate quadratic
problems of the form (18) as bilinear programming problems of the form (17),
then it can be shown that dual problems of the resulting bilinear problems are
equivalent to linear programs, (cf., e.g., [5], [18], [66], [67], [68]).

In general, duality bounds can be improved by adding to the original quadratic
problem some suitable redundant quadratic constraints. Examples to this topic
can be found in [61], [62].

2.7 Optimizing Quadratic Functions over Special Convex Sets

There are three interesting special cases of quadratic programming problems
which can be formulated as

min {f(x) x ∈ F}, (20)

where f is a general quadratic function and F is respectively a ball, a simplex
or a box in IRn.
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Optimizing Quadratic Functions over a Ball: When F is a ball given by

F = {x ∈ IRn : ‖x‖ ≤ r}, (21)

where ‖ · ‖ denotes the Euclidean norm and r > 0, (20) is the most important
subproblem used within trust region methods for solving nonlinear programming
problems. The most procedures for solving this subproblem are developed in con-
nection with trust region methods. A positive semidefinite problem approach for
this problem is given in [56]. Branch and bound procedures can be found, e.g.,
in [53] and refences given therein.

Standard Quadratic Programming Problem: This is the case where f =
xTQx, a quadratic form, and F is the standard simplex defined by

F = {x ∈ IRn : x1 + · · ·+ xn = 1, xi ≥ 0 ∀i = 1, · · · , n}. (22)

Applications of (23) include the quadratic knapsack problem (cf. [52]), the port-
folio section problem and the maximum clique problem. Theoretical results and
solution methods for the standard quadratic programming problem can be found
in [7], [10], [46], [52].

Optimizing Quadratic Functions over a Box: The third special problem
we want to mention here is the case where F is a box of the form

F = {x ∈ IRn : � ≤ x ≤ u} (23)

with � and u being given vectors. Methods for solving this special problem include
the procedure proposed in [8], branch and bound algorithms (cf., e.g., [50], [27]),
[67], [31]), cutting plane techniques (cf., e.g., [71]), and heuristic procedures of
interior point type proposed in [25].

3 Mixed-Binary Quadratic Programs

The mixed-binary quadric program is formulated as follows.

min 〈Qx, x〉+ 2〈q, x〉
s.t.

〈ai, x〉 = bi, i = 1, · · · ,m
x ≥ 0
xj ∈ {0, 1}, j ∈ J ⊆ {1 · · · , n},

(24)

where Q ∈ Sn, q, ai ∈ IRn, i = 1, · · · ,m.
Problem (24) contains many classical special cases such as knapsack prob-

lem, the clique number problems, quadratic assignment problems, etc.,... For
each of these problems, there are efficient algorithms, according to their specific
structures, see, e.g., [52], [49], [16] and references given therein.
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We mention that global optimization techniques presented in the previous sec-
tion can be applied to Problem (24). Examples for these techniques are presented
in [66].

In this section we only present the approach to formulate Problem (24) as
a copositive optimization problems. For this, we recall the concept of copositive
matrices. The set of copositive matrices, denoted by Cn, is defined as

Cn = {A ∈ Sn : xTAx ≥ 0 ∀x ∈ IRn
+}.

It is known, (see e.g., [17], [9] ) that Cn is a convex, full dimensional cone in the
space of n× n real matrices. The dual cone of Cn is defined by

Dn = {X : 〈A,X〉 ≥ 0 ∀A ∈ Cn},

where for two n× n matrices, A,B, we define as usual

〈A,B〉 := trace(B,A) =

n∑
i,j=1

ai,jbi,j .

It can be shown (see e.g. [17], [6]) that Dn is the cone of so-called completely
positive matrices given by

Dn = conv{xxT : x ∈ IRn
+},

where by conv(S) we denote the convex hull of the set S.
For Problem (24) we make the following two Key Assumptions (KA):
(KA 1): It holds: x ∈ L =⇒ 0 ≤ xj ≤ 1, j = 1, · · · , n, where

L = {x ≥ 0 : 〈ai, x〉 = bi, i = 1, · · · ,m}.

(KA2) ∃β ∈ IRm such that

m∑
i=1

βia
i ≥ 0,

m∑
i=1

βibi = 1.

Note that the assumptions (KA1), (KA2) are fulfilled for many classes of prob-
lems, e.g., knapsack problems, clique number problems, quadratic assignment
problems,...

Burer [16] showed that under (KA1)-(KA2), by using a vector

α =

m∑
i=1

βiai ≥ 0, (25)
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Problem (24) can then be equivalently reformulated as the following completely
positive problem:

max 〈Q + 2αqT , X〉
s.t.

〈α(ai)T , Z〉 = bi, i = 1, · · · ,m

〈ai(ai)T , X〉 = b2i , i = 1, · · · ,m

(Xα)j = Xjj , j = 1, · · · , n

〈ααT , X〉 = 1

X ∈ Dn.

(26)

The equivalence between Problem (24) and Problem (26) is stated as follows
(see [16]):

Under (KA1)-(KA2), let α be defined as in (25). Then Problem (24) is equiv-
alent to Problem (26) in the sense that:

(i) The optimal values of both problems are equal;
(ii) If X∗ is an optimal solution of Problem (26), then X∗α lies in the convex

hull of optimal solutions for Problem (24).

We have seen above that a broad class of NP-hard problems can be transformed
into a specific class of well-structured convex minimization problems. However,
the difficulty of Problem (24) is transferred in the last constraint of Problem
(26), namely the completely positive constraint. Results on theory and solution
methods for Problem (26) can be found in [9], [11], [12], [14], [15], [17].
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Abstract. We consider the problem of globally minimizing an abstract
convex function called increasing positively homogeneous (IPH) function
over a compact convex subset of an n−dimensional Euclidean space, for
short, IPH optimization problem.

A method for solving IPH optimization problems called cutting angle
algorithm was proposed by Rubinov and others in 1999. The principle of
cutting angle algorithm is a generalization of the cutting plane method
for convex programming problems, where the convex objective function
is iteratively approximated by the maximum of a family of affine func-
tions defined by its subgradients. In this article, we propose a method for
solving IPH optimization problems which is a combination of the cutting
angle algorithm with a branch and bound scheme successfully used in
global optimization. The lower bounding procedure in the present algo-
rithm is performed by solving ordinary convex (or even linear) programs.
From preliminary computational results we hope that the proposed al-
gorithm could work well for some problems with specific structures.

Keywords: IPH optimization, cutting angle method, nonconvex pro-
gramming, global optimization, branch and bound algorithms.

1 Introduction

A real function f defined on the nonnegative orthant of an n−dimensional Eu-
clidean space, IRn

+, is called to be increasing and positively homogeneous of
degree one (IPH), if it holds that f(x1) ≥ f(x2) for arbitrary points x1 ≥ x2 ≥ 0
and f(λx) = λf(x) for all x ∈ IRn

+, λ ≥ 0. Consequently, we call the prob-
lem of minimizing an IPH function over a closed convex subset of IRn

+ an IPH
optimization problem.

A method for solving IPH optimization problems called cutting angle algo-
rithm was proposed by Rubinov and others in [1], [2], [11], [13], [14], [15]. The
main idea of the cutting angle algorithm is to construct iteratively an under-
approximation of the IPH objective function by the maximum of a family of
so-called min-types functions, and then to solve the relaxed problem of minimiz-
ing the under-approximation function over the given feasible set. The algorithm
terminates when the optimal value of a relaxed problem is equal to the value

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 19–30.
DOI: 10.1007/978-3-319-00293-4_2 c© Springer International Publishing Switzerland 2013
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of the original IPH objective function at some feasible point. The principle of
cutting angle algorithm is a generalization of the cutting plane method for con-
vex programming problems, where the convex objective function is iteratively
approximated by the maximum of a family of affine functions defined by its
subgradients, (cf., e.g. [7], [8], [10], [13]).

In this article, we propose a method for solving IPH optimization problems
which is a combination of the cutting angle algorithm with a branch and bound
scheme successfully used in global optimization (cf., e.g., [5], [6], [9], [17], [18],
[19]). As a result, we obtain a branch and bound algorithm, in which the lower
bounding procedure is performed by solving ordinary convex (or even linear)
programs. Preliminary computational results show that the proposed algorithm
could work well for some problems with specific structures.

The article is organized as follows. In the next section, we give briefly some
basic concepts and results on abstract convex functions and IPH functions and
introduce the standard form of IPH optimization problems. Section 3 deals with
some basic operations, which are used to establish the branch and bound algo-
rithm in Section 4. The transformation of a class of problems into the standard
form is discussed in Section 5. Section 6 contains preliminary computational test
results.

2 Abstract Convex Functions and IPH Optimization
Problems in Standard Form

In this section, we first recall briefly some basic concepts and results on abstract
convex functions and IPH functions (cf.,e.g. [2], [12] - [13], [16]), and introduce
the standard form of IPH optimization problems thereafter.

Let H be a set of real functions on IRn
+. A real function f is said to be abstract

convex over IRn
+ with respect to H (or H−convex) iff there exists U ⊆ H such

that

f(x) = sup{h(x) : h ∈ U} ∀x ∈ IRn
+. (1)

A function h ∈ H is called a subgradient of an H−convex function f at y ∈ IRn
+,

iff it holds that

h(x) ≤ f(x) ∀x ∈ IRn
+ and h(y) = f(y). (2)

For each given vector p ∈ IRn
+ \ {0}, a min-type function generated from p is

defined by

�p(x) = min{pixi : pi > 0} ∀x ∈ IRn
+. (3)

In particular, if the set H is define by

H = {�p : p ∈ IRn
+ \ {0}},
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then it is known that each IPH function f : IRn
+ → IR is H−convex in the sense

of (1) with U being the set of all min-type underestimations of f . In other words,
every real finite IPH function f on IRn

+ can be represented by

f(x) = max{�p(x) : �p ∈ H, �p ≤ f} ∀x ∈ IRn
+. (4)

Moreover, let f be a finite IPH function, and for each y ∈ IRn
+ \ {0} satisfying

f(y) > 0, let py = (py1 , · · · , pyn) ∈ IRn
+ \ {0} be the point constructed from y by

pyi =

{
f(y)
yi
, for yi > 0

0, for yi = 0.
(5)

Then the min-type function �py generated from py is a subgradient of the IPH
function f at y. More precisely, it holds that

�py (x) ≤ f(x) ∀x ∈ IRn
+ and �py (y) = f(y). (6)

Properties and examples for IPH functions can be found, e.g., in [2], [13], [14].
For the establishment of the method in next sections, we consider IPH opti-

mization problems in the following standard form.

min{f(x) : x ∈ S1 ∩D}, (7)

where f : IRn
+ → IR is an IPH function, S1 is the unit simplex of IRn defined by

S1 = {x ∈ IRn : x ≥ 0,

n∑
i=1

xi = 1}, (8)

and D is a convex subset of IRn.
We will show in Section 5 that every IPH optimization problem with a com-

pact feasible set can be equivalently transformed into the standard form (7).
Moreover, in connection with the transformation of Rubinov and Andramonov
in [15], each problem of minimizing a Lipschitz function over a compact set can
also be transformed into Problem (7).

In the next two sections, we establish an algorithm for solving IPH optimiza-
tion problems in the standard form.

3 Basic Operations

As mentioned in the introduction, the method we propose to solve IPH opti-
mization problems of the standard form (7) belongs to the class of branch and
bound algorithms, in which two basic operations, branching and bounding, have
to be performed. We begin to establish our method with these basic operations.
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3.1 Branching Procedure

The unit simplex S1 defined in (8) is the convex hull of the unit vectors,
e1, · · · , en, of IRn. Thus, we also use the notion S1 = [e1, · · · , en]. The branching
procedure begins with this simplex. Throughout the algorithm, the simplex S1

is iteratively divided into subsimplices with the same structure, i.e., each gener-
ated subsimplex S ⊂ S1 is defined by S = [u1, · · · , un], where u1, · · · , un are n
linear independent vectors in S1. Such a simplex subdivision can be performed
as follows.

For each simplex S = [u1, · · · , un] ⊆ S1, choose a point y ∈ S \ {u1, · · · , un}.
This point y is uniquely represented by

y =

n∑
i=1

λiu
i,

n∑
i=1

λi = 1, λi ≥ 0 ∀i.

Let I = {i : λi > 0}. Then the simplex S is divided into |I| subsimplices
Si, i ∈ I, where for each i ∈ I, Si is formed from S by replacing ui by y. More
precisely, let S = [u1, · · · , ui, · · · , un]. Then Si = [u1, · · · , y, · · · , un]. By this way,
it is clear that

S =
⋃
i∈I

Si and int Si ∩ int Sj = ∅ ∀i �= j,

(here intSi denotes the interior of Si).
If the chosen point y is the midpoint of a longest edge of S, then |I| = 2, i.e.,

S is divided into 2 subsimplices, and this division is called simplex bisection. It is
known (cf. e.g., [5], [19]) that the simplex bisection procedure has the following
useful property: every infinite nested sequence {Sk} such that Sk+1 ⊂ Sk ∀k
shrinks to a unique point, i.e.,

lim
k→∞

Sk =

∞⋂
k=0

Sk = {s∗}. (9)

In this case, we say that the simplex bisection procedure is exhaustive.

3.2 Lower Bound Estimation

Let S = [u1, · · · , un] ⊆ S1 be any simplex generated by a simplex subdivision
procedure. We compute a lower bound μ(S) of f over the set S ∩D, i.e., a real
number μ(S) satisfying

μ(S) ≤ min{f(x) : x ∈ S ∩D}. (10)

First, if S ∩D = ∅, then, logically, S should be removed from further consider-
ation within any branch and bound algorithm. Therefore, for this case we set

μ(S) = +∞. (11)
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In the case that S ∩ D �= ∅, let Q(S) be any finite subset of S ∩D. Note that,
since f is an IPH function, it follows that f(x) ≥ 0 ∀x ∈ IRn

+. So, if there is a
point y ∈ Q(S) with f(y) = 0, then ‘everything is done’: y is a global optimal
solution of Problem (7). Thus, we assume that f(y) > 0 ∀y ∈ Q(S), and our
method for computing a lower bound μ(S) is based on the following.

Proposition 1. Let U be the n×n matrix with columns u1, · · · , un. Then a real
number, ν(S), satisfying ν(S) ≤ min{f(x) : x ∈ S ∩ D} can be computed by
solving the following optimization problem in variables λ ∈ IRn

+ and t ∈ IR:

ν(S) = min t

s.t.
n∑

i=1

�py (ui)λi − t ≤ 0, y ∈ Q(S)

Uλ ∈ D
n∑

i=1

λi = 1

λ ≥ 0,

(12)

where for each y ∈ Q(S), the point py is constructed by (5) and the min-type
function �py (x) is defined by (3).

Proof. From (4) and (6) it follows that

min{f(x) : x ∈ S ∩D} ≥ min{ max
y∈Q(S)

�py (x) : x ∈ S ∩D}

= min{t : max
y∈Q(S)

�py(x) − t ≤ 0, x ∈ S ∩D}

= min{t : �py (x)− t ≤ 0 ∀y ∈ Q(S), x ∈ S ∩D}.

(13)

Each point x ∈ S is uniquely represented by

x =

n∑
i=1

λiu
i = Uλ,

n∑
i=1

λi = 1, λi ≥ 0, i = 1, · · · , n. (14)

For each y ∈ Q(S), the min-type function �py (x), being the pointwise minimum
of a family of linear functions, is concave. Therefore, for each x ∈ S it holds from
(14) that

�py (x) = �py (
n∑

i=1

λiu
i) ≥

n∑
i=1

�py (ui)λi. (15)

From (14)-(15) it follows that

min{t : �py (x)− t ≤ 0 ∀y ∈ Q(S), x ∈ S ∩D} ≥
min{t :

n∑
i=1

�py (ui)λi − t ≤ 0 ∀y ∈ Q(S), Uλ ∈ D,
n∑

i=1

λi = 1, λ ≥ 0},

which implies from (13) that
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min{f(x) : x ∈ S ∩D} ≥
min{t : �py (x) − t ≤ 0 ∀y ∈ Q(S), x ∈ S ∩D} ≥
min{t :

n∑
i=1

�py (ui)λi − t ≤ 0 ∀y ∈ Q(S), Uλ ∈ D,
n∑

i=1

λi = 1, λ ≥ 0} = ν(S).

��

Remark 1. (a) Since the set D is assumed to be convex, Problem (12) is a convex
optimization problem. For the case that D is a polyhedral set given by

D = {x ∈ IRn : Cx ≤ d} (16)

with C and d being matrix and vector of appropriate sizes, Problem (12) is an
ordinary linear program, in which the condition Uλ ∈ D becomes CUλ ≤ d.

(b) The quality of lower bound ν(S) computed above depends on the number
of chosen elements of the finite set Q(S) ⊂ S ∩D. Here the principle would be
‘the more the better’.

Proposition 1 means that ν(S) can be used as a lower bound of f over the
set S ∩ D. However, within a branch and bound algorithm, to guarantee the
convergence, it is required to construct iteratively a nondecreasing sequence of
lower bounds. For this purpose, the lower bound ν(S) is improved as follows.

Let S′ be the simplex, from which the simplex S is directly generated by a
simplex division, and let μ(S′) be a known lower bound of f over S′ ∩D. Then
a lower bound μ(S) is computed by

μ(S) =

{
+∞, if S ∩D = ∅

max{μ(S′), ν(S)}, else. (17)

Obviously, the lower bound μ(S) computed by (17) is nondeceasing in the sense
that μ(S′) ≤ μ(S) for S ⊆ S′. Moreover, it has the following useful property,
which will be used later to establish the convergence of a branch and bound
algorithm.

Proposition 2. For each simplex S = [u1, · · · , un], let U be the n × n matrix
with columns u1, · · · , un, Q(S) ⊂ S ∩D, and let κ(S) be defined by

κ(S) = min{�py(ui) : y ∈ Q(S), i = 1, · · · , n}. (18)

Then the lower bound μ(S) computed by (17) satisfies that

μ(S) ≥ κ(S). (19)

Proof. From the definition of κ(S) in (18), it follows that

{(λ, t) ∈ IRn+1 :
n∑

i=1

�py (ui)λi − t ≤ 0 ∀y ∈ Q(S), Uλ ∈ D,
n∑

i=1

λi = 1, λ ≥ 0} ⊆

{(λ, t) ∈ IRn+1 :
n∑

i=1

κ(S))λi − t ≤ 0, Uλ ∈ D,
n∑

i=1

λi = 1, λ ≥ 0}.
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Thus, from the definition of ν(S) by (12), and μ(S) by (17), it holds that

μ(S) ≥ ν(S)
= min{t :

n∑
i=1

�py (ui)λi − t ≤ 0 ∀y ∈ Q(S), Uλ ∈ D,
n∑

i=1

λi = 1, λ ≥ 0}

≥ min{t :
n∑

i=1

κ(S)λi − t ≤ 0, Uλ ∈ D,
n∑

i=1

λi = 1, λ ≥ 0}

≥ min{t : κ(S)
n∑

i=1

λi − t ≤ 0,
n∑

i=1

λi = 1, }

= min{t : κ(S) ≤ t}
= κ(S).

��

3.3 Upper Bounds

For each simplex S generated within the algorithm satisfying S ∩D �= ∅, a finite
set of feasible points, Q(S) ⊂ S ∩D, is constructed. Throughout the algorithm,
more and more feasible points are computed. Upper bounds for the optimal value
of Problem (7)) are then iteratively improved using the best feasible point found
so far.

4 Algorithm and Convergence Properties

Using the basic operations from the previous section we establish the following
branch and bound algorithm, and examine its convergence properties thereafter.

Branch and Bound Algorithm:
Initialization:

Check the set S1∩D. If S1∩D = ∅, then stop, Problem (7) is unsolvable.
Otherwise, determine a finite set Q1 = Q(S1) ⊂ S1 ∩ D. If there is a
point y ∈ Q1 with f(y) = 0, then stop, y is a global optimal solution
of Problem (7). Otherwise, compute a lower bound μ(S1) = ν(S1) by
solving Problem (12) according to S1. Compute

γ1 = min{f(x) : x ∈ Q1}

(γ1 is an upper bound for the optimal value of the underlying problem).
Choose a point x1 ∈ Q1 such that f(x1) = γ1. Set μ1 = μ(S1); R1 =
{S1}; k = 1.

Iteration k: Execute the steps (i) to (ix) below.

(i) If γk = μk, then stop, xk is a global optimal solution and γk is the
optimal value of Problem (7)).

(ii) If γk > μk, then divide Sk into rk subsimplices Sk
1 , . . . , S

k
rk (See

Subsection 3.1).
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(iii) For each i = 1, . . . , rk, check the set Sk
i ∩ D. If Sk

i ∩ D = ∅, then
set μ(Sk

i ) = +∞. Otherwise, determine a finite set Q(Sk
i ) ⊂ Sk

i ∩D.
If there is a point y ∈ Q(Sk

i ) with f(y) = 0, then stop, y is a
global optimal solution of Problem (7). Otherwise, compute ν(Sk

i )
by solving Problem (12) according to Sk

i , and set

μ(Sk
i ) = max{μ(Sk), ν(Sk

i )}. (20)

(iv) Set Qk+1 = (
rk⋃
i=1

Q(Sk
i )) ∪ {xk}. Compute γk+1 = min{f(x) : x ∈

Qk+1}.
(v) Choose xk+1 ∈ Qk+1 such that f(xk+1) = γk+1.

(vi) Set Rk+1 =
(
Rk \ {Sk}

)⋃(
rk⋃
i=1

Sk
i

)
.

(vii) Delete all S ∈ Rk+1 such that μ(S) ≥ γk+1.
(viii) If Rk+1 = ∅, then set μk+1 = γk+1, otherwise, set

μk+1 = min{μ(S) : S ∈ Rk+1}

and choose Sk+1 ∈ Rk+1 such that μ(Sk+1) = μk+1.
(ix) Go to iteration k + 1.

Convergence
If the algorithm terminates at some iteration k, then obviously the point xk

is a global optimal solution and γk is the optimal value of Problem (7). For
the case that the algorithm does not terminate after a finite number of itera-
tions, it generates an infinite sequence of feasible points, {xk}, and accordingly
the sequences {μk} and {γk} of lower bounds and upper bounds, respectively.
Convergence properties of the algorithm are discussed below.

Proposition 3. Assume that the algorithm does not terminate after a finite
number of iterations and the branching procedure is exhaustive, i.e., each nested
subsequence of simplices, {Sq} with Sq+1 ⊂ Sq ∀q, satisfies that

lim
q→∞S

q =

∞⋂
q=1

Sq = {s∗} for some s∗ ∈ S1 ∩D.

Then it holds that
(a) lim

k→∞
μk = lim

k→∞
f(xk) = lim

k→∞
γk, and

(b) Every accumulation point x∗ of the sequence {xk} is a global optimal
solution of Problem (7).

Proof. (a) Let x∗ be an accumulation point of the sequence {xk} ⊂ S1 ∩ D,
and let f∗ be the optimal value of Problem (7). Since the sequence {μk} of lower
bounds is computed by (20), it is monotonically nondecreasing and bounded from
above by f∗. Moreover, the sequence {γk} of upper bounds is nonincreasing and
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bounded from below by f∗. Therefore, μ∗ = lim
k→∞

μk and γ∗ = lim
k→∞

γk exist,

and, because of γk = f(xk) and continuity of f(x), we obtain

lim
k→∞

μk = μ∗ ≤ f∗ ≤ γ∗ = lim
k→∞

γk = lim
k→∞

f(xk) = f(x∗). (21)

Now, let {xq} be a subsequence of {xk} which converges to x∗. By passing to fur-
ther subsequences if necessary, we can assume that the corresponding sequence
{Sq} satisfies Sq+1 ⊂ Sq and μq = μ(Sq)∀q.

For each q, let yq ∈ Q(Sq) ⊂ Sq∩D. Since lim
q→∞S

q = {s∗} for some s∗ ∈ S1∩D
and f is continuous, it follows that

γ∗ ≤ lim
q→∞ f(x

q) ≤ lim
q→∞ f(y

q) = f(s∗). (22)

On the other hand, from (19) in Proposition (?), it holds that μ(Sq) ≥ κ(Sq) ∀q.
Letting q →∞, we obtain, by continuity of the functions f , �py , y ∈ Q(Sq), by
Property (6), and because of lim

q→∞S
q = {s∗}, that

μ∗ = lim
q→∞μq = lim

q→∞μ(S
q) ≥ lim

q→∞ κ(S
q) = f(s∗). (23)

Finally, from (21), (22) and (23), it follows that

lim
k→∞

μk = lim
k→∞

f(xk) = lim
k→∞

γk.

(b) From (23) it follows that s∗ is a global optimal solution of Problem (7). Since
f(xq) ≤ f(yq) ∀q, it follows that f(x∗) = lim

q→∞ f(x
q) ≤ lim

q→∞ f(y
q) = f(s∗),

which implies that x∗ is also a global optimal solution of Problem (7). ��

To obtain a finiteness property of the algorithm, we use the concept of approxi-
mate optimal solutions in following sense.

Let ε be a positive number. A point x ∈ S∩D is called an ε− optimal solution
of Problem (7) if it satisfies that f(x) ≤ f(x) + ε for all x ∈ S ∩D.

From Proposition 3, we obtain immediately the following finiteness result.

Proposition 4. Let ε be a pre-chosen positive number. Assume that the branch-
ing procedure used in Algorithm BB is exhaustive, and at iteration k, steps (i)
and (vii) are replaced by following steps (i)’ and (vii)’, respectively:

(i)’ If γk − μk ≤ ε, then stop, xk is an ε− optimal solution of Problem (7),
(vii)’ Delete all S ∈ Rk+1 such that μ(S) ≥ γk+1 − ε.
Then the algorithm always terminates after finitely many iterations.

5 Transformation into Standard Form

In this section, we present a way to transform an arbitrary IPH optimization
problem with a compact feasible set into the standard form. This transformation
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can also be applied to Lipschitz optimization problems so that, in connection
with the transformation of Rubinov and Andramonov in [15], problems of min-
imizing a Lipschitz function over a compact set can in principle be transformed
into Problem (7).

Consider the optimization problem

min{g(z) : z ∈ Z} (24)

where g : IRq
+ → IR is an IPH (or Lipschitz) function, and Z is a convex compact

subset of IRq
+.

From the compactness of the feasible set Z, we can pack it into a q−simplex

T = [v1, · · · , vq+1] ⊂ IRq
+, (25)

which is the convex hull of q + 1 affine independent points v1, · · · , vq+1 ∈ IRq
+.

The construction of such a simplex T is discussed, e.g., in [5].
Let n = q + 1, and let V = (v1, · · · , vn) be the q × n matrix with columns

v1, · · · , vn. Further, denoting by C the cone generated by vectors v1, · · · , vn, i.e.,

C = {z ∈ IRq : z =

n∑
j=1

xjv
j , xj ≥ 0, j = 1, · · · , n},

we define a mapping

t : IRn
+ → C, x �→ z = V x. (26)

Next, let eT = (1, · · · , 1) ∈ IRn and let S be the unit simplex of IRn defined by

S = {x ∈ IRn : eTx = 1, x ≥ 0}. (27)

Then the restriction of t to S is a bijective mapping from S to T satisfying

t(ej) = vj , j = 1, · · · , n,

where ej , j = 1, · · · , n, are unit vectors of IRn.
Finally, define a function f : IRn

+ → IR by

f(x) = g(V x) ∀x ∈ IRn
+. (28)

Then Problem (24) is equivalently transformed into problem

min{f(x) : x ∈ S ∩D} with D = {x ∈ IRn : V x ∈ Z} (29)

in the sense that a point x ∈ S ∩D is a global optimal solution of Problem (29)
if and only if z = V x is a global optimal solution of Problem (24).

The following result shows some useful properties of the function f defined
by (28).
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Proposition 5. The function f defined by (28) has following properties:
(a) If g is an IPH function on the cone C, then f is an IPH function on IRn

+.
(b) If g is a Lipschitz function on the cone C, then f is a Lipschitz function

on IRn
+.

Proof. (a) It is obvious that f(λx) = g(V λx) = g(λV x) = λg(V x) = λf(x) ∀λ ≥
0, and from (25), it follows that x1 ≤ x2 ⇒ V x1 ≤ V x2 ⇒ f(x1) = g(V x1) ≤
g(V x2) = f(x2).

(b) Let L be the Lipschitz constant for g in C and ‖ · ‖z a chosen norm in IRq.
Then, for arbitrary x1, x2 ∈ IRn

+, it follows that

|f(x1)− f(x2)| = |g(V x1)− g(V x2)| ≤ L‖V x1 − V x2)‖z.

Thus, by choosing a suitable matrix norm, ‖ · ‖V , which is consistent with given
vector norms ‖ · ‖x and ‖ · ‖z on IRn and IRq, respectively, in the sense that

‖V x‖z ≤ ‖V ‖V · ‖x‖x ∀ V ∈ IRq×n, x ∈ IRn, (30)

we obtain the Lipschitz property of the function f with the Lipschitz constant
L · ‖V ‖V . ��

6 Preliminary Computational Experiments

The algorithm is tested on problems of the standard form (7), where the IPH
function f has some forms given in [2], [11], and the convex set D is given by
(16) with C being an m× n matrix, and d ∈ IRm.

For each pair (m,n) (10 ≤ m ≤ 50 and 20 ≤ n ≤ 100), the elements of matrix
C and vector d are randomly generated by using a pseudo-random number from
an uniform distribution on (0, 1). For all test problems, the stopping criterion in
Proposition 4 is used with ε = 10−3.

Test problems were run on a Sun SPARC station 10 Modell 20 workstation.We
note that linear problems were solved by our own version of the simplex algorithm.
For each given pair (m,n) the algorithm was run on 20 randomly generated test
problems. Test results (in average values) are summarized in Table 1.

Table 1. Computational results

m n ITER SMAX TIME

10 20 100 50 5.05
20 20 323 160 15.98
10 50 825 412 28.45
20 50 635 346 18.93
10 100 3799 1656 800.27
50 100 1788 868 727.27

ITER: Average number of iterations,
SMAX: Maximal number of simplices stored at an iteration,
TIME: Average CPU-Time in seconds.
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Abstract. We consider a single-period portfolio selection problem which
consists of minimizing the total transaction cost subject to different types
of constraints on feasible portfolios. The transaction cost function is sep-
arable, i.e., it is the sum of the transaction cost associated with each
trade, but discontinuous. This optimization problem is nonconvex and
very hard to solve. We investigate in this work a DC (Difference of Con-
vex functions) programming framework for the solution methods. First,
the objective function is approximated by a DC function. Then a DC for-
mulation for the resulting problem is proposed for which two approaches
are developed: DCA (DC Algorithm) and a hybridization of Branch and
Bound and DCA.

Keywords: portfolio selection, separable transaction cost, DC program-
ming, DCA, Branch and Bound.

1 Introduction

The mean-variance’s model proposed by Markowitz [9] in 1952 is known as a
basic for the development of various portfolio selection techniques. While the
Markowitz’ model is a convex program, extended models considering some fac-
tors like transaction costs, cardinality constraints, shortselling, buy-in threshold
constraints, etc,... are, in most of cases, nonconvex and very difficult to solve. The
portfolio optimization problems including transaction costs have been studied by
many researchers [1–4].

In [8], the authors studied two alternative models for the problem of single-
periodportfolio optimization.The first consists ofmaximizing the expected return,
taking transaction costs into account, and subject to different type of constraints
on the feasible portfolios. They proposed a heuristic method for solving this model
where the transaction cost is separable and discontinuous. The secondmodel deals
with minimizing the total nonconvex transaction cost subject to feasible portfolio
constraints.The authors claimed that their heuristicmethod for solving the former
model can be adapted to solve the later.
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The starting point of our work is the second model introduced in [8]. We
consider a little modified model where the constraints include shortselling con-
straints, limit on expected return, limit on variance, and diversification con-
straints. The considered transaction cost is assumed to be separable, say the
sum of the transaction cost associated with each trade. It is a discontinuous
function that results to a difficult nonconvex program.

We investigate DC programming and DCA for designing solution methods to
this problem. DC programming and DCA were first introduced by Pham Dinh
Tao in 1985 and have been extensively developed since 1994 by Le Thi Hoai An
and Pham Dinh Tao in their common works. DCA has been successfully applied
to many large-scale nonconvex programs in various domains of applied sciences,
to become now classic and popular (see e.g. [5, 7, 6] and references therein).
We first approximate the discontinuous nonconvex objective function by a DC
function and then develop DCA for tackling the resulting DC problem. For glob-
ally solving the original problem, we propose a hybrid algorithm that combines
DCA and a Branch-and-Bound (B&B) scheme. DCA is used for solving the DC
approximation problem to compute good upper bounds in the B&B algorithm.
Lower bounds are obtained by solving relaxation problems which consist of min-
imizing a linear function under linear and convex quadratic constraints.

The rest of this paper is organized as follows. In the next section, we describe
the considered portfolio problem and its mathematical formulation. Section 3 is
concerned with the DC approximation of the considered problem and the de-
scription of DCA for solving it. The hybrid Branch and Bound - DCA algorithm
is presented in Section 4 while some conclusions are included in the last section.

2 Problem Description and Mathematical Formulation

Consider an investment portfolio that consists of holdings in some or all of n
assets.

The current holdings in each asset are w = (wi, . . . , wn)
T . The total current

wealth is then 1Tw, where 1 is a vector with all entries equal to one. The
amount transacted in asset i is xi, with xi > 0 for buying, xi < 0 for selling
and x = (x1, . . . , xn)

T is a portfolio selection. After transactions, the adjusted
portfolio is w + x.

The adjusted portfolio w+x is held for a fixed period time. At the end of that
period, the return on asset i is the random variable ai. We assume knowledge of
the first and the second moments of the joint distribution of a = (a1, . . . , an),

E(a) = ā, E(a− ā)(a− ā)T = Σ.

A riskless asset can be included, in which case the corresponding āi equal to its
return and the i-th row and column of Σ are zero.

The wealth at the end of the period is a random variable, W = aT (w + x)
with expected value and variance given by

EW = āT (w + x), E(W −EW )2 = (w + x)TΣ(w + x). (1)
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We consider the problem of minimizing the total transaction costs subject to
portfolio constraints: ⎧⎪⎨⎪⎩

min φ(x)

s.t. ā(w + x) ≥ rmin,

w + x ∈ S,
(2)

where rmin is the desired lower bound on the expected return and S ⊆ R
n is the

portfolio constraint set.
The portfolio constraint set S can be defined from the following convex con-

straints:

1. Shortselling constraints: Individual bounds si on the maximum amount of
shortselling allowed on asset i are

wi + xi ≥ −si, i = 1, . . . , n. (3)

If shortselling is not permitted, the si are set to zero. Otherwise, si > 0.
2. Variance: The standard deviation of the end period wealthW is constrained

to be less than σmax by the convex quadratic inequality

(w + x)TΣ(w + x) ≤ σ2max. (4)

((4) is a second-order cone constraint).
3. Diversification constraints: Constraints on portfolio diversification can be

expressed in terms of linear inequalities and therefore are readily handled by
convex optimization. Individual diversification constraints limit the amount
invested in each asset i to a maximum of pi,

wi + xi ≤ pi, i = 1, . . . , n. (5)

Alternatively, we can limit the fraction of the total wealth held in each asset,

wi + xi ≤ λi1T (w + x), i = 1, . . . , n. (6)

They are convex inequality constraints on x.

Transaction costs can be used to model a number of costs, such as brokerage
fee, bid-ask spread, taxes or even fund loads. In this paper, the transaction costs
φ(x) is defined by

φ(x) =

n∑
i=1

φi(xi), (7)

where φi is the transaction cost function for asset i. We will consider a simple
model that includes fixed plus linear costs. Let βi be the fixed costs common
associated with buying and selling asset i. The fixed plus linear transaction cost
function is given by

φi(xi) =

⎧⎪⎨⎪⎩
0 if xi = 0,

βi − α1
ixi if xi < 0,

βi + α
2
ixi if xi > 0.

(8)

The function φ is nonconvex, unless the fixed costs are zero.
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We develop below two approaches based on DC programming and DCA for
solving the problem (2) with S being defined in (3) - (6) and φ being given in
(7), (8).

3 DC Programming and DCA for Solving (2)

3.1 DC Approximation Problem

Let C be the feasible set of (2). Since φ is discontinuous, we will construct a DC
approximation of φ. We first compute upper bounds u0i and lower bounds l0i for
variables xi by solving 2n convex problems:

min{xi : x ∈ C} (LBi), max{xi : x ∈ C} (UBi). (9)

Let R0 =
n∏

i=1

[l0i , u
0
i ]. The problem (2) can be rewritten as

ω = min

{
φ(x) =

n∑
i=1

φi(xi) : x ∈ C ∩R0

}
. (P )

For each i = 1, . . . , n, let εi > 0 be a sufficiently small number chosen as follows:⎧⎪⎨⎪⎩
εi < min{−l0i , u0i } if l0i < 0 < u0i ,

εi < u
0
i if l0i = 0 < u0i ,

εi < −l0i if l0i < u
0
i = 0.

Consider the functions φi, ψi : R −→ R given by

φi(xi) =

{
βi − α1

i xi, xi ≤ 0

βi + α
2
i xi, xi ≥ 0

, ψi(xi) =

{
−c1ixi, xi ≤ 0

c2ixi, xi ≥ 0
,

where cji =
(

βi

εi
+ αj

i

)
, j = 1, 2. By definition, φi, ψi are convex functions. Then,

a DC approximation function f of φ can be

f(x) =

n∑
i=1

fi(xi), (10)

where fi(xi) = gi(xi)− hi(xi) with gi, hi being determined by

• gi(xi) = 0, hi(xi) = −βi + α1
i xi if l

0
i < u

0
i < 0;

• gi(xi) = 0, hi(xi) = −βi − α2
i xi if 0 < l

0
i < u

0
i ;

• gi(xi) = 0, hi(xi) = −min{−c1ixi, βi − α1
i xi} if l0i < u

0
i = 0;

• gi(xi) = 0, hi(xi) = −min{c2ixi, βi + α2
ixi} if 0 = l0i < u

0
i ;

• and if li < 0 < ui:
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gi(xi) = φi(xi) + ψi(xi) =

{
βi − (α1

i + c
1
i )xi if xi ≤ 0

βi + (α2
i + c

2
i )xi if xi ≥ 0

,

hi(xi) = max{φi(xi), ψi(xi)} =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−c1ixi if xi ≤ −εi
βi − α1

ixi if − εi ≤ xi ≤ 0

βi + α
2
ixi if 0 ≤ xi ≤ εi

c2i xi if xi ≥ εi.

It is easy to show that for all cases, gi, hi are convex polyhedral functions over

R. Therefore, with g(x) =
n∑

i=1

gi(xi) and h(x) =
n∑

i=1

hi(xi), g−h is a DC decom-

position of f . In addition,

• min{f(x) : x ∈ C ∩R0} ≤ min

{
φ(x) =

n∑
i=1

φi(xi) : x ∈ C ∩R0

}
.

• For each i, the smaller value of εi, the better approximation of fi to φi over
[l0i , u

0
i ].

The problem (P ) with φ being replaced by f ,

μ = min{f(x) = g(x)− h(x) : x ∈ C ∩R0} (Pdc)

is a DC approximation problem of (P ). We will investigate a DCA scheme for
solving this problem.

3.2 DCA for Solving (Pdc)

DC Programming and DCA. For a convex function θ, the subdifferential of
θ at x0 ∈ domθ := {x ∈ R

n : θ(x0) < +∞}, denoted by ∂θ(x0), is defined by

∂θ(x0) := {y ∈ R
n : θ(x) ≥ θ(x0) + 〈x− x0, y〉, ∀x ∈ R

n},

and the conjugate θ∗ of θ is

θ∗(y) := sup{〈x, y〉 − θ(x) : x ∈ R
n}, y ∈ R

n.

A general DC program is that of the form:

α = inf{F (x) := G(x)−H(x) |x ∈ R
n}, (11)

where G,H are lower semi-continuous proper convex functions on R
n. Such a

function F is called a DC function, and G−H a DC decomposition of F while
G and H are the DC components of F . Note that, the closed convex constraint
x ∈ C can be incorporated in the objective function of (11) by using the indicator
function on C denoted by χC which is defined by χC(x) = 0 if x ∈ C, and +∞
otherwise.
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A point x∗ is called a critical point of G − H , or a generalized Karush-Kuhn-
Tucker point (KKT) of (Pdc)) if

∂H(x∗) ∩ ∂G(x∗) �= ∅. (12)

Based on local optimality conditions and duality in DC programming, the DCA
consists in constructing two sequences {xk} and {yk} (candidates to be solu-
tions of (11) and its dual problem respectively). More precisely, each iteration
k of DCA approximates the concave part −H in (11) by its affine majorization
(that corresponds to taking yk ∈ ∂H(xk)) and minimizes the resulting convex
program.

Generic DCA Scheme
Initialization: Let x0 ∈ R

n be an initial guess, 0← k.
Repeat
- Calculate yk ∈ ∂H(xk)
- Calculate xk+1 ∈ arg min{G(x)− 〈x, yk〉 : x ∈ R

n} (Pk)
- k + 1← k
Until convergence of {xk}.

It is worth noting that DCA works with the convex DC components G and
H but not the DC function F itself (see [5, 6, 10, 11]). Moreover, a DC function
F has infinitely many DC decompositions which have crucial impacts on the
performance (speed of convergence, robustness, efficiency, globality of computed
solutions,...) of DCA.

Convergence properties of DCA and its theoretical basis can be found in
[5, 6, 10]. For instant, it is important to mention that (for simplify we omit here
the dual part)

– DCA is a descent method (the sequences {G(xk) − H(xk)} is decreasing)
without linesearch.

– If the optimal value α of problem (11) is finite and the infinite sequence {xk}
is bounded then every limit point x̃ of the sequence {xk} is a critical point
of G−H .

– DCA has a linear convergence for general DC programs.
– DCA has a finite convergence for polyhedral DC programs.

The next subsection is devoted to the development of DCA applied on (Pdc).

DC Algorithm for Solving the Problem (Pdc). According to the generic
DCA scheme, at each iteration k, we have to compute a subgradient yk ∈ ∂h(xk)
and then solve the convex program of the form (Pk)

min{g(x)− 〈yk, x〉 : x ∈ C ∩R0} (13)

which is equivalent to

min
x,t

{
n∑

i=1

ti − 〈yk, x〉 : gi(xi) ≤ ti, ∀i = 1, . . . , n, x ∈ C ∩R0

}
. (14)

A subgradient yk ∈ ∂h(xk) is computed by
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– if l0i < u
0
i < 0 : yki = α1

i ;
– if 0 < l0i < u

0
i : y

k
i = −α2

i ;
– if l0i < u

0
i = 0 : yki = α1

i if xki < −εi, c1i if xki > −εi,∈ [α1
i , c

1
i ] if x

k
i = −εi;

– if 0 = l0i < u
0
i : y

k
i = −c2i if xki < εi,−α2

i if xki > εi,∈ [−c2i ,−α2
i ] if x

k
i = εi;

– if l0i < 0 < u0i :

yki =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−c1i , if xki < −εi,
∈ [−c1i ,−α1

i ], if xki = −εi,
−α1

i , if − εi < xki < 0,

∈ [−α1
i , α

2
i ], if xki = 0,

α2
i , if 0 < xki < εi,

∈ [α2
i , c

2
i ], if xki = εi,

c2i , if xki > εi.

Hence, DCA applied on (Pdc) can be described as follows.

Algorithm 1 (DCA applied on (Pdc)):

• Initialization: Let x0 ∈ R
n and ε be a sufficiently small positive number;

iteration k ←− 0.
• Repeat:

� Compute yk ∈ ∂h(xk) as indicated above.
� Solving the convex program (14) to obtain xk+1.
� k ←− k + 1

• Until: |f(xk+1)− f(xk)| ≤ ε.

4 A Hybrid Branch and Bound-DCA Algorithm

In this section we propose a combined B&B-DCA algorithm to globally solve
the problem (P ).

As DCA is a descent and efficient method for nonconvex programming, DCA
will be used to improving upper bounds for ω in B&B scheme while lower bounds
will be provided by solving relaxation problems constructed over the rectangle

R =
n∏

i=1

[li, ui], subsets of R0, at each iteration.

4.1 Lower Bounding

A lower bound for φ on C ∩ R :=
n∏

i=1

[li, ui] ⊂ R0 can be determined by the

following way. Let Bi = [li, ui], i = 1, . . . , n. A convex underestimator of the
objective function φ over the domain C ∩R can be chosen as follows (since φ is
separable):

φ̃R(x) =

n∑
i=1

φ̃Bi(xi) (15)

where φ̃Bi(xi) is defined by the following way:
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– if li < ui < 0, let φ̃Bi(xi) = βi − α1
ixi;

– if 0 < li < ui, let φ̃Bi(xi) = βi + α
2
ixi;

– if li < ui = 0, φ̃Bi(xi) =
(

βi

li
− α1

i

)
xi;

– if 0 = li < ui, let φ̃Bi(xi) =
(

βi

ui
+ α2

i

)
xi;

– if li < 0 < ui,

φ̃Bi(xi) =

⎧⎨⎩
(

βi

li
− α1

i

)
xi, xi ≤ 0(

βi

ui
+ α2

i

)
xi, xi ≥ 0.

Hence, solving the convex program

η(R) = min{φ̃R(x) : x ∈ C ∩R} (16)

provides a point xR ∈ C satisfying

η(R) = φ̃R(x
R) ≤ min{φ(x) : x ∈ C ∩R},

i.e. η(R) is a lower bound for φ over C ∩R.

4.2 Upper Bounding

Since xR is a feasible solution to (P ), φ(xR) is an upper bound for the global
optimal value ω of (P ). To use DCA for finding a better upper bound for ω, we
will construct a DC approximation problem min{f(x) : x ∈ C ∩R} of (P ) over
C ∩R by the same way mentioned in section 3.1 and launch DCA from xR for
solving the corresponding DC approximation problem. Note that we does not
restart DCA at every iteration of B&B scheme but only when φ(xR) is smaller
than the current upper bound.

4.3 Subdivision Process

Let Rk be the rectangle to be subdivided at iteration k of the B&B algorithm
and xRk be an optimal solution of the corresponding relaxation problem of (P )
over C ∩Rk. We adopt the following rule of bisection of Rk: Choose an index i∗k
satisfying

i∗k ∈ argmax
i
{φi(xRk

i )− φ̃i(xRk
i )}

and subdivide Rk into two subsets:

Rk1 = {v ∈ Rk : vi∗k ≤ x
Rk

i∗k
}, Rk2 = {v ∈ Rk : vi∗k ≥ x

Rk

i∗k
}.

We are now in a position to describe our hybrid algorithm for solving (P ).
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4.4 Hybrid Algorithm

Algorithm 2 (BB-DCA):

• Initialization: Compute the first bounds l0i , u
0
i for variables xi and the first

rectangleR0 =
n∏

i=1

[l0i , u
0
i ]. Construct the convex underestimator function φR0

of φ over R0 then solve the convex program

min{φ̃R0(x) : x ∈ C ∩R0} (R0cp)

to obtain an optimal solution xR0 and the optimal value η(R0).

Launch DCA from xR0 for solving the corresponding DC approximation
problem (Pdc). Let x

R0 be a solution obtained by DCA.

Set R0 := {R0}, η0 := η(R0), ω0 := φ(xR0).

Set x∗ := xR0 .

• Iteration k = 0, 1, 2, . . . :

k.1 Delete all R ∈ Rk with η(R) ≥ ωk. Let Pk be the set of remaining
rectangles. If Pk = ∅ then STOP: x∗ is a global optimal solution.

k.2 Otherwise, select Rk ∈ Pk such that

ηk := η(Rk) = min{η(R) : R ∈ Pk}

and subdivide Rk into Rk1 , Rk2 according to the subdivision process.

k.3 For each Rkj , j = 1, 2, construct relaxation function φ̃Rkj
, and solve

min{φ̃Rkj
(x) : x ∈ C ∩Rkj} (Rkj cp)

to obtain xRkj and η(Rkj ).

If φ(xRkj ) < ωk, i.e., the current upper bound is improved on rectangle
Rkj then construct a DC approximation problem for (P ) over C ∩ Rkj

by replacing φ with DC function fRkj
and launch DCA from xRkj for

solving

min{fRkj
(x) = gRkj

(x) − hRkj
(x) : x ∈ C ∩Rkj}. (RkjDC)

Let xRkj be a solution obtained by DCA. Let

γk = min{φ(xRkj ), φ(xRkj )}.

k.4 Update ωk+1 and the best feasible solution known so far x∗.
k.5 Set Rk+1 = (Pk \Rk)

⋃
{Rk1 , Rk2} and go to the next iteration.
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5 Conclusion

We have rigorously studied the model and solution methods for solving a hard
portfolio selection problem where the total transaction cost function is noncon-
vex. Attempting to use DC programming and DCA, an efficient approach in
nonconvex programming, we construct an appropriate DC approximation of the
objective function, and then investigate a DCA scheme for solving the resulting
DC program. The DCA based algorithm is quite simple: each iteration we have
to minimize a linear function under linear and convex quadratic constraints for
which the powerful CPLEX solver can be used. To get a global minimizer of
the original problem we combine DCA with a Branch and Bound scheme. We
propose an interesting way to compute lower bounds that leads to the same
type of convex subproblems in DCA, say linear program with additional convex
quadratic constraints. In the next step we will implement the algorithms and
study the computational aspects of the proposed approaches.
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Abstract. This paper addresses the problem of feature selection for
Multi-class Support Vector Machines (MSVM). Basing on the l0 and the
l2-l0 regularization we consider two models for this problem. The l0-norm
is approximated by a suitable way such that the resulting optimization
problems can be expressed as DC (Difference of Convex functions) pro-
grams for which DC programming and DC Algorithms (DCA) are inves-
tigated. The preliminary numerical experiments on real-world datasets
show the efficiency and the superiority of our methods versus one of the
best standard algorithms on booth feature selection and classification.

Keywords: Feature selection, MSVM, DC programming, DCA.

1 Introduction

One of challenges of Machine Learning is the handling of the input datasets
with very large number of features. Many techniques are proposed to address
this challenge. Its goals are to remove the irrelevant and redundant features,
reduce store space and execution time, and avoid the course of dimensionality
to improve prediction performance [11].

We are interested in this paper the feature selection task for Multi-class Sup-
port Vector Machine (MSVM). The objective is to simultaneously select a subset
of features (representative features) and construct a good classifier. Whereas sev-
eral feature-selection methods for SVM have been proposed in the literature (see
e.g. [1], [4], [7], [10], [11], [16], [21], [24]), there exist a few works on feature se-
lection for MSVM. We first consider the model of MSVM proposed by Weston
and Watkins [22], known to be appropriate to capture correlations between the
different classes, which can be described as follows.

Let X be a set of vectors in IRd and Y = {1, ..., Q} be a set of class labels.

Given a training dataset X = {(x1, y1), (x2, y2), .., (xn, yn)} ∈ IRn∗(d+1), where

� This research has been supported by ”Fonds Européens de Développement Régional”
(FEDER) Lorraine via the project InnoMaD (Innovations techniques d’optimisation
pour le traitement Massif de Données).
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DOI: 10.1007/978-3-319-00293-4_4 c© Springer International Publishing Switzerland 2013
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xi ∈ X , yi ∈ Y, i = {1, ..., n}. Denote by F the class of functions f : X �→ Y
with f = {f1, f2, ..., fQ}, fi : X �→ IR, i = 1, .., Q.

A (multi-class) classifier is a function f : X �→ Y that maps an element x to
a category y ∈ Y. Let w = (w1, w2, ..., wQ) be the vector in IRQ·d consisting of

Q vector wi ∈ IRd, i ∈ {1, ..., Q} and let b be a vector in IRQ. We consider the
function f of the form

f(x) = arg max
1≤i≤Q

fi(x), (1)

where fi(x) = 〈wi, x〉+ bi, i ∈ [1..Q] and 〈., .〉 is the scalar product in IRd space.
The goal is to determine the most appropriate hyperplanes fi(x), i ∈ {1, ..., Q},

that separate the training dataset in the best way. So, the MSVM model [22] is
defined by:

min
w,b,ξ

C

n∑
i=1

∑
k 
=yi

ξik +

Q∑
k=1

‖wk‖22 (2)

subject to

Ω :

⎧⎨⎩
〈wyi − wk, xi〉+ byi − bk ≥ 1− ξik, (1 ≤ i ≤ n), (1 ≤ k �= yi ≤ Q)
ξik ≥ 0, (1 ≤ i ≤ n), (1 ≤ k �= yi ≤ Q),

where ξik ∈ IRn∗Q are slack variables. In the objective function, C
∑n

i=1

∑
k 
=yi

ξik
is the hinge loss term which presents the training classification errors. The re-
maining term is known as a regularization. C is a parameter that presents the
trade-off between the hinge loss and the regularizer term.

For the feature selection purpose, we study two models obtained from (2) by
replacing the second term in the objective function by the l0 (the zero norm)
and the l2-l0 regularization. Naturally, using the zero norm (the zero norm of a
vector is defined as the number of its nonzero components) is the best way to
feature selection. However, the resulting optimizations problems are very hard.
Minimizing a function involving the zero norm is a challenge of the community
of researchers in optimization and in machine learning.

Our solution method is based on Difference of Convex functions (DC) pro-
gramming and DC Algorithms (DCA) that were introduced by Pham Dinh Tao
in their preliminary form in 1985 and have been extensively developed since 1994
by Le Thi Hoai An and Pham Dinh Tao and become now classic and more and
more popular (see, e.g. [12, 13, 17, 18], and references therein), in particular in
machine learning for which they provide quite often a global solution and proved
to be more robust and efficient than standard methods. Basing on the concave
approximation [1] of the zero norm we reformulate the resulting optimization
problems as DC programs and then design DCA schemes for solving them.

The remainder of the paper is organized as follows. Section 2 is devoted to
the description of the two models of feature selection for MSVM with l0 and
l2-l0 regularization, and the resulting optimization problems via the concave
approximation of the zero norm. In Section 3 we show how to investigate DC
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programming and DCA for solving the approximate optimization problems. Fi-
nally, the computational experiments are reported in Section 4.

2 The l0 and l2-l0 Regularization Models of Feature
Selection for MSVM

First, let us describe some notations and background materials that will be used
in the sequel. The base of the natural logarithm will be denoted by ε and for a
vector x ∈ R

n, ε−x will denote a vector in R
n with components ε−xi, i = 1,... n.

For wi ∈ R
d, let w∗

i be the step vector defined by

w∗
ij = 1 if wij �= 0; 0 otherwise, j = 1, 2, ..., d.

Hence, the zero-norm ‖wi‖0 can be written as eTw∗
i .

For the purpose of feature selection, the l2-norm in (2) is respectively replaced
by l0-norm and l2-l0-norm. So, we have the l0-MSVM problem

min
(w,b,ξ)∈Ω

C

n∑
i=1

∑
k 
=yi

ξik +

Q∑
k=1

‖wk‖0, (3)

and the l2-l0-MSVM problem

min
(w,b,ξ)∈Ω

C

n∑
i=1

∑
k 
=yi

ξik + β

Q∑
k=1

‖wk‖22 +
Q∑

k=1

‖wk‖0, (4)

which are nonsmooth and nonconvex.
For solving these problems by DCA we first approximate the zero norm by a

concave function.
For x ∈ R

n and a given α > 0, let η be the function defined by

η(x) =

⎧⎨⎩
1− ε−αx if x ≥ 0,
1− εαx if x ≤ 0.

The step vector w∗, for all w ∈ R
n can be approximated by

w∗
i � η(wi),

and then, an approximation of the zero-norm ‖w‖0 would be

‖w‖0 �
n∑

i=1

η(wi).

By the way, the l0-norm in (3) and (4) is approximated by

‖wi‖0 �
d∑

j=1

η(wij).
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Hence, the resulting optimization problem of (3) takes the form:

min
(w,b,ξ)∈Ω

⎧⎨⎩C
n∑

i=1

∑
k 
=yi

ξik +

Q∑
i=1

d∑
j=1

η(wij)

⎫⎬⎭ , (5)

and that of (4) can be written as:

min
(w,b,ξ)∈Ω

⎧⎨⎩C
n∑

i=1

∑
k 
=yi

ξik + β

Q∑
k=1

‖wk‖22 +
Q∑
i=1

d∑
j=1

η(wij)

⎫⎬⎭ . (6)

In the sequel we will investigate DC programming and DCA for solving the two
problems (5) and (6).

3 DC Programming and DCA for Solving Problems (5)
and (6)

3.1 A Brief Presentation of DC Programming and DCA

DC programming and DCA constitute the backbone of smooth/nonsmooth non-
convex programming and global optimization [17]. A general DC program takes
the form:

inf{F (x) := G(x)−H(x) : x ∈ IRp}, (Pdc)

where G and H are lower semicontinuous proper convex functions on IRp. Such a
function F is called DC function, and G−H , DC decomposition of F while G and
H are DC components of F . The convex constraint x ∈ C can be incorporated
in the objective function of (Pdc) by using the indicator function on C denoted
χC which is defined by χC(x) = 0 if x ∈ C; +∞ otherwise:

inf{f(x) := G(x) −H(x) : x ∈ C} = inf{χC(x) +G(x) −H(x) : x ∈ IRp}.

A convex function θ is called convex polyhedral if it is the maximum of a finite
family of affine functions, i.e.

θ(x) = max{〈ai, x〉+ b : i = 1, ...m}, ai ∈ R
p.

Polyhedral DC optimization occurs when either G or H is polyhedral convex.
This class of DC optimization problems, which is frequently encountered in prac-
tice, enjoys interesting properties (from both theoretical and practical view-
points) concerning local optimality and the convergence of DCA ([12]).

A point x∗ is said to be a local minimizer of G−H if G(x∗)−H(x∗) is finite
and there exists a neighbourhood U of x∗ such that

G(x∗)−H(x∗) ≤ G(x) −H(x), ∀x ∈ U . (7)

The necessary local optimality condition for (primal) DC program (Pdc) is given
by

∅ �= ∂H(x∗) ⊂ ∂G(x∗). (8)
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The condition (8) is also sufficient (for local optimality) in many important
classes of DC programs, for example, when (Pdc) is a polyhedral DC program
with H being polyhedral convex function, or when f is locally convex at x∗ (see
[12]).

A point x∗ is said to be a critical point of G−H if

∂H(x∗) ∩ ∂g(x∗) �= ∅. (9)

The relation (9) is in fact the generalized KKT condition for (Pdc) and x
∗ is also

called a generalized KKT point.
DCA is based on local optimality conditions and duality in DC programming.

The main idea of DCA is simple: each iteration of DCA approximates the concave
part −H by its affine majorization (that corresponds to taking yk ∈ ∂H(xk))
and minimizes the resulting convex function.

The generic DCA scheme can be described as follows:

Initialization: Let x0 ∈ IRp be a best guess, l← 0.
Repeat

- Calculate yl ∈ ∂H(xl).
- Calculate xl+1 ∈ argmin{G(x) −H(xl)− 〈x− xl, yl〉} : x ∈ IRp.
- l ← l + 1.

Until convergence of {xl}.

Convergences properties of DCA and its theoretical basic can be found in [17, 12].
It is worth mentioning that (for simplify we omit here the dual part of DCA)

– DCA is a descent method (without line search): the sequences {G(xl) −
H(xl)} is decreasing.

– If G(x1+1)−H(x1+1) = G(x1)−H(x1), then xl is a critical point of G−H .
In such a case, DCA terminates at l-th iteration.

– If the optimal value α of problem (Pdc) is finite and the infinite sequences
{xl} is bounded then every limit point x∗ of the sequences {xl} is a critical
point of G−H .

– DCA has a linear convergence for general DC programs, and has a finite
convergence for polyhedral DC programs.

A deeper insight into DCA has been described in [12]. For instant it is crucial to
note the main features of DCA: DCA is constructed from DC components and
their conjugates but not the DC function f itself which has infinitely many DC
decompositions, and there are as many DCA as there are DC decompositions.
Such decompositions play a critical role in determining the speed of conver-
gence, stability, robustness, and globality of sought solutions. It is important
to study various equivalent DC forms of a DC problem. This flexibility of DC
programming and DCA is of particular interest from both a theoretical and an
algorithmic point of view.

For a complete study of DC programming and DCA the reader is referred to
[12, 17, 18] and the references therein.
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It should be noted that the convex concave procedure (CCCP) for construct-
ing discrete time dynamical systems mentioned in [20] is a special case of DCA
applied to smooth optimization. Likewise, the SLA (Successive Linear Approxi-
mation) algorithm developed in [1] is a version of DCA for concave minimization
program.

In the last decade, a variety of works in Machine Learning based on DCA have
been developed. The efficiency and the scalability of DCA have been proved in
a lot of works (see e.g. [2, 8–11, 14–16, 19] and the list of reference in [13]).

3.2 DCA for Solving Problem (5)

First, we find a DC decomposition for the objective function of (5). We express
η as a DC function

η(x) = g1(x)− h1(x),
where

g1(x) =

⎧⎨⎩
αx if x ≥ 0
−αx if x ≤ 0 ; h1(x) =

⎧⎨⎩
αx− 1 + ε−αx if x ≥ 0
−αx− 1 + εαx if x ≤ 0.

The objective function of (5) can be now written as:

C

n∑
i=1

∑
k 
=yi

ξik +

Q∑
i=1

d∑
j=1

g1(wij)−
Q∑
i=1

d∑
j=1

h1(wij).

Set

G1(w, b, ξ) = C

n∑
i=1

∑
k 
=yi

ξik +

Q∑
i=1

d∑
j=1

g1(wij), (10)

and

H1(w, b, ξ) =

Q∑
i=1

d∑
j=1

h1(wij). (11)

Then Problem (5) can be expressed as:

min {G1(w, b, ξ)−H1(w, b, ξ) : (w, b, ξ) ∈ Ω} . (12)

Obviously, g1 and h1 are convex functions, and so are G1 and H1. Therefore
(12) is a DC program. Note that since g1(x) = max(αx,−αx), the function g1
is polyhedral convex and so is G1. Therefore (12) is a polyhedral DC program.

We are now developing a DCA scheme to solve the DC program (12). Accord-
ing to the generic DCA scheme, applying DCA on (12) amounts to computing,

at each iteration k, a subgradient Y k = (wk, b
k
, ξ

k
) of H1 at Xk = (wk, bk, ξk)

and then, solve the convex program:

min {G1(w, b, ξ) − 〈Y k, X〉 : X = (w, b, ξ) ∈ Ω}. (13)
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Clearly, H1 is differentiable and Y k = ∇H1(X
k) is computed as

Y k = (wk, 0, 0), wk
ij =

⎧⎪⎨⎪⎩
α(1 − ε−αwk

ij ) if wij ≥ 0

−α(1− εαwk
ij ) if wij < 0,

i = 1, ..., Q, j = 1, ..., d,

(14)

and the convex program (13) is defined as

min

⎧⎨⎩G1(X)−
Q∑
i=1

d∑
j=1

wk
ijwij : (w, b, ξ) ∈ Ω

⎫⎬⎭ (15)

⇔ min

⎧⎨⎩C
n∑

i=1

∑
k �=yi

ξik +

Q∑
i=1

d∑
j=1

max(αwij ,−αwij)−
Q∑

i=1

d∑
j=1

wk
ijwij , (w, b, ξ) ∈ Ω

⎫⎬⎭ .

(16)

The last problem is equivalent to the next linear program

min
w,b,ξ,t

{
C

∑n
i=1

∑
k 
=yi

ξik +
∑Q

i=1

∑d
j=1 tij −

∑Q
i=1

∑d
j=1 w

k
ijwij

s.t. (w, b, ξ) ∈ Ω, tij ≥ αwij , tij ≥ −αwij , i = 1, ..., Q, j = 1, ..., d
(17)

Finally, DCA applied on the problem (12) is described as follows:

Algorithm 1. l0-DCA

Initialization:
Let ε > 0 be given and X0 = (w0, ξ0, b0) be an initial point. Select α and set k = 0;

Repeat:

1. Calculate Y k via (14).

2. Calculate Xk+1, an optimal solution of the linear program (17)
3. k = k + 1.

Until ‖ Xk+1 −Xk ‖≤ ε ‖ Xk ‖.

Remark. Algorithm 1 (l0-DCA) enjoys interesting convergence properties:
since G1 is polyhedral convex, (12) is a polyhedral DC program, and conse-
quently l0-DCA has a finite convergence. Moreover, thank to the differentiabil-
ity of H1, the solution furnished by DCA satisfies the necessary local optimality
condition (8) which is almost alway sufficient condition in our case, say DC
polyhedral program with G1 being polyhedral convex function (see [12, 17]).

3.3 DCA for Solving Problem (6)

We observe that the objective function of (6) is the one of (5) with addition the
l2-norm term. Hence, in a similar way to (5), we get the following DC formulation
of (6)

min {G2(w, b, ξ)−H1(w, b, ξ) : (w, b, ξ) ∈ Ω} , (18)

where G2 is defined by
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G2(w, b, ξ) = G1(w, b, ξ) + β

Q∑
i=1

‖wi‖22. (19)

Therefore DCA applied on (18) is similar to l0-DCA, but at each iteration k,
instead of solving the linear problem (17), we solve the following convex quadratic
program

⇔ min
w,b,ξ,t

{
β
∑Q

i=1 ‖wi‖22 + C
∑n

i=1

∑
k �=yi

ξik +
∑Q

i=1

∑d
j=1 tij −

∑Q
i=1

∑d
j=1 w

k
ijwij

s.t. (w, b, ξ) ∈ Ω, tij ≥ αwij , tij ≥ −αwij , i = 1, ..., Q, j = 1, ..., d
(20)

Algorithm 2. l2 − l0-DCA

Initialization:
Let ε > 0 be given, X0 = (w0, ξ0, b0) be an initial point. Set k = 0;

Repeat:
1. Calculate Y k via (14).

2. Calculate Xk+1, an optimal solution of the convex quadratic program (20)
3. k = k + 1.

Until ‖ Xk+1 −Xk ‖≤ ε ‖ Xk ‖.

4 Numerical Experiments

The environment used for the experiments is Intel CoreTM I7 (2 ×2.2 Ghz)
processor, 4 GB RAM. We have tested the algorithms on the seven popular
datasets often used for feature selection. The Lung Cancer (LUN), Libras Move-
ment (MOV), CNAE-9 (CNA), Hill-Valley (HIL), Spambase (SPA) and Internet
Advertisement (ADV) are the datasets taken from UCI Machine Learning Repos-
itory. The ADN dataset (ADN) can be found at ftp://genbank.bio.net. Each of
dataset is divided into two parts: the training set and the test set. These datasets
are described in details in the table 1.

For the l0-DCA and l2-l0-DCA, we set α = 0.9. The parameter β associated
with l2 term of (6) is set to 0.1. For all methods, the most appropriate values
of the parameter C are chosen by a five-fold cross-validation. The CPLEX 11.2
solver is used to solve linear or convex quadratic problems.

After solving the Problem (5) or (6) by DCA, to select relevant features, we
first compute the feature ranking score cj , j = 1, ..., d for each feature ([3]). More
precisely, we normalize the vectors wi

wi =
wi

‖wi‖
, i = 1, ..., Q

and set the ranking score cj as cj = 1
Q

∑Q
i=1 w

2
ij . Then we remove the features

j for which cj is smaller than a given threshold ρ. After removing features, for
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Table 1. The description of the datasets

Dataset #train #test #feature #class

LUN 16 16 56 3
MOV 255 105 90 15
CNA 500 580 856 9
HIL 606 606 100 2
SPA 2301 2300 57 2
ADV 1000 2279 1558 2
ADN 1064 2122 60 3

Table 2. The number and the percentage of selected features and the corresponding
accuracy of classifiers

Datasets Selected features Accuracy of classifiers (%)
l2-l0-DCA l0-DCA ASN l2-l0-DCA l0-DCA ASN

LUN 7 (12.50%) 8 (18.49%) 19 (33.93%) 56.25 56.25 37.50
MOV 33 (36.67%) 31 (34.44%) 28 (31.11%) 75.32 76.19 64.76
CNA 54 (6.31%) 48 (5.61%) 40 (4.67%) 83.79 80.89 60.86
HIL 6 (6.00%) 4 (4.00%) 12 (12.00%) 99.51 100.0 100.0
SPA 20 (35.09%) 15 (26.32%) 22 (38.36%) 87.61 89.57 89.30
ADV 15 (0.96%) 15 (0.96%) 51 (3.27%) 93.55 90.52 93.20
ADN 4 (6.67%) 16 (26.67%) 27 (45.00%) 80.87 85.01 79.36

Average 14.88(%) 16.04(%) 24.08(%) 82.41 82.63 75.00

computing the accuracy of classification, we apply again l2-MSVM (2) on the
new training datasets and calculate the classification’s accuracy on the new test
sets.

We compare our methods with one of the best algorithms to feature selection
in MSVM, called the Adaptive Sub-Norm (ASN) method (see [24] for more
details). We are interested in the efficiency (the sparsity and the classification
error) and the rapidity of the algorithms. Comparative computational results
are reported in the tables 2, 3 and the figures 1, 2. CPU time is computed as the
sum of running time of all learning steps, say feature selection and classification
by solving the optimization problem (5) or (6) as well as the ranking procedure,
and classification with selected feature by standard l2-MSVM (2).

We observe from computational results that:

- The two DCA based algorithms reduce considerably the number of selected
features (from 65% and 99%) while the classifiers are quite good (more than 80%
for 5/7 datasets).

- Our DCA based algorithms perform better than ASN on both feature se-
lection and classification. On average, l2-l0-DCA and l0-DCA selected, respec-
tively, 14.88% and 16.68% of features while the corresponding result of ASN is
24.08%. The accuracy classifiers given by our methods are greater than 82%,
and the one of ASN is 75%.
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Table 3. CPU time (in seconds) of each method

Datasets l2-l0-DCA l0-DCA ASN

LUN 0.20 0.23 0.26
MOV 249.96 220.18 116.19
CNA 32.34 31.67 59.78
HIL 7.89 6.32 6.93
SPA 3.85 3.84 18.10
ADV 5.33 5.01 36.70
ADN 29.68 19.68 52.97

AVERAGE 47.04 40.99 41.56

Fig. 1. The feature selection performance of each algorithm

Fig. 2. The classification accuracy of each algorithm
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- The performance of two versions of DCA on the feature selection and clas-
sification are comparable: on average, 14.88% of selected feature (resp. accuracy
classification 82.41%) in l2-l0-DCA versus 16.04% (resp. 82.63%) in l0-DCA.

- As for CPU time, l0-DCA is the fastest algorithm. Comparing the two
versions of DCA, this result is not surprise since the convex subproblems in
l2 − l0-DCA are quadratic programs while that in l0-DCA are linear programs.

5 Conclusion

We have developed an efficient approach based on DC programming and DCA
for feature selection in multi-class support vector machine. Using an appropriate
approximation function of zero-norm, we get two DC programs for the l0 and
l2 − l0 regularizer formulation of MSVM. It fortunately turns out that the cor-
responding DCA consists in solving, at each iteration, one linear program (in l0
regularization) and/or one convex quadratic program (in l2 − l0 regularization).
Moreover, l0-DCA converges, after a finite number of iteration, almost always
to a local solution. Numerical results on several real datasets showed the robust-
ness, the effectiveness of the DCA based schemes. We are convinced that DCA
is a promising approach for feature selection in MSVM. We plan to investigate
other approximations of the zero norm and design corresponding DCAs for this
important topic.
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Abstract. Image segmentation plays an important role in a variety
of applications such as robot vision, object recognition and medical
imaging,. . . Fuzzy clustering is undoubtedly one of the most widely used
methods for image segmentation. In many cases, it happens that some
characteristics of image are more significant than the others. Therefore,
the introduction of a weight for each feature which defines its relevance
is a natural way in image segmentation.

In this paper, we develop an efficient method for image segmentation
via feature weighted fuzzy clustering model. Firstly, we formulate the
feature weighted fuzzy clustering problem as a DC (Difference of Convex
functions) program. DCA (DC Algorithm), an innovative approach in
nonconvex programming, is then developed to solve the resulting prob-
lem. Experimental results on synthetic and real color images have il-
lustrated the effectiveness of the proposed algorithm and its superiority
with respect to the standard feature weighted fuzzy clustering algorithm
in both running-time and quality of solutions.

Keywords: Image Segmentation, Feature Weighted, Fuzzy Clustering,
DC programming, DCA.

1 Introduction

Image segmentation is an important processing step in many image, video and
computer vision applications. It is a critical step towards content analysis and
image understanding. The aim of image segmentation is to partition an image
into a set of non-overlapped, consistent regions with respect to some characteris-
tics such as colors/gray values or textures. Image segmentation is an important
research field and many segmentation methods have been proposed in the litera-
ture. For a more complete review on image segmentation methods, the reader is
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referred to [4,14,16,17] and the references therein. We can classify image segmen-
tation methods into four categories ([17]): methods based on pixels, on areas,
on contours and on physical model for image formation. Pixel based methods,
which consist in regrouping in different regions the pixels contained in an im-
age, are the simplest approach for image segmentation. Pixel based methods are
the easiest to understand and to implement. There are three main classes of
techniques in pixel based methods:

– Histogram-based technique: firstly, a histogram is computed from all of the
pixels in the image. Then, image pixels are classified as belonging to one of
those classes thus formed by using the peaks and valleys in the histogram.

– Clustering techniques: pixels are grouped, using a hard clustering method,
by means of their color values/textures.

– Fuzzy clustering techniques: instead of using hard clustering, fuzzy clustering
is used for pixel classification task. A popular choice is the Fuzzy C-Means
algorithm ([1]).

Fuzzy C-Means (FCM) clustering, introduced by Bezdek in 1981 ([1]), is a most
widely used fuzzy clustering method. The FCM problem is formulated as a non
convex optimization problem for which only heuristic algorithms are available
before the work of Le Thi et al. 2007 ([10]). In this work, the authors reformulated
FCM model as DC (Difference of Convex function) programs and then developed
three DCA (DC Algorithm) schemes to solve the three resulting DC programs.
DC programming and DCA, an innovative approach in nonconvex programming,
were introduced by Pham Dinh Tao in a preliminary form in 1985. They have
been extensively developed since 1994 by Le Thi Hoai An and Pham Dinh Tao
and become now classic and increasingly popular (see e.g. [8,12] and the list of
references in [7]). The numerical results on several real data sets show that the
proposed DCA is an efficient approach for fuzzy clustering in large data sets of
high dimension and it is superior to the FCM algorithm in both running-time
and quality of solutions. Later, in ([11]), Le Thi et al. have successfully applied
the DCA based algorithm for FCM in noisy image segmentation problems.

On another hand, usually in classification, the distance measure involves all
attributes of the data set. It is applicable if most attributes are important to
every cluster. However, the performance of clustering algorithms can be signifi-
cantly degraded if many irrelevant attributes are used. In the literature, various
approaches have been proposed to address this problem. The first strategy is
feature selection that finds irrelevant features and removes them from the fea-
ture set before constructing a classifier. Feature weighting is an extension of the
feature selection where the features are assigned continuous weights. Relevant
features correspond to high weight values, whereas weight values close to zero
represent irrelevant features. Clustering using weighted dissimilarity measures
attracts more and more attention in recent years ([3,5]). In [5], the authors in-
vestigated the FCM problem using weighted features for segmentation image.

The problem FCM using features weighted can be stated as follows. Let X :=
{x1, x2, ..., xn} be a data set of n entities with m attributes and the known
number of clusters k (2 ≤ k ≤ n). Denote by Λ a k × m matrix defined as
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Λ = (λl,i) where λl,i defines the relevance of i-th feature to the cluster Cl.

W = (wj,l) ∈ IRn×k with j = 1, . . . , n and l = 1, . . . , k called the fuzzy partition
matrix in which each element wj,l indicates the membership degree of each point
xj in the cluster Cl (the probability that a point xj belongs to the cluster Cl).

We are to regrouping the set X into k clusters in order to minimize the sum
of squared distances from the entities to the centroid of their cluster. The dis-
similarity measure is defined by m weighted attributes. Then a straightforward
formulation of the clustering using weighted dissimilarity measures is (μ, β are
exponents greater than 1):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minF (W,Z,Λ) :=
k∑

l=1

n∑
j=1

m∑
i=1

wμ
jlλ

β
li(zli − xji)2

s.t :
k∑

l=1

wjl = 1, j = 1..n,

m∑
i=1

λli = 1, l = 1..k,

wjl ∈ [0, 1], j = 1..n, l = 1..k,

λli ∈ [0, 1], l = 1..k, i = 1..m.

(1)

Problem (1) is difficult due to the nonconvexity of the objective function. More-
over, in real applications this is a very large scale problem (high dimension and
large data set, i.e. m and n are very large), that is why global optimization
approaches such as Branch & Bound, Cutting plane algorithms etc. cannot be
used. In [5], the authors proposed a FCM type algorithm, called SCAD (Simul-
taneous Clustering and Attribute Discrimination), to solve the problem (1). At
first, SCAD fixes Z,Λ and finds W to minimize F (W, ., .). Then W,Λ are fixed
for finding Z minimizing F (., Z, .). Finally, Λ is obtained by minimizing F (., ., Λ)
with W and Z fixed. The process is repeated until no more improvement in the
objective function can be made.

We investigate in this work, for solving the problem (1), an efficient noncon-
vex programming approach based on DC Programming and DCA. Our work is
motivated by the fact that DCA has been successfully applied to many (smooth
or nonsmooth) large-scale nonconvex programs in various domains of applied
sciences, in particular in Machine Learning (see e.g. the list of references in [7]).

We will develop the solution method based on DC programming and DCA for
solving the problem (1) in Section 2 and then present the computational results
in Section 3.

2 DCA for Solving Problem (1)

2.1 Outline of DC Programming and DCA

DC programming and DCA constitute the backbone of smooth/nonsmooth non-
convex programming and global optimization. They address the problem of min-
imizing a function f which is the difference of two convex functions on the whole
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space IRd or on a convex set C ⊂ IRd. Generally speaking, a DC program is an
optimisation problem of the form :

α = inf{f(x) := g(x)− h(x) : x ∈ IRd} (Pdc)

where g, h are lower semi-continuous proper convex functions on IRd. The idea
of DCA is simple: each iteration l of DCA approximates the concave part −h by
its affine majorization (that corresponds to taking yl ∈ ∂h(xl)) and minimizes
the resulting convex function (that is equivalent to determining a point xl+1 ∈
∂g∗(yl) with g∗ is the conjugate function of the convex function g).

The generic DCA scheme is shown below.

DCA scheme
Initialization:
Let x0 ∈ IRd be a best guess, r = 0.
Repeat

– Calculate yr ∈ ∂h(xr)
– Calculate xr+1 ∈ argmin{g(x)− h(xr)− 〈x− xr, yr〉 : x ∈ IRd} (Pl)
– r = r + 1

Until convergence of {xr}.
For a complete study of DC programming and DCA the reader is referred to

[8,12], and the references therein. For instant, it is worth to note that the con-
struction of DCA involves the convex DC components g and h but not the DC
function f itself. Moreover, a DC function f has infinitely many DC decompo-
sitions g− h which have a crucial impact on the qualities (speed of convergence,
robustness, efficiency, globality of computed solutions,...) of DCA. The solution
of a nonconvex program by DCA must be composed of two stages: the search of
an appropriate DC decomposition and that of a good initial point.

2.2 A DC Formulation of the Problem (1)

In the problem (1), the variablesW and Λ are a priori bounded. One can also find
a constraint for bound the variable Z. Indeed, let αi := minj=1,...,n xj,i, γi :=
maxj=1,...,n xj,i. Hence zl ∈ Tl := Πm

i=1 [αi, γi] for all l = 1, ..., k, and Z ∈ T :=
Πk

l=1Tl.
Let Δl (resp. Cj) be the (m− 1)-simplex in IRm(resp. (k− 1)-simplex in IRk),

for each l ∈ {1, ..., k} (resp. for each j ∈ {1, ..., n}), defined by:

Δl :=

{
Λl := (λl,i)l ∈ [0, 1]m :

m∑
i=1

λl,i = 1

}
;

Cj :=
{
Wj := (wj,l)j ∈ [0, 1]k :

k∑
l=1

wj,l = 1

}
,

and C := Πn
j=1 Cj , T := Πk

l=1 Tl, Δ := Πk
l=1Δl.
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The problem (1) can be rewritten as:

min {F (W,Z,Λ) : (W,Z,Λ) ∈ (C × T ×Δ)} . (2)

Our DC decomposition of F is based on the following result.

Proposition 1. There exists ρ > 0 such that the function

h(u, v, y) :=
ρ

2

(
u2 + v2 + y2

)
− uμyβ(v − a)2

is convex on (u, v, y) ∈ [0, 1]× [α, γ]× [0, 1].

Proof: Let us consider the function f : R× R→ R defined by:

f(u, v, y) = uμyβ(v − a)2. (3)

The Hessian of f , denoted J(u, v, y), is given by:⎛⎝μ(μ− 1)uμ−2yβ(v − a)2 2μuμ−1yβ(v − a) μuμ−1βyβ−1(v − a)2
2μuμ−1yβ(v − a) 2uμyβ 2βuμyβ−1(v − a)
βyβ−1μuμ−1(v − a)2 2βuμyβ−1(v − a) β(β − 1)uμyβ−2(v − a)2

⎞⎠ .
(4)

For all (u, v, y) ∈ [0, 1]× [α, γ]× [0, 1], the determinant |J(u, v, y)|1 of J(u, v, y)
is computed as follows:

max
{
|μ(μ− 1)uμ−2yβ(v − a)2|+ |2μuμ−1yβ(v − a)|+ |μuμ−1βyβ−1(v − a)2|;
|2μuμ−1yβ(v − a)|+ |2uμyβ|+ |2βuμyβ−1(v − a)|;
|βyβ−1μuμ−1(v − a)2|+ |2βuμyβ−1(v − a)|+ |β(β − 1)uμyβ−2(v − a)2|

}
.

(5)
For all (u, v, y) : u ∈ [0, 1], v ∈ [α, γ], y ∈ [0, 1], μ > 1, β > 1 we have

|J(u, v, y)|1 < ρ : = max{μ(μ− 1)δ2 + 2μδ + βμδ2; 2μδ + 2 + 2βδ;

βμδ2 + 2βδ + β(β − 1)δ2}, (6)

where δ = γ − α. As a consequence, with ρ defined above, the function

h(u, v, y) =
ρ

2

(
u2 + v2 + y2

)
− uμyβ(v − a)2 (7)

is convex on {u ∈ [0, 1], v ∈ [α, γ], y ∈ [0, 1]}. �

Using the above proposition, for u← wjl, v ← zli, y ← λli, the function

hlij(wjl, zli, λli) =
ρ

2

(
w2

jl + z
2
li + λ

2
li

)
− wμ

jlλ
β
li(zli − xji)2 (8)

is convex on ([0, 1]× [αi, γi]× [0, 1]}.
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As a consequence, the function H(W,Z,Λ) defined by:

H(W,Z,Λ) :=

k∑
l=1

n∑
j=1

m∑
i=1

[ρ
2

(
w2

jl + z
2
li + λ

2
li

)
− wμ

jlλ
β
li(zli − xji)2

]
(9)

is convex on (C × T ×Δ).
Finally, we can express F as follows:

F (W,Z,Λ) := G(W,Z,Λ)−H(W,Z,Λ), (10)

where

G(W,Z,Λ) :=
ρ

2

k∑
l=1

n∑
j=1

m∑
i=1

(
w2

jl + z
2
li + λ

2
li

)
;

and H(W,Z,Λ) as (9) are clearly convex functions. Therefore, we get the follow-
ing DC formulation of (1):

min {F (W,Z,Λ) := G(W,Z,Λ)−H(W,Z,Λ) : (W,Z,Λ) ∈ (C × T ×Δ)} .
(11)

2.3 DCA Applied to (11)

For designing a DCA applied to (11), we first need to compute (W̄ r, Z̄r, Λ̄r) ∈
∂H(W r, Zr, Λr) and then solve the convex program

min

{
ρ

2

k∑
l=1

n∑
j=1

m∑
i=1

(
w2

jl + z
2
li + λ

2
li

)
− 〈(W,Z,Λ), (W̄ r, Z̄r, Λ̄r)〉 :

(W,Z,Λ) ∈ (C × T ×Δ)

}
. (12)

The function H is differentiable and its gradient at the point (W r, Zr, Λr) is
given by:

W̄ r = ∇WH(W,Z,Λ) =

(
mρwjl −

m∑
i=1

μwμ−1
jl λβli(zli − xji)2

)l=1..k

j=1..n

,

Z̄r = ∇ZH(W,Z,Λ) =

(
nρzli −

n∑
j=1

2wμ
jlλ

β
li(zli − xji)

)i=1..m

l=1..k

,

Λ̄r = ∇ΛH(W,Z,Λ) =

(
nρλli −

n∑
j=1

βwμ
jlλ

β−1
li (zli − xji)2

)i=1..m

l=1..k

.

(13)

The solution of the auxiliary problem (12) is explicitly computed as (Proj stands
for the projection)
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(W r+1)j = ProjCj

(
1

mρ (W̄
r)j

)
j = 1, ...n;

(Zr+1)li = Proj[αi,γi]

(
1
nρ(Z̄

r)li

)
l = 1, .., k, i = 1, ...m;

(Λr+1)l = ProjΔl

(
1
nρ(Λ̄

r)l

)
l = 1, ...k.

(14)

Finally, DCA applied to (11) can be described as follows.

DCA-SI: DCA applied to (11)

• Initialization: Choose W 0, Z0 and Λ0. Let ε > 0 be sufficiently small,
r = 0.

• Repeat
◦ Compute (W̄ r, Z̄r, Λ̄r) via (13).
◦ Compute (W r+1, Zr+1, Λr+1) via (14).
◦ r = r + 1

• Until ‖(W r+1, Zr+1, Λr+1)− (W r, Zr, Λr)‖ ≤ ε or |F (W r+1, Zr+1, Λr+1)−
F (W r, Zr, Λr)| ≤ ε.

Theorem 1. (Convergence properties of DCA-SI)

(i) DCA-SI generates a sequence {W r, Zr, Λr} such that the sequence
{F (W r, Zr, Λr)} is monotonously decreasing.

(ii) DCA-SI has a linear convergence.
(iii) The sequence {W r, Zr, Λr} generated by DCA-SI converges to a critical

point of F = G−H.

Proof: (i) - (iii) are direct consequences of the convergence properties of general
DC programs.

2.4 Finding a Good Starting Point of DCA

Finding a good starting point is an important question while designing DCA
schemes. The research of such a point depends on the structure of the problem
being considered and can be done by, for example, a heuristic procedure. Gen-
erally speaking a good starting point for DCA must not be a local minimizer,
because DCA is stationary from such a point. As proposed in ([11]), we use an
alternative SCAD - DCA-SI procedure for (11) which is described as follows.

SCAD - DCA-SI procedure

• Initialization: Choose randomly W 0, Z0 and Λ0. Let maxiter > 0 be a
given integer. Set s = 0.

• Repeat
◦ Perform one iteration of SCAD from (W s, Zs, Λs).
◦ Perform one iteration of DCA-SI from the solution given by SCAD to
obtain (W s+1, Zs+1, Λs+1).

◦ s = s+ 1.
• Until s = maxiter.

In our experiments, we use maxiter = 2.
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3 Computational Experiments and Results

All clustering algorithms were implemented in the Visual C++ 2008, and per-
formed on a PC Intel i5 CPU650, 3.2 GHz of 4GB RAM. Images for exper-
iment are taken from Berkeley segmentation dataset. As the same way in [5],
we map each pixel to an 8-dimensional feature vector consisting of three colors,
three texture features and the two positions of pixels. The three color features
are L∗a∗b coordinates of the color image. The three texture features (polarity,
anisotropy and contrast (cf. [2,5]) are computed as follows. First, the image
I(x, y) is convolved with Gaussian smoothing kernels Gδ(x, y) of several scales
δ: Mδ(x, y) = Gδ(x, y)⊗ (ΔI(x, y))(ΔI(x, y))t .

– The polarity is defined by p = |E+ − E−|/(E+ − E−), where E+ and E−
represent, respectively, the number of gradient vectors in the matrix Gauss
kernels Gδ(x, y) of scale δ at the pixel (x, y) on the positive and negative
sides of the dominant orientation. For each pixel, an optimal scale value is
selected such that it corresponds to the value where polarity stabilizes with
respect to scale.

– The anisotropy is computed by a = 1 − λ2/λ1, where λ1, λ2 are the eigen-
values of Mδ(x, y) at the selected scale.

– The texture contrast is defined as c = 2(
√
λ1 + λ2)

3.

We compare our algorithm with SCAD ([5]). For both algorithms, the parameter
β is chosen in the interval [1.0, 4.0] while the parameter of μ is taken in [1.5, 2.5].
We stop all algorithm with the tolerance ε = 10−4. The computational results
are reported in the figures below. In these figures

– (a) corresponds to original image;
– (b1) represents the resulting image given by DCA-SI while (c1), (d1),. . .

correspond to each segment detected by DCA-SI;
– (b2) represents the resulting image given by SCAD while (c2), (d2),. . .

correspond to each segment detected by SCAD.

First Experiment (Figure 1): Figure 1.(a) contains 5 regions based on their
shapes and colors: the background, the green circle, the orange square, the yellow
square, and the pink region. Figure 1 shows that the segmentation obtained by
DCA-SI is quite good. DCA-SI detects well 3 out of 5 regions (the pink region
1.(c1), the green circle 1.(d1) and the background 1.(f1)). However, DCA-SI
puts the yellow square and the orange square in same segment, since the two
colors are close together. Concerning SCAD, only the yellow square is well
segmented.

Second Experiment (Figure 2): In the second experiment, we deal with
the case where texture features are the most important, in contrast to the first
experiment where the colors are the most significant. We see that, in Figure
2, the color of the sun flower and the butterfly are closed. Then, to obtain a
good segmentation, the weight of texture attributes should be greater than the
weight of other attributes. We observe that, DCA-SI furnishes better results
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Fig. 1. Image segmentation by DCA-SI and SCAD

Fig. 2. Image segmentation by DCA-SI and SCAD

than SCAD. DCA-SI can separate the butterfly, the petals and the stamens
with fewer errors than SCAD.

Third Experiment (Figure 3): In this experiment, we study the influence of
parameters β and μ. The Figure 3.(a) contains two regions: the red peppers and
the green peppers. We observe that, with a small value of β (β ∈ [1.1, 1.5]), the
boundaries of objects are detected. Whereas the regions can be better detected
with a greater value of β (β ∈ [2.5, 4.0]). Concerning μ, we get the best results
with μ in the interval [2.0, 2.5].

Finally, in Table. 1, we report the computation CPU time of each algorithm.
We observe that DCA-SI is faster than SCAD in all experiment. The ratio of
gain varies from 1.5 to 5 times.

Table 1. CPU Time in seconds

Image Size N0.Classes DCA-SI SCAD

Figure 1 256×256 5 11.13 29.00
Figure 2 192×144 4 3.38 16.93
Figure 3 512×512 2 21.01 31.34
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Fig. 3. Image segmentation by DCA-SI with different values of μ and β

4 Conclusion

We have rigorously studied DC programming and DCA for image segmentation
via feature weighted fuzzy clustering. First, the optimization model has been
formulated as a DC program. It fortunately turns out that the corresponding
DCA consists in computing, at each iteration, the projection of points onto a
simplex and/or a rectangle, that all are given in the explicit form. Computational
experiments show the efficiency and the superiority of DCA with respect to the
standard SCAD algorithm ([5]). We are convinced that our approach is promising
for weighted fuzzy clustering. In future works we will investigate this approach
for other applications of clustering.
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Abstract. Mining data stream is a challenging research area in data
mining, and concerns many applications. In stream models, the data is
massive and evolving continuously, it can be read only once or a small
number of times. Due to the limited memory availability, it is impos-
sible to load the entire data set into memory. Traditional data mining
techniques are not suitable for this kind of model and applications, and
it is required to develop new approaches meeting these new paradigms.
In this paper, we are interested in clustering data stream over sliding
window. We investigate an efficient clustering algorithm based on DCA
(Difference of Convex functions Algorithm). Comparative experiments
with clustering using the standard K-means algorithm on some real-data
sets are presented.

Keywords: Clustering, Data streams, Sliding windows, clustering, DCA.

1 Introduction

Data streams concern many applications involving large and temporal data sets
such as telephone records, banking, multimedia, network traffic monitoring, and
sensor network data processing, etc. In these applications, the data patterns may
evolve continuously and depend on time or depend on the events. In stream mod-
els, the data elements can only be accessed in the order in which they arrive; ran-
dom access to the data is not allowed; and memory is limited in relative to the
number of data elements. Due to the limited memory availability, it is impossible
to load the entire data set into memory. Mining data streams poses great chal-
lenges for researchers and recently, several researches are devoted to this topic.

We focus in this paper the clustering over data streams. As a common data
mining task, clustering is widely studied to reveal similar features among data
records. In general, clustering over data streams is dominated by the outdated
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(FEDER) Lorraine via the project InnoMaD (Innovations techniques d’optimisation
pour le traitement Massif de Données).

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 65–75.
DOI: 10.1007/978-3-319-00293-4_6 c© Springer International Publishing Switzerland 2013



66 T.M. Thuy, L.T. Hoai An, and L. Boudjeloud-Assala

historic information of the stream, since the most recent N records are considered
to be more critical and preferable in many applications. Hence, clustering data
streams over sliding windows is a natural choice and becomes one of the most
popular models. In the sliding windows model, data elements arrive continually,
and only the most recent elements are considered. In this context, at the period
t - called window t, we consider N recent elements that contain some elements
of window t− 1.

Fig. 1. Analysis on sliding-windows

Several subjects should be studied in clustering data streams over sliding
windows: the design of effective and scalable streaming clustering algorithms,
the analysis of characteristics of a cluster (e.g., the number of objects, the center
and radius of the cluster) and of the evolving behaviors of different clusters as
well as the evolution of the individual clusters, etc. In this work, assuming that
each window contains N records and k clusters (N and k are fixed), we attempt
to investigate efficiency clustering algorithms over sliding windows.

The data in one window can formally be written as (x1, x2, ..., xN ), where
a single observation xi has d-dimensional. In our sliding windows model, the
evolution of data items can be presented as follows:

Datawindow t = {x1, x2, ..., xM , xM+1, xM+2, ..., xN−1, xN}
Datawindow t+1 = {xM+1, xM+2, ..., xN−1, xN , xN+1, ..., xN+M−1, xN+M}.

This means that M elements oldest will be remove and M new elements are
inserted. Then the speed of evolution is defined as (M/N)%. Since the new
streams will differ from the current ones but slightly, it is important to study
the initialization strategy of clustering algorithm performing on new windows.
This is the main purpose of our work.

We investigate an efficient clustering algorithm in the nonconvex programming
framework called DCA. Basing on an efficient and scalable DCA scheme to
solve the MSSC (Minimum Sum-of-Squares Clustering) problem, we propose an
initialization strategy for clustering on the new window and design a streaming
clustering algorithms for data streams over sliding windows. To evaluate the
efficiency of this strategy, we compare it with the same version of DCA using
random initial points. We also study the effect of these strategies toward the
speed of evolution of data, as well as the performance of DCA based approaches
versus the standard K-means algorithm.
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The rest of the article is organized as follows. The streaming clustering algo-
rithm based on DCA is discussed in Section 2 while computational experiments
are presented in Section 3. Finally, Section 4 concludes the paper.

2 A DCA Based Algorithm for Clustering Data Streams

DC programming and DCA which constitute the backbone of smooth/nonsmooth
nonconvex programming and global optimization were introduced by Pham Dinh
Tao in a preliminary form in 1985. These tools have been extensively developed
since 1994 by Le Thi Hoai An and Pham Dinh Tao (see e.g. [5,8] and the refer-
ences therein) and become now classic and increasingly popular (see the list of
references in [6]). They address the problem of minimizing a function f which
is the difference of convex functions on the whole space IRd or on a convex set
C ⊂ IRd. Generally speaking, a DC program is an optimisation problem of the
form :

α = inf{f(x) := g(x)− h(x) : x ∈ IRd} (Pdc)

where g, h are lower semi-continuous proper convex functions on IRd. The convex
constraint x ∈ C can be incorporated in the objective function of (Pdc) by using
the indicator function on C denoted by χC which is defined by χC(x) = 0 if
x ∈ C, and +∞ otherwise. The construction of DCA involves the convex DC
components g and h but not the DC function f itself. Moreover, a DC function
f has infinitely many DC decompositions g − h which have a crucial impact on
the qualities (speed of convergence, robustness, efficiency, globality of computed
solutions,...) of DCA. The solution of a nonconvex program by DCA must be
composed of two stages: the search of an appropriate DC decomposition and
that of a good initial point.

The DCA has been successfully applied to real world non convex programs in
various fields of applied sciences, in particular in machine learning (see e.g. the
list of references in [6]). It is one of the rare efficient algorithms for non smooth
non convex programming which allows solving large-scale DC programs.

2.1 DCA for Solving the MSSC Problem

An instance of the partition clustering problem consists of a data set A :={
a1, ...am

}
of m points in IRn, a measured distance, and an integer k; we are to

choose k members x� (l = 1, ...k) in IRn) as ”centroid” and assign each member of
A to its closest centroid. The assignment distance of a point a ∈ A is the distance
from a to the centroid to which it is assigned, and the objective function, which
is to be minimized, is the sum of assignment distances. If the squared Euclidean
distance is used, then the corresponding optimization formulation is expressed
as: (‖.‖ denotes the Euclidean norm)

min

{
m∑
i=1

min
�=1,...,k

∥∥x� − ai∥∥2 : x� ∈ IRn, � = 1, . . . , k

}
. (1)
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The DCA applied to problem (1) has been developed in [7]. For the reader’s
convenience we will give below a brief description of this method.

To simplify related computations in DCA for solving problem (1) we will work
on the vector space IRk×n of (k × n) real matrices. The variables are then X
∈ IRk×n whose ith row Xi is equal to x

i for i = 1, ..., k. The Euclidean structure
of IRk×n is defined with the help of the usual scalar product

IRk×n  X ←→ (X1, X2, . . . , Xk) ∈ (IRn)k, Xi ∈ IRn, (i = 1, .., k),

〈X,Y 〉 : = Tr(XTY ) =
k∑

i=1

〈Xi, Yi〉

and its Euclidean norm ‖X‖2 :=
∑k

i=1〈Xi, Xi〉 =
∑k

i=1 ‖Xi‖2 ( Tr denotes the
trace of a square matrix).

An interesting DC formulation of (1) is minimizing the difference of the sim-
plest convex quadratic function G and the nonsmooth convex functionH defined,
respectively, in (3) and (4):

(1)⇔ min {F (X) := G(X)−H(X) : X ∈ IRk×n}, (2)

G(X) :=
m

2
‖X‖2 − 〈B,X〉+ k

2
‖A‖2 , (3)

H(X) :=

m∑
i=1

max
j=1,...,k

k∑
�=1,� 
=j

1

2

∥∥X� − ai
∥∥2. (4)

Here A ∈ IRm×n, B ∈ IRk×n are defined as

Ai := a
i for i = 1, . . . ,m; B� := a =

m∑
i=1

ai for � = 1, . . . , k.

Denote by A[i] ∈ IRk×n the matrix whose rows are all equal to ai, and by

{e[k]j : j = 1, ..., k} the canonical basis of IRk. DCA applied on (2) has an explicit
form that is described as follows.

DCA-MSSC (DCA to solve the problem (2)-(4))
Initialization: Let ε > 0 be given, let X(0) be an initial point in IRk×n, set

p := 0;

Repeat:

Calculate Y (p) ∈ ∂H(X(p)) via the next equation

Y (p) = mX(p) −B −
m∑
i=1

e
[k]
j(i)(X

(p)
j(i) − a

i)
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and set

X(p+1) :=
1

m
(B + Y (p)).

Set p+ 1← p

Until: ‖ X(p+1) −X(p) ‖≤ ε(‖ X(p) ‖ +1)
or

∣∣F (X(p+1))− F (X(p))
∣∣ ≤ ε(∣∣F (X(p))

∣∣+ 1).

Remark 1. The DC decomposition (2) gives birth to a very simple DCA. It
requires only elementary operations on matrices (matrix addition and matrix
scalar multiplication) and can so handle large-scale clustering problems.

2.2 A DCA Streaming Algorithm

For clustering data stream over sliding window we propose the following DCA
based scheme, denoted by DCA-stream . The main idea is to start DCA in
the window t from the optimal solution computed in the window t− 1. In other
words, the clustering structure of the current streams is taken as an initialization
for the clustering structure of the new streams. This initialization will usually
be good since the new streams will differ from the current ones but slightly.

DCA-stream :

Initialization:
At the first window, t = 0.

- Let X(0,t) be an initial point randomly chosen from the data of the first
window.

- Apply DCA-MSSC from the initial point X(0,t) to get an optimal solution
X(t,∗).

Repeat

- Set t← t+ 1.
- Set X(0,t) = X(t,∗).
- Apply DCA-MSSC from the initial point X(0,t) to get an optimal solution
X(t+1,∗) at window t+ 1.

Until All of windows are performed.

To study the performance of DCA-stream we consider another version, called
DCA-random, which consists of applying DCA-MSSC at each window t from
an initial points randomly chosen among the data set of this window.

DCA-random :

Set t = 0.
Repeat

- Let X(0) be an initial point randomly chosen from the data of the window t.
- Apply DCA-MSSC from X(0).
- Set t← t+ 1.

Until All of windows are performed.
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3 Computational Experiments

Data

We execute experiments with 3 real-world datasets: KDD99 from [12], KDD98
from [4] and SEA from [14].

The data KDD-CUP’99 Network Intrusion Detection is an important problem
of automatic and real-time detection of cyber attacks. This is a challenging prob-
lem for dynamic stream clustering in its own right ([3]). This dataset contains
totally 494.021 elements, and each element contains 42 attributes, including 34
continuous attributes, 7 categorical attributes and 1 class attribute. As in [3], all
34 continuous attributes will be used for clustering, and the number of clusters
is 5.

KDD98 contains 95.412 records of information about people who have made
charitable donations in response to direct mailing request, and clustering can be
used to group donors showing similar donation behavior. We use 56 fields which
can be extracted from the total 481 fields of each record. The number of clusters
is 10 (as in [3], [4]). This dataset is converted into a data stream by taking the
data input order as the order of streaming and assuming that they flow-in with
a uniform speed (as in [3], [4]).

SEA [14] is proposed by Street and Kim [10], with 60.000 elements, 3 attributes
and 2 clusters.

Evaluation

To evaluate the clustering quality, we are using the CH value introduced by
Calinski and Harabasz ([2], [11]). The CH value is expressed as follows:

CH(k) :=
[traceB/(k − 1)]

[traceW/(n− k)] ,

where

traceB :=
k∑

i=1

|Ci| ‖Ci − x‖2; traceW :=
k∑

i=1

∑
j∈Ci

‖xj − Ci‖2.

Here |Ci| is the number of objects assigned to the cluster Ci (i = 1, . . . , k); Ci is

the center of cluster i and x = 1
n

n∑
i=1

xi is the center of whole data set. The best

clustering is achieved when CH is maximal.

Numerical Results

For all data sets, the number of windows is 10, and all of data are normalized
before perform clustering. The size of each window in the data set SEA is N =
5.000, and in other data sets N = 10.000. All algorithms have been implemented
in the Visual C++ 2008, and run on a PC Intel i5 CPU650, 3.2 GHz of 4GB
RAM.
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Comparison between DCA-Stream and DCA-Random

We perform clustering on each window by two algorithms: DCA-stream and
DCA-random and execute experiment with three values of the speed of evolu-
tion data: 75%, 50%, 25% (remember that the speed of evolution is defined as
(M/N)%).

In the first window, the two algorithms start from the same solution randomly
chosen from the data points.

Fig. 2. The CH values given by DCA-random & DCA-stream versus the speeds of
evolution data: 25% (left) 50% (center) 75% (right) on KDD99 dataset

Fig. 3. The CH values given by DCA-random & DCA-stream versus the speeds of
evolution data: 25% (left) 50% (center) 75% (right) on KDD98 dataset

From the numerical results (Figures 2,3,4 and Tables 1, 2, 3), we observe that:

i) With an appropriate starting point in the first window, the DCA-stream
algorithm is more efficient than DCA-random in all cases, on both the
clustering quality (the value CH) and the rapidity (the number of iterations
and average running time).

ii) The behavior of DCA-stream is quite stable: after the first one or two
windows, the algorithm converges with a small number of iterations and in
a short time.

Comparison with K-Means Stream

In this experiment we compare DCA-stream with the classical algorithm K-
means [9] with the same initialization strategy at each window. The initial points
in the first window are the same for both DCA-stream and K-means stream.
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Fig. 4. The CH values given by DCA-random & DCA-stream versus the speeds of
evolution data: 25% (left) 50% (center) 75% (right) on SEA dataset

Table 1. Number of iterations and running time in seconds of DCA-random (1) &
DCA-stream (2) on KDD99 dataset

KDD99 Speed 25% Speed 50% Speed 75%

No.Iter Times No.Iter Times No.Iter Times

Window (1) (2) (1) (2) (1) (2) (1) (2) (1) (2) (1) (2)

1 29 29 0,843 0,798 29 29 0,796 0,885 29 29 0,796 0,870
2 7 3 0,141 0,125 7 4 0,156 0,156 24 2 0,656 0,078
3 7 2 0,125 0,075 7 2 0,140 0,077 7 2 0,125 0,080
4 7 2 0,140 0,096 21 2 0,546 0,083 7 21 0,140 0,660
5 7 2 0,125 0,073 7 2 0,125 0,080 8 2 0,202 0,083
6 7 2 0,140 0,077 7 4 0,125 0,159 7 2 0,125 0,106
7 7 2 0,141 0,073 8 3 0,171 0,125 36 2 0,967 0,095
8 19 2 0,500 0,087 7 5 0,141 0,164 7 1 0,124 0,055
9 20 2 0,531 0,085 7 2 0,141 0,108 7 1 0,125 0,048
10 7 10 0,125 0,302 7 2 0,171 0,084 36 1 0,983 0,074

Avg. 11,7 5,6 0,2811 0,1791 10,7 5,5 0,2512 0,1921 16,8 6,3 0,4243 0,2149

Fig. 5. The CH values giben by DCA-stream & K-means versus the speeds of evo-
lution data: 25% (left) 50% (center) 75% (right) on KDD99 dataset

From numerical results (Fig. 5,6,7 and Table 4), we see that:

i) With the same appropriate starting point in the first window, DCA-stream
is better than K-means on the quality of clustering (the CH value).
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Table 2. Number of iterations and running time in seconds of DCA-random (1) &
DCA-stream (2) on KDD98 dataset

KDD98 Speed 25% Speed 50% Speed 75%

No.Iter Times No.Iter Times No.Iter Times

Window (1) (2) (1) (2) (1) (2) (1) (2) (1) (2) (1) (2)

1 50 50 4,131 3,939 50 50 3,851 4,095 50 50 4,418 4,061
2 16 22 1,106 1,831 25 22 1,733 1,905 52 23 4,060 1,953
3 39 4 3,166 0,361 7 7 0,419 0,594 6 7 0,363 0,629
4 15 6 1,106 0,526 37 6 2,609 0,500 8 7 0,493 0,606
5 24 3 1,664 0,319 8 4 0,497 0,339 33 5 2,357 0,442
6 15 4 1,048 0,354 22 6 1,613 0,519 15 5 1,059 0,451
7 45 3 3,418 0,304 27 4 1,936 0,340 6 5 0,340 0,448
8 6 2 0,358 0,197 18 4 1,250 0,369 45 5 3,369 0,430
9 12 3 0,775 0,270 6 4 0,344 0,377 37 5 2,780 0,443
10 18 4 1,341 0,398 7 5 0,408 0,407 9 4 0,574 0,364

Avg. 24 10,1 1,8113 0,8499 20,7 11,2 1,4660 0,9445 26,1 11,6 1,9813 0,9827

Table 3. Number of iterations and running time of DCA-random (1) & DCA-
stream (2) on SEA dataset

SEA Speed 25% Speed 50% Speed 75%

No.Iter Times No.Iter Times No.Iter Times

Window (1) (2) (1) (2) (1) (2) (1) (2) (1) (2) (1) (2)

1 10 10 0,039 0,033 10 10 0,038 0,032 10 10 0,043 0,031
2 14 2 0,055 0,008 25 2 0,102 0,008 15 3 0,057 0,011
3 22 2 0,087 0,008 30 2 0,118 0,008 30 4 0,120 0,020
4 30 2 0,109 0,009 30 3 0,105 0,013 20 6 0,082 0,021
5 29 2 0,114 0,010 14 3 0,053 0,010 19 2 0,073 0,011
6 12 3 0,044 0,013 22 6 0,091 0,022 12 6 0,050 0,019
7 23 2 0,096 0,012 22 2 0,082 0,008 20 3 0,077 0,012
8 14 2 0,052 0,009 17 2 0,071 0,009 26 2 0,111 0,008
9 20 3 0,078 0,011 13 2 0,048 0,008 19 3 0,081 0,013
10 26 4 0,094 0,013 12 3 0,042 0,011 16 3 0,073 0,014

Avg. 20 3,2 0,0768 0,0126 19,5 3,5 0,0750 0,0129 18,7 4,2 0,0767 0,0160

ii) K-means stream is slightly less expensive than DCA-stream on running
time in 2/3 data sets, whereas both algorithms are fast.

The effect of streaming algorithms toward the speed of evolution of
data

Not surprisingly, for all experiments, in both DCA-stream and K-means
stream, the smaller speed of evolution is, the better algorithms will be (here
we compare the number of iterations and running-time but not the CH value
because the data sets change).
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Fig. 6. The CH values given by DCA-stream & K-means versus the speeds of evolu-
tion data: 25% (left) 50% (center) 75% (right) on KDD98 datasets

Fig. 7. The CH values given by DCA-stream & K-means versus the speeds of evolu-
tion data: 25% (left) 50% (center) 75% (right) on SEA dataset

Table 4. Average of number of iterations and running time over 10 windows of DCA-
stream & K-means stream

Data Algorithm No.Iteration Times (s)

Speed25% Speed50% Speed75% Speed25% Speed50% Speed75%

KDD99 K-means stream 2,5 2,8 3,1 0,0618 0,0710 0,0805
DCA-stream 5,6 5,5 6,3 0,1791 0,1921 0,2149

KDD98 K-means stream 4,0 4,9 6,2 0,2204 0,2588 0,3122
DCA-stream 10,1 11,2 11,6 0,8499 0,9445 0,9827

SEA K-means stream 8,0 8,8 9,9 0,0187 0,0199 0,0243
DCA-stream 3,2 3,5 4,2 0,0126 0,0129 0,0160

4 Conclusion

We have studied the efficiency of DCA clustering algorithm in the context of
data stream over sliding windows. We have improved the computational aspects
of DCA clustering algorithm by investigating a good initialization strategy for
performing clustering on new windows. Preliminary numerical experiments show
the advantage of this strategy and the efficiency of DCA-stream algorithm for
clustering over sliding windows. The performance of DCA suggests us to develop
this approach for other tasks of mining data streams. On the other hand, a
deeper study on other subjects of clustering data streams could be interesting
and useful for designing efficient streaming algorithms. Works in these directions
are in progress.
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Abstract. This paper deals with problems of sensor management in
a human driven information collection process. This applicative context
results in complex sensor-to-task assignment problems, which encompass
several difficulties. First of all, the tasks take the form of several infor-
mation requirements, which are linked together by logical connections
and priority rankings. Second, the assignment problem is correlated by
many constraint paradigms. Our problem is a variant of Vehicle Rout-
ing Problem with Time Windows (VRPTW), and it also implements
resource constraints including refuelling issues. For solving this problem,
we propose a column generation approach, where the label correcting
method is used to treat the sub-problem. The efficiency of our approach
is evaluated by comparing with solution given by CPLEX on different
scenarios.

Keywords: Sensor management, Information collection, Vehicle Rout-
ing Problem, Column generation, Mixed integer linear programming.

1 Introduction

Sensor planning is a research domain that treats the problem of how to manage or
coordinate the usage of a suite of sensors or measurement devices in a dynamic,
uncertain environment, to improve the performance of data fusion and ultimately
that of perception [24]. It is also beneficial to avoid overwhelming storage and
computational requirements in a sensor and data rich environment by controlling
the data gathering process such that only the truly necessary data are collected
and stored [18]. The literature on sensor planning closely followed the appearance
of the first significant sensor capacity, and its history tracks back to the seminal
works of Koopman during World War II [13, 23]. Nowadays, because sensors are
becoming more complex with the advances in sensor technology and also due
to the perplexing nature of the environment to be sensed, sensor planning has
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evolved out of the need for some form of assigning and scheduling tasks to the
sensors [16].

Sensor planning has been studied extensively and is becoming increasingly
important due to its practical implementations and applications. Besides several
military applications, sensor planning currently deals with the general domain
of search and surveillance [9, 10], and also is one of the key points to optimize
the performance of a sensor network [4, 12]. In sensor planning, the global issue
is to optimize an implementation of sensors in order to maximize the positive
effect of subsequent data processing in regards to mission objectives. Therefore,
we have to deal with both the optimization of implementation of sensors and the
information processing (typically data fusion). From this point of view, sensor
planning is also related to difficult topics in robotic - e.g. Partially Observable
Markov Decision Process [5, 22].

In this paper, we will consider the planing of sensors, which are monitored by
human teams. This problem is reduced to a generalization of Vehicle Routing
Problem with Time Windows (VRPTW). Therefore, it is a NP-complete prob-
lem. For solving this problem, we introduce an approach based on the column
generation method [6, 7], which is one of the most famous methods in the liter-
ature for solving VRPTW. In order to successfully apply the column generation
method, we propose an suitable integer programming formulation of this prob-
lem, and then develop a label correcting method [8] for treating the sub-problem.
The numerical results will show the efficiency of our approach.

The rest of paper is organized as follows. In Section 2, we introduce the
considered sensor planing problem and its formulation. Our column generation
based label correcting approach for solving this problem is presented in Section
3. Numerical experiments are reported in Section 4 while some conclusions and
perspectives are discussed in Section 5.

2 Problem Formulation

When sensors are planned by human teams, the planning process is typically
divided into two stages: the first is purely human driven, and results in the defi-
nition of an assignment problem with time and travel constraints; the second is
based on optimization processes and results from the formalization of the first
step. In such case, the human interaction with the optimization process is funda-
mental. Therefore, the human operators should be highly skilled in their domain,
and may provide useful information to the optimization processes. Moreover, the
human operators need to know, to understand and to interact with the opti-
mization processes. These requirements quite often lead to the intricate sensor
planning problems, for instance, the sensor-to-task assignment problems [14, 19],
or the variants of the vehicle routing problem with time constraint satisfaction
[11], etc.

In this work, we are interested in the second step of the planning. Our prob-
lem is to design the trajectories for a set of sensors in order to perform a set
of missions with maximum performance. Besides taking into account several
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constraints (trajectory constraints, time windows constraints) like those in the
Vehicle Routing Problem with Time Windows (VRPTW), we have to deal with
both refuelling steps and a plan evaluation doctrine. Our problem could be con-
sidered as a generalization of the VRPTW.

This sensor planning problem is characterized by the following objects:

Formal Information Requirements: we have a set F of formal informa-
tion requirements (FIR) needed to be satisfied. For each requirement u ∈ F ,
we have a set of missions corresponding μ(u) to satisfy this requirement.
Here, we suppose that μ(u)∩μ(v) = ∅ if u �= v, and denote M =

⋃
u∈F μ(u)

the set of all missions for all requirements.
Sensors: A sensor is a resource unit which may be used for some FIR ac-
quisition. We denote K the set of all sensors.
Starting points: A starting point is a possible state from which a sensor
have to start. S is the set of all starting points.
Refuelling centres: A refuelling centre is a possible state where a sensor
will reset its autonomy levels. R is the set of all refuelling centres.
Arrival points: An arrival point is a possible state where a sensor have to
end. E is the set of all arrival points (endpoints).
Sensor states: In our model, starting points, refuelling centres and ending
points could be considered as particular cases of missions, and represent a
possible state of the sensor. For this reason, we denote N = S ∪M ∪R ∪ E
the set of all possible states (also called tasks, or points).
Some states may be incompatible with some sensors. Thus, for each state
i ∈ N , we define K(i) ⊂ K the set of all sensors being compatible with state
i. Also, the following definitions will be useful:

S(k) ⊂ S is the set of all starting points for sensor k ∈ K;

E(k) ⊂ E is the set of all arrival points for sensor k ∈ K.

Variables for trajectories and affectations: The boolean variables x
and y are used for modelling edges and vertices of the sensors trajectories.

yik =

{
1 if sensor k performs task i,
0 otherwise,

xijk =

{
1 if sensor k performs task j after task i,
0 otherwise.

Moreover, the following instrumental variable will be used in order to prevent
any cyclic trajectory:

ωik ∈ IR is a counting variable for the passed states of the trajectories.
Constant parameters for performances and costs: Performances are
evaluated by means of the degrees of importance of the FIR and by means
of precomputed evaluations of the efficiency of any sensor in performing a
mission:
• pu is the weight of requirement u ∈ F with respect to its priority;
• gik is the efficiency of sensor k ∈ K in performing mission i ∈M ;
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• cijk evaluates the resources expended by sensor k ∈ K while performing
state j ∈ N after state i ∈ N ;

• dijk evaluates the distance travelled by sensor k ∈ K while performing
state j ∈ N after state i ∈ N.

The following corrected cost is defined by weighting the actual cost and the
distance:
• c̃ijk = ε1(cijk + ε2dijk) is the corrected cost for i, j ∈ N and k ∈ K.

Here ε1, ε2 ∈ IR+ are small positive numbers.

Variables and constant parameters for resources: Depending on the
nature of the state (e.g. is it a refuelling centre or not?), the resources of each
sensor may be replenished or not after each state. We consider the following
variables:
• αik is the level of autonomy of sensor k ∈ K after performing state i ∈ N

and before a possible refuelling;
• βik is the level of autonomy of sensor k ∈ K after a possible refuelling

at state i ∈ N .
By the way, the levels of supply, after possible refuelling, are also defined as
constant parameters:
• Aik is the level of supply of sensor k ∈ K after leaving state i ∈ S ∪R.

Variables and constant parameters for time:
• [ai, bi] is the time windows related to the state i ∈ N ;
• oik is the starting time of state i ∈ N for sensor k ∈ K;
• Δik is the necessary time period for sensor k ∈ K to perform state i ∈ N ;

(execution time)
• tijk is the necessary time period for sensor k ∈ K to move from state
i ∈ N to state j ∈ N. (transition time)

As a conclusion: the variables of the problem are x, y, ω, α and β. Next para-
graphs will present the relationship between these parameters and variables,
under the form of constraints and optimization criterion.

Trajectory constraints: We consider the constraints which link variables x, y and
ω, and which state that the sensors perform non cyclic states trajectories, from
starting points to arrival points:

yik + yjk ≥ 2xijk, ∀i, j ∈ N, k ∈ K, (1)

1 +
∑

i,j∈N

xijk =
∑
i∈N

yik,∀k ∈ K, (2)

∑
i∈N

xihk =
∑
i∈N

xhjk,∀h ∈ M ∪R, k ∈ K, (3)

ωjk ≥ ωik + 1 +∞× (1− xijk),∀i, j ∈ N, k ∈ K, (4)
xijk = 0,∀i ∈ N, k ∈ K, j ∈ S, (5)
xijk = 0,∀j ∈ N, k ∈ K, i ∈ E, (6)∑
i∈S(k)

yik = 1;
∑

i∈E(k)

yik = 1, ∀k ∈ K. (7)
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Time windows constraints:
oik +Δik + tijk −∞× (1− xijk) ≤ ojk,∀i, j ∈ N, k ∈ K, (8)
ai ≤ oik, oik +Δik ≤ bi,∀k ∈ K,∀i ∈ S ∪ R ∪ E, (9)
ai ≤ oik, oik +Δik ≤ bi,∀k ∈ K, for all reconnaissance mission i, (10)
oik ≤ ai, bi ≤ oik +Δik,∀k ∈ K, for all surveillance mission i. (11)

Resource constraints:
αjk ≤ βik − cijk +∞× (1− xijk),∀i, j ∈ N, k ∈ K, (12)
βik = Aik,∀i ∈ S ∪R, (fuelled/refuelled) (13)
βik = αik, ∀i ∈ M ∪E, (not refuelled) (14)
α ≥ 0, β ≥ 0. (15)

Also we consider the following constraint:∑
i∈μ(u)

∑
k∈K

yik ≤ 1,∀u ∈ F. (16)

Our purpose is to maximize a global criterion which is a balance between the
satisfaction of the FIR and the expense. Thus, we have the following optimization
problem : ⎧⎪⎨⎪⎩ max

x,y,u,o,α,β

( ∑
u∈F

pu
∑

i∈μ(u)

∑
k∈K

yikgik −
∑
i∈N

∑
j∈N

∑
k∈K

c̃ijkxijk

)
subject to: from (1) to (16).

(17)

This is a linear mixed 0-1 programming. This problem is NP-complete, since it
is a generalization of VRPTW. Therefore, our considered problem is very hard
to solve, even for reasonably sized cases.

3 A Column Generation Approach

While several successful methods for solving several VRPTW variants have
been proposed in the literature [1–3, 6, 7, 20, 21], one of the most famous ap-
proach is column generation. The embedding of column generation techniques
within a linear-programming-based branch-and-bound framework, introduced by
Desrosiers et al. [6] for solving the VRPTW, became classic. It contributed as
the key step in the design of exact algorithms for a large class of integer pro-
grams [15]. Nowadays, column generation is a prominent method to cope with
a huge number of variables, and numerous integer programming column gen-
eration applications have been developed (see e.g. [15] for an overview). As a
generalization of the VRPTW, our sensor planning has some good properties
(for instance, trajectory constraints and time windows constraints) for a column
generation based approach. Therefore, we will investigate the column generation
approach for solving the problem (17) in this section.
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3.1 Column Generation

Applying the methodology described in [6], the column generation approach will
be based on the notion of feasible routes for the sensors. A feasible route of
a sensor k ∈ K is a route starting from a compatible departure, going to a
compatible endpoint, satisfying all constraints and visiting at least one mission
i ∈ M . We denote by Ωk the set of all feasible routes for sensor k, and Ω =⋃

k∈K Ωk the set of all feasible routes.
Let r = (r1, r2, ..., rm) ∈ Ωk ⊂ Ω be a route, where r1, · · · , rm ∈ N are the

states visited by the sensor k. The performance of this route, denoted by f(r),
is computed as follows:

f(r) =
∑

u∈F :μ(u)∩{r2,...,rm−1}={rh}
pugrh,k

︸ ︷︷ ︸
g(r)

−
m−1∑
i=1

c̃ri,ri+1,k︸ ︷︷ ︸
c(r)

. (18)

In this formula, g(r) is the gain of route r, and c(r) is the cost of route r.
Now we define the parameter aru, u ∈ F by:

aru =

{
1 if μ(u) ∩ {r2, ..., rm−1} �= ∅ ,
0 otherwise. (19)

The sensor planning problem (17) is reformulated as:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

max
∑

k∈K

∑
r∈Ωk

f(r).θr

s.t.
∑
k∈K

∑
r∈Ωk

aruθr ≤ 1,∀u ∈ F,∑
r∈Ωk

θr ≤ 1, ∀k ∈ K,

θr ∈ {0, 1}, ∀r ∈ Ω.

(20)

The variable θr ∈ {0, 1} is a decision variable which describes whether a route
r is chosen or not. The first constraint specifies that each requirement u ∈ F is
satisfied at most one time while the second constraint ensures that each sensor
k ∈ K does at most one feasible route.

Because of the first constraint, the condition θr ∈ {0, 1}, ∀r ∈ Ω can be
replaced by θr ∈ IN, ∀r ∈ Ω. The linear relaxation of problem (20), i.e., with
θr ≥ 0, ∀r ∈ Ω, is called Master Problem (MP), which is an instrument for
evaluating the feasible route generated at each iteration. The methodology of
column generation approach can be described as follows.

Let Ω1
k ⊂ Ωk, k ∈ K, and Ω1 =

⋃
k∈K Ω

1
k. We consider the restriction of the

Master Problem, denoted MP(Ω1):⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

max
∑

k∈K

∑
r∈Ω1

k

f(r).θr

s.t.
∑
k∈K

∑
r∈Ω1

k

aruθr ≤ 1,∀u ∈ F,∑
r∈Ω1

k

θr ≤ 1, ∀k ∈ K,

θr ≥ 0,∀r ∈ Ω1.

(21)

The dual program of (21), denoted by D(Ω1), is:
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⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
min

∑
u∈F

λu +
∑

k∈K

μk

s.t.
∑
u∈F

aruλu + μk ≥ f(r),∀r ∈ Ω1
k, k ∈ K,

λu ≥ 0, ∀u ∈ F,
μk ≥ 0, ∀k ∈ K.

(22)

Now suppose that (λ̄, μ̄) = (λ̄1, ..., λ̄F , μ̄1, ..., μ̄K) is an optimal solution of the
dual problem D(Ω1). Then, we have:∑

u∈F

aruλ̄u + μ̄k ≥ f(r),∀r ∈ Ω1
k, k ∈ K.

It is clear that if this condition holds for all r ∈ Ωk, k ∈ K, then (λ̄, μ̄) is also
the optimal solution of the dual program of (MP). Otherwise, we will look for a
route r ∈ Ωk\Ω1

k, for a k ∈ K such that:∑
u∈F

aruλ̄u + μ̄k < f(r). (23)

This is called the sub-problem.
The column generation algorithm for solving the problem (20) can be de-

scribed as follows:
Column generation algorithm for solving (20):
Step 1. Generate initial sets Ω1

k for k ∈ K,
Step 2. Solve the problem (21) in order to obtain the optimal solution and its
dual solution (λ̄, μ̄),
Step 3. For each k ∈ K, find a route r ∈ Ωk\Ω1

k satisfying the condition (23) and
update Ω1

k := Ω1
k ∪ {r},

Step 4. Iterate step 2-3 until there is no route satisfying the condition (23),
Step 5. Solve (20) with Ω := Ω1.

3.2 A Label Correcting Method for Solving the Sub-problem

In [17], we have proposed an approach using CPLEX for the MILP formulation
of the sub-problem in Step 3. In this section, we investigate another method
for solving the sub-problem: the label correcting method. This method is based
on the ideas of Feillet et al. (2004) [8] developped for treating the Elementary
Shortest Path Problem with Resource Constraints. The principle of this method
is to use the dynamic programming.

For a sensor k fixed, we consider F (k) = {FIR1, . . . , F IRm} the set of asso-
ciated requirements. For each requirement FIRu ∈ F (k), we denote μk(FIRu)
the set of missions which can be performed by the sensor k in order to satisfy this
requirement. Additionally, we denote R(k) = {R1, ..., Rn} the set of compatible
refuelling centres and E(k) the set of compatible endpoints corresponding to this
sensor k. Since the position of sensor k is known, we also use the notation k to
represent its position, and call V k = F (k) ∪R(k) ∪ {k} the set of nodes.

Definition 1. Each path Pkv from the position of sensor k to a node v ∈ V k\{k}
associates a state Hv = (T 1

v , T
2
v , X

1
v , ..., X

m
v , Y

1
v , ..., Y

n
v , Zv) and a performance

fv = f(Pkv). Here, the two first parameters T 1
v , T

2
v correspond to the quantity of

time and fuel resources used by the path. The parameters X1
v , ..., X

m
v represent
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the visitation of requirement (Xu
v = i �= 0 if the path visits the requirement FIRu

by performing the mission i ∈ μk(FIRu), 0 otherwise), and the parameters
Y 1
v , ..., Y

n
v represent the visitation of refuelling centre (Y i

v = 1 if the path visits
the refuelling centre Ri, 0 otherwise). The last parameter Zv shows the ability
to reach an endpoint, i.e., Zv = 1, if after visiting node v, the sensor k can go
to some endpoint, 0 otherwise. The couple λv = (Hv, fv) is said to be a label on
the node v.

Definition 2. Let Pkv and P̄kv be two paths from the position of sensor k to a
node v with associated labels (Hv, fv), Hv = (T 1

v , T
2
v , X

1
v , ..., X

m
v , Y

1
v , ..., Y

n
v , Zv)

and (H̄v, f̄v), H̄v = (T̄ 1
v , T̄

2
v , X̄

1
v , ..., X̄

m
v , Ȳ

1
v , ..., Ȳ

n
v , Z̄v). We say that Pkv domi-

nates P̄kv if:

T i
v ≤ T̄ i

v, ∀i = 1, 2, id(X i
v) ≥ id(X̄ i

v), ∀i = 1, 2, ...,m,

Y i
v ≤ Ȳ i

v , ∀i = 1, 2, ..., n, Zv ≥ Z̄v, fv ≥ f̄v.
Here, id(x) = 1, if x �= 0; id(x) = 0 otherwise.
We use the following notations to describe the algorithm:
– Λv: List of labels on node v.
– Succ(v): Set of successors of node v.
– L: List of nodes waiting to be treated.
– Extend(λv, ṽ): Multivalued function that returns the labels resulting from the ex-

tension of label λv = (Hv, fv) ∈ Λv towards node ṽ (with respect to the missions at
ṽ) when the extension is possible, nothing otherwise. More precisely, suppose that
λv = (Hv, fv) ∈ Λv is a label on v, with Hv = (T 1

v , T
2
v , X

1
v , ..., X

m
v , Y 1

v , ..., Y
n
v , Zv).

We will distinguish two cases of ṽ as follows:
- If ṽ is a FIR, and μk(ṽ) = {m1, ..., mj} is the set of missions corresponding,

then we extend this label with respect to each mission mi, i = 1, ..., j in order
to obtain the new label λṽ = (Hṽ, fṽ) as follows.
+ If mi is a reconnaisance mission

T 1
ṽ =

{
T 1
v +tv,mi,k+Δmi,k if ami < T 1

v +tv,mi,k < T 1
v +tv,mi,k +Δmi,k ≤ bmi

ami +Δmi,k if T 1
v + tv,mi,k ≤ ami ,

(24)

+ If mi is a surveillance mission

T 1
ṽ = T 1

v + tv,mi,k +Δmi,k if T 1
v + tv,mi,k ≤ ami ,

bmi ≤ T 1
v + tv,mi,k +Δmi,k, (25)

T 2
ṽ = T 2

v + cv,mi,k if T 2
v + cv,mi,k ≤ Ak, (26)

X ṽ
ṽ = mi, (27)

Zṽ = 1 if the sensor can go to an endpoint after
performing the mission mi, otherwise 0, (28)

fṽ = fv + gmi,k − ε1(cv,mi,k + ε2dv,mi,k). (29)
Here, Ak is the capacity of sensor k. Of course, if the conditions in (24), or
(25) or (26) are violated, there is no extension. Therefore, from a label λv,
after extension procedure we get at most |μ(ṽ)| new labels on node ṽ.

- If ṽ is a refuelling centre, we extend the label λv = (Hv, fv) to obtain a new
label λṽ = (Hṽ, fṽ) on ṽ by updating the following parameters:
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T 1
ṽ =

{
T 1
v + tv,ṽ,k +Δṽ,k if aṽ < T 1

v + tv,ṽ,k < T 1
v + tv,ṽ,k +Δṽ,k ≤ bṽ

aṽ +Δṽ,k if T 1
v + tv,ṽ,k ≤ aṽ,

(30)

T 2
ṽ = 0 if T 2

v + cv,ṽ,k ≤ Ak, (31)

Y ṽ
ṽ = 1, (32)

Zṽ = 1 if the sensor can go to an endpoint after
refuelling at ṽ, otherwise 0, (33)

fṽ = fv − ε1(cv,ṽ,k + ε2dv,ṽ,k). (34)
If the conditions in (30) or (31) are violated, then there is no extension.

– Fv,ṽ : Set of labels extended from node v to node ṽ.
– EFF (Λ): Procedure that keeps only non-dominated labels in the list of labels Λ.

The label correcting procedure for solving the subproblem can be described as
follows.

LabelCorrecting(k):
Set Λk = (0, 0, ..., 0) and Λv = ∅ for all v ∈ V k\{k}
Set L = {k}
Repeat

Choose v ∈ L
for all ṽ ∈ Succ(v)

Set Fv,ṽ = ∅
for all λv = (Hv, fv) ∈ Λv , with Hv = (T 1

v , T
2
v , X

1
v , ..., X

m
v , Y 1

v , ..., Y
n
v , Zv)

if X ṽ
v = 0 or Y ṽ

v = 0 then
Fv,ṽ := Fv,ṽ ∪ {Extend(λv, ṽ)}

endif
endfor
Λṽ = EFF (Λṽ ∪ Fv,ṽ)
if Λṽ has changed then

L = L ∪ {ṽ}
endif

endfor
Set L = L\{v}

Until finding a label λv = (Hv, fv) satisfying the following condition:

fv satisfies (23) and Zv = 1.

Remark 1. In practice, to prevent the explosion of number of labels, we should
limit the number of labels on each node at each iteration. We denote lv the
maximum labels on node v. After the step “Λṽ = EFF (Λṽ∪Fv,ṽ)”, if card(Λṽ) >
lṽ then we only remain lṽ labels which have more requirements visited.

4 Experiments and Numerical Results

Our algorithm is written in MATLAB 2010, and is tested on a PC 64 bits
Windows 7, Intel(R) Xeon (R) CPU X5690 @ 3.47 GHz 3.47 GHz, 24G of RAM.
CPLEX 12.4 is used for solving the linear program (21), and the problem (20)
in Step 5. In order to evaluate the performance of this approach, we compare
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Fig. 1. Plans

the results obtained by our approach with a purely CPLEX-based approach
(applying directly to the problem (17)).

In our scenarios, we assume that the sensors are starting from unique starting
points, i.e. #S(k) = 1, and that the sensors are endowed with the same auton-
omy level Aik = A after (re-)fuelling. The costs are also identically valued by
cijk = 20. Therefore, if A = 100, then each sensor can visit less or equal to 5
states without refuelling. The priority of requirement is determined as follows:
if the requirement u has the priority 1 (resp. 2), then pu = 100 (resp. pu = 1).
We also define Δik = 20 (minutes), tijk = 20 (minutes) and ε1 = ε2 = 10−4 .

The set of initial routes for the column generation method is generated as
follows: for each requirement u ∈ F , we choose a mission i ∈ μ(u) and a com-
patible sensor k ∈ K that performs the maximum gain. Then, we choose an
arrival point e which implies the smallest corrected cost, thus obtaining the
route: “s→ i→ e”.

4.1 The First Data

We have |F | = 10 requirements, |M | = 15 missions, |R| = 3 refuelling centres,
|E| = 2 arrival points and |K| = 5 sensors (see Fig. 1 (a)). Tables 1-3 present
the parameters of missions, refuelling centres and arrival points respectively.
Table 4 presents the gains of missions performed by the sensors. In this case,
we have MILPs with 3250 binary variables, 465 continuous variables and 10730
constraints. The maximum number of labels lv = 100, ∀v ∈ V k, ∀k ∈ K. The
computational time of label correcting algorithm for each sensor is limited to 10
seconds.

Table 5 gives the comparative results between the column generation method
and CPLEX for different values of parameter A. From Table 5, we see that the
column generation method produced very good solutions. The relative error of
objective value between the two methods varies from 0.00% to 0.09% (0.03%
in average). Moreover, the column generation method is slightly faster than the
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Table 1. Parameters of missions in Data 1 Table 2. Parameters of refueling centers in
Data 1

Table 3. Parameters of endpoints in
Data 1

Table 4. The gains of missions given by
sensors in Data 1

Table 5. Numerical results for Data 1

pure CPLEX approach: the average of CPU time of column generation method
is 37.43 seconds while this of CPLEX is 39.74 seconds.

4.2 The Second Data

In this section, we tested the performance of our approach on a large scale
scenario. We have |F | = 18 requirements, |M | = 34 missions, |R| = 3 refuelling
centres, |E| = 2 arrival points and |K| = 6 sensors (see Fig. 1 (b)). The refuelling
centres and arrival points are the same as in the first data set. Tables 6 presents
the parameters of missions. Table 7 presents the gains of missions performed
by the sensors. In this case, we have MILPs with 12420 binary variables, 1032
continuous variables and 44106 constraints.

Here, the sensorsK1,K2 are of the same type (Type 1) and located in the same
position (depot), and so are the sensors K3,K4 (Type 2). As is done classically,
same-type sensors have been solved by only one sub-problem. The maximum num-
ber of labels lv = 200, ∀v ∈ V k, ∀k ∈ K. The computational time of label correct-
ing algorithm for each sensor is limited to 20 seconds. Also, we use a stopping
criteria (gap ≤ 1%) when implementing the purely CPLEX-based approach.

From Table 8, we see that the column generation method once again produces
quite good solutions in acceptable time. The relative error of objective value
between the two methods varies from 0.61% to 1.69% (1.16% in average).
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Table 6. Parameters of missions in Data 2 Table 7. The gains of missions given by
sensors in Data 2

Table 8. Numerical results for Data 2

5 Conclusion

In this paper, we have proposed a column generation approach for solving the
optimal sensors management in an information collection process, where a la-
bel correcting algorithm has been developped for treating the sub-problem. The
comparative results with CPLEX have demonstrated the efficiency of our pro-
posed approach. It found a near-optimal solution within acceptable time for even
large-scale problems. In the future, we plan to study some dedicated heuristics
and meta-heuristics for the search of column candidate. Also, we intend to par-
allelize the Step 3 so as to speed up our algorithm.

Acknowledgement. The authors would like to thank the DGA (Délégation
Générale pour l’Armement) for its support to this research.
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Abstract. This paper deals with optimal sensor planning in the con-
text of an observation mission. In order to accomplish this mission, the
observer may request some intelligence teams for preliminary prior in-
formation. Since team requests are expensive and resources are bound,
the entire process results in a two-level optimization, the first level being
an experiment devoted to enhance the criterion modelling. The paper
proposes a solve of this problem by rare-event simulation, and a mission
scenario is addressed.

1 Introduction

The main background of this paper is the optimal planning of sensors in the
context of an acquisition mission. Typically, the acquisition mission may result
in the localisation of a target, with the final purpose of intercepting this target.
In this work, we focus especially on dealing with the modelling errors of the
sensor planning problem. Then, the question of interest is: how to spend resources
optimally in order to reduce the model errors, and how does that affect the sensor
planning problem?

Sensor planning, especially in order to localize a target, has been thoroughly
studied in the literature. First works in this domain track back to the works of
Koopman during World War II [1,2]. This seminal works has been extended in
various manner, so as to take into account motion models [3,4], or reactive be-
haviours of the target [5,6]. Sensor planning now deals with the general domain of
search and surveillance [7,8]. The combination of multiple sensors with their con-
straints is addressed by some works and in various application contexts: optimiz-
ing the performance of a sensor network [9,10]; optimizing the tasks-to-sensors
affectation in the context of an intelligence collection process [11,12,13,14]. An-
other major issue in sensor planning is also to maximize the positive effect of
subsequent data processing in regards to mission objectives. In [15], entropic-
based criterion are used in order to take into account optimal post-processing
of the collected information (typically data fusion). A more direct approach has
also been addressed by means of Partially Observable Markov Decision Pro-
cesses [16,17]. From this last point of view, sensor planning is clearly related to
the domain of robotic.
� Corresponding author.

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 91–104.
DOI: 10.1007/978-3-319-00293-4_8 c© Springer International Publishing Switzerland 2013



92 F. Dambreville

Thus, a variety of approach have been investigated for many contexts of the
sensor planning. Nevertheless, there is not as much works dedicated to the ques-
tion of modelling the sensor planning. In the inspiring work[18,19], Koopman
addressed initially this formalisation, priorly to sensor planning problem. In [20],
Le Cadre studied various practical case of use of the model of Koopman, and
deduced related parametrization of the models. Whatever, it appears that a
minimal effort is necessary for acquiring a good estimation of the parameters
modelling our sensor planning. In the case of a reproducible scenario, it is pos-
sible to learn such parameters. However, there are cases where a prior learning
of the parameters is clearly impossible. Such cases hold typically when the plan-
ning team has a limited control on the sensors, and relies on sub-processes or
on sub-teams in order to implement the sensors or compute their performance
parameters. Learning the parameters is generally not possible in such case, since
any experiment on the sensors is a request to a sub-process, which is generally
done at the expense of limited resources.

The main purpose of this paper is to handle the sensor planning as a bi-level
optimization, involving:

– The improvement of the prior knowledge on the mission. This is done by
planning probing experiments, which result in requests to sub-processes,

– The optimal sensor planning on the basis of the enhanced prior.

This problem is related to some issues in optimal experiment planning. Espe-
cially in [21,22], approaches (inspired from kriging) are proposed in order to plan
experiments when the model of measure is known imperfectly. In such approach,
the experiments are optimized in order to both enhance the measure model and
the measure plan. The problem considered in this paper is somewhat different:
the resources allocable for enhancing the models are distinct to the resources
allocable for performing the mission.

In the first section 2 of this paper, we propose a general formalisation of the
sensor planning with experiment sub-processes. In section 3, a rare-event simu-
lation approach is proposed for solving this bi-level sensor planning. Section 4
presents a scenario and numerical results. Section 5 concludes.

2 Sensor Planning with Experiment Sub-processes

We are interested in the general problem of optimizing the planning of a sen-
sors so as to accomplish an observation mission. A main and first issue in such
optimization problem is the modelling of the formal optimization criterion and
constraints. This is prerequisite to any practical sensor planning process, and
it appears that the models are known with significant model noise. Two conse-
quences are implied. First, it is not necessary to obtain an accurate optimum
for a function when it is known to be noisy; smoothed criteria, derived from the
expectation of the model, are much more relevant. Second, it is interesting to
harvest additional information , so as to reduce this model noise. This is ob-
tained by probing experiments, which are resources expensive. A balance has to
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be decided between the experiment expense and the final accuracy of the optimal
sensor planning.

Our approach to this problem is formalized in section 2.2. In this paper, we
model the mission criterion to be optimized by means of the function (d, ε) �→
f(d, ε), which is dependent on both a decision parameter d to be optimized and
on a noise parameter ε which encompass the uncertainty about the model. It is
interesting to present as an introduction the well known Efficient Global Opti-
mization, which is a reference method applicable to a sub-case of this problem.

2.1 Efficient Global Optimization

The EGO is a method for optimizing an unknown function by planning efficiently
the point-evaluations of this function: a point evaluation is seen as an experiment
which will enhance a modelling of the actual but unknown criterion function.
EGO as introduced in [21], is based on a kriging interpolation model, with a
spatial Gaussian noise, of the criterion function, which takes the form of the
following functional prior:

f(d) = p(d)Tb+ Z(d) ,

where b = b1:N is a model parameter (typically known with a flat prior),
p = p1:N is a predefined functional basis by which the function f is interpo-
lated, and Z is a model spatial Gaussian law with zero-mean and a covariance
Cov(Z(d), Z(d′)) = K(d − d′), which is typically dependant on a distance be-
tween the decision parameters. Being given this prior model, the estimate of the
function (and of its minimizer) is computed with increasing accuracy by evaluat-
ing the real criterion function on a sequence of experimental decisions {dk}. Of
course, each experiment implies a cost, and the sequence of experiment has to
be optimized. Jones and al [21] proposed to optimize each step of experiment by
maximizing a criterion based on the estimated function d �→ f̂(d) and the vari-
ance of the prediction error, d �→ σ̂(d) computed from the model and previous
experimental measures. A common criterion for choosing a new experimental
decision dk+1 is to maximize the Expected Improvement (EI), which is given by:

dk+1 ∈ argmax
d
EI(d) , with EI(d) = σ̂(dk+1)(uΦ(u) + φ(u)) ,

where:

u =
mini=1:k f(di)− f̂(d)

σ̂(d)
.

There has been many successful applications and extensions of the EGO algo-
rithm during the last years [22].

In this paper, however, we will consider a different optimization scheme, in
the sense that the experiment processes and the functional evaluation will not
work on the same variables: we will not be able to probe the decision dk+1

directly; instead, we will request and experiment rk+1 which is not in the same
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space than dk+1. For solving this problem, a direct simulation-based approach
will be proposed. Notice that it is probably possible to consider extensions of
the EGO algorithm to the problem formalized subsequently, for example by
handling variables r,d as a joint variable, and defining a function prior on this
joint variable. This approach is not considered in this paper.

2.2 Formalisation of a Direct Approach

From now on, we are studying a bi-level sensor planning, involving a first stage of
model improvement by means of experiment request and a second stage of sensor
planning on the basis of the corrected model. This problem is characterized by:

variables: process variables; noise variables; control variable, including deci-
sions and experiment requests,

Known functions and parameters: noise-dependant objective function; cost
function; cumulative cost bound,

Prior probabilistic laws: model noise; measure law.

Criterion and Constraints

Definition of the variables

– d ∈ D is a variable describing the decision of the sensor planner. This variable
is intended to be optimized. The set D encompasses all the possible control
decision of the planner,

– ε ∈ E is a variable describing the error of the model. The value ε is obtained
from a known random process, and the planner cannot control this value.

– r1:N ∈ R are variables describing a sequence of N experiments requested by
the planner. These variables are intended to be optimized, but N is assumed
as a known parameter of the problem. The set R encompasses all possible
experiments likely to be required by the planner. The planner does these
requests before deciding for a control of the sensor. These experiments are
intended to reduce the uncertainty about the noise ε,

– m1:N ∈M are variables describing a sequence of N measures resulting from
the requested experiments r1:N . The set M encompasses all possible mea-
sures.

Definition of the parameters and functions

– (d, ε) �→ f(d, ε) is the objective function to be maximized. It depends both
on the decision variable and on the model error,

– r �→ γ(r) is a positively valued cost function. This function evaluates the
cost of the experiments,

– Γ is the cumulative cost bound. The sum of all experiment costs cannot
exceed this value.
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Definition of the laws

– ε �→ p(ε) is the law of the error of model.
– (m, r, ε) �→ p(m|r, ε) is the law of measure conditionally to the request and

model error. It is assumed that the measures are obtained independently.

Criterion and Constraints

Criterion. The success of the mission is evaluated by means of the criterion
function f . The purpose is to optimize the decision d so as to maximize the
expected success; the expectation is computed according to the law of the model
error, conditionally to the requested experiments and resulting measures:

max
d∈D

∫
ε∈E

p(ε|m1:N , r1:N )f(d, ε) dε .

The entire bi-level planning also involves the choice of a sequence of experiments,
priorly to the mission:

max
r1:N∈R

∫
m1:N∈M

p(m1:N |r1:N )max
d∈D

∫
ε∈E

p(ε|m1:N , r1:N )f(d, ε) dε dm1:N .

Combining the model and measure law in a same joint law, the entire criterion
is equivalently rewritten:

max
r1:N∈R

∫
m1:N∈M

max
d∈D

∫
ε∈E

p(ε,m1:N |r1:N )f(d, ε) dε dm1:N , (1)

where:

p(ε,m1:N |r1:N ) = p(ε)
∏

n=1:N

p(mn|rn, ε) . (2)

The optimization (1) may as well be rewritten:

max
r1:N

max
m1:N �→d

∫
m1:N∈M,ε∈E

p(ε,m1:N |r1:N )f
(
d(m1:N ), ε

)
dε dm1:N , (3)

Constraints. The only constraint is resulting form the cumulative cost bound
for the experiments: ∑

n=1:N

γ(rn) ≤ Γ . (4)

Bi-Level Optimization Problems. Summing up both (1) and (4), the opti-
mization problem comes as follows:

Solve argmax
r1:N

max
m1:N �→d

∫
m1:N∈M,ε∈E

p(ε,m1:N |r1:N )f
(
d(m1:N ), ε

)
dε dm1:N , (5)

Under constraint
∑

n=1:N

γ(rn) ≤ Γ . (6)
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Sometime, it is useful to reformulate this problem as an optimization on para-
metric laws :

Solve argmax
π∈Π

∫
m1:N∈M,ε∈E

p(ε,m1:N |r1:N )π(d, r1:N |m1:N )f(d, ε) dε dm1:N ,

(7)

whereΠ is a family of conditional laws π(d, r1:N |m1:N ) which are compliant with
constraint (4). As shown in [17], reformulations based on parametric laws are
efficiently used for approximating such optimization problem. These questions
are outside the scope of this paper however.

Sub-case of interest. In section 4, two scenarios are proposed where the measures
are reduced to a detection/non detection paradigm. For convenience, it is also
assumed that:

Γ = N and γ = 1 , (8)

so that:

Constraint (6) is removed. (9)

All measures are assumed independent, so that multiple experiment will multi-
plicatively decrease the probability of non detection. There are two way to handle
this, depending whether the measure processes are discrete or continuous.

Discrete case: In this case, each experiment r ∈ R is related to a predicate
Xr(ε) which may be true or false depending on the value of ε. Conditionally to
the hypothesis that Xr is true, it is assumed that each request to experiment
r will result in a positive confirmation (i.e. detection d) with probability
θ(r) ∈ [0, 1] . Otherwise, the confirmation is negative (i.e. non detection nd).
The measure set and the measure probability are then defined as follows:

M = {d,nd} and
{
p(d|r, ε) = θ(r) if Xr(ε) = true .
p(d|r, ε) = 0 if Xr(ε) = false .

. (10)

Continuous case: In this case, it is considered that the requests are imple-
mented continuously, so that a request takes the form of a ratio of time
dedicated to an experiment. It is defined the set K of experiments (in this
case, the experiments k ∈ K are distinguished from the requests). Instead
of making N sequential requests, we will do a single, but vectorial, request.
The (single) measure is a vector of confirmation for all possible experiment.
As a consequence, N , M and R are defined as follows:

N = 1 , (11)

M = {d,nd}K , (12)

R =

{
ρK ∈ IR+K

/ ∑
k∈K

ckρk = C

}
, (13)

where ck is a cost rate for request k and C is a cumulative cost bound.
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Now, an experiment k ∈ K is related to a predicate Xk(ε) which may
be true or false depending on the value of ε. Conditionally to the hypothesis
that Xk is true, it is assumed that each request ρk to an experiment k
will result in a positive confirmation (i.e. detection d) with the exponential
probability 1− exp(−ωkρk) , where ωk is a detection rate characterizing the
infinitesimal probability of detection. Otherwise, the confirmation is negative
(i.e. non detection nd). The measure probability is then defined as follows:

For any mK ∈M, p(mK |ρK , ε) =
∏
k∈K

pk(mk|ρk, ε) (14)

where
{
pk(d|ρk, ε) = 1− exp(−ωkρk) if Xk(ε) = true .
pk(d|ρk, ε) = 0 if Xr(ε) = false .

.

(15)

These cases of interest will be implemented in the scenarios of section 4.

3 A Rare-Event Simulation-Based Implementation

A mathematical approach for solving problem (5) and corollaries is not straight-
forward, and would need more refinement on the model. On the other hand, this
problem is well suited to simulation approaches, especially as the optimization
criterion is obtained by means of an expectation. Especially, we are interested in
model-based simulation approaches, which encompass the cross-entropy method
(CE) created by Rubinstein [23], or the model reference adaptive search method
(MRAS) [24]. In the current stage of this work, the cross-entropy method (CE)
is implemented. The MRAS method seems promising but is not considered for
this paper.

3.1 The Cross-Entropy Method

It is assumed a IR-valued function y �→ ϕ(y) to be optimized for y ∈ Y . The
domain Y is probabilized. The purpose is to optimize y so as to maximize ϕ(y) :

max
y∈Y

ϕ(y) .

For solving this optimization, model-based simulation approaches have been pro-
posed, based on the following general synopsis:

– Generate samples by means of a parametric distribution,
– Evaluate the quality of the samples in accordance with the criterion function,
– Update the parametrized distribution by learning from the samples graded

with their quality.

Especially, the implementation of the Cross-Entropy method will involve the
following elements:
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– A sampling distributions family, π(·|λ) with λ ∈ Λ , which applies on variable
y,

– An increasing selection function, σ : IR→ [0, 1],
– A smoothing prameter θ ∈]0, 1].

The CE algorithm for maximizing ϕ(y) on the basis of π is derived as follows:

1. Initialize λ ∈ Λ ,
2. Generate S samples y1:S by means of π(·|λ) ,
3. Compute the weighting parameters σs = σ

(
ϕ(ys)

)
for all samples ys,

4. Learn λ̃ , by minimizing the Kullback-Leibler divergence with the weighted
samples:

λ̃ ∈ argmax
λ∈Λ

∑
s=1:S

σs lnπ(ys|λ) , (16)

5. Set λ = θλ+ (1 − θ)λ̃ ,
(it is assumed that this operation makes sense in Λ)

6. Repeat from step 2 until convergence.

It is noticed that the selection function may evolve with the iteration step and
the samples statistic. In the classical implementation of the CE for example,
the sample selection is based on the quantiles: being given the selection rate
ρ ∈]0, 1[ , the "ρS# best samples are selected. In this case, the selection function
is computed as follows:

– Build γ ∈ IR and Σ ⊂ [[ 1, S ]] such that:

card (Σ) = "ρS# , and ϕ(y) ≤ γ ≤ ϕ(z) for any y ∈ [[ 1, S ]] \Σ et z ∈ Σ ,

– Define σ(ϕ) = I[ϕ ≥ γ] , where:

I[true] = 1 and I[false] = 0 . (17)

This selection principle will be used in this work.

3.2 Implementation of the Sub-cases of Interest

The point here is to define the evaluation function, the sampling family and the
learning step for the discrete case and the continuous case. The choice of the
selection rate and of the smoothing parameter is not difficult in practice.

In the scenario of section 4, the decisions d are same-dimension real vectors.

Subcase of Interest: Discrete Case

Evaluation function. The evaluation function is defined by:

ϕ((m1:N �→ d), r1:N ) =

∫
m1:N∈M,ε∈E

p(ε,m1:N |r1:N )f
(
d(m1:N ), ε

)
dε dm1:N .

(18)
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By defining explicitly a function of measure m = μ(r, ε, ν), where ν is a noise of
law p(ν), the function ϕ is equivalently rewritten:

ϕ((m1:N �→ d), r1:N ) =

∫
ν,ε

p(ε)p(ν)f
(
d
(
μ(r1, ε, ν), · · · , μ(rN , ε, ν)

)
, ε
)
dε dν ,

(19)

which is computed by means of a Monte-Carlo simulation on the variables (ε, ν).

Sampling family. In our examples, the variable
(
(m1:N �→ d), r1:N

)
is sampled

by the means of the family:

(d, r;m) �→ Nd(d|μm, Σm)× πr(r1:N ) , (20)

where Nd is any multivariate Gaussian law on d (defined conditionally to m)
and πr is any discrete law defined on r1:N . The family parameter is λ =(
(μm, Σm)m, πr

)
.

Distribution update. The optimisation (16) is easy and implies an empirical
estimation of the law parameters:

π̃r(r) =
∑
s

σsI[rs = r]
/ ∑

s

σs , (21)

μ̃m =
∑
s

σsI[ms = m]ds

/ ∑
s

σsI[ms = m] , (22)

Σ̃m =
∑
s

σsI[ms = m](ds − μ̃m)(ds − μ̃m)T
/ ∑

s

σsI[ms = m] . (23)

The values (ds,ms, rs) are issued from sample s.

Subcase of Interest: Continuous Case

Evaluation function. The evaluation function is defined by:

ϕ((mK �→ d), ρK) =

∫
mK∈M,ε∈E

p(ε,mK |ρK)f
(
d(mK), ε

)
dε dmK . (24)

By defining explicitly a function of measure mk = μk(ρk, ε, ν), where ν is a noise
of law p(ν), the function ϕ is equivalently rewritten:

ϕ((mK �→ d), ρK) =

∫
ν,ε

p(ε)p(ν)f
(
d
(
μk(ρk, ε, ν)

∣∣k ∈ K)
, ε
)
dε dν , (25)

which is computed by means of a Monte-Carlo simulation on the variables (ε, ν).
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Sampling family. In our examples, the variable ρK is derived by a bijective
transform from a real vector �K of dimension card (K)−1. The variable

(
(mK �→

d), �K
)

is sampled by the means of the family:

(d, r;m) �→ Nd(d|μm, Σm)×N�(�|μ�, Σ�) , (26)

where Nd is any multivariate Gaussian law on d (defined conditionally to m)
and N� is any multivariate Gaussian law on r1:N . The family parameter is
λ =

(
(μm, Σm)m, μ�, Σ�

)
.

Distribution update. The optimisation (16) is easy and implies an empirical
estimation of the law parameters:

μ̃� =
∑
s

σs�s

/ ∑
s

σs , (27)

Σ̃� =
∑
s

σs(�s − μ̃�)(�s − μ̃�)T
/ ∑

s

σs , (28)

μ̃m =
∑
s

σsI[ms = m]ds

/ ∑
s

σsI[ms = m] , (29)

Σ̃m =
∑
s

σsI[ms = m](ds − μ̃m)(ds − μ̃m)T
/ ∑

s

σsI[ms = m] . (30)

The values (ds,ms, �s) are issued from sample s.

4 Scenario and Numerical Results

4.1 Scenario

The mission is to intercept a target (symbolized by a smiley on picture 4), which
is hidden within the theatre. In order intercept this target, the planer has to
position a patrol as close as possible to the target. Then, this patrol will proceed
to the search of the target and to its interception.

At the early beginning of the mission, the position of the target is known
with uncertainty, and this uncertainty is characterized by means of a Gaussian
distribution. In order to enhance this prior knowledge, the planner may request
some teams, which will collect information in the neighbourhood about the tar-
get, and if it is in the neighbourhood, it will assert the presence of the target
with a given probability.

The problem is then to:

1. Select the teams to request,
2. Plan the patrol in regards to the earned information.

Sensors are positioned regularly on a grid. The position, range and detection
probabilities of the team are indicated in picture 1 and 2. These pictures respect
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the relative dimension of these parameters. These parameters, position, range
(R), detection probability, are given subsequently in this order:

(−1, 1), R = 1, 0.3 (0, 1), R = 1, 0.5 (1, 1), R = 1.5, 0.25
(−1, 0), R = 0.9, 0.8 (0, 0), R = 0.5, 0.5 (1, 0), R = 1, 0.25
(−1,−1), R = 1.2, 0.3 (0,−1), R = 1, 0.8 (1,−1), R = 1, 0.1

Sensors grid with range / detection probability

The target is known with a Gaussian uncertainty with mean μT and covariance
ΣT :

μT =

(
0.5
0.25

)
and ΣT =

(
2 1
1 1

)
The target uncertainty is indicated in picture 3. The evaluation criterion of the
mission is the estimated distance between the patrol and the target, as indicated
in picture 4.

Target uncertainty / criterion: distance(target,sensor)



102 F. Dambreville

The parameters for the CE optimization are ρ = α = 0.15 and the number of
samples S = 100. The Monte-Carlo expectation is computed by means of 1000
particles. For the subsequent examples, the convergence is considered achieved
after 100 to 200 iterations.

4.2 Results

Test 1 and test 2. Test 1 and test 2 are both about discrete requests of experi-
ment. In test 1, however, only 1 request is done, while 8 are done in test 2.

Picture 5 indicate the result of the planning for test 1. Team 4 (in green) is
requested and it is shown the decided patrol positioning: this position depends
on detection (moon) or non-detection (sun). These results are compliant with
the setting of the problem.

Picture 6 indicate the result of the planning for test 2. Teams 4 (2×), 5 (1×),
7 (3×), 8 (1×) and 9 (1×) (in green) are requested. It is not possible to give here
the patrol positioning, since there are actually 32 possible cases. Again, these
results are compliant with the setting of the problem.

Planning with 1 request / Planning with 8 request

Test 3. This test implements the subcase with continuous requests of experi-
ments. The scenario parameters are identical, with 9 possible requests, K = {1 :
9}. In addition, the cumulative cost bound is C = 10, and the cost rates cK and
detection rates ωK are given by the subsequent table:

c1 = 5, ω1 = 0.36 c2 = 25, ω2 = 0.69 c3 = 10, ω3 = 0.29
c4 = 10, ω4 = 1.61 c5 = 30, ω5 = 0.69 c6 = 2, ω6 = 0.29
c7 = 10, ω7 = 0.36 c8 = 20, ω8 = 1.61 c9 = 5, ω9 = 0.11

As a result, the following table indicates the optimized efforts ρK :

ρ1 = 0.24 ρ2 = 0.03 ρ3 = 0.09
ρ4 = 0.58 ρ5 = 0.01 ρ6 = 0.10
ρ7 = 0.02 ρ8 = 0.03 ρ9 = 0.03
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Interpretation of these last results is not so easy, although it is noticed that the
optimization does the balance between the cost and detection rates.

5 Conclusion

In this paper we considered a bi-level optimization problem consisting in a first
experiment request stage and in a final mission optimization stage. The first
stage is dedicated to the improvement of the prior model, which is known with
parameter uncertainty and condition the main objective. This problem is related
to the domain of experiment plan optimization. We propose an original formal-
ization and optimization method for this problem. Our solving approach is based
on simulation methods. Our algorithm has been tested on a target search and
interception scenario. The result is promising.
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Abstract. The usual frameworks for image classification involve three
steps: extracting features, building codebook and encoding features, and
training the classifiers with a standard classification algorithm. How-
ever, the task complexity becomes very large when performing on a large
dataset ImageNet [1] containing more than 14M images and 21K classes.
The complexity is about the time needed to perform each task and the
memory. In this paper, we propose an efficient framework for large scale
image classification. We extend LIBLINEAR developed by Rong-En Fan
[2] in two ways: (1) The first one is to build the balanced bagging classi-
fiers with under-sampling strategy. Our algorithm avoids training on full
data, and the training process rapidly converges to the solution, (2) The
second one is to parallelize the training process of all classifiers with a
multi-core computer. The evaluation on the 100 largest classes of Ima-
geNet shows that our approach is 10 times faster than the original LIB-
LINEAR, 157 times faster than our parallel version of LIBSVM and 690
times faster than OCAS [3]. Furthermore, a lot of information is lost in
quantization step and the obtained bag-of-words is not enough discrim-
inative power for classification. Therefore, we propose a novel approach
using several local descriptors simultaneously.

Keywords: Large Scale Visual Classification, High Performance Com-
puting, Balanced Bagging, Parallel Support Vector Machines.

1 Introduction

Image classification is one of the important research topics in the areas of com-
puter vision and machine learning. Local image features and bag-of-words model
(BoW) is the core of state-of-the-art image classification systems. The usual im-
age classification frameworks involve tree steps: 1) extracting features, 2) build-
ing codebook and encoding features, and 3) training classifiers. Step 1 is to
extract local image features: the recent popular choices are SIFT [4], SURF [5],

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 105–116.
DOI: 10.1007/978-3-319-00293-4_9 c© Springer International Publishing Switzerland 2013
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and dense SIFT (DSIFT) [6]. Step 2 is to build codebook and encode features: k-
means clustering algorithm is the popular choice to build codebook, BoW model
is used to encode features. Step 3 is to train classifiers: many systems choose
either non-linear or linear kernel SVMs. All these frameworks are evaluated on
small datasets, e.g. Caltech 101 [7], Caltech 256 [8], and PASCAL VOC [9] that
can fit into desktop memory. However, the emergence of ImageNet makes the
complexity of image classification become very large. This challenge motivates
us to study an efficient framework in both computation time and classification
accuracy. In this paper, we show how to address this challenge and achieve good
results over the usual frameworks. Our key contributions include:

1. Develop a balanced bagging algorithm for training the binary classifiers of
LIBLINEAR. Our algorithm avoids training on full dataset, and the training
process rapidly converges to the optimal solution.

2. Parallelize the training process of the binary classifiers of LINLINEAR
based on high performance computing models. In the training step, we apply
our balanced bagging algorithm to get the best performance.

3. Propose a novel approach using different feature types and show how to
combine them by using multi-feature and multi-codebook approach.

2 Related Work

Large Scale Image Classification: Many previous works on image classifi-
cation have relied on BoW model [10], local feature quantization, and support
vector machines. This model can be enhanced by multi-scale spatial pyramids
(SPM) [11] on BoW. Fergus et al. [12] study semi-supervised learning on 126
hand labeled Tiny Images categories, Wang et al. [13] show classification on a
maximum of 315 categories. Li et al. [14] do research with landmark classification
on a collection of 500 landmarks and 2 million images. On a small subset of 10
classes, they could improve BoW classification by increasing the visual vocabu-
lary up to 80K visual words. To make large scale learning more practical, many
researchers are beginning to study strategies where the data is first transformed
by a nonlinear mapping induced by a particular kernel and then efficient linear
classifiers are trained in the resulting space [15]. However, the state-of-the-art
techniques [16], [9] need a lot of time and thus it is difficult to scale-up to large
datasets. The difference between our work and previous studies is related to take
into account parallel algorithms to speedup two processes: extracting features
and training classifiers.

Image Signature: Computing the signature of an image based on BoW model
includes three steps: 1) feature detection, 2) feature description, and 3) code-
book generation. Recent works have studied these steps and achieved impressive
improvements. However, in each processing step there exist a significant amount
of lost information, and the resulting visual-words are not enough discrimina-
tive for image classification. Many approaches have been proposed to solve this
challenge. In the feature detection step, multiple local features are grouped to
obtain a more global and discriminative feature. In the feature description step,
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high-dimensional descriptors enhanced by other information have been stud-
ied to get more image information [17]. In the codebook generation step, many
approaches have proposed efficient quantizers or codebooks that reduce quan-
tization errors and preserve more information of feature descriptors [18]. We
have a more general view for all these steps and propose a novel approach that
combines both multi-feature and multi-codebook approach to construct the fi-
nal image signature. Our approach aims to increase the discriminative power of
image signatures by embedding more useful information from the original image
features. In multi-feature and multi-codebook approach, first BoW of images for
each feature channel is constructed based on their corresponding codebook. The
result is a bag-of-BoW for all feature types and we call it a bag-of-visual packets
or a bag-of-packets. Finally, all BoW in the bag-of-packets are concatenated to
form the image signature, as shown in Fig. 1. Our approach is novel in the way
the image signature is constructed, that improves the discriminative power of
image signature. This is the major difference between our approach and previous
studies.

3 Classifiers

The first step of our framework is to extract SIFT, SURF and DSIFT. These
features have been proven to be successful in vision tasks. Before training clas-
sifiers, we use multi-feature and multi-codebook approach to construct image
signatures.

3.1 Multi-feature and Multi-codebook

The high intraclass variability of images in the same class of ImageNet is a real
challenge for image classification systems. Many previous works try to design
a robust image feature which is invariant to image transformation, illumination
and scale changes. There are some improvements when using robust features, but
it is clear that none of feature descriptors have the same discriminative power
for all classes. For instance, the features based on shape information might be
useful when classifying photos with the same geometric direction. However, it
will not be sufficient when the images are rotated or the objects are taken a shot
in different camera angles. In this case, the appropriate choice should be the
features based on interesting keypoints (e.g. SIFT). Obviously, instead of using
a single feature type for all classes we can combine many different feature types
to get higher classification accuracy. In this section, we present a novel multi-
feature and multi-codebook approach and show how to combine these features.

Let a set of all different feature descriptor types extracted from an image i be
F = {f ji }, where f

j
i are the descriptors of feature type j extracted from image

i, M is the number of feature types, and j = 1, ..,M . In our approach BoW
histograms of each feature type are constructed based on their corresponding
codebook, as shown in Fig. 1. Instead of using a single codebook for constructing
the final image signature, we use multiple codebooks {C1, C2, ..., CM} that are
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Fig. 1. Construct bag-of-packets based on multi-feature and multi-codebook approach

built from different feature types. More specifically, the codebook Cj is used
to construct BoW histogram hji for feature descriptors f ji ∈ F . Then all BoW

histograms hji are concatenated to form the final image signatureHi. As a result,
for each image i, we obtain Hi with M elements Hi = {h1i , h2i , ..., hMi }. For
simplicity, we call Hi a ¨bag-of-packets¨ (BoP) that is the final image signature
constructed based on different codebooks of the original image i. A BoP is more
discriminative than an usual BoW because two BoP Hi and Hj are considered
identical if and only if their corresponding BoW are identical. Formally, it takes
the intersection of the BoW elements from multiple features:

(Hi = Hj) ≡ (h1i = h1j) ∧ (h2i = h2j) ∧ ... ∧ (hMi = hMj ) (1)

3.2 LIBLINEAR Support Vector Machines

Let us consider a binary linear classification task with m datapoints in a n-
dimensional input space x1, x2, . . . , xm having corresponding labels yi = ±1.
SVM classification algorithm [19] aims to find the best separating surface as
being furthest from both classes. It can simultaneously maximize the margin
between the support planes for each class and minimize the error. This can be
performed through the quadratic program (2).

minα(1/2)

m∑
i=1

m∑
j=1

yiyjαiαj〈xi · xj〉 −
m∑
i=1

αi

s.t.

⎧⎪⎨⎪⎩
m∑
i=1

yiαi = 0

0 ≤ αi ≤ C ∀i = 1, 2, ...,m

(2)

where C is a positive constant used to tune the margin and the error.
The support vectors (for which αi > 0) are given by the solution of the

quadratic program (2), and then, the separating surface and the scalar b are
determined by the support vectors. The classification of a new data point x is
based on:

sign(

#SV∑
i=1

yiαi〈x · xi〉 − b) (3)
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Variations on SVM algorithms use different classification functions. No algorith-
mic changes are required from the usual linear inner product 〈x · xi〉 to kernel
function K〈x ·xi〉 other than the modification of the kernel evaluation, including
a polynomial function of degree d, a RBF (Radial Basis Function) or a sigmoid
function. We can get different support vector classification models.

LIBLINEAR proposed by [2] uses a dual coordinate descent method for deal-
ing with linear SVM using L1- and L2-loss functions. And then, LIBLINEAR
is simple and reaches an ε-accurate solution in O(log(1/ε)) iterations. The al-
gorithm is much faster than state of the art solvers such as LibSVM [20] or
SVMperf [21].

3.3 Improving LIBLINEAR for Large Number of Classes

Most SVM algorithms are only able to deal with a two-class problem. There are
several extensions of binary classification SVM solver to multi-class (k classes,
k ≥ 3) classification tasks. The state-of-the-art multi-class SVMs are categorized
into two types of approaches. The first one is considering the multi-class case in
one optimization problem [22], [23]. The second one is decomposing multi-class
into a series of binary SVMs, including one-versus-all [19], one-versus-one [24]
and Decision Directed Acyclic Graph [25]. Recently, hierarchical methods for
multi-class SVM [26], [27] start from the whole data set, hierarchically divide
the data into two subsets until every subset consists of only one class.

In practice, one-versus-all, one-versus-one are the most popular methods due
to their simplicity. Let us consider k classes (k > 2). The one-versus-all strategy
builds k different classifiers where the ith classifier separates the ith class from
the rest. The one-versus-one strategy constructs k(k − 1)/2 classifiers, using all
the binary pairwise combinations of the k classes. The class is then predicted
with a majority vote.

When dealing with very large number of classes, e.g. hundreds of classes,
the one-versus-one strategy is too expensive because it needs to train many
thousands of classifiers. Therefore, the one-versus-all strategy becomes popular
in this case. LIBLINEAR SVM algorithm also uses the one-versus-all approach
to train independently k binary classifiers. However, the current LIBLINEAR
SVM needs very long time to classify very large number of classes.

Due to this problem, we propose two ways for speed-up learning tasks of
LIBLINEAR SVM. The first one is to build the balanced bagging classifiers
with sampling strategy. The second one is to parallelize the training task of all
classifiers with multi-core computers.

Balanced Bagging LIBLINEAR. In the one-versus-all approach, the learn-
ing task of LIBLINEAR SVM is try to separate the ith class (positive class) from
the k − 1 other classes (negative class). For very large number of classes, e.g.
100 classes, this leads to the extreme unbalance between the positive class and
the negative class. The problem is well-known as the class imbalance. As sum-
marized by the review papers [28], [29], [30] and the very comprehensive papers
[31], [32], solutions to the class imbalance problems were proposed both at the
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data and algorithmic level. At the data level, these algorithms change the class
distribution, including over-sampling the minority class or under-sampling the
majority class. At the algorithmic level, the solution is to re-balance the error
rate by weighting each type of error with the corresponding cost. Our balanced
bagging LIBLINEAR SVM belongs to the first approach (forms of re-sampling).
Furthermore, the class prior probabilities in this context are highly unequal (e.g.
the distribution of the positive class is 1% in the 100 classes classification prob-
lem), and over-sampling the minority class is very expensive. We propose the
balanced bagging LIBLINEAR SVM using under-sampling the majority class
(negative class).

For separating the ith class (positive class) from the rest (negative class), the
balanced bagging LIBLINEAR SVM trains T models as shown in algorithm 1.

Algorithm 1. Balanced bagging LIBLINEAR SVM

input :
Dp the training data of the positive class
Dn the training data of the negative class
T the number of base learners

output:
LIBLINEAR SVM model

Learn:
for k ← 1 to T do

1. The subset D′
n is created by sampling without replacement |D′

n|
negative

datapoints from Dn (with |D′
n| = |Dp|)

2. Build a LIBLINEAR SVM model using the training set (including Dp

and D′
n)

end
combine T models into the aggregated LIBLINEAR SVM model

We remark that the margin can be seen as the minimum distance between two
convex hulls, Hp of the positive class and Hn of the negative class (the farthest
distance between the two classes). Under-sampling the negative class (D′

n) done
by balanced bagging can increase the minimum distance between Hp and H ′

n

(the reduced convex hull of Hn). It can be easier to achieve the largest margin
than learning on the full dataset. Therefore, the training task of LIBLINEAR
SVM is fast to converge to the solution. According to our experiments, by setting

T =
√

|Dn|
|Dp| , the balanced bagging LIBLINEAR SVM achieves good results in

very fast training speed.

Parallel LIBLINEAR Training. Although LIBLINEAR SVM and balanced
bagging LIBLINEAR SVM deal with very large dataset with high speed, they
do not take into account the benefits of high performance computing, e.g. multi-
core computers. Furthermore, both LIBLINEAR SVM and balanced bagging
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LIBLINEAR SVM train independently k binary classifiers for k classes problems.
This is a nice property for parallel learning. Our investigation aims to speed-up
training tasks of multi-class LIBLINEAR SVM, balanced bagging LIBLINEAR
SVM with multi-processor computers. The idea is to learn k binary classifiers in
parallel.

Algorithm 2. OpenMP parallel LIBLINEAR SVM

input :
D the training dataset with k classes

output:
LIBLINEAR SVM model

Learn:

#pragma omp parallel for
for i ← 1 to k do

Build a binary LIBLINEAR SVM model using the training set D to
separate the positive class ith from the rest.

end

The parallel programming is currently based on two major models, Message
Passing Interface (MPI) [33] and Open Multiprocessing (OpenMP) [34]. MPI is
a standardized and portable message-passing mechanism for distributed memory
systems. MPI remains the dominant model (high performance, scalability, and
portability) used in high-performance computing today. However, a MPI process
loads the whole dataset (∼ 20GB) into memory during learning tasks, making it
intractable. The simplest development of parallel LIBLINEAR SVM algorithms
is based on the shared memory multiprocessing programming model OpenMP.
The parallel LIBLINEAR SVM algorithm is described in algorithm 2.

4 Experiments and Results

Our approach is evaluated on the 100 largest classes of ImageNet. We sample
50% images for training and 50% images for testing.

4.1 Parallel Extracting Feature and Constructing Bag-of-packets

We perform experiments on an Intel(R) Xeon(R), 2.67GHz computer. Depending
on parameters setting, extracting time of features (e.g. SIFT) of an image ranges
from 0.46 to 1 second. To process the 100 largest classes, it would take from 1
to 2 days. Therefore, it is difficult to scale-up to the full ImageNet because if it
takes 1 second per image for extracting features then we need 14M x 1 second
� 162 days. To reduce extracting time, we apply parallel algorithms.

SIFT/DSIFT. VLFeat, a free version for extracting SIFTs, can be downloaded
from the author’s homepage (www.vlfeat.org). We use 8 CPU cores to extract
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Fig. 2. Training time of SVM classifiers

features in a parallel way. We need 3 hours 30 minutes to extract more than 3
billions DSIFTs from the training dataset. That means it takes � 0.14 second
to extract features from an image. Therefore, with the full ImageNet, it would
take 0.14s x 14M � 22 days.

Parallel SURF. Parallel SURF is a fast parallel version of SURF maintained
by David Gossow [35]. We also use 8 CPU cores to extract features. We need
3 hours 18 minutes to extract more than 72 millions SURFs from the training
dataset. That means it takes � 0.13 second to extract features from an image.
Therefore, with the full ImageNet, it would take 0.13s x 14M � 21 days.

Parallel Constructing Bag-of-packets. In BoW model, one of the steps that
takes a long time is to build codebook. With a large dataset we need to get a large
amount of datapoints to build a discriminative codebook, so this task becomes
very large in time complexity. One of the popular choices is k-means algorithm.
The original implementation of k-means takes many days to convergence, so
we use parallel k-means of Wei Dong (http://www.cs.princeton.edu/∼wdong/-
kmeans). When we use n codebooks for constructing BoP of images, it means
we need n more times to finish. To reduce the computation time, we perform
this process in a parallel way. Consequently, the total time is the same as the
largest individual standard approach.

4.2 Training Time and Classification Accuracy

The linear kernel on the classical histogram based feature gives very poor accu-
racy on image classification. Therefore, once BoW histograms are constructed,
some recent image classification systems use feature map to convert BoW his-
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Fig. 3. Training time of linear SVM classifiers

tograms from initial space to higher-dimensional space. This step is useful when
one want to stick to the efficient linear classifiers [36]. The result is the im-
age signatures in high-dimension space that ensure non-linear separability of
the classes. Notice that before training classifiers, we should normalize BoW
histograms, so that the image size does not influence histogram counts. In the
experiments we use L1-Norm to normalize BoW histograms and then convert
them to higher-dimensional space by using homogeneous kernel map from [16].
In this section we want to compare the performance of two parallel versions of
LIBLINEAR with the original one, LIBSVM and OCAS in terms of training
time and classification accuracy. The training time of LIBSVM is too high, so
we develop a parallel version of LIBSVM (pLIBSVM) by parallelizing the task
of computing kernel values in the matrices of various formulations. This allow
us train pLIBSVM on a large dataset in reasonable time. In the experiments, we
use RBF kernel to train pLIBSVM classifiers and use 8 CPU cores on the same
computer as in section 4.1.

OpenMP LIBLINEAR. To evaluate the performance of OpenMP version of
LIBLINEAR (omp-LIBLINEAR), we compare it with LIBLINEAR, OCAS, and
pLIBSVM. In terms of training time, omp-LIBLINEAR achieves a significant
speedup in training process with 8 OpenMP threads. As shown in Fig. 2, in the
case of combination of 3 feature types, our implementation is 3.8 times faster
than the original LIBLINEAR, 61 times faster than pLIBSVM and 266 times
faster than OCAS. Furthermore, LIBLINEAR is comparable with pLIBSVM
and OCAS in terms of classification accuracy, as shown in Fig. 4.

OpenMP Balanced Bagging LIBLINEAR. By applying the balanced bag-
ging algorithm to OpenMP version of LIBLINEAR (omp-iLIBLINEAR), we also
significantly speedup the training process. As shown in Fig. 2 and 3, in the case of
combination of 3 feature types and with 8 OpenMP threads, omp-iLIBLINEAR
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Fig. 4. Overall accuracy of SVM classifiers. The final image signature is converted to
high-dimensional space.

is 10 times faster than LIBLINEAR, 157 times faster than pLIBSVM and 690
times faster than OCAS. Although omp-iLIBLINEAR run much faster than the
original one and other SVMs, it does not (or very few) compromise classification
accuracy, as shown in Fig. 4. This result confirms that our approach has a great
ability to scaleup to full ImageNet dataset.

Multi-feature and Multi-codebook. To evaluate the performance of multi-
feature and multi-codebook approach, we conduct the experiments for each single
feature SIFT, SURF and DSIFT. Then we perform classification by using simul-
taneously different feature types DSIFT+SURF and DSIFT+SURF+SIFT. As
shown in Fig. 4, in the case of training LIBLINEAR on the combination of 3
feature types, we significantly improve the performance of overall classification
accuracy to +33.01%, compared to a single feature type SIFT (this is a relative
improvement of more than 145%).

5 Conclusion and Future Work

We have proposed an efficient framework for large scale image classification.
In this framework, we have developed two parallel versions of LIBLINEAR.
The first one is to build the balanced bagging classifiers with under-sampling
strategy. The second one is to parallelize the training process of all classifiers
on a multi-core computer. In parallel versions we have applied our balanced
bagging algorithm to obtain the best performance. We have also presented a
novel approach using several different local features simultaneously to improve
the classification accuracy.

Our approach has been evaluated on the 100 largest classes of ImageNet. By
setting the number of threads to 8 on our computer, we achieves a significant
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speedup in training time without (or very few) compromise the classification
accuracy. Our implementation is 10 times faster than the original LIBLINEAR,
157 times faster than pLIBSVM and 690 times faster than OCAS. It is a roadmap
towards very large scale visual classification. In the future, we plan to develop a
hybrid MPI/OpenMP for LIBLINEAR and study how to combine global features
with local features to get more discriminative power of image signatures. That
will be a promising research for large scale image classification.
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Abstract. This paper presents a parallelization of a Constraint Pro-
gramming solver, OR-Tools1, using the parallel framework Bobpp [2].

An argument in support of this approach is that the parallelization
of algorithms searching for solutions in the research area is extensively
studied over the world.

The novelty presented here is the study of a parallelization for which
the control of the OR-Tools sequential search is limited. Using OR-Tools,
it is possible to record the path from the tree’s root to a node so as to
stop the search at a precise node. However, to start the search on a sub-
tree, the entire path from the root of the main tree to the root of the
sub-tree has to be replayed. This suggests that this leads to additional
costs during the search.

To thwart this problem, different strategies of load balancing are tried
to reduce the extra costs due to the redundant branches.

Keywords: Parallelism, Dynamic load balancing, Combinatorial
Optimization.

1 Introduction

The innovations in hardware architectures as the multi-core parallel machines
or MIC (Many Integrated Cores) and the progress in the field of parallelism
(architecture, systems, languages, execution environments and algorithms) have
created new challenges to design parallel tools such as a Constraint Programming
solver.

Constraint Programming is a method used to solve Constraint Satisfaction
Problems (CSPs), defined as mathematical processes used to solve artificial
intelligence problems or Operational Research problems.

CSPs are represented by both a set of variables and a set of constraints. Each
variable may receive a value defined in a domain. The aim is to affect values to
variables to satisfy all the constraints. As example, OR-Tools is a programming

� This work is funded by "PAJERO" OSEO-ISI project.
1 Developed by Google.
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constraint library developed by Google. It is a library that includes a set of tools
for Operational Research developed in C++.

OR-Tools [16] is an open source solver (Apache license 2.0) providing the
possibility to control the search from an external program. On one hand, the
algorithms used by this tool are executed sequentially, building a search-space
to find solutions. On the other hand, there are several frameworks which link
solvers and parallel machines in order to parallelize the search-space, as example:
BCP [21], PEBBL [6], PICO [10], ALPS [28,18,24], PUBB [23,22], PPBB [25],
Bobpp [9,14,4]. Numerous studies of parallelization of such algorithms were per-
formed as the studies of Divide and Conquer [11,7,8], Branch and Bound and
all its variations [3,12,5,4,13,1,19,24,9]. For CSP, several researches are avail-
able [17,20,15,26].

The team who develops OR-Tools is very dynamic, the library is regularly ex-
tended with new algorithms to improve the portion of Constraint Programming.
OR-Tools has been used in parallel, however, the parallelization is based on the
principle of portfolio.

The portfolio principle [27] is used to solve a problem by performing several
models of research (according to different strategies), the first model finding the
solution stops the search for other models. But the disadvantage is that each
model performs the search in sequential.

The present study is about using the parallel framework Bobpp to parallelize
the OR-Tools library without changing the library itself. Indeed, the paralleliza-
tion in this case is not planned from the beginning because of its difficulty
without a fundamental change in the source code. The notion of node is critical
to parallelize a tree-search based algorithm. To migrate a search from a core to
another one, we need to represent it in an object; for example, all data about
the history of the path and the changing data during the exploration of the
search-tree. The initial design of OR-Tools makes the library sequential, so this
notion of node could be clearly identified. However, the OR-Tools library pro-
vides mechanisms called monitor used to control research. Indeed, it is possible
to save the search branches and to stop or replay a branch.

The aim is to parallelize a search using multiple instances of the solver run-
ning on different computing cores. The Bobpp framework is used as the runtime
support. It proposes a set of search algorithms like Branch and Bound, Divide
and Conquer and A* algorithms using different methods of parallelism. The pur-
pose of this framework is to provide a unique environment for most classes of
Combinatorial Optimization problems which can be solved using different pro-
gramming environments like POSIX threads as well as MPI, or more specialized
libraries such as Athapascan/Kaapi [9].

Section 2 is about different strategies used to partition the search-tree. Sec-
tion 3 presents some experiments with Bobpp for several types of problems
modeled by OR-Tools on two types of parallel machines. Finally, a conclusion
and some perspectives are presented in section 4.



Partitioning Methods to Parallelize Constraint Programming Solver 119

2 Parallelization of the Search-Space

To parallelize any constraint programming solver we must take in consideration:
– The number of cores used,
– The type of communication between cores,
– If the constraints are shared between cores.

The majority of algorithms used to solve constraint problems creates a search-
space under the form of a search-tree, it explores the search-tree in order to
retrieve the first or all the possible solutions. The search-tree is made of three
types of nodes: the root, the internal nodes and the leaves. The root represents
the original problem with all constraints, however, the internal node represents
a partial solution of the original problem and satisfies some constraints, finally,
the leaves are either solutions or failures, failure means that from this node it is
impossible to find a solution (at least one constraint will never be satisfied).

So to parallelize the search-tree two methods are commonly used:
– Static Partitioning: partitioning of the search-space before the execution then

assignment of each sub-tree on one core,
– Dynamic Partitioning: choose the partitioning of the search-space and the

assignments during the execution of the algorithm.

2.1 Static Partitioning

This method consists in exploring the first levels of the search-tree providing a
sufficient number of nodes (each node represents a root of a sub-tree to explore).
Then a second phase follows to assign these nodes on different cores to perform
the search. Since this method is simple to implement and there are no many
communications between the cores of the machine, a Bobpp prototype allowing
to parallelize the OR-Tools search-space has been developed in this study.

Fig. 1. Imbalanced search-tree

Generally, the search-tree is imbalanced (see Figure 1). This is very difficult,
even impossible, to estimate the size of a sub-tree accessible from one node. This
strategy implies that, sometimes, only one computing core performs almost all
the search, the other computing cores wait this one ends.

To avoid this, a dynamic partitioning/assignment has been proposed.
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2.2 Dynamic Partitioning (Work Stealing)

The principle of this method is that the different cores of a machine share the
work via a global priority queue. The search-tree is partitioned and allocated to
the cores on demand. The threads perform the search locally and sequentially
using the OR-Tools solver. When a thread finishes the search on its sub-tree, it
gets function from the global priority queue. If the global priority queue is empty,
the thread will declare itself as a pending thread. The other threads, performing
a search on their sub-trees, test if pending threads exist. In that case, the search
on the left branch is stopped, then creates a BOB-node, inserts the BOB-node in
the global priority queue and resumes the search on the right node. The pending
threads take effect by the insertion of a new BOB-node in the priority queue.

In the progress of this algorithm presented in the figures 2, 3 and 4, a BOB-
node is actually an object that stores the path from the root node of the initial
search-tree to the considered node.

Fig. 2. Dynamic Partitioning: Step 1

Fig. 3. Dynamic Partitioning: Step 2

In the figure 2, the thread 0 is loaded and all the other threads are pending,
thread 0 stops the search on the left node, creates a BOB-node, inserts it in the
global priority queue, then continues the search on the right node.
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Fig. 4. Dynamic Partitioning: Step 3

In figure 3 the thread 0 detects the threads 2 and 3 are pending, the search
is stopped on the left node, a BOB-node is created and inserted in the global
priority queue. Then, the thread 0 continues the search on the right node. The
thread 1 had the same behavior and shared a node too.

In figure 4 all the threads are in function which explains a good load balancing.
The OR-Tools library provides a mechanism called monitor allowing some con-

trol on the search. Indeed, it is possible to save all the history of the search, but
it is also possible to stop a search on specific node and also replay the search on
a path. Then in our solution, each thread uses one OR-Tools solver that uses a
specific OR-Tools Monitor to store the path from the root node to a specific node.

Fig. 5. Migration of node

For technical reasons, in the OR-Tools library, when node n is migrated from
the solver 1 to the solver 2 as presented in figure 5, the solver 1 stops the search
on the node n. The path from the root node to the node n is saved in what we call
a BOB-node. The BOB-node is communicated to the solver 2. Then the solver
2 replays the path from the root node to the node n in order to set all internal
data, then the search can continues on the sub-tree rooted on the node n.
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Algorithm 1. Migration test
Require: S , the dynamic partitioning threshold

Let P , the depth of the current node
if ∃ at least one pending thread AND P < S then

Stop the search on the left branch
Create a BOB-node
Insert the BOB-node in the global queue
Restart the search on the right sub-tree

else
Continue the sequential exploration of the search-space

end if

At each time a node is migrated from one solver to another, some redundant
nodes are performed, this implies an overhead for each load balancing operation.

Some tests showed more than 300% redundant nodes relative to the search-
tree. The following array represents experiences on a search-tree of 4,037,843
nodes. The first line represents the number of redundant nodes and the second
line represents the percentage of redundant nodes in accordance to the number
of nodes in the main search-tree.

Table 1. Number of redundant nodes according to the number of nodes explored by
each thread

Number of cores 4 8 12 16 24
Redundant 21,260,207 38,966,876 52,904,931 54,074,345 72,592,214
Percentage 99 182 234 266 300

To reduce the number of redundant nodes, the length of the path which must
be replayed for each created BOB-node has to be minimized. To limit the max-
imum depth of BOB-nodes a threshold is used. The algorithm 1 shows this.

The choice of the value of the threshold is a difficult problem. A small one
makes the algorithm close to the static partitioning method whereas a high
threshold makes the algorithm like the dynamical version without threshold.
The current algorithm uses a threshold statically determined at the beginning
of the search.

3 Experimentations

To validate the approach used in this study, some experiments have been per-
formed using two different computers, the first one is a bi-processor Intel Xeon
X5650 (2.67 GHz) with the Hyper-Threading technology (12 physical cores)
with 48 GB of RAM and the second one is a quad-processor AMD Opteron 6176
(2.3 GHz) (48 physical cores) with 256 GB of RAM. Two different problems were
addressed:
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– N-Queens problem: this problem consists in placing N queens on N distinct
squares on an N×N chess board, (the number of feasible solutions is counted).
This is a Constraint Satisfaction Problem, performed on sizes 15 and 16.

– Golomb Ruler problem: find N points on a graduated ruler such that the
distances between each pair of points are different. This is a Constraint
Optimization Problem, performed on sizes 12 and 13.

Computation times, given in seconds, are an average of several runs.
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Fig. 6. Computation time for solving the problem of N-Queens (size 15) according the
partitioning methods

The figure 6 shows a comparison between three partitioning methods: static,
dynamic and dynamic partitioning with a threshold, solving the N-Queens prob-
lems (size 15) using 4, 8 and 12 cores.

The performance with a static partitioning is limited since it has a low speed-
up compared with the dynamic partitioning using a migration threshold which
performs the best load-balancing.

However, it is interesting to notice that the threshold determination remains
a problem. The fact of the matter is that, choosing a very small threshold mini-
mizes redundant nodes, but tends towards the static partitioning leading to limit
the number of sub-trees to distribute. Conversely, choosing a too high threshold
may potentially generates a lot of tasks, which facilitates the load balancing, but
increases the redundant nodes.

Figure 7 is a confirmation of which precedes. Studies has shown that the
threshold value varied according to the number of cores and especially depending
on the problem (type and size).

The inescapable conclusion which emerges from that is the existence of a
threshold value which leads to minimize the computation time and represents the
best compromise to achieve a satisfactory load balancing and to limit redundant
nodes.

In the following experiments, a dynamic method with the best threshold value
(determined experimentally) was used. As example for the N-Queens problem
with size 16 on a parallel machine with 12 cores, the best threshold is 29.
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Fig. 7. Computation time for solving the problem of N-Queens (size 15) on 8 cores
using different thresholds of migration
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Fig. 8. Computation time and speed-
up for solving the problem of N-Queens
(size 15) using parallel machine with 12
cores
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Fig. 9. Computation time and speed-
up for solving the problem of N-Queens
(size 16) using parallel machine with 12
cores
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Fig. 10. Computation time and speed-
up for solving the problem of Golomb
Ruler (size 12) using parallel machine
with 48 cores
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Fig. 11. Computation time and speed-
up for solving the problem of Golomb
Ruler (size 13) using parallel machine
with 48 cores
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As shown in figures 8, 9, 10 and 11, the dynamic partitioning with migration
threshold can improve performance and is able to parallelize the solver OR-Tools
for a Constraint Satisfaction Problem and a Constraint Optimization Problem.
Whenever the number of core increases, performance is gained. Speed-up of 38.14
is reached with the resolution of the Golomb Ruler problem using 48 cores and
6.23 for solving the N-Queens problem using 12 cores.

We also note in figures 12 and 13 that all threads worked and waited during an
equivalent time and have almost the same number of nodes visited by OR-Tools.
For both problems, a specific thread has no latency and explore more nodes.
One might think that these threads have explored large sub-trees beyond the
threshold in sequential.
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Fig. 12. Load balancing for solving the
problem of N-Queens (size 16) using 12
cores

����
����

�� ��� ��� ��� ��	

���	�

��
�	
��


��
��
��
��
��
�

�
�


��
��
��
��
��
��
��
��
���
��
��
��
��

���������

������ ���
�
���!�� ���
�

��
������������

Fig. 13. Load balancing for solving the
problem of Golomb Ruler (size 13) us-
ing 48 cores

4 Conclusion and Perspectives

This paper presents a parallelization of a Constraint Programming solver, called
OR-Tools, with the parallel framework Bobpp.

The solution presents a dynamic partitioning method which performs a dy-
namic assignments of different parts of the search space during the execution of
the algorithm. This solution obtain good performance despite the additional cost
required when a node is migrated from one thread to another using a migration
threshold.

It has been demonstrated that an optimal value for the threshold is determined
so as to minimizing the computation time.

As a first perspective, it should be interesting to introduce a threshold which
could automatically determine its value instead of fixing for each run.

Several possibilities can be imagined for the threshold calculation. First, the
initial value of the threshold may be choosen in order to generate enough sub-
trees for each threads. Then this threshold should be increased when some
threads are pending or when the numbers of explored nodes by each thread
are imbalanced. It would also be interesting to modify the dynamic partitioning
algorithm by adding a structure containing candidate nodes that eventually be
migrated.
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Bobpp achieves good speed-up on shared memory architectures. These results
are obtained on several types of combinatorial problems using different comput-
ers. Bobpp is also able to run on distributed memory machine mixing MPI and
Pthreads. The parallelization of the dynamic partitioning with threshold pre-
sented here on the distributed memory machines is a second perspective.
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Abstract. Quasi Simultaneous-Multiple Births and Deaths (QBD-M)
Processes are used to model many of the traffic, service and related
problems in modern communication systems. Their importance is on the
increase due to the great strides that are taking place in telecommuni-
cation systems and networks. This paper presents the overview of the
Spectral Expansion (SE) for the steady state solution of QBD-M pro-
cesses and applications in future Internet engineering.

Keywords: QBD-M, Compound Poisson Process, Spectral Expansion.

1 Introduction

The concept of Quasi Birth-Death (QBD) processes, as a generalization of the
classical birth and death M/M/1 queues was first introduced by [1] and [2] in
the late sixties. The states of a QBD process are described by two dimensional
random variables called a phase and a level [3–5] and transitions in a QBD pro-
cess are only possible between adjacent levels. It is observed that QBD processes
create a useful framework for the performability analysis of many problems in
telecommunications and computer networks [6–11].

In the QBD process, if the nonzero jumps in levels are not accompanied with
changes in a phase, then these processes are known as Markov-modulated Birth
and Death processes . The infinite number of states involved makes the solution
of these models nontrivial. There are several methods of solving these models,
either the whole class of models or any of the subclasses.

Seelen has analysed a Ph/Ph/c queue in this frame work [12]. Seelen’s method
is an approximate one, the Markov chain is first truncated to a finite state which
is an approximation of the original process. The resulting finite state Markov
chain is then analysed, by exploiting the structure in devising an efficient itera-
tive solution algorithm. The second method is to reduce the infinite state prob-
lem to a linear equation involving vector generating function and some unknown
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probabilities. The latter are then determined with the aid of the singularities of
the coefficient matrix. A comprehensive treatment of that approach, in the con-
text of a discrete time process with a general M/G/1 type structure, is presented
in [13]. The third way of solving these models is the well known matrix-geometric
method, first proposed by Evans [2, 3]. In this method a nonlinear matrix equa-
tion is first formed from the system parameters and the minimal nonnegative
solution R of this equation is computed by an iterative method. The invariant
vector is then expressed in terms of the powers of R. Neuts claims this method
has probablistic interpretation for the steps in computation. That is certainly
an advantage. Yet, this method suffers from the fact that there is no way of
knowing how many iterations are needed to compute R to a given accuracy. It
can also be shown that for certain parameter values the computation require-
ments are uncertain and formidably large. The fourth method is known as the
spectral expansion method. It is based on expressing the invariant vector of the
process in terms of eigenvalues and left eigenvectors of a certain matrix polyno-
mial. The generating function and the spectral expansion methods are closely
related. However, the latter produces steady state probabilities directly using an
algebraic expansion while the former provides them through a transform.

It is confirmed by a number of works that the spectral expansion method is
better than the matrix geometric one from some aspects [4, 14, 15]. This paper
gives the overview of the SE methodology and explains how the SE methodology
is used towards the analysis of QBD-M processes and the performance evaluation
of ICT systems and future Internet.

The rest of the paper is organized as follows. In Section 2, the terminology
and definitions are presented. The spectral expansion methodology is provided in
Section 3. Examples are given in Section 4. The paper is concluded in Section 5.

2 Definitions

Consider a two-dimensional continuous time, irreducible Markov chain
X={(I(t), J(t)), t ≥ 0} on a lattice strip.

– I(t) is called the phase (e.g., the state of the environment) of the system
at time t. Random variable I(t) takes values from the set {0, 1, 2, . . . , N},
where N is the maximum value of the phase variable.

– Random variable J(t) is often called the level of the system at time t and
takes a set of values {0, 1, . . . , L}, where L can be finite or infinite.

The state space of the Markov chain X is {(i, j) : 0 ≤ i ≤ N, 0 ≤ j ≤ L}. Let
pi,j denote the steady state probability of the state (i, j) as

pi,j = lim
t→∞Pr(I(t) = i, J(t) = j); (i = 0, . . . , N ; j = 0, 1, . . . , L).

Vector vj is defined as

vj = (p0,j, . . . , pN,j) (j = 0, 1, . . . , L).
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Since the sum of all the probabilities pi,j is 1.0, we have the normalization
equation as

L∑
j=0

vjeN+1 = 1 , (1)

where eN+1 is a column vector of size N + 1 with all ones.

2.1 Continuous Time QBD Processes

Definition 1. A continuous time Quasi-Birth-and-Death (QBD) process is
formed when one-step transitions of the Markov chain X are allowed to states in
the same level or in the two adjacent levels. That is, the dynamics of the process
are driven by

(a) purely phase transitions. Aj(i, k) denotes the transition rate from state (i, j)
to state (k, j) (0 ≤ i, k ≤ N ; i �= k; j = 0, 1, . . . , L);

(b) one−step upward transitions. Bj(i, k) is the transition rate from state (i, j)
to state (k, j + 1) (0 ≤ i, k ≤ N ; j = 0, 1, . . . , L);

(c) one−step downward transitions. Cj(i, k) is the transition rate from state
(i, j) to state (k, j − 1) (0 ≤ i, k ≤ N ; j = 0, 1, . . . , L).

Let Aj , Bj and Cj denote (N + 1) × (N + 1) matrices with elements Aj(i, k),
Bj(i, k) and Cj(i, k), respectively. Note that the diagonal elements of matrix A
are zero. LetDAj ,DBj andDCj be the diagonal matrices of size (N+1)×(N+1),
defined by the ith (i = 0, . . . , N) diagonal element as follows

DAj (i, i) =

N∑
k=0

Aj(i, k); D
Bj (i, i) =

N∑
k=0

Bj(i, k); D
Cj (i, i) =

N∑
k=0

Cj(i, k).

For the convenience of the presentation we define matrices B−1 = 0, BL = 0
and C0 = 0.

The steady state balance equations satisfied by the vectors vj are

vj [D
Aj +DBj +DCj ] = vj−1Bj−1 + vjAj + vj+1Cj+1 ∀j . (2)

Assume that there exist thresholds T ∗
1 and T ∗

2 such that

Aj = A (T ∗
2 ≥ j ≥ T ∗

1 ),

Bj = B (T ∗
2 ≥ j ≥ T ∗

1 − 1),

Cj = C (T ∗
2 + 1 ≥ j ≥ T ∗

1 ).

DA, DB and DC are the corresponding diagonal matrices with the diagonal
elements as

DA(i, i) =

N∑
k=1

A(i, k), DB(i, i) =

N∑
k=1

B(i, k), DC(i, i) =

N∑
k=1

C(i, k).
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The generator matrix of the QBD process is written as⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A
(1)
0 B0 0 0 . . . . . . . . . . . . . . .

C1 A
(1)
1 B1 0 . . . . . . . . . . . . . . .

0 C2 A
(1)
2 B2 . . . . . . . . . . . . . . .

...
...

...
. . . . . . . . . . . . . . .

0 0 . . . CT∗
1 −1 A

(1)
T∗
1 −1 BT∗

1 −1 0 0 . . .

0 0 . . . 0 CT∗
1

A
(1)
T∗
1

BT∗
1

0 . . .

0 0 . . . 0 0 CT∗
1 +1 A

(1)
T∗
1 +1 BT∗

1 +1 . . .

...
...

...
... . . . . . .

. . . . . . . . .

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A
(1)
0 B0 0 0 . . . . . . . . . . . . . . . . . .

C1 A
(1)
1 B1 0 . . . . . . . . . . . . . . . . . .

0 C2 A
(1)
2 B2 . . . . . . . . . . . . . . . . . .

...
...

...
. . . . . . . . . . . . . . . . . . . . .

0 0 . . . CT∗
1 −1 A

(1)
T∗
1 −1 Q0 0 0 . . . . . .

0 0 . . . 0 CT1 Q1 Q0 0 . . . . . .
0 0 . . . 0 0 Q2 Q1 Q0 . . . . . .
0 0 . . . 0 0 0 Q2 Q1 Q0 . . .
...

...
...

... . . . . . .
. . . . . . . . . . . .

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

where A
(1)
j = Aj −DAj −DBj −DCj .

The j-independent balance equations can be rewritten as follows

vj−1Q0 + vjQ1 + vj+1Q2 = 0 (T ∗
1 ≤ j ≤ T ∗

2 ), (3)

where Q0 = B, Q1 = A−DA −DB −DC , Q2 = C.

2.2 Continuous Time QBD-M Processes

Definition 2. The Markov chain X is called a continuous time quasi
simultaneous-bounded-multiple births and simultaneous-bounded-multiple deaths
(QBD-M) process if the balance equation for level j can be written as

y∑
i=0

vj−y1+iQi = 0 (T1 ≤ j ≤ T2), (4)

where y, y1, T1 and T2 are integer constants for a specific system, while Qi are
j-independent matrices of size (N + 1)× (N + 1).

2.3 Generalized Exponential Distribution

Definition 3. The versatile Generalized Exponential (GE) distribution is given
in the following form:

F (t) = P (W ≤ t) = 1− (1− φ)e−μt (t ≥ 0), (5)

where W is the GE random variable with parameters μ, φ.
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Thus, the GE parameter estimation can be by obtained by 1/ν, the mean, and
C2

coeff , the squared coefficient of variation of the inter-event time of the sample
as

1− φ = 2/(C2
coeff + 1) ; μ = ν(1 − φ) . (6)

Remarks. For C2
coeff > 1, the GE model is a mixed-type probability distribu-

tion having the same mean and coefficient of variation, and with one of the two
phases having zero service time, or a bulk type distribution with an underlying
counting process equivalent to a Batch (or Bulk) Poisson Process (BPP) with
batch-arrival rate μ and geometrically distributed batch size with mean 1/(1−φ)
and SCV (C2

coeff − 1)/(1 + C2
coeff ) (see [16]). It can be observed that there is

an infinite family of BPP’s with the same GE-type inter-event time distribu-
tion. It is shown that, among them, the BPP with geometrically distributed
bulk sizes (referred as the CPP) is the only one that constitutes a renewal pro-
cess (the zero inter-event times within a bulk/batch are independent if the bulk
size distribution is geometric [17]). The GE distribution is versatile, possessing
pseudo-memoryless properties which make the solution of many GE-type queu-
ing systems analytically tractable [17]. The choice of the GE distribution is often
motivated by the fact that measurements of actual inter-arrival or service times
may be generally limited and so only a few parameters (for example the mean
and variance) can be computed reliably. Typically, when only the mean and
variance can be relied upon, a choice of a distribution which implies least bias
is that of GE-type distribution [16, 17].

Definition 4 (CPP). The inter-arrival time distribution of customers of the
Compound Poisson Process (CPP) is GE with parameters (σ, θ). That is, the
inter-arrival time probability distribution function is 1− (1− θ)e−σt. ��

Thus, the arrival point-process has batches arriving at each point having inde-
pendent and geometric batch-size distribution. Specifically the probability that
a batch is of size s is (1− θ)θs−1.

3 The Spectral Expansion Method for QBD-M Processes

Let Q(λ) denote the characteristic matrix polynomial associated with the bal-
ance equation (4) as

Q(λ) =

y∑
i=0

Qiλ
i. (7)

If (λ,ψ) is the eigenvalue and left-eigenvector pair of the characteristic matrix-
polynomial, the following equation holds

ψQ(λ) = 0; det[Q(λ)] = 0. (8)

Assume that Q(λ) has d pairs of eigenvalue-eigenvectors. For the kth (k =
1, . . . , d) non-zero eigenvalue-eigenvector pair, (λk,ψk), by substituting vj =

ψkλ
j
k (T1 − y1 ≤ j ≤ T2 − y1 + y) in the equations (4), it can be seen that this



136 T. Van Do, R. Chakka, and J. Sztrik

set of equations is satisfied. Hence, that is a particular solution. The equations
can even be satisfied with ψkλ

j+lk
k for any real lk. It is easy to prove that the

general solution for vj is the linear sum of all the factors (ψkλ
j−T1+y1

k ) as

vj =

d∑
l=1

alψlλ
j−T1+y1

l (j = T1 − y1, T1 − y1 + 1, . . . , T2 − y1 + y), (9)

where al (l = 1, . . . , d) are constants.
Therefore, the steady state probability can be written as follows

pi,j =

d∑
l=1

alψl(i)λ
j−T1+y1

l (j = T1 − y1, T1 − y1 + 1, . . . , T2 − y1 + y). (10)

An interesting property can be observed concerning the eigenvalues of Q(λ) for
QBD-M process X as follows. If (λk,ψk) is the left-eigenvalue and eigenvec-
tor pair of Q(λ), then (1/λk,ψk) is the left-eigenvalue and eigenvector pair of

Q(λ) =

y∑
i=0

Qy−iλ
i, the characteristic matrix polynomial of the dual process of

X (see [14]).

3.1 Infinite QBD-M Processes

When L and T2 are infinite (unbounded), consider the probability sum

∞∑
j=T1−y1

pi,j =

∞∑
j=T1−y1

d∑
l=1

alψl(i)λ
j−T1+y1

l . (11)

In order to ensure that this sum is less or equal to 1.0, the necessary condition
is

ak = 0, if |λk| ≥ 1.

Thus, by renumbering the eigenvalues inside the unit circle, the general solution
is obtained as

vj =

χ∑
l=1

alψlλ
j−T1+y1

l (j = T1 − y1, T1 − y1 + 1, . . .), (12)

pi,j =

χ∑
l=1

alψl(i)λ
j−T1+y1

l (j = T1 − y1, T1 − y1 + 1, . . .). (13)

where χ is the number of eigenvalues that are present strictly within the unit
circle. These eigenvalues appear some as real and others as complex-conjugate
pairs, and as do the corresponding eigenvectors.

In order to determine the steady state probabilities, the unknown constants
al are to be determined. Their number is χ. We still have other unknowns
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v0,v1, . . . ,vT1−y1−1. These unknowns are determined with the aid of the state
dependent balance equations (their number is T1(N +1)) and the normalization
equation (1), out of which T1(N + 1) are linearly independent. These equations
can have a unique solution if and only if (T1 − y1)(N + 1) + χ = T1(N + 1), or
equivalently

χ = y1(N + 1) (14)

holds.

3.2 Finite QBD-M Processes

In order to compute the steady state probabilities, the unknown constants
al are to be determined. Their number is d. We still have other unknowns
v0,v1, . . . ,vT1−y1−1, vT2−y1+y+1,vT2−y1+y+2, . . . ,vL. Therefore, the number of
unknowns is

d+ (T1 − y1)(N + 1) + (L− T2 + y1 − y)(N + 1).

These unknowns are determined with the aid of the state dependent balance
equations (their number is T1(N + 1)+ (L− T2)(N +1)) and the normalization
equation, out of which T1(N + 1) + (L − T2)(N + 1) are linearly independent.
These equations can have a unique solution if and only if

d+(T1− y1)(N +1)+ (L−T2 + y1− y)(N +1) = T1(N +1)+ (L− T2)(N +1),

equivalently
d = y(N + 1) (15)

holds.

4 Examples and Applications

Example 1 (M/M/c/L queue with breakdowns and repairs). The queue with an
infinite buffer is described by the Markov chain {I(t), J(t)}, where I(t) -the
operative state of the system- represents the number of operative servers at
time t and J(t) is the number of jobs in the system at time t, including those
being served. The maximum number of operative servers is c. The Markov chain
is irreducible with state space {0, 1, . . . , c} × {0, 1, . . . , L}. Note that in this
example the phase is numbered from 0 and the transition rate matrices are of
size (c+1)×(c+1). The number of phases is N+1 = c+1. Jobs arrive according
to an independent Poisson process with rate σ. The service rate of an operative
server is denoted by μ. Processors break down independently at rate ξ and are
repaired at rate η. When a new job arrives or when a completed job departs
from the system, the operative state does not change.
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The matrices Aj and A are given by

A = Aj =

⎡⎢⎢⎢⎢⎢⎢⎣

0 cη
ξ 0 (c− 1)η

2ξ 0
. . .

. . .
. . . η
cξ 0

⎤⎥⎥⎥⎥⎥⎥⎦ (j = 0, 1, . . .). (16)

The one-step upward transitions are created by the arrivals of single jobs. There-
fore, B and Bj the one-step upward transition rate matrices are

B = Bj = diag[σ, σ, . . . , σ](j = 0, 1, . . .). (17)

The one-step downward transitions take place by the departures of single jobs,
after their service completion. The departure rate (Cj(i, i)) of jobs at time t
depends on I(t) = i and J(t) = j. If i > j, then a server is assigned to every job
and not all operative servers are occupied, hence the departure rate Cj(i, i) =
jμ. If i ≤ j, then all the operative processors are occupied by jobs, hence the
departure rate Cj(i, i) = iμ. Note that Cj(i, i) does not depend on j if j ≥ i.
Therefor, Cj does not depend on j if j ≥ c.

Cj = diag[0,min(j, 1)μ,min(j, 2)μ, . . . ,min(j, c)μ] (0 < j < c),

C = diag[0, μ, 2μ, . . . , cμ] (j ≥ c),
C0 = 0. (18)

The M/M/c/L queue with breakdowns and repairs is an example of the QBD
process, where the coefficient matrices of the characteristic matrix polynomial
are Q0 = B = B = diag[σ, σ, . . . , σ], Q1 = A−DA −DB −DC , Q2 = C.

Example 2 (Retrial queues to model DHCP [18]). The size of the pool (i.e.: the
number of allocatable IP addresses) is c. The fix lease time value sent by the
DHCP server is denoted by Tl. The inter-arrival times of DHCP requests are
exponentially distributed with a mean inter-arrival time 1/λ.

Assume that the holding times (i.e.: how long does a client need an IP address)
of clients are represented by random variable H with a cumulative distribution
function Pr(H < x) = F (x). Upon the expiration of the lease time, the previ-
ously allocated address at the DHCP server becomes free and can be allocated
to another client unless the client extends the use of a specific IP address before
the expiration of the lease time. Let a denote the probability that DHCP clients
leave (i.e.: switch off the computer) the system or do not renew the allocated IP
address after the expiration of its lease time. We can write

a = Pr(H < Tl) = F (Tl).

Let I(t) denote the number of allocated IP addresses at time t. Note that 0 ≤
I(t) ≤ c holds. A client who does not receive the allocation of an IP address
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because the shortage (when I(t) = c) of IP addresses sets a timer to wait for a
limited time and will retry the request for an IP address upon the expiration of
backoff time. We model this phenomenon as the client joins the “virtual orbit”.
J(t) represents the number of DHCP clients in the ”orbit” at time t and takes
values from 0 to ∞.

Lease times are exponentially distributed with a mean lease time 1/μ = Tl.
Clients waiting in the orbit repeat the request for the DHCP server with rate ν
(i.e.: the inter-repetition times are exponentially distributed with parameter ν),
which is independent of the number of waiting clients in the orbit.

The evolution of the system is driven by the following transitions.

(a) Aj(i, k) denotes a transition rate from state (i, j) to state (k, j) (0 ≤ i, k ≤
c; j = 0, 1, . . .), which is caused by either the arrival of DHCPDISCOVERY
requests or by the expiration of the lease time without the renewal of an allo-
cated IP address. Matrix Aj is defined as the matrix with elements Aj(i, k).
Since Aj is j-independent, it can be written as

Aj = A =

⎡⎢⎢⎢⎢⎢⎣
0 λ 0 . . . 0 0 0
aμ 0 λ . . . 0 0 0
...

...
...
...

...
...

...
0 0 . . . a(c− 1)μ 0 λ
0 0 . . . 0 acμ 0

⎤⎥⎥⎥⎥⎥⎦ ∀j ≥ 0;

(b) Bj(i, k) represents one step upward transition from state (i, j) to state
(k, j+1) (0 ≤ i, k ≤ c; j = 0, 1, . . .), which is due to the arrival of DHCPDIS-
COVERY requests when no free IP address is available in the IP address
pool. In the similar way, matrix Bj (B) with elements Bj(i, k) is defined as

Bj = B =

⎡⎢⎢⎢⎢⎢⎣
0 0 0 . . . 0 0 0
0 0 0 . . . 0 0 0
...
...
...
...

...
...
...

0 0 . . . 0 0 0
0 0 . . . 0 0 λ

⎤⎥⎥⎥⎥⎥⎦ ∀j ≥ 0;

(c) Cj(i, k) is the transition rate from state (i, j) to state (k, j − 1) (0 ≤ i, k ≤
c; j = 1, . . .), which is due to the successful retrial of a request from the orbit.
Matrix Cj (∀j ≥ 1) with elements Cj(i, k) is written as

Cj = C =

⎡⎢⎢⎢⎢⎢⎣
0 ν 0 . . . 0 0 0
0 0 ν . . . 0 0 0
...
...
...
...

...
...
...

0 0 . . . 0 0 ν
0 0 . . . 0 0 0

⎤⎥⎥⎥⎥⎥⎦ ∀j ≥ 1.
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The infinitesimal generator matrix of Y can be written as follows⎡⎢⎢⎢⎢⎢⎢⎢⎣

A00 B 0 . . . . . . . . . . . .
C Q1 B 0 . . . . . . . . .
0 C Q1 B 0 . . . . . .
0 0 C Q1 B 0 . . .
...

...
...

...
...

...
...

. . . . . . . . . . . . . . . . . . . . .

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (19)

where DA and DC are diagonal matrices whose diagonal elements are the sum
of the elements in the corresponding row of A and C, respectively. Note that
A00 = A−DA −B, Q1 = A−DA −B −DC .

5 Conclusions

We have presented an overview for the spectral expansion method to solve QBD-
M processes which can be applied to evaluate the performance of various systems,
services in information and communication technology (ICT)systems and future
Internet. The spectral expansion method is proved to be a mature technique for
the performance analysis of various problems [4, 6, 7, 14, 19–38]. The examples
include the performance evaluation of Optical Burst/Packet (OBS) Switching
networks [24, 39], MPLS networks [23, 30], the Apache web server [7], and wire-
less networks [6, 24, 28, 40].
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Abstract. This paper provides the proof for some fundamental properties of the
generalised Markovian queue - HetSigma, which has been proposed in order to
model nodes in modern telecommunication networks. The fundamental proper-
ties serve as the background for the efficient computational algorithm to calculate
the steady state probabilities of the HetSigma queue.

Keywords: QBD, HetSigma, Compound Poisson Process, Spectral Expansion.

1 Introduction

We have proposed a new generalised multi-server queue, referred here as the HetSigma
queue [1], in the Markovian framework. The queue has many of the necessary properties
such as, joint (or, individual) Markov modulation of the arrival and service processes,
superposition ofK CPP (compound Poisson process) streams of (positive) customer ar-
rivals, and a CPP of negative customer arrival stream in each of the modulating phases,
a multi-server with c non-identical (can also be identical) servers, GE (generalised ex-
ponential) service times in each of the modulating phases and a buffer of finite or infi-
nite capacity. Thus, the model can accommodate correlations of the inter-arrival times
of batches, geometric as well as non-geometric batch size distributions of customers
in both arrivals and services. The use of negative customers can facilitate modelling
server failures, packet losses, load balancing, channel impairment in wireless networks,
and in many other applications. An exact and computationally efficient solution of this
new queue for the steady state probabilities and performance measures is developed.
A closed form for the coefficient matrices of the characteristic matrix polinomial is
derived. The fundamental properties which serve as the background for the efficient
computational algorithm to obtain the steady state probabilities of the HetSigma queue
are presented and proved.

The proposed model does provide a useful tool for the performance analysis of
many problems of the emerging telecommunication systems and networks. The queu-
ing model and its variants were successfully used to model Optical Burst/Packet (OBS)
Switching networks [2–4], MPLS networks [5, 6] and another variant to successfully
compute the performance of the Apache web server [7]. The HetSigma model has been
applied to model wireless networks [1, 2, 8, 9].
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This paper revisits the HetSigma queue and provides the formal proof of some prop-
erties which form the foundation of the efficient solution presented in [1]. The rest of
this paper is organized as follows. In Section 2, we provide the short overview of the
HetSigma queue (note that the detailed description of the HetSigma queue can be found
in [1]). In Section 3 we present the rigorous proof of the properties of the HetSigma
queue.

2 The HetSigma Queue

The HetSigma queue is defined as the MM
∑K

k=1 CPPk/GE/c/L G-queue with het-
erogenous servers. The arrival process is the superposition of the MM

∑K
k=1 CPPk

and an independent CPP of negative customers (denoted by G). The MM
∑K

k=1 CPPk

is obtained by Markov modulation of the parameters of the superposition of K inde-
pendent CPP streams. That is, the K independent CPP’s are jointly Markov modulated
by a single modulating Markov process. L is the capacity of the system.

We consider a case where the arrival (of positive and negative customers) and ser-
vice processes are modulated by the same continuous time, irreducible Markov phase
process. The system is a multi-server queue with c heterogeneous servers.

The arrival process is modulated by a continuous time, irreducible Markov process
with N + 1 states (or phases of modulation). Let Q be the generator matrix of this
process, given by

Q =

⎡⎢⎢⎢⎣
−q0 q0,2 . . . q0,N
q1,0 −q1 . . . q1,N

...
...

. . .
...

qN,0 qN,1 . . . −qN

⎤⎥⎥⎥⎦ ,

where qi,k(i �= k) is the instantaneous transition rate from phase i to phase k, and the

diagonal elements, −qi = −
N∑
j=0

qi,j (i = 0, . . . , N ), where qi,i = 0 ∀i.

The arrival process is the superposition ofK independent CPP [10] arrival streams of
(positive) customers. The positive customers of the different arrival streams are not dis-
tinguishable. In the modulating phase i, the parameters of the GE inter-arrival time dis-
tribution of the kth (k = 1, 2, . . . ,K) positive customer arrival stream are (σi,k, θi,k).
That is, the inter- arrival time probability distribution function is 1−(1−θi,k)e−σi,kt, in
phase i, for the kth stream of positive customers. Thus, all theK arrival point-processes
can be seen as batch-Poisson, with batches arriving at each point having geometric size
distribution. Specifically, the probability that a batch is of size s is (1 − θi,k)θs−1

i,k , in
phase i, for the kth stream of positive customers.

The arrival process is the superposition ofK independent CPP [10] arrival streams of
(positive) customers and an independent CPP of negative customers. In the modulating
phase i, the parameters of the GE inter-arrival time distribution of the negative cus-
tomer arrival process are (ρi, δi). That is, the inter- arrival time probability distribution
function is 1− (1 − δi)e−ρit for the negative customers in phase i.
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The service facility has c heterogeneous servers in parallel. A number of scheduling
policies can be thought of. Though, in principle, a number of scheduling policies can
indeed be modelled by following our methodology, the one that we have adopted in
this Chapter, for illustration and detailed study, is as follows. A set of service priorities
is chosen by giving each server a unique service priority: 1 is the highest and c is the
lowest. This set can be chosen arbitrarily from the c! different possible ways.

Each server is then numbered, without loss of generality, by its own service prior-
ity. The GE-distributed service time parameters of the nth server (n = 1, 2 . . . , c), in
phase i, are denoted by (μi,n, φi,n).

The service discipline is FCFS (First Come First Scheduled for service) and each
server serves at most one positive customer at any given time. Customers, on their
completion of service, leave the system. When the number of customers in the system, j,
(including those in service if any) is ≥ c, then only c customers are served with the rest
(j − c) waiting for service. When j < c, only the first j servers, (i.e., servers numbered
1, 2, . . . , j), are occupied and the rest are idle. This is made possible by what is known
as customer switching. Thus, when server n becomes idle, an awaiting customer would
be taken up for service. If there is no awaiting customer, then a customer that is being
served by the lowest possible priority server (i.e., among servers (c, c− 1, . . . , n+ 1))
switches to server n. In such a switching, the (batch) service time is governed by either
resume or repeat with resampling, thus preserving the Markov property. The switching
is instantaneous and the switching time is treated negligible. Negative customers neither
wait in the queue, nor are served.

2.1 The Steady State Balance Equations

The state of the system at any time t can be specified completely by two integer-valued
random variables, I(t) and J(t). I(t) varies from 0 to N (known as operative states),
representing the phase of the modulating Markov chain, and 0 ≤ J(t) < L + 1 rep-
resents the number of positive customers in the system at time t, including those in
service. The system is now modelled by a continuous time discrete state Markov pro-
cess, Y (Y if L is infinite), on a rectangular lattice strip. Let I(t), the operative state,
vary in the horizontal direction and J(t), the queue length or the level, in the vertical
direction.

We denote the steady state probabilities by {pi,j}, where pi,j =
limt→∞ Pr(I(t) = i, J(t) = j), and let vj = (p0,j , . . . , pN,j).

The process Y evolves due to the following instantaneous transition rates:

(a) qi,k – purely lateral transition rate – from state (i, j) to state (k, j), for all j ≥ 0
and 0 ≤ i, k ≤ N (i �= k), caused by a phase transition in the Markov chain
governing the arrival phase process;

(b) Bi,j,j+s – s-step upward transition rate – from state (i, j) to state (i, j + s), for all
phases i, caused by a new batch arrival of size s of positive customers. For a given
j, s can be seen as bounded when L is finite and unbounded when L is infinite;

(c) Ci,j,j−s – s-step downward transition rate – from state (i, j) to state (i, j − s),
(j− s ≥ c+1) for all phases i, caused by either a batch service completion of size
s or a batch arrival of negative customers of size s;
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(d) Ci,c+s,c – s-step downward transition rate – from state (i, c+ s) to state (i, c), for
all phases i, caused by a batch arrival of negative customers of size ≥ s or a batch
service completion of size s (1 ≤ s ≤ L− c);

(e) Ci,c−1+s,c−1 – s-step downward transition rate, from state (i, c − 1 + s) to state
(i, c−1), for all phases i, caused by a batch departure of size s (1 ≤ s ≤ L−c+1);

(f) Ci,j+1,j – 1-step downward transition rate, from state (i, j+1) to state (i, j), (c ≥
2 ; 0 ≤ j ≤ c− 2), for all phases i, caused by a single departure.

The transition matrices can be obtained as follows

Bi,j−s,j =
K∑

k=1

(1− θi,k)θs−1
i,k σi,k (∀i ; 0 ≤ j − s ≤ L− 2 ; j − s < j < L) ;

Bi,j,L =

K∑
k=1

∞∑
s=L−j

(1− θi,k)θs−1
i,k σi,k =

K∑
k=1

θL−j−1
i,k σi,k (∀i ; j ≤ L− 1) ;

Ci,j+s,j =

c∑
n=1

μi,n(1 − φi,n)φs−1
i,n + (1− δi)δs−1

i ρi

(∀i ; c+ 1 ≤ j ≤ L− 1 ; 1 ≤ s ≤ L− j)

=

c∑
n=1

μi,n(1 − φi,n)φs−1
i,n + δs−1

i ρi (∀i ; j = c ; 1 ≤ s ≤ L− c)

=

c∑
n=1

φs−1
i,n μi,n (∀i ; j = c− 1 ; 1 ≤ s ≤ L− c+ 1)

= 0 (∀i ; c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s ≥ 2)

=

j+1∑
n=1

μi,n (∀i ; c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s = 1) .

Define

Bj−s,j = Diag [B0,j−s,j , B1,j−s,j , . . . , BN,j−s,j ] (j − s < j ≤ L) ;
Bs = Bj−s,j (j < L)

= Diag

[
K∑

k=1

σ0,k(1− θ0,k)θs−1
0,k , . . . ,

K∑
k=1

σN,k(1− θN,k)θ
s−1
N,k

]
;

Σk = Diag [σ0,k, σ1,k, . . . , σN,k] (k = 1, 2, . . . ,K) ;

Θk = Diag [θ0,k, θ1,k, . . . , θN,k] (k = 1, 2, . . . ,K) ;

Σ =
K∑

k=1

Σk ;

R = Diag [ρ0, ρ1, . . . , ρN ] ; Δ = Diag [δ0, δ1, . . . , δN ] ;
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Mn = Diag [μ0,n, μ1,n, . . . , μN,n] (n = 1, 2, . . . , c) ;

Φn = Diag [φ0,n, φ1,n, . . . , φN,n] (n = 1, 2, . . . , c) ;

Cj =

j∑
n=1

Mn (1 ≤ j ≤ c) ;

=

c∑
n=1

Mn = C (j ≥ c) ;

Cj+s,j = Diag [C0,j+s,j , C1,j+s,j , . . . , CN,j+s,j ] ;

E = Diag(e
′
N ) .

Then, we get

Bs =

K∑
k=1

Θs−1
k (E −Θk)Σk ; B1 = B =

K∑
k=1

(E −Θk)Σk ;

BL−s,L =

K∑
k=1

Θs−1
k Σk ;

Cj+s,j =
c∑

n=1

Mn(E − Φn)Φ
s−1
n +R(E −Δ)Δs−1

(c+ 1 ≤ j ≤ L− 1 ; s = 1, 2, . . . , L− j) ;

=

c∑
n=1

Mn(E − Φn)Φ
s−1
n +RΔs−1 (j = c ; s = 1, 2, . . . , L− c) ;

=

c∑
n=1

MnΦ
s−1
n (j = c− 1 ; s = 1, 2, . . . , L− c+ 1) ;

= 0 (c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s ≥ 2) ;

= Cj+1 (c ≥ 2 ; 0 ≤ j ≤ c− 2 ; s = 1) .
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The steady state balance equations are:

(1) for the Lth row or level:
L∑

s=1

vL−sBL−s,L + vL [Q− C −R] = 0 ; (1)

(2) for the jth row or level:
j∑

s=1

vj−sBs + vj [Q−Σ − Cj −RIj>c] +

L−j∑
s=1

vj+sCj+s,j = 0

(0 ≤ j ≤ L− 1) ; (2)

(3) normalization
L∑

j=0

vjeN+1 = 1 . (3)

Note that Ij>c = 1 if j > c else 0, and eN+1 is a column vector of size N + 1 with all
ones.

One can observe that there are infinite number of equations in infinite number of
unknowns, viz. v0, v1, . . ., when L =∞. Also, each of the balance equation is infinitely
long containing all the infinite number of unknowns, viz. v0, v1, . . .. The coefficient
matrices of the unknown vectors are j-dependent. This is a very complex system of
equations for which there is neither an existing solution (exact or approximate) nor a
solution methodology. Hence, in the next section we transform this system of equations
to a computable form.

2.2 Transforming the Balance Equations

Define the functions, FK,l (l = 1, 2, . . . ,K) andHc,n (n = 1, 2, . . . , c) as

FK,l =
∑

1≤k1<k2<...<kl≤K

Θk1Θk2 . . . Θkl
(l = 1, 2, . . . ,K)

= E if l = 0

= 0 if l ≤ −1 or l > K, (4)

Hc,n =
∑

1≤k1<k2<...<kn≤c

Φk1Φk2 . . . Φkn (n = 1, 2, . . . , c)

= E if n = 0

= 0 if n ≤ −1 or n > c . (5)

These functions have the following alternate definitions, properties and recursion by
which they can be conceived and computed quite easily.

Fk,0 = E , Fk,k =

k∏
i=1

Θi (k = 1, 2, . . . ,K);

Fk,l = 0 (k = 1, 2, . . . ,K; l < 0) ;

Fk,l = 0 (k = 1, 2, . . . ,K; l > k) (6)



On the Properties of Generalised Markovian Queues with Heterogeneous Servers 149

Hm,0 = E , Hm,m =

m∏
i=1

Φi (m = 1, 2, . . . , c);

Hm,n = 0 (m = 1, 2, . . . , c; n < 0) ;

Hm,n = 0 (m = 1, 2, . . . , c; n > m). (7)

The recursion, then, is

F1,0 = E ; F1,1 = Θ1 ;

Fk,l = Fk−1,l +ΘkFk−1,l−1 (2 ≤ k ≤ K , 1 ≤ l ≤ k − 1) ; (8)

H1,0 = E ; H1,1 = Φ1 ;

Hm,n = Hm−1,n + ΦmHm−1,n−1 (2 ≤ m ≤ c , 1 ≤ n ≤ m− 1) . (9)

Transformation 1. Modify simultaneously the balance equations for levels j (L− 2−
c ≥ j ≥ c+K + 1), by the transformation:

< j >(1) ←− < j >+
K∑
l=1

(−1)l< j− l >FK,l (c+K + 1 ≤ j ≤ L− 2− c);

< j >(1) ←− < j > (j > L− 2− c or j < c+K + 1).

The balance equation for level j after Transformation 1 is < j >(1).

Transformation 2. Modify simultaneously the balance equations for levels j (L− 2−
c ≥ j ≥ c+K + 1), by the transformation:

< j >(2) ←− < j >(1) +

c∑
n=1

(−1)n< j+ n >(1)Hc,n;

(c+K + 1 ≤ j ≤ L− 2− c)
< j >(2) ←− < j >(1) (j > L− 2− c or j < c+K + 1).

The balance equation for level j after Transformation 2 is denoted by < j >(2).

Transformation 3. Modify simultaneously the balance equations for levels j (L− 2−
c ≥ j ≥ c+K + 1), by the transformation:

< j >(3) ←− < j >(2) −< j+ 1 >(2)Δ (c+K + 1 ≤ j ≤ L− 2− c),
< j >(3) ←− < j >(2) (j > L− 2− c or j < c+K + 1) .

The balance equation for level j after Transformation 3 is denoted by < j >(3).

2.3 The j-Independent Balance Equations

Theorem 1. With these above three transformations, the transformed balance equa-
tion, < j >(3)’s, for the rows (c+K + 1 ≤ j ≤ L− 2− c), will be of the form:

vj−KQ0 + vj−K+1Q1 + . . .+ vj+c+1QK+c+1 = 0

(j = L− 2− c, L− 1− c, . . . , c+K + 1), (10)
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where

GK,c,m =
∑

l−n=m
l=−1,...,K

n=0,...,c

(−1)l+n[FK,lHc,n + FK,l+1Hc,nΔ]

=

c∑
n=0

(−1)m+2n[FK,m+n + FK,m+n+1Δ]Hc,n

= (−1)m
c∑

n=0

[FK,m+n + FK,m+n+1Δ]Hc,n (m = −1− c, . . . ,K),

(11)

QK−m =

m−1∑
l=−1−c

[
K∑

n=1

Θm−l−1
n (E − Θn)Σn

]
GK,c,l +

[Q−Σ − Cj−m − R]GK,c,m +

K∑
l=m+1

[Cj−m,j−l]GK,c,l

(m = j − L, . . . ,−2,−1, 0, . . . ,K, . . . , j) , (12)

QK−m =
m−1∑

l=−1−c

[
K∑

n=1

Θm−l−1
n (E −Θn)Σn

]
GK,c,l + [Q−Σ − C −R]GK,c,m

+
K∑

l=m+1

[
c∑

n=1

Mn(E − Φn)Φ
l−m−1
n +R(E −Δ)Δl−m−1

]
GK,c,l

(m = −1− c, . . . , 0, . . . ,K). (13)

The proof of Theorem 1 is presented in [1].

3 The Important Properties of the HetSigma Queue

After obtaining FK,l’s andHc,n’s thus,GK,c,k, (k = −1− c, . . . ,K) can be computed
from (11). Then, using them directly in (13), the requiredQl (l = 0, 1, . . . ,K + c+ 1)
can be computed.

An alternative way of computing the GK,c,l’s is by the following properties and
recursion which are obtained from (8), (9) and (11):

Gk,n,l = Gk,n−1,l − ΦnGk,n−1,l−1

(2 ≤ k ≤ K , −1 ≤ l + c ≤ k + n ≤ k + c),
Gk,c,l = Gk−1,c,l −ΘkGk−1,c,l−1 (2 ≤ k ≤ K , −1 ≤ l ≤ k + c). (14)

From (11) and (14), we have

Gk+1,c,l = Gk,c,l −Θk+1Gk,c,l−1 , (15)

Gk+1,c,l = 0 , if l ≤ −2− c or l ≥ k + 2 .
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Since, K itself is arbitrary in this section, let the Ql’s be designated differently to take
that into account. Let Q(k,h)

k−m (m = j − L, j − L + 1, . . . , j) be the Ql’s of < j >(3)

when only the first k customer arrival streams and the first h servers are present and
others are absent.

Theorem 2. Referring to equation (12) for the row j (c+K +1 ≤ j ≤ L− 2− c), for

allK , Q(K,c)
K−m = 0 (j − L ≤ m ≤ −2− c).

Proof. Assume the proposition is true for any K=k. Hence, from (12), for the range
j − L ≤ m ≤ −2− c, we have

Q
(k,c)
k−m =

k∑
l=m+1

Cj−m,j−lGk,c,l =

k∑
l=−1−c

Cj−m,j−lGk,c,l

(since Gk,c,l = 0 if l ≤ −2− c)
= 0 (j − L ≤ m ≤ −2− c) . (16)

ForK = k + 1, from (12), we get

Q
(k+1,c)
k+1−m =

k+1∑
l=m+1

Cj−m,j−lGk+c+1,l

=

k+1∑
l=m+1

Cj−m,j−lGk,c,l −Θk+1

k+1∑
l=m+1

Cj−m,j−lGk,c,l−1 (substituting (15))

= 0−Θk+1

k+1∑
l=m+1

Cj−m,j−lGk,c,l−1 (since Gk,c,k+1 = 0 & using (16))

= −Θk+1

k∑
l−1=m

Cj−(m−1)−1,j−(l−1)−1Gk,c,(l−1) (rearranging)

= −Θk+1

k∑
l−1=(m−1)+1

Cj−(m−1),j−(l−1)Gk,c,(l−1)

(since Gk,c,m = 0 & Cj−(m−1)−1,j−(l−1)−1 = Cj−(m−1),j−(l−1))

= 0 (comparing with (16)) .

Hence the proposition is true for K = k + 1. Also, the proposition can be proved for
K = 2. Hence, the theorem is true for all values ofK ≥ 2.

Theorem 3. Referring to equation (12) for the row j (K +1 ≤ j ≤ L− 2− c), for all

K , Q(K,c)
K−m = 0 (K + 1 ≤ m ≤ j).
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Proof. Assume the proposition is true for anyK = k. Hence, from (12), we have

Q
(k,c)
k−m =

m−1∑
l=−1−c

[
k∑

n=1

Θm−l−1
n (E −Θn)Σn

]
Gk,c,l (k + 1 ≤ m ≤ j)

=

k∑
l=−1−c

[
k∑

n=1

Θm−l−1
n (E −Θn)Σn

]
Gk,c,l = 0

(since Gk,c,l = 0 for l > k) . (17)

Then, for K = k + 1, writing down the expression for Q(k+1)
k+1−m from (12), substitut-

ing (15) as before and expanding the terms, we get

Q
(k+1,c)
k+1−m =

k+1∑
l=−1−c

[
k∑

n=1

Θm−l−1
n (E −Θn)Σn +Θm−l−1

k+1 (E −Θk+1)Σk+1

]
Gk,c,l

−Θk+1

k+1∑
l=−1−c

[
k∑

n=1

Θm−l−1
n (E −Θn)Σn +Θm−l−1

k+1 (E −Θk+1)Σk+1

]
Gk,c,l−1.

Using (17) and Gk,c,k+1 = 0 in the above, it simplifies to

Q
(k+1,c)
k+1−m =

k+1∑
l=−1−c

Θm−l−1
k+1 (E −Θk+1)Σk+1Gk,c,l

−Θk+1

k∑
l−1=−2−c

[
k∑

n=1

Θ(m−1)−(l−1)−1
n (E −Θn)Σn

]
Gk,c,l−1

−Θk+1

k∑
l−1=−2−c

Θm−l−1
k+1 (E −Θk+1)Σk+1Gk,c,l−1 .

However the middle term of the R.H.S. above would be 0 for k + 1 ≤ m − 1 ≤ j
by comparing with (17) and by using Gk,c,−2−c = 0. Hence, we obtain, for k + 1 ≤
m− 1 ≤ j and hence for k + 2 ≤ m ≤ j,

Q
(k+1,c)
k+1−m =

k+1∑
l=−1−c

Θm−l−1
k+1 (E −Θk+1)Σk+1Gk,c,l

−
k∑

l−1=−2−c

Θ
m−(l−1)−1
k+1 (E −Θk+1)Σk+1Gk,c,l−1

= 0 (m = k + 2, k + 3, . . . , j) (since Gk,c,k+1 = 0) . (18)

Hence, the proposition is true forK = k+1. The proposition can be proved forK = 1.
Hence, the theorem is true.

Theorem 4. Referring to equation (12) for the row j (K +1 ≤ j ≤ L− 2− c), for all

K , Q(K,c)
K−m (m = −1− c, 0, . . . ,K) are j-independent.
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Proof. Q(K,c)
K−m for m = −1 − c, 0, . . . ,K are separately derived in (13). From the

R.H.S. of (13), it is clear that Q(K)
K−m (m = −1− c, . . . ,K) are j- independent.

Theorem 5. Referring to equation (12) for the row j (K +1 ≤ j ≤ L− 2− c), for all

K ,
K∑

m=−1−c

Q
(K,c)
K−m is singular.

Proof. Assume the theorem is true for some K = k. The expressions for Q(k,c)
k−m and

Q
(k+1,c)
k+1−m are

Q
(k,c)
k−m =

m−1∑
l=−1−c

[
k∑

n=1

Θm−l−1
n (E −Θn)Σn

]
Gk,c,l

+

[
Q−

k∑
n=1

Σn − C −R
]
Gk,c,m

+

k∑
l=m+1

[
C(E − Φ)Φl−m−1 +R(E −Δ)Δl−m−1

]
Gk,c,l

(m = −1− c, 0, . . . , k),

Q
(k+1)
k+1−m =

m−1∑
l=−1−c

[
k+1∑
n=1

Θm−l−1
n (E −Θn)Σn

]
Gk+1,c,l

+

[
Q−

k+1∑
n=1

Σn − C −R
]
Gk+1,c,m

+

k+1∑
l=m+1

[
C(E − Φ)Φl−m−1 +R(E −Δ)Δl−m−1

]
Gk+1,c,l

(m = −1− c, 0, . . . , k + 1).

SubstitutingGk+1,c,l = Gk,c,l −Θk+1Gk,c,l−1 in the latter, we get

Q
(k+1,c)
k+1−m =

m−1∑
l=−1−c

[
k+1∑
n=1

Θm−l−1
n (E −Θn)Σn

]
(Gk,c,l −Θk+1Gk,c,l−1)

+

[
Q−

k+1∑
n=1

Σn − C −R
]
(Gk,c,m −Θk+1Gk,c,m−1)

+

k+1∑
l=m+1

[
C(E − Φ)Φl−m−1 +R(E −Δ)Δl−m−1

]
(Gk,c,l −Θk+1Gk,c,l−1).
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After expanding, rearranging and regrouping the terms, we get

Q
(k+1,c)
k+1−m = Q

(k)
k−m −Q(k)

k−(m−1)Θk+1

+

m−1∑
l=−1−c

(E −Θk+1)Σk+1

[
Θm−l−1

k+1

]
Gk+1,c,l −Σk+1Gk+1,c,m

(m = −1− c, . . . , k + 1)

= Q
(k)
k−m −Q(k)

k−(m−1)Θk+1

+(E −Θk+1)Σk+1

m−1∑
l=−1−c

[
Θm−l−1

k+1 Gk+1,c,l

]
−Σk+1Gk+1,c,m

(m = −1− c, . . . , k + 1).

Then, summing up the terms fromm = −1− c, . . . , k + 1, we get

k+1∑
m=−1−c

Q
(k+1,c)
k+1−m =

[
k∑

m=−1−c

Q
(k)
k−m

]
[E −Θk+1]

+Σk+1

[
m−1∑

l=−1−c

Θm−l−1
k+1 Gk+1,c,l −

m∑
l=−2−c

Θm−l
k+1Gk+1,c,l

]
.

By substituting Gk+1,c,l = Gk,c,l − Θk+1Gk,c,l−1 in the r.h.s. of the above equation
and expanding, the terms other than the first term cancel off, leaving,

k+1∑
m=−1−c

Q
(k+1,c)
k+1−m =

[
k∑

m=−1−c

Q
(k)
k−m

]
[E −Θk+1] . (19)

The above r.h.s. expression is clearly a singular matrix if the theorem is true for K =

k, that is,

[
k∑

m=−1−c

Q
(k)
k−m

]
is singular, since [E − Θk+1] is a diagonal matrix. The

theorem can be easily proved forK = 1 and forK = 2. Hence the theorem is true for
anyK .

4 Conclusions

The HetSigma queue in the Markovian framework has been proposed in order to model
nodes in modern telecommunication networks [1]. The HetSigma queue and its vari-
ants have been successfully applied to carry out the performance analysis of various
problems in communication networks. We have provided the rigorous proofs for the
fundamental properties of the HetSigma queue, which serves as the foundation for the
efficient computational approach for the Hetsigma queue.
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Abstract. Multiprotocol label switching (MPLS) can flexibly establish one or
several paths for traffic demands in the form of label switched paths (LSP). In
this paper we propose a scheme for the multiple LSPs operation of edge nodes
in MPLS networks. The proposal comprises the mechanisms of load-dependent
path-decision, intervention and path selection policy to facilitate efficient LSP
routing. We develop a performance model to evaluate the performance of the
proposed scheme.

1 Introduction

There have been tremendous research efforts on traffic engineering to enhance the per-
formance of IP networks [1]. These activities are partly motivated by the fact that tra-
ditional IP routing protocols calculate the shortest path based on link weights to set
up routing tables to forward packets to their destination. Multiprotocol Label Switch-
ing (MPLS) [2] introduced by the IETF provides a flexible way to establish one or
several paths for each traffic demand from a source to a destination in the form of la-
bel switched paths (LSP). Therefore, balanced traffic distribution can be achieved in
networks [2]. Although the recommendations of MPLS include options for multipath
routing, the search for mechanisms to establish paths taking into account traffic load
remains an open research issue [3–5].

In this paper, we propose a scheme for the multipath (LSP- Label Switched Path)
operation of edge nodes in MPLS networks. The proposal includes the mechanism of
load-dependent path-decision, intervention, and path selection policy to facilitate effi-
cient multiple LSPs routing. An analytical model is provided and performance measures
are derived to compare the proposed alternatives. Previous works on the performance
of multipath routing were only done with simulations [6, 7]. The authors [4] considered
the operation of MPLS nodes with regard to the reliability of links in MPLS networks,
but did not take into account an aspect of controlling paths.

The paper is organised as follows. We briefly describe MPLS features in Section 2.
In Section 3 we present our proposals on the multipath routing operation at ingress
nodes. In Section 4 we introduce the analytical performance analysis framework and we
provide numerical results to give insights into the proposed multipath routing operation.
Finally, we conclude the paper in Section 5.

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 157–165.
DOI: 10.1007/978-3-319-00293-4_13 c© Springer International Publishing Switzerland 2013
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2 An Overview of MPLS

MPLS is the development of IETF to provide a tool for traffic engineering and man-
agement in IP networks [2]. The aims of the MPLS development are to expand the
granularity of administrative traffic control (i.e.: Traffic Engineering) [1] for network
operators. MPLS is often used in the backbone of IP networks, and it consists of MPLS
routers and links between MPLS nodes.

Traffic demands traversing the MPLS domain are conveyed along pipes, or in the
MPLS terminology, label switched paths (LSPs). When a packet arrives at the ingress
router called Label Edge Router (LER) of the MPLS domain, a short fix length label
is appended to it. The packet will be assigned to a specific LSP. The criteria for the
assignment is the destination IP address of the incoming packet and some addition
considerations concerning the current resource availability in the domain. Afterwards,
the packet is forwarded along the specified LSP in the core of the MPLS domain in a
rather simple manner. At each core router called Label Switched Router (LSR), the label
is simply swapped instead of interrogating IP header, significantly increasing packet
forwarding efficiency, which results in tremendous gains in traffic forwarding speed.

Source-based routing is also supported in MPLS beside the shortest path routing
based on the routing protocol like Open Shortest Path First (OSPF) [8]. That is, an
explicit LSP for a given traffic flow from the ingress LER to the egress LER can be
established and maintained based on the operation of constraint based routing (CBR)
algorithms and of signalling protocols (e.g. Resource Reservation Protocol–Traffic En-
gineering, RSVP-TE). These two components allow MPLS to decide the LSP based
not only on the link metric (as OSPF does) but also on the currently available resources
along the links. By doing in this way, traffic may be routed not along the shortest path
but along the most adequate path that has enough resource to meet a given target QoS
(e.g. sufficient bandwidth, low delay). Moreover, traffic may also be splitted and routed
simultaneously along several LSPs. All of these features make MPLS traffic engineer-
ing able to distribute evenly traffic inside the domain.

3 Proposal for the Operation of MPLS Edge Nodes with Multipath
Routing

We propose that the ingress nodes perform an action (including a path decision and a
path selection procedure) from time to time for each MPLS ingress and egress node-
pair. The inter-times between two action points adhere to the exponential distribution
with mean 1/x.

In what follows we concentrate on traffic (referred to as the target traffic from now)
supposed to be delivered between a given IE (ingress-egress) node pair of the MPLS do-
main. Several paths can be defined between the given IE according to some predefined
criteria (e.g.: paths with disjoint edges) to carry packets of the target traffic. Assume that
N is the maximum number of all possible paths that can be theoretically established be-
tween the IE node pair. It is reasonable that only a subset of N paths is used during the
operation of the network and the number of paths in use should be made dependent
on the traffic offered to the IE node pair (i.e.: the number of actually active paths is
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somewhere between 1 and N ). This is done by varying the number of active paths at
each action point with respect to the offered load. The actual number of the active paths
depends on the decision (we call path-decision) made up by network operators at each
action point with regards to the traffic load condition between the ingress and egress
routers. If the offered load is high and there are still some potential paths, then a po-
tential path (or paths) should be taken up to the set of the active paths to increase the
throughput of the target traffic. In the contrary, if the offered load is low, an active path
(or paths) should be removed from the set of the active paths to avoid wasting service
capacity and to increase the resource availability for other traffic in the network.

3.1 Probabilistic Path Decision

The proposed probabilistic path-decision mechanism works as follows at each action
point. A path (or paths) is (are) assumed to be taken up with a probability α that is
a function of the offered load, expressed in the number j of packets being in the fi-
nite buffer of the ingress router plus those being delivered in the paths, i.e. α = α(j).
Intuitively, the functionα(j) would increase with j, i.e. it has a positive slope. Theoreti-
cally, if the number of packets being in the system is too large, α(j) may be set to 1 (i.e.
a remained potential path must be taken up with probability 1). But this is done at the
expense of serving other traffic flows, since it decreases resource availability from their
aspects. Therefore, we suppose that α(j) can only grow to the value αmax, (αmax < 1)
when the number of packets being in the system reaches the threshold a. The value of
α(j) remains at this maximum constant if the threshold a is passed. With a similar con-
sideration, at each action point an active path is removed with probability β(j) which is
a decreasing function of j (i.e. a function having a negative slope). Once the number of
packets being in the system reaches the value b, β(j) becomes constant β(j) = βmin,
(βmin > 0). The functions α(j) and β(j) may have various shape depending on the
way traffic flows are interacting in the network.

3.2 LSP Selection Policies

Path-selection addresses the issue of how many and which path(s) should be taken up
(removed) if there is a need for such actions. For this aim we introduce a probabilistic
selection scenario as follows. Whenever a path-inclusion is decided, a probability uk is
assigned to the event that k paths are taken up simultaneously. Similarly, whenever a
path-removal is decided, a predefined probability vk is assigned to the event that k paths
are removed at once. The distribution of uk and vk may be chosen in advance or can be
adaptively changed during the operation. Note that various policies can be worked out
for the identification of the selected k paths. Specifically, one of the alternatives below
can be deployed:

– Largest Removal–Smallest Inclusion (LR-SI): in this scenario, if a path removal
takes place, then from the set of the currently active paths, a path (or paths) with
the largest service capacity will be removed first. On the other hand, if a path inclu-
sion takes place, then from the set of the currently inactive paths, a path (or paths)
with the smallest service capacity will be taken up first.
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– Smallest Removal–Largest Inclusion (SR-LI): this scenario works in a contrary way
compared to the LR-SI one. If a path removal takes place, then from the set of the
currently active paths, a path (or paths) with the smallest service capacity will be
removed first. On the other hand, if a path inclusion takes place, then from the set of
the currently inactive paths, a path (or paths) with the largest service capacity will
be taken up first.

4 Performance Analysis

4.1 The Overview of the Performance Model

The queueing model for an LER in respect of an ingress-egress node pair is illustrated
in Fig. 1. The model consists of servers representing active LSPs and a buffer of sizeK .
The service operation of each path between the ingress and egress nodes is considered
to have GE (Generalized Exponential) distributed delivery time.

GE 3

GE N

GE 2

GE 1

MMCPP

.

.

.Ingress router Egress router

active path

inactive path

Fig. 1. Model of a multipath routing scenario

The offered traffic is modelled as the aggregation of L independent ON-OFF traffic
sources. The ON and OFF periods are exponentially distributed with mean 1/λ and 1/ν,
respectively. To keep the generality of modelling perspective, we assume that during its
ON period, each source generates traffic which has an inter-arrival pattern according to
a GE distribution with parameter pair (σ, θ).

The GE distribution for the inter-arrival times is chosen to capture the bursty property
of traffic. The GE distribution choice for the delivery time is motivated by the fact
that the GE distribution is a robust two-moment approximation for any service time
distribution [9]. Moreover, the use of the GE distribution still leads to the mathematical
tractability of the system.

Table 1. Parameters of the GE inter-arrival time distribution of individual sources

Arrival process

σ (1/sec) θ

150.669890 0.526471
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It is worth emphasizing that our model can be solved in the framework of the Het-
Sigma queue [10]. We can derive explicit expressions for the average load in the system,
the average number of active paths, the packet loss probability (shortly referred to as
loss), the average packet delay (shortly referred to as delay), the average service facility,
and the resource utilization, which are the important measures of service quality for the
detailed formulas).

4.2 Numerical Results and Discussions

Numerical results are generated with the following input parameters and assumptions.

– There are L sources, each of which has parameters reported in Table 1.
– A set of potential LSPs with different capacities are considered. The capacity of the
i-th LSP is set to (i+1) ∗ 0.5Mbps for i ≥ 1, i.e. an LSP is chosen to be element of
the set {1 Mbps, 1.5 Mbps, 2Mbps, 2.5 Mbps, 3 Mbps, ... }.

– Table 2 shows the relevant parameters of the GE distributed service times for some
LSPs.

– If not stated otherwise, the following parameter setting is valid L = 3, λ = 0.01,
y1 = 3, y2 = 2, a = 20, b = 5,K = 50. Here

• L is the number of ON-OFF traffic sources,
• λ is the transition rate from ON state to OFF state for each individual source,
• y1 and y2 are the upper bounds for batches occurring in the packet arrival pro-

cess and departure process, respectively,
• a and b are the thresholds used for the path decisions delineated in Section 3.1,
• K is the buffer size measured in packets in the model,

The functions α(j) and β(j) for the probabilistic path decisions (described in Sub-
section 3.1) are chosen to be linear functions. The running parameters are the number
of potential paths (N ), the mean intervention rates (x) and the ON state probability
of the individual sources defined as

E(Ton)

E(Ton) + E(Toff)
=

ν

λ+ ν
.

From now on, we focus our attention on the proposed multipath schemes with SR-LI
and LR-SI path selection policies, or shortly SR-LI and LR-SI schemes. The distribution

Table 2. Parameters of the GE, service time distribution of LSPs with different capacities

Service time

LSP bandwidth μ (1/sec) φ

1 Mbps 256.184596 0.109929
1.5 Mbps 384.276894 0.109929
2 Mbps 512.369192 0.109929
5 Mbps 1280.922980 0.109929

10 Mbps 2561.845960 0.109929
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Fig. 2. Delay evolution for different numbers of potential paths and mean intervention rate x. The
ON state probability is 0.7.
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Fig. 3. Packet loss behavior for different numbers of potential paths and mean intervention rate
x. The ON state probability is 0.7.

of uk and vk for the simultaneous selection of k paths (as introduced in Subsection 3.2)
is assumed to be uniform.

In Fig. 2 and Fig. 3 we depict the delay and loss behavior as a function of the mean
intervention rate and the number of potential paths. It can be observed that the packet
loss probability is more significantly influenced by the intervention rate (especially in
the range of 100 - 1000 interventions per second) than the delay. Since the intervention
rate is limited by the processing power of the ingress router, it should be chosen with
appropriate respect to the QoS performance–router processing capacity tradeoff.

Another observation from Fig. 2 and Fig. 3 is that in all scenario settings the SR-LI
scheme achieves better than the LR-SI scheme from the aspect of both loss and delay.
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Fig. 4. Resource utilization comparison between SR-LI and LR-SI schemes
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Fig. 5. Delay-related comparison between SR-LI and non-adaptive schemes

In fact, our extensive results in confirm that the performance superiority of the SR-LI
scheme is experienced in the whole spectrum of traffic load, size of potential path set
and mean intervention rate.

From the aspect of the resource utilization metric, which is the ratio between the
average carried traffic and the average service capacity, it is expected that the higher the
utilization is, the better a given multipath scheme is. The intuitive rationale behind this
argument is that the degree of resource wastage for the target traffic between a given
ingress-egress pair decreases with the resource utilization.

From Fig. 4, we see that the SR-LI scheme yields better resource utilization than
the LR-SI scheme in the regime of moderate and high load and a large number of
potential paths. Thus, combining with the previous results, we conclude that the SR-LI
is better than the LR-SI scheme from all perspectives including loss, delay and resource
utilization.
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Fig. 6. Loss-related comparison between SR-LI and non-adaptive schemes
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Fig. 7. Resource utilization comparison between SR-LI and non-adaptive schemes

We now compare this SR-LI scheme with the non-adaptive multipath routing scheme
where a fix number of LSPs is continuously kept (i.e. there are no interventions like
path removals or inclusions). Fig. 5 and Fig. 6 indicate that the non-adaptive scheme
achieves better than the SR-LI scheme from both loss and delay perspectives. This is
not a surprising fact, because in case of non-adaptive multipath routing the bandwidth
of the whole set of potential paths is persistently reserved for the target traffic. Note that
increasing the number of potential paths at a given fixed load reduces somewhat the
performance bias between the adaptive SR-LI and the non-adaptive schemes, especially
in case of delay metric (see Fig. 5).

However, from Fig. 7 we observe that the SR-LI scheme achieves much better perfor-
mance regarding the resource utilization. For example, in case the ON state probability
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is 0.6 and we use 8 paths, the utilization gain is approximately 3.5 times. Furthermore,
the delay assured by the SR-LI scheme is only 1.37 times worse than that of the non-
adaptive scheme. Practically, packet loss is negligible.

5 Conclusions

We have proposed schemes for the multipath operation of ingress nodes in MPLS net-
works. The idea is to adjust the number of active LSPs according to the actual traffic
load. We have developed the performance analysis of the proposed schemes. Numeri-
cal results show that the proposed adaptive multipath operation coupled with the SR-LI
path selection policy has significant benefits with respect to packet loss, delay and re-
source utilization.
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Abstract. Hence, using the counter-concepts loose or consolidation or high 
consolidation and intuitive soil or non-intuitive soil to express the knowledge of 
states of soil consolidation may lead to geotechnical paradoxes. Then, we need 
a new concept to represent the intelligent data that originates from engineer’s 
intuition and experiences. It requires further a new methodology for 
representing and information processing.  

A new approach presented in this work for this and many practical problems 
embraces multiple research disciplines based on integration of modern 
philosophy, logic, mathematics and engineering experiences. They are referred 
as denotation representing and computing for determining the relative density 
of sands using CPT data. It helps us to reach unknown reality through true-false 
measures and ‘true-false’ analysis using the meta-concept, “true-false”, rather 
than approximation of the known reality through degrees of truth and ‘degree of 
truth’ analysis. 

Keywords: Geotechnical engineering, Intelligent data processing, Counter-
concept, Meta-concept, True-false measure. 

1 Introduction 

Usually, the traditional form of the mathematical model based on two-valued logic, in 
which counter-concepts such as true or false, certainty or uncertainty and others, 
originated from ‘being or non-being’ philosophy are adequate to solve geotechnical 
problems. In practice, we want to find out a true-false adaptive inverse system, which 
has some tracking capability in complexity environments, in order to estimate the 
primary information. This estimation is performed on the basis of data including 
available data, some a priori knowledge of the real system and engineer’s 
experiences, which we call intelligent data. In this approach, however, what 
underrating and overrating the engineer’s experiences in common is that they arise 
from the binary fallacy, for example, "if not loose, then consolidated. Since soil state 
is not loose, soil state is consolidated”. It boils down to recognizing only ‘loose’ and 
‘consolidated’, choosing between solely these when there exists a third option that 
transcends both. In fact, using the counter-concepts loose or consolidation or high 
consolidation and intuitive soil or non-intuitive soil to express the knowledge of states 
of soil consolidation may even lead to geotechnical paradoxes. As, there exist many 
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options between ‘loose’ and ‘consolidated’, which we can study in the framework of 
other logic based on ‘being-non-being’ philosophy, rather than ‘being or non-being’ 
philosophy, using the meta-concepts: ‘loose-consolidated’, rather than the counter-
concept, ‘loose’ or ‘consolidated’. We need, in this case, not only a deductive system 
based on the classical law of the excluded middle to recognize the geotechnical world 
but also a deductive-inductive system based on integration of available data (for 
deductive system) and the human pragmatic competences (for inductive system) using 
meta-concepts, for example, true-false rather than true or false, modern mathematics 
without throwing out classical mathematical results. A new approach presented in this 
work for this and many practical problems embraces multiple research disciplines 
based on integration of modern philosophy, logic, mathematics and engineering 
experiences. They are referred, in this paper, as denotation representing and 
computing for determining the relative density of sands using CPT data. It helps us to 
reach unknown reality of soil through true-false measures and ‘true-false’ analysis 
rather than approximation of the known reality through ‘degrees of truth’ and ‘degree 
of truth’ analysis. 

2 ‘Being or Non-being’ Philosophy and Counter-Concept 

2.1 Counter-Concepts  

The term dualism was originally created to denote co-eternal binary opposition, a 
meaning that is preserved in metaphysical and philosophical duality discourse. It 
creates the first counter-concepts such as: mind or brain, being or non-being, 
objectivity or subjectivity and others. ‘Mind or brain’ dualism claims that neither the 
mind nor brain can be reduced to each other in any way. Plato and Aristotle deal with 
speculation as to the existence of an incorporeal soul that bore the faculties of 
intelligence and wisdom. They maintained that the faculty of the mind, people's 
"intelligence", could not be identified with, or explained in terms of, their physical 
body. In history, the first counter-concepts – “You or others”, “Good or Evil”, “Yes or 
No” and “nothing or everything” appear in Confucius’ (551 B.C.E. – 479 B.C.E.) 
philosophy and are represented as follows:  

 

 

Fig. 1. Confucius’ ‘binary’ philosophy and counter-concepts 

 

YOU OTHERS 

Yes 
(Good)

No 
(Evil)

己 所 不 欲，勿 施 於 人。 

“"What you do not wish for yourself, do not do to others." 
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This philosophy emphasized personal and governmental morality, correctness of 
social relationships, justice and sincerity. This alternative idea, as well as counter-
concepts such as: true or false, certainty or uncertainty etc. introduced later, creates 
the so-called binary philosophy. Civilization started when Aristotle (344-322 BC see 
Barnes, Jonathan) formulated the ‘Being or Non-being’ philosophy. He was a brilliant 
mind for many diverse topics of science and technology. This is shown in the 
following figure:  

 

 
Fig. 2. Aristotle’s philosophy in the ontological sense 

“Being” and its opposition, “Non-being”, are expressed in the law of the excluded 
middle, which states the necessity that either an assertion or its negation must be true.  

Counter-concepts originating from ‘being or non-being’ philosophy are derived 
from observation, physical testing and logical reasoning based on two-valued logic. It 
is strictly material reasoning that depends in no way upon the individualized 
conscious or spiritual state of the observer. Let us return to reasoning derived from 
observation, for example, beginning with Aristotle’s syllogistic, and writing ‘Being’ = 
B and ‘Non-being’ = N, we have two alternatives: B ∨ N. In the framework of binary 
philosophy, we have two possibilities: ‘if not B then N’ and vice versa. It is presented 
in the form: 

( ) ( )
NBeConsequenc

BNNB

NB

¬=¬¬
=¬∧=¬

∨

:

)2

)1

 

 (1)

That is: 

BB =¬¬   (2)

{ } 1)(1,0 =¬∨∀ ∈ ppp  (3)

On the other hand, we can represent ‘Being’ by two possibilities (B, ¬B) and ‘Non-being’ 
by, (N, ¬N). Then, we have certainty (B¬N or ¬BN) and uncertainty (BN or ¬B¬N),  
i.e. 4 possibilities, which are represented by: 

 ‘Being or Non-being’ = {BN, B¬N, ¬BN, ¬B¬N}  (4)

 

“It is impossible for anything  
to be and not to be  
at the same time” 

 

          “The being”                        “The non-being” 
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It is shown in the following network:  
 

          

Fig. 3. ‘Being or Non-being’ perception  

Consider, for example, behaviors of explored equipment in the complex 
environments of soil such as the Cone Penetration Test, CPT. If knowledge about soil 
properties is obtained from observation of the behavior of a physical “CPT-soil” 
system, then it is seen as strictly material exploration that depends in no way upon the 
individual spiritual state of the controller. It is shown in the following figure,     

 

Fig. 4. Objective reality derived from available data 

2.2 Geotechnical Paradox      

A study of the “CPT-soil” system using logical reasoning based on two-valued logic 
must, in this case, resort to statistical descriptions and what it defines is seen as 
‘objectivity’. Then, the laws of statistics enable us to understand the behavior of a 
multitude of disorganized complexities. Hence, we haven’t absolute true and absolute 
false and, the application of binary philosophy with two-valued logic forces us to 
introduce the concept: certainty and uncertainty in order to evolve a given data 
towards an output according to certain rules. Many problems originating from 
different counter-concepts may, in some cases of the geotechnical fields, lead to 
paradoxes. For example, we can use ID to indicate the state of denseness (or 
looseness) of sand soil. Current knowledge on the subject of sand consolidation is 
limited and qualitative. For example, soil consolidation states, s, are presented by: 
loose (l – Loose/Low consolidation) for 0 < ID ≤ 0.33, moderately consolidated (m – 
medium consolidation) for 0.33 < ID ≤ 0.67, or highly consolidated (h – high 
consolidation) for ID > 0.67, which are shown in the following figure: 

‘Being or Non-being’

B N                               B ¬N                        ¬B N 

¬B ¬N 

CPT 

 
Soil

Physical system 

Reality 
Logical reasoning 



 Meta-concept and Intelligent Data Processing in the Geotechnical Fields 173 

      

Fig. 5. Presentation of soil consolidation states based on ‘true or false’ philosophy 

where ID stands for the degree of soil consolidation, which is an important parameter 
in geotechnical engineering. It is represented logically, in the framework of binary 
philosophy in the form: 

{ }hmls ∨∨∈   (5)

where, ∨ denotes alternative operator (or) in two-valued logic.  
As we can see in the framework of binary philosophy with the counter-concepts: 

sensitivity or non-sensitivity the understandings of the sensitive consolidations of soil 
(sensitive soil) have in common, that they arise from the binary fallacy:  

• if change of relative density ID results in change of consolidation states then we 
have: soil is sensitive to ID.  

• Since change of ID results in not-change of consolidation states then we have: soil 
is non-sensitive to ID.  

It indicates that the first reason is intuition; whereas the second reason is 
emotionalism through the binary fallacy, which boils down to recognizing only 
sensitivity and non-sensitivity, choosing between solely these when exists a third 
option that transcends both. It leads to contradiction as follows. 

With the counter-concepts like loose or medium consolidation and sensitivity or 
non-sensitivity, we have the paradox comes from the following logical reasoning 
based on two-valued logic: 

(Using deductive system) 

1. If:  ID ≤ 0.33 Then: sand is loose. 
2. If: 0.33 < ID ≤ 0.67 Then: sand is medium consolidated. 
3. From 1 and 2 we have: a small changing of ID: from 0.33 to 0.34 leads to big 

changing: from loose to medium consolidated in the states of soil. 
4. From 3 we have p1: it is true that: soil is sensitive to changing of ID, writing: p1 = 

true. 
5. From 2 we have: big changing of ID: from 0.33 to 0.64, which results in non-

changing of the states of soil: from medium consolidated to medium consolidated.  
6. From 5 we have p2: it is true that: soil is non-sensitive to changing of ID, so we 

write: p2 = true. 
7. Because of p1: soil is sensitive to changing of ID; whereas p2 says: soil is non-

sensitive to changing of ID then whereupon we have: p2 = ¬p1 (in the framework 
of two valued logic). 

8. From 4, p1 = true, and 6, p2 = true, from that, we have: p1 ∧ p2 = true. 
9. From 7, p2 = ¬p1, and 8, p1 ∧ p2 = true, we have p1 ∧ ¬p1 = true - paradox! 

 

     loose    medium consolidation     high consolidation 
0 < ID ≤ 0.33      0.33 < ID ≤ 0.67                     ID > 0.67

0.33 0.34                                    0.67                                    ID 
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3 Being-Non-being Philosophy and Meta-concept 

3.1 Meta-concept  

‘Affirmation-Denial’ Concept: Contrary to dualism, monism does not accept any 
fundamental divisions between: physical and mental. It is a doctrine saying that 
ultimate reality is entirely of ‘one’ substance. Monism creates another concept named 
meta-concept. It was found in Indian logic (in the Rigveda 1000 B.C.) in which, we 
have the four-cornered argumentation including: affirmation X, denial (negation) of 
X, ¬X, both affirmation and denial, X ∧ ¬X, and neither of them ¬(X ∨ ¬X). Here, 
the joint affirmation and denial X ∧ ¬X represents a third option that transcends both 
affirmation and denial. It we can represent as:  

X ∧ ¬X = ‘affirmation-denial’ – is neither affirmation nor denial             (6) 

The efforts of Indian logic were concentrated on explaining the unary underlying 
order of Hindu philosophy. They want to come to adopt neutral monism, the view 
that the possible reality, is of one kind - is both affirmation and its denial.  

 

‘Discrimination-Non-discrimination’ Concept : Fundamental undivided nature of 
reality is found in Trang Chau’s ‘One’ philosophy, (莊周-Zhuang Zhou (Trang Chau) 
369-286, in China). It is shown in the figure: 

 

 
Fig. 6. Trang-Chau’s “One” philosophy 

The author claimed that the concept of true and the opposition of it, false, are seen 
as oneness and according to his dynamic thinking: “true becomes false and false 
becomes true … we can’t know where is the starting point, where is the end … as a 
circle, in which, we can’t distinguish big from small, good from evil, discrimination 
from non-discrimination and true from false”. Author’s idea, ”Discrimination-Non-
discrimination-Non-discrimination-Discrimination” or briefely, ”Discrimination-
Non-discrimination”, represents his philosophy: 

 

”Discrimination-Non-discrimination” is neither Discrimination nor Non-
discrimination 

"Discrimination-Non-discrimination- 
 

Non-discrimination-Discrimination”

是 

是 

非 非 

辨   不   辨   不   辨   辨 
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which, according to D.T. Suzuki [4] (鈴木 大拙 貞太郎 Suzuki Daisetz Teitarō 
1962), is the most deep philosophical paradox. 

In fact, in Trang Chau’s philosophy, the author claimed that the concept of true and 
the opposition of it, false, are seen as unity according to his dynamical thinking: “true 
becomes false and false becomes true, in which we can’t distinguish big from small, 
good from evil, discrimination from non-discrimination”. This author’s way of 
thinking we call, as in [5], the Trang Chau’s ‘One’ philosophy, in which the author 
wanted to turn away from the counter-concept, Discrimination or Non-
discrimination, originating from logical reasoning based on binary philosophy, to 
devote to the meta-concept: discrimination-nondiscrimination, originating from the 
observer’s thoughts and depending rather on his/her feeling - cognitive processing.  

 

‘Being-Nonbeing’ Concept: The meta-concept: “sac-sac-khong-khong” i.e., being-
being-non-being-non-being or briefly, being-nonbeing is found in the Vietnamese 
“one” philosophy, as in [5]. That is: 

being-non-being, which is neither being nor non-being 

but a third option that transcends both. It is the consequence of both the observers’ 
thinking using cognitive processing and observational results from his/her eye, i.e. a 
consequence of both material and spiritual phenomena. Nevertheless, its description is 
beyond the limitations of language expressed by being or non-being. It suggests, or 
even forces, us to go beyond the limitations of the counter-concept, being or non-
being, in order to discover the other options represented by the meta-concept: Being-
Non-being. We can represent the meta-concept, Being-Non-being by the following 
network: 

 

Fig. 7. The meta-concept, ‘Being-Non-being’, in the framework of Indian logic  
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That is, in the framework of Indian logic, using box connective, ■ (affirmation), 
and diamond connective, ♦ (both ■ and ¬■), for the four-cornered argumentation: ■, 
♦, ¬■ and ¬♦. We can represent ‘Being’ by 4 symbols, (■B, ♦B, ¬■B, ¬♦B), where 
we have certainty: ■B, ¬■B (negation), uncertainty: ♦B  and ¬♦B (neither ■B nor 
¬■B); similarly, ‘Non-being’ by (■N, ♦N, ¬■N, ¬♦N). It is clear that instead of 
recognizing only being and non-being, choosing between solely these when there 
exist, in the observer’s mind, many thoughts according to many options that transcend 
both being and non-being. They were presented by the term: being-non-being, which 
we call meta-concept. While the counter-concepts being or non-being are produced 
by the intercourse of the body senses with objects, originating from the observer’s 
physical perceptions (ordinary perceptions), who can quickly recognize being or non-
being by his/her eyes; the meta-concepts, being-non-being are individually existing in 
the observer’s spirit in their semantic and pragmatic aspects. They are precisely the 
conscious development that determines other levels of reality which can be accessed 
and are beyond the purely physical and deterministic. Saying, it is an ability of the so-
called ‘psychic power of consciousnesses of the observer’s cognitive processing.  

 

‘Identity-Different’ Concept: The meta-concept ‘identity-different’ presented in 
Georg Wilhelm Friedrich Hegel’s philosophy (1770-1831), that is: people do not 
recognize that “in truth identity is different”, i.e., 

Identity-different is neither identity nor different 

 ‘Necessarily_false-Necessarily_true’ Concept: The meta-concept: contingent (♦) or 
possibility () (iff it is neither necessarily false nor necessarily true i.e., a third option: 
necessarily_false-necessarily_true that transcends both of them) is found in the modal 
logic. That is:  

 

Necessarily_false-necessarily_true is neither necessarily false nor necessarily true 
 

‘True-false’ Concept: The meta-concept true-false presented in Łukasiewicz’s 
philosophy (1879–1956) as in [5]: “Truth of future events is neither true nor false”, 
represents either a cognizable value or the ‘truth’ of judgments, τ, originated from the 
human competences like engineer’s intuition and experiences depending on his/her 
pragmatic competences. It was created in his multi-valued logic. Author’s true-false 
philosophy, in the framework of multi-valued logic, is graphically presented in the 
following figure: 

                                                                                              ,       

,  

Fig. 8. Łukasiewicz’s  ‘true-false’ philosophy 

True-false 
“...is neither true nor false…” 
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In Łukasiewicz’s logic, the author used negation denoted by: ¬ or ( ...), and 
implication, →, as the primitives and defined the other logic operations in term of 
these two primitives as follows: 









→∧→=⇔
∨=∧

→→=∨

)()(

,)(

abbaba

baba

bbaba

  (7)

The primitives of this logic are defined by the following equations: 
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Note that from two-valued logic, (n = 2), for m logic variables or functions we have: 

ℜ2
1 x ℜ2

2 x...x ℜ2
m → ℜ2  (9)

For m = 1 there are (2z, z = 21) = 4 truth-functions and for m = 2 there are (2z, z = 22) = 
16 different functions. Thus, we have ℑ truth-functions obtained from the following 
relationship: 

ℑ = nz, z = nm   (10)

To determine the number of possible true-false functions with n = 3 (multi-valued 
logic), m = 2, we have (3z, z = 32) = 19638 possible functions. Let return also to 
network presented in the figure 7, we can see much more ‘being-non-being’ cases, 
depending on the use of n value (n > 4) of multi-valued logic. These results suggest 
that we should take advantage of the wealth structure of multi-valued logic to human 
cognitive processing. 

 

‘Membership-Non-membership’ Concept: The meta-concept membership-non-
membership is found in Zadeh’s theory of fuzzy sets, as in [7]. The membership grade 
of x regarding to set A is shown in the following figure: 

         

 

Fig. 9. Zadeh’s ‘membership-non-membership’ philosophy 

A 

x3 ∈ A ∧ x3 ∉ A 

x2 ∉ A 

x1 ∈ A 
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It is: 

membership-non-membership is neither membership nor non-membership 

It represents an idea: 

x3 is ‘neither belong nor non-belong’ to the set A. 

Connectives, in Zadeh’s logic, are defined entirely in terms of truth-rules. For any 
statement, P or Q, we have a truth-value, τ(P) or τ(Q) such that: 

0 ≤ τ(P) ≤ 1                                    (F1) 

τ(¬P) = 1 - τ(P)                                            (F2) 

τ (P ∧ Q) = min(τ (P), τ (Q))                                              (F3) 

τ (P ∨ Q) = max(τ (P), τ (Q))                                             (F4) 

τ (P ⊃ Q) = min(1, 1 - τ (P) + τ (Q))                                  (F5) 

τ (P ≡ Q) = min(1 -τ (P) + τ (Q), 1 + τ (P) - τ (Q))           (F6) 

3.2 To Go beyond Paradox 

The complexity of the “CPT-Soil” system increases when its properties cannot be 
determined precisely by common measurements such as geometrical, physical 
measures derived from the behavior of the physical “CPT-Soil” system (crude data)  
but rather by various types of information with different metrics about noise involved 
in the behavior of tested equipment in complex environments. This information can 
be determined depending on what is distinguished by the engineers, i.e. depending on 
the interaction between the observer and a controlled system, including the behavior 
of tested equipment, controller’s judgment and the individual spiritual state of the 
scientist. By this way, we can obtain the so called ‘meta-knowledge’ - ‘subjective-
objective’ reality. It is presented in the following figure: 

               
 

Fig. 10. Meta-knowledge that expresses objective-subjective reality 

In this example, the soil properties are determined depending on the semantics and 
pragmatics of a database referred as intelligent data. 

CPT 
 

        
Observer 

Scientist 
Reality

Cognitive processing 
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Now, a third option between loose and medium (of consolidated states of soil) can 
be represented by the so called meta-concept, as in [5]: loose-medium (l-m), which is 
neither loose nor medium for the consolidated states of sand and sensitivity-non-
sensitivity, which is neither sensitivity nor non-sensitivity with truth values, τ, for 
changing of properties of sand we continue: 

(Using deductive-inductive system) 

10. Since for ID = 0.34 we have, considering the framework of above traditional 
principles, a medium consolidated state. However, we have certainly “both in 
practice and mind” an infinite number of thoughts (denotation of sentences, as in 
[5]), which can be expressed by an infinite number of true-false values. From that, a 
small changing of ID from 0.33 to 0.34 leads to a small changing in consolidation 
states of soil which is expressed with: changing from loose-medium|τ(l) = 1.0 ∧ 
loose-medium|τ(m) = 0.0 to loose-medium|τ(l) = 0.8 ∧ loose-medium|τ(m) = 0.2. 
Then, we have certainly q1: it is true that soil is sensitive-non-sensitive to changing 
of ID, so we write down: q1 = true.  

11. Now, there is a big changing of ID from 0.33 to 0.64 which results in big changing 
of consolidation states of soil as well, which is expressed by: changing from 
loose-medium|τ(l) = 1.0 ∧ loose-medium| τ(m) = 0.0 to loose-medium|τ(l) = 0.0 ∧ 
loose-medium|τ(m) = 1.0. Then, we can write q2: it is true that: soil is sensitive-
non-sensitive to changing of ID also, i.e., q2 = true.  

12. Because of q1: soil is sensitive-non-sensitive to changing of ID; and q2: soil is 
sensitive-non-sensitive to changing of ID thus, we have: q2 = q1. 

13. As a result of 10, 11 and 12 we have: q1 ∧ q2 = q1 ∧ q1 = true – logically! 
 

Thus, with this meta-knowledge presented by the meta-concept sensitive-non-sensitive 
you can see in the above example, how contradiction occurring in our traditional 
knowledge disappears by itself. It is why we have to use the geotechnical deductive-
inductive system. 

4 True-False Measures   

The knowledge derived from intelligent data is the so called meta-knowledge. Its 
sense is beyond limits of language and is expressed, as in [5], by the so-called 
denotation identified by an infinite number of thoughts or by truth values (according 
to definition of Friedrich Ludwig Gottlob Frege in his theory of sense and 
denotation). We can describe, for example, the meta-concept affirmation-denial in the 
meta-language form: 

affirmation-denial|Denotation = affirmation-denial|Thoughts/Truth values 

Further on, we can use Łukasiewicz’s infinite number of true-false measures τ 
according to multi-valued logic to describe the denotation of sentences presented in 
Frege’s theory. By this way, we can represent the meta-concept affirmation-denial in 
the conjunctive, ∧, form: 
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affirmation-denial|thought = affirmation-denial|τ(affirmation) ∧ affirmation-
denial|τ(denial) 

 

Being-Non-being|thought = Being-Non-being|τ(being) ∧ Being-Non-being|τ(Non-
being) 

likewise,  
True-false|thought = True-false|τ(true) ∧ True-false|τ(false) 

 

Note, that the symbol: τ, in the framework of the ‘being or non-being’ philosophy, is 
called a truth function that expresses the truth according to the degree of truth. 
However, it, in the framework of the ‘being-non-being’ philosophy, is called ‘true-
false’ function that expresses the ‘true-false’ measure (non-additive, fuzzy measure) 
in respect of its denotation, which can be mathematically represented as follows.  

Def. 1. Borel σ-algebra: let X be a non-empty set, X ≠ ∅; the family A of subsets of 
the set X is called σ-algebra of subsets of X, if: 

 (X ∈ A) ∧ (A ∈ A → (X – A) ∈ A) ∧ (An ∈ A → U
∞

=1n
nA ∈ A)              (11) 

The σ-algebra, which is generated by all open intervals in ℜn, is called Borel  
σ-algebra and denoted as ß. The elements of family ß are called Borel sets.  

Def. 2. Measure: a function τ: A  { }∞+∪ℜ=ℜℜ ++ ,  is called a measure, if: 

a) ∀(A∈A) ( ) ( ){ }0)(0)(: =∅∧≥ ττ A  (12)
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Def. 3. Measure of a set: The function τ(A), A ∈ A is called a measure of set A; if 
τ(A) = 0 then A is called a measurable-zero set, τ: A → [0, ∞] is called a set function 
determined on A.   

Def. 4. Measurable set: Assume, family ℑ composed of elements in the form of: A = 
B ∪ C, B ∈ β, τ(C) = 0; β is a Borel set; each element of set ℑ is called a measurable 
set (measurable in the sense defined by Lebesgue), if: 

)()()(: BCBAA τττ =∪=∀ ℑ∈   (14)

Def. 5. Measurable function: mathematically, Let X be a non-empty set, let S be a σ-

field of subsets of X, let f be a partial function from X to ℜ , 

{ } { }∞+∪∞−∪ℜ=ℜ
 and let A be an element of S. We say that f is measurable 

on A iff: for every real number r holds, as in [1].  

))(,( rfdomLEA ℜ−∩  is measurable on S (15)
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where, the functor LE-dom(f, a) yields a subset of X and is defined by: 

x ∈ LE-dom(f, a) iff: x ∈ dom( f) ∧ ∃y{y = f(x) ∧ y < a}, (16)

where y denotes an extended real number. By other way, let F be a class of all finite 
non-negative measurable functions defined on a measurable space, (X, A). Moreover, 

let the set Fα be called an α-cut of f, f ∈ F. Function f: X  ℜ   is called a 
measurable function iff: β is a Borel set and: 

{ } alboXonebraatobelongingBxfxBfB lg])(:[)(: 1 −∈=∀ −
∈ σβ  (17)

[ ]})(::{ ααα >=∀ ℜ∈ xfxF  (18)

Def. 6. Quantitative-qualitative evaluation: Let X be a nonempty set; A be an σ-

algebra on X; τ: A  [0, 1] be a non-negative, real-valued set function defined on A. 
τ is called a truth/true-false measure on (X, A) iff: 

a. τ is derived from both mathematical results and human “pragmatic” competences. 
b. τ(∅) = 0 when ∅ ∈ A. 
c. {(E ∈ A, F ∈ A) ∧ (E ⊂ F)} implies τ(E) ≤ τ(F). 
d. [({En} ⊂ A; ∪{En} ∈ A) ∧ (∩{En} ∈ A)] then 

              [τ(∪{En} ) = max{τ(En)}] ∧ [τ(∩{En} ) = min{τ(En)}]        

This number is the quantitative-qualitative evaluation corresponding to both quantity 
and quality factors in X. Hence, set ∅ has a minimum confidence: 0, i.e., τ(∅) = 0; 
total space X has a maximum confidence: 1, i.e., τ(X) = 1 (boundary conditions); 
therefore, for every set of factors E i F, so that E ⊂ F, the confidence of E cannot be 
greater than the confidence of F. This means that this measure fulfills the conditions: 
E ∈ A, F∈ A and E ⊂ F implies τ(E) ≤ τ(F) (monotonicity conditions). It is a variable 
truth coming from one's own intuition or common sense and personal reflection based 
on his/her experiences.  

The measure τ corresponding to above conditions is called a true-false measure in 
the measurable space (X, A), which we call a non-additive measure. According to λ-
fuzzy measure, let λ ≠ 0 and {E1, E2, …, En} be a disjoint class of sets in A. So we 
have: 
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(19)

A truth λ-measure is a function τ from 2X, (i.e., {0, 1}X which is a set of all functions 
from X to {0, 1})  to [0, 1] with properties: 

)()()()()(),(1)( FEFEFEFEXFEX τλτττττ ++=∪→∅=∩∧⊆∧=  (20)      
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Where λ is determined by: 

( )[ ] 0),1(;11
1

≠∧∞−∈






∏ +=+

=
λλλτλ

n

i
iE

 
 (21)

An evaluation undertaken by a single expert is always influenced by his/her 
subjectivity. However, we can imagine that each quality factor xi of a given object 
also has its inherent quality index h(xi) ∈ [0, 1], i = 1, 2, …, n. That is, we assume the 
existence of an objective evaluation function h: X → [0, 1]. The most ideal 

evaluation, E*, for the quality of the object is the fuzzy integral: E* = ƒh dg of this 
function h with respect to the importance measure g, which we call the objective 
synthetic evaluation. Wang (1984-1992) introduced a generalization of the fuzzy 
integral. It is non-linear functional, where the integral is defined over measurable sets. 
Let A ∈ A, A is a σ-algebra of sets in ℘(X); f ∈ F, F is the class of all finite non-
negative measurable functions defined on measurable space (X, A). For any given f ∈ 
F we write Fα = {x|f(x) ≥ α}, Fα+ = {x|f(x) > α}, where α ∈ [0, ∞]. Let Fα and Fα+ be 
called an α-cut and strict α-cut of f, respectively. Instead of the importance measure 

g, the fuzzy integral of f on A with respect to true-false measure, τ, is denoted by ƒA f 

dτ. To simplify the calculation of the fuzzy integral, for a given (X, A, τ), f ∈ F and A 
∈ A, we have: 

ƒA 
)]([sup α

α
τατ FAfd

ALFA
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(22)

}:),()(],,0[|{ αβτταα βα >−∩>∩∞∈= anyforFAFAALFA  
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5 Determining the Relative Density of Sands Using CPT Data 

Let CPT data: the effective overburden stress: σ’ν = 81 [kPa], the cone-tip resistance: 
qc = 5030 [kPa], the sleeve friction: fs = 3 [kPa] and the given friction ratio, ra = 0.06 
%, are used for determining relative density ID of sand. Traditionally, interval 
numbers established depending on the current knowledge of the friction ratio r and 
the compressibility relationship are used to present three compressibility qualifiers 
such as low, medium and high. They are: low, L, for r = [0 ÷ 0.3]%, medium, M, for r 
= [0.3 ÷ 0.7]% and high, H, for r = [0.7 ÷ 1.0]%, in which r = fs/qc [%]. It is 
represented in the framework of being or non-being philosophy for three levels of 
compressibility C as low or medium or high. That is: 

{ }HML ∨∨∈C  (24)

It refers as three base correlations, which is graphically presented in the following 
figure. 
 
 



 Meta-concept and Intelligent Data Processing in the Geotechnical Fields 183 

 

  

Fig. 11. Sand compressibility in the framework of being or non-being philosophy 

5.1 Determining Relative Density of Sands Using Fuzzy Philosophy 

According to the fuzzy approach, as in [2], there are three compressibility qualifiers: 
low (L), medium (M) and high (H). They are represented by three fuzzy sets and 
expressed by three membership functions μ(L), μ(M) and μ(H), which are established 
on the base of engineering judgments. Those three fuzzy sets Low, Medium and High 
are shown in the following figure. 
 

 

Fig. 12. Three levels of compressibility in the framework of membership-non-membership 
philosophy 

To determine ID, a weighted aggregation technique has been used to combine three 
base correlations, determined from the correlations, which are defined for sands of 
low, medium and high compressibility respectively. The relative density ID obtained 
from these base correlations, as in [2], is then aggregated as follows: 

HHMMLL wIwIwII DDDD ++=  (25)

where, ID
k, k = L, M, H are relative densities, determined from the correlations 

defined for sands of low, medium and high compressibility respectively (they usually 
relate the cone-tip resistance (qc) to ID with consideration of effective overburden 
stress (σ′v) and soil compressibility, as in [2]); wk, denotes weights which are 
determined based on a "similarity" measure of three predefined levels of 
compressibility. The result based on fuzzy logic, as in [2], obtained by Juang et. al. is: 
ID

J = 41%. 
As, the above aggregation, eq. (25), is based on an implicit assumption, that these 

effects of three compressibility levels (L, M, H) are viewed as additive. This 
assumption, however, is not always reasonable as indicated by Wang Z. and Klir G.J. 
(1992) [6]. On the other hand, although the general idea of degrees of membership 
agrees well with the general idea of true-false philosophy, we have to see in this 
approach, that the dividing compressibility of sands into three levels, which are 

0                              0.5                              1.0   r [%] 

 Low                Medium                  High 

μ 
 
1
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described by three fuzzy sets Low, Medium and High separately or partly overlapped, 
does not agree with the “one” philosophy. In this case, saying as Hegel, we are 
constantly using our one reality to subdivide and rearrange new sets of ones. 

5.2 Determining Relative Density of Sands Using True-False Philosophy 

Let a set function τ be employed as a true-false measure for intelligent data. It is a 
qualitative-quantitative evaluation for the meta-concept: Low-Medium-High, L-M-H, 
which is derived from the engineer’s pragmatic competences including both physical 
and mental perceptions of engineers.  

According to Hegel’s philosophy: “reality is saturated in ones”, it refers as 
appearance of the so called meta-state of sand (three states, Low, Medium and High 
compressibility together, which is not Loose and neither Medium nor High). It is 
graphically presented for any value, ri, in the following figure. 

 

 

Fig. 13. Three levels of compressibility in the framework of true-false philosophy 

We can distinguish low, medium and high depending on variable true-false 
measures, which is non-additive measure defined by: 

]1,0[: →Rτ   (26)

According to the “one” philosophy, it refers as an appearance of the single meta-
condition L-M-H. That is: 

L-M-H = L ∧ M ∧ H (27)

As a result, compressibility-level of sands is the ‘one’, Low-Medium-High, in which 
we can recognize low from medium, medium from high and vice versa  through 
variable true-false measures τ(k), k = L, M, H and true-false analysis, as in [5].  

Now, determination of relative density (ID) value for common sands becomes 
determination of true-false measures and true-false analysis. For most NC sands, 
according to Robertson and Campanella (1985), the predefined value of r for medium 
compressibility r*(M), is about 0.5%, but for sands of low compressibility r*(L) ≈ 0% 
and for sands of high compressibility it is r*(H) ≈ 1%. Hence, the ‘difference’ 
measure between ra and the predefined numbers r*(k), k = L, M, H  is defined by: 

( ) )(* krrkdiff ara
−=

 
 (28)

It is used as a means of measuring, how close the actual friction ratio ra is to each of 
the predefined numbers r*(k). Smaller distance indicates a higher degree of similarity. 

       1.0     r [%]      0.0     ri

L-M-H = L-M-H|τi(L) ∧ L-M-H|τi(M) ∧ L-M-H|τi(H)



 Meta-concept and Intelligent Data Processing in the Geotechnical Fields 185 

The compressibility measured by friction ratio corresponding to a higher similarity is 
intuitively assigned a greater value of truth/true-false in the general form:  

( ) ( )kdiffk
ar

−= 1τ , k = L, M, H  (29)

i.e. sand, having the compressibility level k = L, M, H, is intuitively assigned to this 
true-false measure τ(k). In addition, we support here given evaluations by three experts 
expressed by: τ*

i(k), i = 1, 2, 3. From that we can construct the λ-true-false measure for 
all the other subsets of set X, X = {L ∪ M ∪ H}. Then, we can calculate the λ-true-false 
measures, {τ(L ∪ M), τ(L ∪ H) and τ(M ∪ H)} by equations (19, 20, 21) for different 
subsets {(L ∪ M), (L ∪ H) and (M ∪ H)}, finally, ID by a cognitive processing with 
intelligent data using Sugeno (1977) type integral, as in [3], of a measurable function 
f(k), f(k) ∈ Fα with respect to the true-false measure, τ, in the form: 

ID = ff(k) dτ [ ]
( )[ ] { } ;,)(|,sup

,0
RkkfkFFR ⊂≥=∩∧=

∞∈
ατα αα

α  
 (30)

in which, R = {L, M, H}; L, M, H represent the Loose, Medium and High states of 
sands. The evaluations and obtained results of three experts are shown in the 
following table. 

Table 1. Qualitative-quantitative evaluations and numerical results, ID
* 

Expert τ*
i(L) τ*

i(M) τ*
i(H) τ(L∪M) τ(L∪H) τ(M∪H) ID

* [%] 
1 0.80 0.30 0.10 0.95 0.85 0.38 41.0 
2 0.80 0.50 0.10 0.98 0.84 0.56 42.8 
3 0.80 0.30 0.20 0.93 0.88 0.46 42.8 

 

Obviously the changes of results ID
*, depending on changes of {τ*(L), τ*(M), τ*(H), 

τ(L∪M), τ(L∪H), τ(M∪H)}, confirm the requirement that the relative true-false 
measures, τ, of the compressibility are taken into account in the true-false-integral 
operator. To reduce the influence of qualitative biases of independent experts and to 
obtain a more reasonable evaluation of ID

*, we can use an arithmetic average of the 
results obtained from the three experts. That is: 

 (0.41 + 0.428 + 0.428)/3 = 42.2%. 

Although those ID
* values based on “one” philosophy agree well with the results 

based on fuzzy logic, as in [2], ID
J = 41%. This new result depends on the expert’s 

qualitative-quantitative evaluations also, which we can improve by a process of 
inductive thinking. This has been discussed by Łukasiewicz in his paper on matching 
unknown causes to known effects in order to strengthen the experiences of engineers. 
A careful presentation of this process will be in another paper. 

6 Conclusions 

To describe the real systems like soil systems, a formulation of the counter-concept 
loose or consolidation based on available data resulted from physical experiments is 
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insufficient. To recognize the real world, we are still confined to the framework of 
binary philosophy with counter-concepts. It is only a matter of habit, which we should 
change in the future from dualism to a monist view with different meta-concepts, 
derived from both physical and mental perceptions of engineer’s pragmatic 
competences through their judgments. Then, we need another concept that transcends 
limitations of both language and Boolean numbers.  For example, the meta-concept: 
low-medium-high represents a third option that transcends both low, medium and high. 
These expressive needs lead to emergence of the development of new mathematics 
for denotation computing and their integration with achievements of modern ICT in 
order to create effective information processing for different fields of sciences.  

These areas of research that require more intelligence and contemplation for "the 
truth will be in the future" should require the meta-concepts derived from being-non-
being philosophy and multi-valued logic.  
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Abstract. In this paper, we prove the convergence of weak solutions of
fast rotating fluids between two infinite parallel plates towards the two-
dimensional limiting system. We also put in evidence the existence of
Ekman boundary layers when Dirichlet boundary conditions are imposed
on the domain.
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1 Introduction

In this paper, we consider a simplified model of geophysical fluids, that is the
system of fast rotating, incompressible, homogeneous fluids between two parallel
plates, with Dirichlet boundary conditions, as in [16], [18] or [8]⎧⎪⎪⎨⎪⎪⎩

∂tu
ε − νh(ε)Δhu

ε − βε∂2
3u

ε + uε · ∇uε +
e3 ∧ uε

ε
= −∇pε in R+ ×Ωh × [0, 1]

div uε = 0 in R+ ×Ωh × [0, 1]

uε
|t=0

= uε
0, in Ωh × [0, 1].

(1)

Here, the fluid rotates in the domain Ωh× [0, 1], between two “horizontal plates”
Ωh×{0} and Ωh×{1}, where Ωh is a subdomain of R2. We are interested in the
case where Rossby number ε goes to zero and we suppose that νh(ε) also goes
to zero with ε. We emphasize that all along this paper, we always use the index
“h” to refer to the horizontal terms and horizontal variables, and the index “v”
or “3” to the vertical ones.

The Coriolis force ε−1e3 ∧ uε has a very important impact on the behaviors
of fast rotating fluids (corresponding to a small Rossby number ε). Indeed, if we
suppose that u is the formal limit of uε when ε goes to zero, we can prove that u
does not depend on the third space variable x3. Since the Coriolis force becomes
very large as ε becomes small, the “only theorical way” to balance that force is
to use the pressure force term −∇pε. This means that there exists a function ϕ
such that e3 ∧ u = ∇ϕ, or in a equivalent way⎛⎝−u2u1

0

⎞⎠ =

⎛⎝∂1ϕ∂2ϕ
∂3ϕ

⎞⎠ .
N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 187–207.
DOI: 10.1007/978-3-319-00293-4_15 c© Springer International Publishing Switzerland 2013
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Thus, ϕ (and so u1 and u2) does not depend on x3. The incompressibility of the
fluid implies that

∂3u
3 = −∂1u1 − ∂2u2 = −∂1∂2ϕ+ ∂1∂2ϕ = 0,

which means the third component u3 does not depend on x3 neither. This in-
dependence was justified in the experiment of G.I. Taylor (see [10]), drops of
dye injected into a rapidly rotating, homogeneous fluid, within a few rotations,
formed perfectly vertical sheets of dyed fluid, known as Taylor curtains. In large-
scale atmospheric and oceanic flows, the Rossby number is often observed to be
very small, and the fluid motions also have a tendency towards columnar be-
haviors (Taylor columns). For example, currents in the western North Atlantic
have been observed to extend vertically over several thousands meters without
significant change in amplitude and direction ([23]).

The columnar behaviors of the solution of the system (1), in the case where
ν(ε) > 0 is fixed and where the domain has no boundary (T3 or R

3), were
studied by many authors. In the case of periodic domains, Babin, Mahalov and
Nicolaenko [1]-[2], Embid and Majda [11], Gallagher [13] and Grenier [15] proved
that the weak (and strong) solutions of the system (1) converge to the solution
of the limiting system, which is a two-dimensional Navier-Stokes system with
three components. In the case of R3, Chemin, Desjardins, Gallagher and Grenier
proved in [6] and [7] that if the initial data are in L2(R3) then the limiting system
is zero. If the initial data are of the form

u0 = u0 + v0, (2)

where
u0 =

(
u10(x1, x2), u

2
0(x1, x2), u

3
0(x1, x2)

)
is a divergence-free vector field, independent of x3 and

v0 =
(
v10(x1, x2, x3), v

2
0(x1, x2, x3), v

3
0(x1, x2, x3)

)
,

the limiting system is also proved to be a two-dimensional Navier-Stokes system
with three components. The case where νh(ε) → 0 as ε → 0 and the domain
is R

3 was studied by the author of this paper in [19] and [20]. We also refer
to [14] in which, Gallagher and Saint-Raymond proved the convergence of the
weak solutions of the system (1) to the solution of the two-dimensional limiting
system in the more general case where the axis of rotation is not fixed to be e3.

Things are very different in the case where the domain is Ωh × [0, 1] with
Dirichlet boundary conditions. Indeed, when the rotation goes to infinity, the
Taylor columns are only formed in the interior of the domain. Near the boundary,
Ekman boundary layers exist. The behaviors of the fluid become very complex
and the friction slows the fluid down in a way that the velocity is zero on the
boundary. In the works of Grenier and Masmoudi [16] (Ωh = T

2) and Chemin
et al. [8] (Ωh = R

2), it was proved that, in the limiting system, we obtain an
additional damping term of the form

√
2βu. This phenomenon is well known in

fluid mechanics as the Ekman pumping.
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Since the viscosity is positive in all three directions (νh = νh(ε) > 0 and
νv = βε > 0), the system (1) possesses a weak Leray solution

uε ∈ L∞(R+,L
2(Ωh × [0, 1])) ∩ L2(R+, Ḣ

1(Ωh × [0, 1])).

In the case where νh > 0 is fixed and where the initial data are well prepared,
i.e.

lim
ε→0

uε0 = u0 = (u10(x1, x2), u
2
0(x1, x2), 0) in L2(R2

h × [0, 1])

and u0 is a divergence-free two-dimensional vector field in Hσ(R2
h), σ > 2, it

was proved by Grenier and Masmoudi in [16] (Ωh = T
2
h) and by Chemin et al.

in [8] (Ωh = R
2
h) that, when ε goes to zero, uε converges to the solution of the

following limiting system in L∞(R+,L
2(R3))⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∂t u
h − νhΔhu

h + uh · ∇h u
h +

√
2β uh = −∇h p

∂t u
3 − νhΔhu

3 + uh · ∇h u
3 +

√
2β u3 = 0

div hu
h = 0

∂3u = 0

u|t=0
= u0.

(3)

The case of ill-prepared data, where u0 = (u10(x1, x2), u
2
0(x1, x2), u

3
0(x1, x2)) has

all the three components different from 0, was studied in [8].
In this paper, we consider the system (1) in the case where Ωh = R

2, where
νh(ε) → 0 as ε → 0 and where the data are well prepared. The limiting system
is the following ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∂t u
h + uh · ∇h u

h +
√
2β uh = −∇h p

∂t u
3 + uh · ∇h u

3 +
√
2β u3 = 0

div hu
h = 0

∂3u = 0

u|t=0
= u0.

(4)

We want to remark that in this case where the data are well prepared, as u30 = 0,
the third component u3 = 0 for any t > 0. In [16] and [8], it was proved that, in
the case where νh → 0 as ε→ 0, the weak solutions of the system (1) converge
to the solution of the limiting system (4), but the convergence is only local with
respect to the time variable. In this paper, we show the exponential decay of the
solution of the system (4) in appropriate Sobolev norms, and we improve the
result of [16] and [8]. More precisely, we prove the uniform convergence (with
respect to the time variable) of (1) towards (4).

Theorem 1. Suppose that

lim
ε→0

νh(ε) = 0 and lim
ε→0

ε
1
2

νh(ε)
= 0.



190 V.-S. Ngo

Let uε0 ∈ L2(R2
h × [0, 1]) be a family of initial data such that

lim
ε→0

uε0 = u0 = (u10(x1, x2), u
2
0(x1, x2), 0) in L2(R2

h × [0, 1]),

where u0 is a divergence-free two-dimensional vector field in Hσ(R2
h), σ > 2. Let

u be the solution of the limiting system (4) with initial data u0 and, for each
ε > 0, let uε be a weak solution of (1) with initial data uε0. Then

lim
ε→0

‖uε − u‖L∞(R+,L2(R2
h×[0,1])) = 0.

2 Preliminaries

In this section, we briefly recall the properties of dyadic decompositions in the
Fourier space and give some elements of the Littlewood-Paley theory. Using
dyadic decompositions, we redefine some classical function spaces, which will
be used in this paper. In what follows, we always denote by (cq) (respectively
(dq)) a square-summable (respectively summable) sequence, with

∑
q c

2
q = 1

(respectively
∑

q dq = 1), of positive numbers (which can depend on several
parameters). We also remarque that, in order to simplify the notations, we use
the bold character X to indicate the space of vector fields, each component of
which belongs to the space X .

We recall that F and F−1 are the Fourier transform and its inverse, and
that we also write û = Fu. For any d ∈ N

∗ and 0 < r < R, we denote
Bd(0, R) =

{
ξ ∈ R

d | |ξ| ≤ R
}
, and Cd(r, R) =

{
ξ ∈ R

d | r ≤ |ξ| ≤ R
}
. The

following Bernstein lemma gives important properties of a distribution u when
its Fourier transform is well localized. We refer the reader to [5] for the proof of
this lemma.

Lemma 2. Let k ∈ N, d ∈ N
∗ and r1, r2 ∈ R satisfy 0 < r1 < r2. There exists

a constant C > 0 such that, for any a, b ∈ R, 1 ≤ a ≤ b ≤ +∞, for any λ > 0
and for any u ∈ La(Rd), we have

supp (û) ⊂ Bd(0, r1λ) =⇒ sup
|α|=k

‖∂αu‖Lb ≤ Ckλk+d( 1
a− 1

b ) ‖u‖La , (5)

and

supp (û) ⊂ Cd(r1λ, r2λ) =⇒ C−kλk ‖u‖La ≤ sup
|α|=k

‖∂αu‖La ≤ Ckλk ‖u‖La .

(6)

Let ψ be an even smooth function in C∞
0 (R), whose support is contained in the

ball B1(0,
4
3 ), such that ψ is equal to 1 on a neighborhood of the ball B1(0,

3
4 ).

Let

ϕ(z) = ψ
(z
2

)
− ψ(z).
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Then, the support of ϕ is contained in the ring C1(
3
4 ,

8
3 ), and ϕ is identically

equal to 1 on the ring C1(
4
3 ,

3
2 ). The functions ψ and ϕ allow us to define a

dyadic partition of Rd, d ∈ N
∗, as follows

∀z ∈ R, ψ(z) +
∑
j∈N

ϕ(2−jz) = 1.

Moreover, this decomposition is almost orthogonal, in the sense that, if |j − j′| ≥
2, then

supp ϕ(2−j(·)) ∩ supp ϕ(2−j′(·)) = ∅.

We introduce the following dyadic frequency cut-off operators. We refer to [3]
and [5] for more details.

Definition 3. For any d ∈ N
∗ and for any tempered distribution u ∈ S ′(Rd),

we set

Δqu = F−1
(
ϕ(2−q |ξ|)û(ξ)

)
, ∀q ∈ N,

Δ−1u = F−1 (ψ(|ξ|)û(ξ)) ,
Δqu = 0, ∀q ≤ −2,

Squ =
∑

q′≤q−1

Δq′u, ∀q ≥ 1.

Using the properties of ψ and ϕ, one can prove that for any tempered distribution
u ∈ S ′(Rd), we have

u =
∑
q≥−1

Δqu in S ′(Rd),

and the (isotropic) nonhomogeneous Sobolev spaces Hs(Rd), with s ∈ R, can be
characterized as follows

Proposition 4. Let d ∈ N
∗, s ∈ R and u ∈ Hs(Rd). Then,

‖u‖Hs :=

(∫
Rd

(1 + |ξ|2)s |û(ξ)|2 dξ
) 1

2

∼

⎛⎝ ∑
q≥−1

22qs ‖Δqu‖2L2

⎞⎠
1
2

Moreover, there exists a square-summable sequence of positive numbers {cq(u)}
with

∑
q cq(u)

2 = 1, such that

‖Δqu‖L2 ≤ cq(u)2−qs ‖u‖Hs .

The decomposition into dyadic blocks also gives a very simple characterization
of Hölder spaces.
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Definition 5. Let d ∈ N
∗ and r ∈ R+ \ N.

1. If r ∈]0, 1[, we denote Cr(Rd) the set of bounded functions u : Rd → R such
that there exists C > 0 satisfying

∀ (x, y) ∈ R
d × R

d, |u(x)− u(y)| ≤ C |x− y|r .

2. If r > 1 is not an integer, we denote Cr(Rd) the set of [r] times differentiable
functions u such that ∂αu ∈ Cr−[r](Rd), for any α ∈ N

d, |α| ≤ [r], where [r]
is the largest integer smaller than r.

One can prove that the set Cr(Rd), endowed with the norm

‖u‖Cr :=
∑

|α|≤[r]

(
‖∂αu‖L∞ + sup

x 
=y

|∂αu(x)− ∂αu(y)|
|x− y|r−[r]

)

is a Banach space. Moreover, we have the following result, the proof of which
can be found in [5].

Proposition 6. There exists a constant C > 0 such that, for any r ∈ R+ \ N
and for any u ∈ Cr(Rd), we have

sup
q

2qr ‖Δqu‖L∞ ≤ Cr+1

[r]!
‖u‖Cr .

Conversely, if the sequence
(
2qr ‖Δqu‖L∞

)
q≥−1

is bounded, then

‖u‖Cr ≤ Cr+1

(
1

r − [r]
+

1

[r] + 1− r

)
sup
q

2qr ‖Δqu‖L∞ .

Finally, we need the following results (for a proof, see [21]). Let [., .] denote the
usual commutator.

Lemma 7. Let d ∈ N
∗. There exists a constant C > 0 such that, for any tem-

pered distributions u, v in S ′(Rd), we have

‖[Δq, u] v‖L2 = ‖Δq(uv)− uΔqv‖L2 ≤ C2−q ‖∇u‖L∞ ‖v‖L2 .

3 Estimates for the Limiting System

In this section, we give useful auxiliary results concerning the 2D limiting system
(4). Throughout this paper, for any vector field u = (u1, u2, u3) independent
of the vertical variable x3, we denote by w the associated horizontal vorticity,
w = ∂1u

2 − ∂2u1. For the sake of the simplicity, let γ =
√
2β. The first result of

this section is the following lemma
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Lemma 8. Let u0 = (u10(x1, x2), u
2
0(x1, x2), u

3
0(x1, x2)) ∈ L2(R2

h) be a divergence-
free vector field, the horizontal vorticity of which

w0 = ∂1u
2
0 − ∂2u10 ∈ L2(R2

h) ∩ L∞(R2
h).

Then, the system (4), with initial data u0, has a unique, global solution

u ∈ C(R+,L
2(R2

h)) ∩ L∞(R+,L
2(R2

h)).

Moreover,
(i) There exists a constant C > 0 such that, for any p ≥ 2 and for any t > 0,

we have ∥∥∇hu
h(t)

∥∥
Lp(R2

h)
≤ CMp e−γt, (7)∥∥uh(t)∥∥

Lp(R2
h)
≤ CMe−γt, (8)

where
M = max

{∥∥uh0∥∥L2(R2
h)
, ‖w0‖L2(R2

h)
, ‖w0‖L∞(R2

h)

}
.

(ii) For any p ≥ 2, if u30 ∈ Lp(R2
h), then,∥∥u3(t)∥∥

Lp(R2
h)
≤

∥∥u30∥∥Lp(R2
h)
e−γt. (9)

To prove of Lemma 8, we remark that in (4), the first two components of u
verify a two-dimensional Euler system with damping term. Then, according
to the Yudovitch theorem [25] (see also [5]), this system has a unique solu-
tion uh ∈ C

(
R+,L

2(R2
h)
)
∩L∞ (

R+,L
2(R2

h)
)
such that the horizontal vorticity

w ∈ L∞(R+,L
2(R2

h))∩L∞(R+,L
∞(R2

h)). Since the third component u3 satisfies
a linear transport-type equation, then we can deduce the existence and unique-
ness of the solution u of the limiting system (4). Then, Inequalities (7)-(9) can be
deduced from classical Lp estimates for Euler equations and transport equations.

�

Next, we need the following Brezis-Gallouet type inequality. For a proof of
Lemma 9 below, see [5] or [20]. We also refer to ([4]).

Lemma 9. Let r > 1. Under the hypotheses of Lemma 8 and the additional
hypothesis that w0 ∈ Hr(R2

h), there exists a positive constant Cr such that

∥∥∇hu
h
∥∥
L∞(R2

h
)
≤ Cr ‖w‖L∞(R2

h)
ln

(
e+

‖w‖Hr(R2
h)

‖w‖L∞(R2
h)

)
. (10)

Now, we can give a L∞-estimate of ∇hu
h in the following lemma.

Lemma 10. Under the hypotheses of Lemma 9, there exist positive constants
C1, C2, depending on γ, ‖w0‖Hr(R2), such that

‖w(t)‖Hr(R2
h)
≤ C1e

−γt, (11)

and ∥∥∇hu
h(t)

∥∥
L∞(R2

h
)
≤ C2e

−γt. (12)
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Proof of Lemma 10

First of all, there exist a constant C > 0 and a summable sequence of positive
numbers (dq)q≥−1 such that (see [20])∣∣〈Δh

q (u
h · ∇hw)

∣∣ Δh
qw

〉∣∣ ≤ Cdq2−2qr
(∥∥∇hu

h
∥∥
L∞ + ‖w‖L∞

)
‖w‖Hr . (13)

Then, for any r > 1, we get the following energy estimate in Sobolev Hr-norm:

1

2

d

dt
‖w(t)‖2Hr + γ ‖w(t)‖2Hr ≤ C

(
‖w(t)‖L∞ +

∥∥∇hu
h(t)

∥∥
L∞

)
‖w(t)‖2Hr . (14)

Taking into account Estimate (10), we rewrite (14) as follows

d

dt
‖w(t)‖Hr +γ ‖w(t)‖Hr ≤ C ‖w‖L∞

(
1 + ln

(
e+

‖w‖Hr

‖w‖L∞

))
‖w(t)‖Hr . (15)

Since w is solution of a linear transport equation, it is easy to prove that
‖w(t)‖Lp ≤ CMe−γt, where C is a positive constant and

M = max
{∥∥uh0∥∥L2(R2

h)
, ‖w0‖L2(R2

h)
, ‖w0‖L∞(R2

h)

}
.

Since C and M do not depend on p, we have

‖w(t)‖L∞ ≤ CMe−γt.

Therefore, considering y(t) = ‖w(t)‖Hr eγt, we can deduce from (15) that

d

dt
y(t) ≤ CMe−γty(t) [1 + ln (e+ y(t))] . (16)

Integrating (16) with respect to t, we obtain the existence of C1 > 0 such that

‖w(t)‖Hr ≤ C1e
−γt.

Combining the above estimate with (10) and using the fact that x ln
(
e+ α

x

)
is an

increasing function, we obtain the existence of a positive constant C2, depending
on γ and ‖w0‖Hr , such that∥∥∇hu

h(t)
∥∥
L∞ ≤ C2e

−γt. �

In what follows, we wish to prove an estimate similar to (12) for the third
component u3 of the solution u of the system (4).

Lemma 11. Let 2 < r < 3 and u(t, x) be a solution of (4), with initial data
u0 in Hr(R2

h). Then, there exist a positive constant C3, depending on γ and
‖u0‖Hr(R2

h)
such that, for any t ≥ 0,∥∥u3(t)∥∥

Hr(R2
h
)
≤ C3e

−γt. (17)
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Proof of Lemma 11

Differentiating two times the equation verified by u3, for any i, j ∈ {1, 2}, we
have

∂t∂i∂ju
3 + γ∂i∂ju

3 + (∂i∂ju
h) · ∇hu

3 + (∂iu
h) · ∇h∂ju

3

+ (∂ju
h) · ∇h∂iu

3 + uh · ∇h∂i∂ju
3 = 0.

Taking the Hr−2 scalar product of the above equation with ∂i∂ju
3, we get

1

2

d

dt

∥∥∂i∂ju3∥∥2Hr−2 + γ
∥∥∂i∂ju3∥∥2Hr−2 (18)

≤
∣∣〈(∂i∂juh) · ∇hu

3 | ∂i∂ju3
〉
Hr−2

∣∣+ ∣∣〈(∂iuh) · ∇h∂ju
3 | ∂i∂ju3

〉
Hr−2

∣∣
+

∣∣〈(∂juh) · ∇h∂iu
3 | ∂i∂ju3

〉
Hr−2

∣∣+ ∣∣〈uh · ∇h∂i∂ju
3 | ∂i∂ju3

〉
Hr−2

∣∣ .
The divergence-free property allow us to write

(∂i∂ju
h) · ∇hu

3 = ∂i
(
(∂ju

h) · ∇hu
3
)
− (∂ju

h) · ∇h∂iu
3

= ∂i
(
(∂ju

h) · ∇hu
3
)
− divh

(
∂iu

3∂ju
h
)
.

Then, using the Cauchy-Schwarz inequality, classical estimates for Sobolev spaces
(see [[5], Theorem 2.4.1]) and the Sobolev embedding Hr−1(R2

h) ↪→ L∞(R2
h), we

obtain∣∣〈(∂i∂juh) · ∇hu
3 | ∂i∂ju3

〉
Hr−2

∣∣
≤

∥∥(∂juh) · ∇hu
3
∥∥
Hr−1

∥∥∂i∂ju3∥∥Hr−2 +
∥∥∂iu3∂juh∥∥Hr−1

∥∥∂i∂ju3∥∥Hr−2

≤
(∥∥∂juh∥∥L∞

∥∥u3∥∥
Hr +

∥∥∇hu
3
∥∥
L∞

∥∥∂juh∥∥Hr−1

) ∥∥u3∥∥
Hr

+
(∥∥∂iu3∥∥L∞

∥∥∂juh∥∥Hr−1 +
∥∥∂juh∥∥L∞

∥∥u3∥∥
Hr

) ∥∥u3∥∥
Hr

≤ C ‖w‖Hr−1

∥∥u3∥∥2
Hr .

The same arguments imply∣∣〈(∂iuh) · ∇h∂ju
3 | ∂i∂ju3

〉
Hr−2

∣∣
≤

∥∥divh (∂ju3∂iuh)− ∂ju3∂i(divhuh)∥∥Hr−2

∥∥∂i∂ju3∥∥Hr−2

≤
(∥∥∂ju3∥∥L∞

∥∥∂iuh∥∥Hr−1 +
∥∥∂iuh∥∥L∞

∥∥u3∥∥
Hr

) ∥∥u3∥∥
Hr

≤ C ‖w‖Hr−1

∥∥u3∥∥2
Hr ,

and likewise,∣∣〈(∂juh) · ∇h∂iu
3 | ∂i∂ju3

〉
Hr−2

∣∣ ≤ C ‖w‖Hr−1

∥∥u3∥∥2
Hr .

For the last term of (18), since 2 < r < 3, a slightly different version of Estimate
(13) yields

∣
∣
∣

〈

uh · ∇h∂i∂ju
3 | ∂i∂ju3

〉

Hr−2

∣
∣
∣ ≤ C

∥
∥
∥∇hu

h
∥
∥
∥
L∞

∥
∥∂i∂ju

3
∥
∥
2

Hr−2 ≤ C
∥
∥
∥∇hu

h
∥
∥
∥
L∞

∥
∥u3

∥
∥
2

Hr .



196 V.-S. Ngo

Multiplying (18) by eγt, then integrating the obtained equation with respect to
time and using Lemma 10, we get

∥∥u3(t)∥∥
Hr e

γt ≤
∥∥u30∥∥Hr + C

∫ t

0

(∥∥∇hu
h(τ)

∥∥
L∞ + ‖w(τ)‖Hr−1

) ∥∥u3(τ)∥∥
Hr e

γτdτ

≤
∥∥u30∥∥Hr + C(C1 + C2)

∫ t

0

(∥∥u3(τ)∥∥
Hr e

γτ
)
e−γτdτ.

Thus, the Gronwall lemma allow us to obtain (17). �

In the next paragraphs, we will not directly compare the system (1) with the
limiting system (4) because of technical difficulties. Instead of (4), we consider
the following system⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂tu
ε,h − νh(ε)Δhu

ε,h + γuε,h + uε,h · ∇hu
ε,h = −∇pε

∂tu
ε,3 − νh(ε)Δhu

ε,3 + γuε,3 + uε,h · ∇hu
ε,3 = 0

divh u
ε,h = 0

∂3u
ε = 0

uε |t=0
= u0

(19)

with lim
ε→0

νh(ε) = 0.

Proposition 12. Like the system (4), the system (19) has a unique, global so-
lution

uε ∈ C
(
R+,L

2(R2
h)
)
∩ L∞ (

R+,L
2(R2

h)
)
∩ L2

(
R+, Ḣ

1(R2
h)
)
,

which also satisfies Lemmas 8, 9, 10 and 11.

In the following lemma, we will prove the convergence of uε towards u when ε
goes to zero.

Lemma 13. Suppose that νh(ε) converges to 0 when ε goes to 0 and that u0 ∈
Hσ(R2

h), σ > 2. Then, uε converges towards the solution u of (4) in
L∞(R+,L

2(R2
h)), as ε goes to 0.

Proof of Lemma 13

Using the previously proved results of this section, for any t > 0, we have

‖u(t)‖L2(R2
h)
≤Me−γt and ‖uε(t)‖L2(R2

h)
≤Me−γt. (20)

Thus, for fixed μ > 0, there exists Tμ > 0 such that, for any t ≥ Tμ,

‖uε(t)‖L2(R2
h)

+ ‖u(t)‖L2(R2
h)
≤ μ

2
.
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On the interval [0, Tμ], let v
ε = uε − u. Then, vε is a solution of the following

system⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂tv
ε,h − νh(ε)Δhv

ε,h + γvε,h + uε,h · ∇hv
ε,h + vε,h · ∇hu

h = νhΔhu
h −∇p̃,

∂tv
ε,3 − νh(ε)Δhv

ε,3 + γvε,3 + uε,h · ∇hv
ε,3 + vε,h · ∇hu

3 = νhΔhu
3,

divhv
ε,h = 0,

∂3v
ε = 0,

vε|t=0
= 0.

Taking the L2-scalar product of the first two equations of the above system with
vε,h and vε,3 respectively, we get

1

2

d

dt
‖vε‖2L2+νh(ε) ‖∇hv

ε‖2L2+γ ‖vε‖2L2 ≤ νh(ε) ‖∇hu‖L2 ‖∇hv
ε‖L2+

∣∣∣〈vε,h · ∇hu|vε
〉∣∣∣ .

Hence,

1

2

d

dt
‖vε‖2L2 + γ ‖vε‖2L2 ≤ νh(ε) ‖∇hu‖2L2 + ‖∇hu‖L∞ ‖vε‖2L2 .

Integrating the obtained inequality, we come to

‖vε(t)‖2L2 ≤
νh(ε)

γ
‖∇hu‖2L∞([0,Tμ],L2) +

∫ t

0

‖∇hu(τ)‖L∞ e−γ(t−τ) ‖vε(τ)‖2L2 dτ.

Then, the Gronwall Lemma proves that, for any 0 < t < Tμ,

‖vε(t)‖2L2 ≤ Cνh(ε)M2Tμ exp

{∫ t

0

‖∇hu(τ)‖L∞ dτ

}
.

Combining with (20), this above estimate implies that

lim
ε→0

‖uε − u‖L∞(R+,L2(R2
h))

= 0. �

4 Ekman Boundary Layers

As mentioned in the introduction, when ε goes to 0, the fluid has the tendency
to have a two-dimensional behavior. In the interior part of the domain, far from
the boundary, the fluid moves in vertical columns, according to the Taylor-
Proudman theorem. Near the boundary, the Taylor columns are destroyed and
thin boundary layers are formed. The movements of the fluid inside the layers
are very complex and the friction stops the fluid on the boundary. The goal
of this paragraph is to briefly recall the mathematical construction of these
boundary layers. More precisely, we will “correct” the solution of the limiting
system (4) (which is a divergence-free vector field, independent of x3) by adding
a “boundary layer term” B such that u+B is a divergence-free vector field which
vanishes on the boundary.
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In order to construct such boundary layers, a typical approach consists in
looking for the approximate solutions of the system (1) in the following form
(the Ansatz):

uεapp = u0,int + u0,BL + εu1,int + εu1,BL + . . .

pεapp =
1

ε
p−1,int +

1

ε
p−1,BL + p0,int + p0,BL + . . . ,

(21)

where the terms with the index “int” stand for the “interior” part, which is
smooth functions of (xh, x3) and the index “BL” refers to the boundary layer
part, which is smooth functions of the form

(xh, x3)→ F0(t, xh,
x3
δ
) + F1(t, xh,

1− x3
δ

),

where F0(xh, ζ) and F1(xh, ζ) rapidly decrease in ζ at infinity. The quantity
δ > 0, which goes to zero as ε goes to zero, represents the size of the boundary
layers. It is proved that δ is of the same order as ε (see [16], [18], [8] and [9]). In
this paper, we simply choose δ = ε.

Let E = 2βε2 be the Ekman number and u be the solution of the limiting
system (4). We recall that the third component u3 = 0 and we pose curl(u) =
∂1u

2 − ∂2u1. In [16], [18] and [8], by studying carefully the Ansatz (21), the
authors proved that we can write the boundary layer part in the following form

B = B1 + B2 + B3 + B4,

where Bi, i ∈ {1, 2, 3, 4}, are defined as follows.
1. The term B1 is defined by

B1 =

⎛⎜⎝ w̃1 + w̆1

w̃2 + w̆2√
E
2 curl(u) G(x3)

⎞⎟⎠
where

w̃1 = −e−
x3√
E

(
u1 cos

( x3√
E

)
+ u2 sin

( x3√
E

))
,

w̃2 = −e−
x3√
E

(
u2 cos

( x3√
E

)
− u1 sin

( x3√
E

))
,

w̆1 = −e−
1−x3√

E

(
u1 cos

(1− x3√
E

)
+ u2 sin

(1− x3√
E

))
,

w̆2 = −e−
1−x3√

E

(
u2 cos

(1− x3√
E

)
− u1 sin

(1− x3√
E

))
,

G(x3) = −e−
x3√
E sin

(
x3√
E

+
π

4

)
+ e

− 1−x3√
E sin

(
1− x3√
E

+
π

4

)
.
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2. The terms B2 and B3 are defined by

B2 =

⎛⎝
√
E u2

−
√
E u1√

E curl(u)
(
1
2 − x3

)
⎞⎠

B3 = e
− 1√

E cos

(
1√
E

)⎛⎝u1u2
0

⎞⎠ .
3. Finally,

B4 = f(x3)

⎛⎝ u2

−u1
0

⎞⎠+ g(x3)

⎛⎝ 0
0

curl(u)

⎞⎠ ,
where

f(x3) = a
(
e
− x3√

E + e
− 1−x3√

E

)
+ b,

g(x3) = −
√
E

2
e
− 1√

E sin

(
1√
E

+
π

4

)
−

∫ x3

0

f(s)ds,

and where (a, b) is the solution of the linear system⎧⎪⎪⎨⎪⎪⎩
a
(
1 + e

− 1√
E

)
+ b = −

√
E + e

− 1√
E sin

(
1√
E

)
2a
√
E

(
1− e

− 1√
E

)
+ b =

√
2Ee

− 1√
E sin

(
1√
E

+
π

4

)
.

(22)

We remark that the determinant of the system (22) is

D = 1 + e
− 1√

E − 2
√
E

(
1− e

− 1√
E

)
.

Thus, for ε > 0 small enough, we have D > 1
2 and (22) always has the following

solution

a =
JE −KE

D
and b =

KE

(
1 + e

− 1√
E

)
− 2JE

√
E

(
1− e

− 1√
E

)
D

,

where

JE = −
√
E + e

− 1√
E sin

(
1√
E

)
,

KE =
√
2Ee

− 1√
E sin

(
1√
E

+
π

4

)
.

It is easy to prove that when ε > 0 is small enough, then

|a| < 4(β +
√
β)ε and |b| < 32βε2.
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With the previously defined boundary layer term B, we can verify that

div (u+ B) = 0 and (u+ B)|{x3=0} = (u+ B)|{x3=1} = 0.

Now, let

B0(x3) =

⎡⎢⎢⎣−e
− x3√

E cos x3√
E
− e

− 1−x3√
E cos 1−x3√

E
−e−

x3√
E sin x3√

E
− e

− 1−x3√
E sin 1−x3√

E

e
− x3√

E sin x3√
E
+ e

− 1−x3√
E sin 1−x3√

E
−e−

x3√
E cos x3√

E
− e

− 1−x3√
E cos 1−x3√

E

⎤⎥⎥⎦
Then, we can write B in the following form

B =M(x3)A(t, x1, x2),

where

A(t, x1, x2) =
t
(
u1, u2, curl(u)

)
and M(x3) =

[
M(x3) 0

0 m(x3)

]
with M(x3) and m(x3) defined by

M(x3) = B0(x3) +
(√
E + f(x3)

)(
0 1
−1 0

)
+ e

− 1√
E cos

1√
E

(
1 0
0 1

)
,

m(x3) =

√
E

2
G(x3) +

√
E

(
1

2
− x3

)
+ g(x3).

We can also prove the existence of a constant C > 0 such that, for any p ≥ 1,
we have⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

‖M(·)‖Lp
x3
≤ Cε 1

p , ‖M(·)‖L∞
x3

≤ C, ‖M′(·)‖Lp
x3
≤ Cε 1

p−1,

‖m(·)‖L∞
x3

≤ Cε, ‖m(·)‖Lp
x3
≤ Cε

sup
x3∈[0, 12 ]

∣∣x23M ′(x3)
∣∣ ≤ Cε and sup

x3∈[ 12 ,1]

∣∣(1− x3)2M ′(x3)
∣∣ ≤ Cε. (23)

5 Convergence to the Limiting System

In this paragraph, we provide a priori estimates needed and a sketch the proof
of Theorem 14. These a priori estimates can be justified by a classical approx-
imation by smooth fonctions (see for instance [9]). For any ε > 0, we consider
the following 2D damped Navier-Stokes system with three components:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∂t u
ε,h − νh(ε)Δh u

ε,h +
√
2β uε,h + uε,h · ∇h u

ε,h = −∇h p
ε

∂t u
ε,3 − νh(ε)Δh u

ε,3 +
√
2β uε,3 + uε,h · ∇h u

ε,3 = 0

divhu
ε,h = 0

∂3u
ε = 0

uε |t=0
= u0.

(24)
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Then, Lemma 13 implies that Theorem 1 is a corollary of the following
theorem

Theorem 14. Suppose that

lim
ε→0

νh(ε) = 0 and lim
ε→0

ε
1
2

νh(ε)
= 0.

Let uε0 ∈ L2(Ω) be a family of initial data such that

lim
ε→0

uε0 = u0 = (u10(x1, x2), u
2
0(x1, x2), 0) in L2(R2

h × [0, 1]),

where u0 is a divergence-free two-dimensional vector field in Hσ(R2
h), σ > 2. Let

uε be the solution of the system (24) with initial data u0 and for each ε > 0, let
uε be a weak solution of (1) with initial data uε0. Then

lim
ε→0

‖uε − uε‖L∞(R+,L2(R2
h×[0,1])) = 0.

Proof of Theorem 14

We first remark that we can construct the boundary layers term Bε for the system
(24) in the same way as we did to construct B, with u being replaced by uε. It
is easy to prove that Bε is small, i.e., Bε goes to 0 in L∞ (

R+,L
2(R2

h × [0, 1])
)

as ε goes to 0. Then, our goal is to prove that vε = uε − uε − Bε converge to 0
in L∞ (

R+,L
2(R2

h × [0, 1])
)
as ε goes to 0.

We recall that a two-dimensional divergence-free vector field (independant of
x3) belongs to the kernel of the operator P(e3∧·), where P is the Leray projection
of L2(R3) onto the subspace of divergence-free vector fields. As a consequence,
e3 ∧ uε is a gradient term. Replacing uε by vε + uε + Bε in the system (1), we
deduce that vε satisfied the following equation

∂tv
ε − νh(ε)Δhv

ε − βε∂23vε + L1 + u
ε · ∇vε + Bε · ∇Bε

+ Bε · ∇uε + vε · ∇Bε + vε · ∇uε − L2 +
e3 ∧ vε
ε

= −∇p̃ε, (25)

where

L1 = ∂tBε − νh(ε)ΔhBε + uε · ∇Bε

L2 = βε∂23Bε − e3 ∧ Bε

ε
+

√
2β uε.

Taking the L2 scalar product of (25) with vε, then integrating by parts the
obtained equation and taking into account the fact that vε satisfies the Dirichlet
boundary condition, we get

1

2

d

dt
‖vε‖2L2 + νh(ε) ‖∇hv

ε‖2L2 + βε ‖∂3vε‖2L2

= −〈L1, v
ε〉 − 〈uε · ∇vε, vε〉 − 〈Bε · ∇Bε, vε〉 − 〈Bε · ∇uε, vε〉

− 〈vε · ∇Bε, vε〉 − 〈vε · ∇uε, vε〉+ 〈L2, v
ε〉 . (26)
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In what follows, we will seperately estimate the seven terms on the right-hand
side of Inequation (26). Using the same notations as in [16] and [18], we de-
note B1, B2 and b (V1, V2 and v respectively) the three components of Bε (vε

respectively) and we write B = (B1, B2) et V = (V1, V2).

1. Applying the operator curl to the first two equations of the system (24) (we
recall that in this paper, curl only acts on the horizontal components and we
already defined curl(u) = ∂1u

2 − ∂2u1), we obtain

∂t(curl u
ε)− νh(ε)Δh(curl u

ε) +
√
2β (curl uε) + uε · ∇curl (uε) = 0.

We recall that A(t, x1, x2) =
t(uε1, u

ε
2, curl (u

ε)). So combining the above equa-
tion with the first two equations of (24), we deduce that

∂tA− νh(ε)ΔhA+
√
2β A+ uε · ∇A = −(∇hp

ε, 0).

Since uε,3 = 0, div vε = 0, ∂3p = 0 and Bε =M(x3)A(t, x1, x2), we can write

|〈L1, v
ε〉| = |〈M(x3) (∂tA− νh(ε)ΔhA+ uε · ∇A) , vε〉|

≤
√
2β ‖M(·)‖L2

x3

‖A‖L2
xh

‖vε‖L2 .

Then, Estimate (23), Lemma 8 and Young’s inequality imply

|〈L1, v
ε〉| ≤ C(u0) ε

1
2 e−t

√
2β

(
1 + ‖vε‖2L2

)
. (27)

2. For the second term, using the divergence-free property of uε, we simply have

〈uε · ∇vε, vε〉 = 0. (28)

3. We decompose the third term into two parts:

〈Bε · ∇Bε, vε〉 = 〈B · ∇hBε, vε〉+ 〈b∂3Bε, vε〉 .

Using an integration by parts, the “horizontal” part can be bounded as follows

|〈B · ∇hBε, vε〉| ≤ |〈(div hB)Bε, vε〉|+ |〈B ⊗ Bε,∇hv
ε〉| = |〈B ⊗ Bε,∇hv

ε〉| .

Hence, Hölder’s inequality, Estimates (23), Lemma 8 and Young’s inequality
yield

|〈B · ∇hBε, vε〉| ≤ ‖B‖L4 ‖Bε‖L4 ‖∇hv
ε‖L2 (29)

≤ ‖M(·)‖2L4
x3

(
‖uε‖2L4

xh

+ ‖∇hu
ε‖2L4

xh

)
‖∇hv

ε‖L2

≤ C(u0) ε
1
2 νh(ε)

−1e−t
√
2β +

νh(ε)

16
‖∇hv

ε‖2L2

Likewise, we have the following estimate for the vertical part:

|〈b ∂3Bε, vε〉| ≤ ‖b‖L∞ ‖∂3Bε‖L2 ‖vε‖L2 (30)

≤ C(u0) e
−t

√
2β ‖m(·)‖L∞

x3

‖M′(·)‖L2
x3

‖vε‖L2

≤ C(u0) ε
1
2 e−t

√
2β

(
1 + ‖vε‖2L2

)
.
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4. For the fourth term, taking into account the fact that uε is independent of
x3, Estimates (23) and Lemma 8 imply

|〈Bε · ∇uε, vε〉| ≤ ‖Bε‖L4
xh

L2
x3

‖∇hu
ε‖L4

xh

‖vε‖L2 (31)

≤ ‖M(·)‖L2
x3

(
‖uε‖2L4 + ‖∇hu

ε‖2L4

)
‖vε‖L2

≤ C(u0) ε
1
2 e−t

√
2β

(
1 + ‖vε‖2L2

)
.

5. The fifth term is the most difficult to treat. First, we decompose this term as
follows

〈vε · ∇Bε, vε〉 = 〈V · ∇hB, V 〉+ 〈V · ∇hb, v〉+ 〈v ∂3b, v〉+ 〈v ∂3B, V 〉 .
For the first term on the right-hand side, Hölder inequality implies that

|〈V · ∇hB, V 〉| ≤ C ‖V ‖L2 ‖∇hB‖L∞ ‖V ‖L2 ≤ C ‖M(·)‖L∞
x3

‖∇hu
ε‖L∞

xh

‖vε‖2L2 .

Then, using Estimates (23) and Lemma 8, we obtain

|〈V · ∇hB, V 〉| ≤ C(u0) e−t
√
2β ‖vε‖2L2 . (32)

Next, by integrating by parts and using Hölder’s inequality, we deduce that

|〈V · ∇hb, v〉| ≤ C ‖∇hv
ε‖L2 ‖b‖L∞ ‖vε‖L2 .

So, Estimates (23), Lemmas 8 and 10 and Young’s inequality imply

|〈V · ∇hb, v〉| ≤ C ‖m(·)‖L∞
x3

‖curl uε‖L∞
xh

‖∇hv
ε‖L2 ‖vε‖L2 (33)

≤ C(u0) ε
2νh(ε)

−1e−t
√
2β ‖vε‖2L2 +

νh(ε)

16
‖∇hv

ε‖2L2 .

Performing an integration by parts, we can control the third term in the same
way as the second one:

|〈v ∂3b, v〉| = 2 |〈bv, ∂3v〉| = 2 |〈bv, div hV 〉|

≤ C(u0) ε2νh(ε)−1e−t
√
2β ‖vε‖2L2 +

νh(ε)

16
‖∇hv

ε‖2L2 . (34)

In order to estimate the last term of the right-hand side, we decompose it into
two parts, the first part corresponding to the boundary layer near {x3 = 0} and
the other corresponding to the one near {x3 = 1}:

〈v ∂3B, V 〉 =
∫
R

2
h×[0, 12 ]

(v ∂3B) · V dx+
∫
R

2
h×[ 12 ,1]

(v ∂3B) · V dx

For the fisrt part, since vε vanishes on {x3 = 0}, using Hölder’s inequality and
Hardy-Littlewood inequality, we get∣∣∣∣∣

∫
R

2
h×[0, 12 ]

(v ∂3B) · V dx
∣∣∣∣∣ ≤ sup

x3∈[0, 12 ]

∣∣x23M ′(x3)
∣∣ ‖uε‖L∞

xh

∥∥∥∥ vx3
∥∥∥∥
L2

∥∥∥∥ Vx3
∥∥∥∥
L2

≤ sup
x3∈[0, 12 ]

∣∣x23M ′(x3)
∣∣ ‖uε‖L∞

xh

‖∂3v‖L2 ‖∂3V ‖L2 .



204 V.-S. Ngo

We recall that ∂3v = −divhV . Then, Lemmas 8 and 10, Estimates (23) and
Young’s inequality imply∣∣∣∣∣

∫
R

2
h×[0, 12 ]

(v ∂3B) · V dx
∣∣∣∣∣ ≤ C(u0) ε e

−t
√
2β ‖divhv‖L2 ‖∂3V ‖L2 (35)

≤ C(u0) ε ‖∇hv
ε‖2L2 +

βε

4
‖∂3vε‖2L2 .

For the second part concerning the boundary layer near {x3 = 1}, since vε =
(V, v) vanishes on {x3 = 1}, Hardy-Littlewood inequality implies that

Iv =

∫
R

2
h

(∫ 1

1
2

∣∣∣∣v(xh, x3)1− x3

∣∣∣∣2 dx3
)
dxh =

∫
R

2
h

(∫ 1
2

0

∣∣∣∣v(xh, 1− x3)x3

∣∣∣∣2 dx3
)
dxh

≤ C
∫
R

2
h

(∫ 1
2

0

|∂3v(xh, 1− x3)|2 dx3

)
dxh

≤ C ‖∂3v‖2L2 = C ‖divhV ‖2L2 .

Likewise,

IV =

∫
R

2
h

(∫ 1

1
2

∣∣∣∣V (xh, x3)1− x3

∣∣∣∣2 dx3
)
dxh ≤ C ‖∂3V ‖2L2 .

Thus, using Hölder inequality, we get∣∣∣∣∣
∫
R

2
h×[ 12 ,1]

(v ∂3B) · V dx
∣∣∣∣∣ ≤ sup

x3∈[ 12 ,1]

∣∣(1− x3)2M ′(x3)
∣∣ ‖uε‖L∞

xh

√
Iv
√
IV (36)

≤ C(u0) ε e−t
√
2β ‖divhv‖L2 ‖∂3V ‖L2

≤ C(u0) ε ‖∇hv
ε‖2L2 +

βε

4
‖∂3vε‖2L2 .

6. The sixth term on the right-hand side of (26) can be treated using Hölder
inequality and Lemma 10. We have

|〈vε · ∇uε, vε〉| ≤ C ‖∇hu
ε‖L∞(R2

h)
‖vε‖2L2 ≤ C(u0) e−t

√
2β ‖vε‖2L2 (37)

7. We will evaluate the seventh term as in [16] or [18]. We have

〈L2, v
ε〉 =

〈
βε∂23Bε, vε

〉
−

〈
e3 ∧ Bε

ε
, vε

〉
+

〈√
2β uε, vε

〉
.

We recall that
Bε = Bε,1 + Bε,2 + Bε,3 + Bε,4,
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and for any i ∈ {1, 2, 3, 4}, we set Bε,i = (Bi, bi), where Bi and bi denote
the horizontal and vertical components of Bε,i respectively. Then, the following
identities are immediate

∂23B
3 = 0,

βε∂23B
1 − e3 ∧ B1

ε
= 0,

βε∂23B
2 − e3 ∧ B2

ε
+

√
2β uε = 0.

For the remaining terms, we have

βε
∣∣〈∂23b, v〉∣∣ ≤ βε ‖∂3b‖L2 ‖∂3v‖ (38)

≤ βε ‖∇hB‖L2 ‖∇hv
ε‖L2

≤ βε ‖M(x3)‖L2
x3

‖∇hu
ε‖L2

xh

‖∇hv
ε‖L2

≤ C(u0) ε
3νh(ε)

−1e−t
√
2β +

νh(ε)

16
‖∇hv

ε‖2L2 ;

∣∣∣∣〈e3 ∧ B3

ε
, V

〉∣∣∣∣ ≤ Cε−1e−
1
ε ‖uε‖L2 ‖vε‖L2 ≤ C(u0) ε e−t

√
2β

(
1 + ‖vε‖2L2

)
.

(39)

We recall that

B4 = f(x3)

(
uε,2

−uε,1
)
,

where

f(x3) = a
(
e
− x3√

E + e
− 1−x3√

E

)
+ b,

and where E = 2βε2 is the Ekman number. We also recall that, if ε > 0 is small
enough, we have

|a| < 4(β +
√
β)ε and |b| < 32βε2.

Then,

βε
∣∣〈∂23B4, V

〉∣∣ = βε |〈f ′′(x3)uε, V 〉| (40)

≤ Cε
1
2 ‖uε‖L2 ‖vε‖L2

≤ C(u0) ε
1
2 e−t

√
2β

(
1 + ‖vε‖2L2

)
.

Finally, we have∣∣∣∣〈e3 ∧ B4

ε
, V

〉∣∣∣∣ ≤ C

[(∫ 1

0

∣∣∣e− x3√
E + e

− 1−x3√
E

∣∣∣2 dx3) 1
2

+ βε

]
‖uε‖L2 ‖V ‖L2

(41)

≤ C(u0) ε
1
2 e−t

√
2β

(
1 + ‖vε‖2L2

)
.
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End of the proof: Summing all the inequalities from (27) to (41), we deduce
from (26) that

d

dt
‖vε‖2L2 + νh(ε) ‖∇hv

ε‖2L2 + βε ‖∂3vε‖2L2

≤ C(u0) ε
1
2 νh(ε)

−1e−t
√
2β + C(u0) e

−t
√
2β ‖vε‖2L2 + C(u0) ε ‖∇hv

ε‖2L2 .

Since

lim
ε→0

ε
1
2

νh(ε)
= 0,

there exists ε0 = ε0(u0) ∈]0, 1[ such that, for any 0 < ε < ε0, we have C(u0) ε <
νh(ε). Therefore, for any ε ∈]0, ε0[ small enough, by integrating the above in-
equality with respect to the time variable, we get

‖vε(t)‖2L2 ≤ ‖vε(0)‖2L2 +C(u0)ε
1
2 νh(ε)

−1 +C(u0)

∫ t

0

e−s
√
2β ‖vε(s)‖2L2 ds. (42)

We recall that vε = uε − uε − Bε. Thus,

‖vε(0)‖2L2 ≤ ‖uε(0)− uε(0)‖2L2 + ‖Bε(0)‖2L2

≤ ‖uε0 − u0‖
2
L2 + ‖M(·)‖2L2

x3

‖u0‖2L2 ≤ ‖uε0 − u0‖
2
L2 + Cε

1
2 ‖u0‖2L2 .

According to Gronwall lemma, it follows from (42) that

‖vε(t)‖2L2 ≤
(
‖uε0 − u0‖

2
L2 + Cε

1
2 ‖u0‖2L2 + C(u0)ε

1
2 νh(ε)

−1
)
exp

{
C(u0)√

2β

}
.

Using the hypotheses that

lim
ε→0

ε
1
2

νh(ε)
= 0 and lim

ε→0
‖uε0 − u0‖L2 = 0,

we obtain
lim
ε→0

‖vε‖L∞(R+,L2) = 0,

and Theorem 14 is proved. �
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Matemática Iberoamericana 21(1), 179–235 (2005)

22. Pedlosky, J.: Geophysical fluid dynamics. Springer (1979)
23. Schmitz, W.J.: Weakly depth-dependent segments of the North Atlantic circula-

tion. Journal of Marine Research 38, 111–133
24. Schochet, S.: Fast singular limits of hyperbolic PDEs. Journal of Differential Equa-

tions 114, 476–512 (1994)
25. Yudovitch, V.: Non stationnary flows of an ideal incompressible fluid. Zh. Vych.

Math. 3, 1032–1066 (1963)



Parallelization of the Fast Multipole Method

for Molecular Dynamics Simulations
on Multicore Computers

Nguyen Hai Chau

Faculty of Information Technology
VNUH University of Engineering and Technology

chaunh@vnu.edu.vn, nhchau@gmail.com

Abstract. We have parallelized the fast multipole method (FMM) on
multicore computers using OpenMP programming model. The FMM is
the one of the fastest approximate force calculation algorithms for molec-
ular dynamics simulations. Its computational complexity is linear. Par-
allelization of FMM on multicore computers using OpenMP has been
reported since the multicore processors become increasingly popular.
However the number of those FMM implementations is not large. The
main reason is that those FMM implementations have moderate or low
parallel efficiency for high expansion orders due to sophisticated formu-
lae of the FMM. In addition, parallel efficiency of those implementations
for high expansion orders rapidly drops to 40% or lower as the number of
threads increases to 8 or higher. Our FMM implementation on multicore
computers using a combination approach as well as a newly developed
formula and a computational procedure (A2P) solved the above issues.
Test results of our FMM implementation on a multicore computer show
that our parallel efficiency with 8 threads is at least 70% for moderate
and high expansion orders p = 4, 5, 6, 7. Moreover, the parallel efficiency
for moderate and high expansion orders gradually drops from 96% to
70% as the number of threads increases.

Keywords: molecular dynamics simulations, fast multipole method,
multicore, OpenMP, parallelization.

1 Introduction

Molecular dynamics (MD) simulation methods [1] are orthodox means for study-
ing large-scale physical/chemical systems. The methods were originally proposed
in 1950s but they only began to use widely in the mid-1970s when digital comput-
ers became powerful and affordable. Nowadays MD methods are being continued
to use widely for studying physical/chemical systems [2,3,4].

MD is simply stated that ones numerically solve the N -body problems of
classical mechanics (Newton mechanics). Solving N -body problems for a large
number of particles N in the considered systems requires a great amount of

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 209–224.
DOI: 10.1007/978-3-319-00293-4_16 c© Springer International Publishing Switzerland 2013
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time and it needs powerful computers as well as efficient algorithms. Calcula-
tion of Coulombic interaction force is the most dominated task in solving N -
body problem. The calculation often dominates 90-95% total calculation time of
MD simulations [1,2,3,4].

The simplest and most accurate algorithm for calculation force is the direct
summation (DS) algorithm. The DS calculates interaction force between every
pair of particles in the system using Coulombic force formula:

F ij = ke
qiqj
||rij ||2

.
rij
||rij ||

, (1)

where F ij is the Coulombic force between two particles located at ri and ri

with charges are qi and qj , respectively; ke =
1

4πε0
=

c20μ0

4π = c2o10
−7H m−1 is the

Coulomb constant and rij = rj − ri. Here c0 is the speed of light in vacuum, H
is the Henry unit and m is the meter. The potential due to qj at position ri is

Φij = ke
qj

||rij ||
. (2)

The DS has O(N2) computational complexity, whereN is the number of particles
in the system. However DS is only applicable for small particle systems where N
is up to 105. Using DS for larger systems will consume a huge amount of time.
To reduce force calculation cost for N -body simulations, fast algorithms such as
Barnes-Hut treecode (BH) [5,6] and fast multipole method (FMM) [7,8,9] has
been developed. The computational complexity of the algorithms are O(N logN)
and O(N), respectively.

FMM has a broad range of applications in many fields of research: large-scale
molecular dynamics simulations [10], accelerating boundary elements methods
[11], vortex methods [12] etc. Large-scale N -body or MD simulations those have
a very large N or where periodic boundary condition is not applicable are good
examples of FMM’s applications.

Because of the wide usability of FMM, there are many efforts to parallelize
FMM for achieving high performance simulations. There are different approaches
of FMM parallelization have been done so far. The first and most popular one
is parallelization of FMM on distributed memory platforms using message pass-
ing interface (MPI). The second one is usage of special-purpose hardware for
parallelization of FMM, including graphics processing units (GPU), GRAPE
(GRAvity piPE) computer family and others. The third one is using OpenMP
programming model for multiprocessor or multicore platforms. The last one com-
bines the mentioned above approaches.

Parallelization of FMM using OpenMP programming model has been reported
since the multicore processors become increasingly popular. However, there are is
a small numbers of FMM implementations for OpenMP. The reason is as follows.
Due to FMM’s sophisticated formulae and data structures, existing OpenMP
implementations of FMM have moderate or low parallel efficiency. The parallel
efficiency often drops down for high expansions orders those needed by high accu-
racy applications such as molecular dynamics simulations. As an example, paral-
lel efficiency for 8 threads of a multi-level FMM implementation using OpenMP
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is about 40% and drops to less than 25% with 16 threads [13]. Parallel efficiency
of another FMM implementation using OpenMP on a single node of the Kraken
supercomputer is relatively high (78%) for a low expansion order p = 3 [14].
However such a low expansion order p = 3 is suitable for N -body simulations
in astrophysics but not for molecular dynamics simulations. Note that molecu-
lar dynamics simulations often require high expansion orders to achieve higher
accuracy than astrophysics simulations do. The parallel efficiency of this imple-
mentation for higher expansion orders is not reported in details and drops down
rapidly. The main drawback of the authors in [14] is that the parallelism of the
M2L kernel in their implementation becomes finer with high order expansions.
This would affect parallel efficiency of the implementation favourably.

In this paper we describe our approach for implementation of FMM on multi-
core computers using OpenMP programming model [15] to overcome drawbacks
of the existing implementations. We develop a new formula for L2L stage and
a computational procedure to simplify thus speed up the far field force stage
of the FMM. The main advantages our approach is its simplicity and parallel
efficiency.

The rest parts of this paper are as follows. In section 2, we describe the original
FMM and its variations. The implementation of FMM on multicore computers
is presented in section 3. Section 4 describes experimental results and section 5
concludes.

2 The Fast Multipole Method and Its Variations

In this section, we describe briefly the fast multipole method (section 2.1), and
the most relevant algorithms to our work: the Anderson’s method (section 2.2)
and the pseudoparticle multipole method (section 2.3) by Makino.

2.1 Fast Multipole Method

The FMM is an O(N) approximate algorithm to calculate forces among par-
ticles. The O(N) scaling is achieved by approximation of the forces using the
multipole and local expansion techniques. The algorithm is applicable for both
two-dimensional [7] and three-dimensional [8,9] particle systems.

Figure 1 shows schematic idea of force approximation in the FMM. The force
from a group of distant particles are approximated by a multipole expansion
(M2M). At an observation point, the multipole expansion is converted to local
expansion (M2L). The local expansion is then evaluated by each particle around
the observation point (L2L).

A hierarchical tree structure (the octree) is used for grouping the particles.
In all FMM implementations, the particle system is assume to locate inside a
cube refering as the root cell. The root cell is then subdivided into eight equal
subcells and the subdivision process for subcells continues until certain criteria
is met. The root cell and subcells form an octree and the subdivision process
is the octree construction. The octree construction stops when the number of
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M2M
M2L

L2L

Multipole expansion Local expansion

Fig. 1. Schematic idea of force approximation in FMM

octree levels reach a predefined number, often defined by the required accuracy
of the simulations. In original FMM and its variations, the octree constructions
are simple and similar. We refer readers to Greengard and Rokhlin’s paper for
details of the octree construction [7,8].

After the completion of the octree construction, the FMM goes to its main
stages: multipole expansions to multipole expansions transition (M2M), multi-
poles expansion to local expansions conversion (M2L), local expansions to local
expansions transition (L2L) and finally force evaluation. Among them, the M2L
stage in the most computationally time consuming. The force evaluation stage
contains two parts: near field force evaluation and far field force evalution. All
the variations of the FMM follow exactly stages in the original FMM: M2M,
M2L, L2L and force evalution. The only difference is that each variation uses
different mathematical formulae for the stages.

In the rest part of this section (2.1) we briefly describe the mathematical
formulae for M2M, M2L and L2L by Greengard, Cheng and Rokhlin [9].

Spherical Harmonics. We begin by the definition of the spherical harmonics
function of degree n and order m by the formula

Y m
n (θ, φ) =

√
(n− |m|)!
(n+ |m|)!P

|m|
n cos(θ)eimφ. (3)

Here, Pm
n is the assosiated Legendre functions, defined by Rodrigues’ formula

Pm
n (x) = (−1)m(1− x2)m/2 d

m

dxm
Pn(x), (4)

where Pn(x) denotes the Legendre polynomials of degree n.
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Multipole Expansion. Given the definition of the spherical harmonics func-
tion, the multipole expansion is defined as

Φ(X) =

∞∑
n=0

n∑
m=−n

Mm
n

rn+1
Y m
n (θ, φ), (5)

where X1, X2, ..., Xn are positions of N charges of strength q1, q2, ..., qn with
spherical coordinates (ρ1, α1, β1), (ρ2, α2, β2), ..., (ρn, αn, βn), respectively. As-
sume that X1, X2, ..., Xn are inside a sphere of radius a centered at the origin.
The point X ’s spherical coordinate is (r, φ, θ). The Mm

n is defined as

Mm
n =

N∑
i=1

qiρ
n
i Y

−m
n (αi, βi). (6)

Local Expansion. The local expansion is defined as

Φ(X) =
∞∑
j=0

j∑
k=−j

Lk
jY

k
j (θ, φ)r

j , (7)

where

Lk
j =

N∑
l=1

ql
Y −k
j (αl, βl)

ρj+1
l

. (8)

Here we have N charges of strength q1, q2, ..., qn located at X1, X2, ..., Xn with
spherical coordinates (ρ1, α1, β1), (ρ2, α2, β2), ..., (ρn, αn, βn), respectively and
all the points X1, X2, ..., Xn are outside of a sphere radius a centered at the
origin. The point X ’s spherical coordinate is (r, φ, θ).

Transition of a Multipole Expansion (M2M). Assume that N charges
of strength q1, q2, ..., qn are located inside a sphere D of radius a centered at
X0 = (ρ, α, β). Suppose that for any point X = (r, φ, θ) ∈ R

3 \D, the potential
due to these charges is given by the multipole expansion

Φ(X) =

∞∑
n=0

n∑
m=−n

Om
n

r′n+1
Y m
n (θ′, φ′), (9)

where (r′, θ′, φ′) are the spherical coordinates of the vector X − X0. Then for
any point X = (r, θ, φ) outside a sphere D1 of radius a+ ρ center at the origin,

Φ(X) =

∞∑
j=0

j∑
k=−j

Mk
j

rj+1
Y k
j (θ, φ), (10)

where

Mk
j =

j∑
n=0

n∑
m=−n

Ok−m
j−n i

|k|−|m|−|k−m|Ak−m
j−n A

m
n ρ

nY −m
n (α, β)

Ak
j

, (11)
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with Am
n defined by

Am
n =

(−1)n√
(n−m)!(n+m)!

(12)

Conversion of a Multipole Expansion to a Local Expansion (M2L).
Suppose that N charges of strengths q1, q2, ..., qn are located inside the sphere
DX0 of radius a centered at the point X0 = (ρ, α, β), and that ρ > (c + 1)a for
some c > 1. Then the corresponding multipole (13) converges inside the sphere
D0 of radius a centered at the origin. For any point X ∈ D0 with coordinates
(r, θ, φ), the potential due to the charges q1, q2, ..., qn is described by the local
expansion

Φ(X) =
∞∑
j=0

j∑
k=−j

Lk
jY

k
j (θ, φ)r

j , (13)

where

Lk
j =

∞∑
n=0

n∑
m=−n

Om
n i

|k−m|−|k|−|m|Am
n A

k
jY

m−k
j+n (α, β)

(−1)nAm−k
j+n ρ

j+n+1
, (14)

with Am
n defined by (12).

Translation of a Local Expansion (L2L). Suppose that X,X0 are a pair
of points in R

3 with spherical coordinates (ρ, α, β), (r, θ, φ), respectively, and
(r′, θ′, φ′) are the spherical coordinates of the vector X −X0 and p is a natural
number. Let X0 be the center of a p-th order local expansion with p finite; its
expression at the point X is given by

Φ(X) =

p∑
n=0

n∑
m=−n

Om
n Y

m
n (θ′, φ′)r′n. (15)

Then

Φ(X) =

p∑
j=0

j∑
k=−j

Lk
jY

k
j (θ, φ)r

j , (16)

everywhere in R
3, with

Lk
j =

p∑
n=j

n∑
m=−n

Om
n i

|m|−|m−k|−|k|Am−k
n−j A

k
jY

m−k
n−j (α, β)ρn−j

(−1)n+jAm
n

, (17)

and Am
n defined by (12).

The M2M, M2L and L2L stages of the FMM are depicted in Figure 1. In
sections 2.2 and 2.3, we describe two variations of the FMM those are the most
relevant to our approach: Anderson’s and Makino’s methods.
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2.2 Anderson’s Method

Anderson [16] proposed a variant of the FMM using a new formulation of the
multipole and local expansions. The advantage of his method is its simplicity.
Anderson’s method makes the implementation of the FMM significantly simple.
The following is a brief description of Anderson’s method.

Anderson’s method is based on the Poisson’s formula. This formula gives
solution of the boundary value problem of the Laplace equation. When the po-
tential on the surface of a sphere of radius a is given, the potential Φ at position
r = (r, φ, θ) is expressed as

Φ(r) =
1

4π

∫
S

∞∑
n=0

(2n+ 1)
(a
r

)n+1

Pn

(s · r
r

)
Φ(as)ds (18)

for r ≥ a, and

Φ(r) =
1

4π

∫
S

∞∑
n=0

(2n+ 1)
( r
a

)n

Pn

(s · r
r

)
Φ(as)ds (19)

for r ≤ a. Note that here we use a spherical coordinate system. Here, Φ(as) is
the given potential on the sphere surface. The area of the integration S covers
the surface of the unit sphere centered at the origin. The function Pn denotes
the n-th Legendre polynomial.

In order to use these formulae as replacements of the multipole and local
expansions, Anderson proposed a discrete version of them, i.e., he truncated the
right-hand side of the Eq. (18)–(19) at a finite n, and replaced the integrations
over S with numerical ones using a spherical t-design. Hardin and Sloane define
the spherical t-design [17] as follows.

A set of K points ℘ = {P1, ..., PK} on the unit sphere Ωd = Sd−1 = {x =
(x1, ..., xd) ∈ Rd : x · x = 1} forms a spherical t-design if the identity

∫
Ωd

f(x)dμ(x) =
1

K

K∑
i=1

f(Pi) (20)

(where μ is uniform measure on Ωd normalized to have total measure 1) holds
for all polynomials f of degree ≤ t [17].

Note that the optimal set, i.e., the smallest set of the spherical t-design is
not known so far for general t. In practice we use spherical t-designs as empir-
ically found by Hardin and Sloane. Examples of such t-designs are available at
http://www.research.att.com/~njas/sphdesigns/.

Using the spherical t-design, Anderson obtained the discrete versions of (18)
and (19) as follows:

Φ(r) ≈
K∑
i=1

p∑
n=0

(2n+ 1)
(a
r

)n+1

Pn

(si · r
r

)
Φ(asi)wi (21)
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for r ≥ a (outer expansion) and

Φ(r) ≈
K∑
i=1

p∑
n=0

(2n+ 1)
( r
a

)n

Pn

(si · r
r

)
Φ(asi)wi (22)

for r ≤ a (inner expansion). Here wi is constant weight value and p is the number
of untruncated terms.

Anderson’s method uses Eq. (21) for M2M, M2L stages and (22) for L2L
transistions. The procedures of other stages are the same as that of the original
FMM.

2.3 Pseudoparticle Multipole Method

Makino [18] proposed the pseudoparticle multipole method (P2M2) – yet another
formulation of the multipole expansion. The advantage of his method is that the
expansions can be evaluated using simple equations Eq. (1) or Eq. (2).

The basic idea of P2M2 is to use a small number of pseudoparticles to ex-
press the multipole expansions. In other words, this method approximates the
potential field of physical particles by the field generated by a small number of
pseudoparticles. This idea is very similar to that of Anderson’s method. Both
methods use discrete quantities to approximate the potential field of the original
distribution of the particles. The difference is that P2M2 uses the distribution
of point charges, while the Anderson’s method uses potential values. In the case
of P2M2, the potential is expressed by point charges using Eq. (2).

In the following, we describe the formulation procedure of P2M2. The distri-
bution of pseudoparticles is determined so that it correctly describes the coeffi-
cients of a multipole expansion. A naive approach to obtain the distribution is to
directly invert the multipole expansion formula. For relatively small expansion
order, say p ≤ 2, we can solve the inversion formula, and obtain the optimal
distribution with minimum number of pseudoparticles [19].

However, it is rather difficult to solve the inversion formula for higher p, since
the formula is nonlinear. For solution with p > 2, Makino fixed the pseudopar-
ticles positions given by the spherical t-design [17], and only their charges can
change. This makes the formula linear, although the necessary number of pseu-
doparticles increases. The degree of freedom assigned to each pseudoparticle is
then reduced from four to one.

Makino’s approach gives the solution of the inversion formula as follows:

Qj =

N∑
i=1

qi

p∑
l=0

2l+ 1

K

(ri
a

)l

Pl(cos γij), (23)

where Qj is charge of pseudoparticle, ri = (ri, φ, θ) is position of physical par-
ticle, γij is angle between ri and position vector Rj of the j-th pseudoparticle.
For the derivation procedure of Eq. (23), see [18].
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3 Implementation of the FMM on Multicore Computers
Using OpenMP

3.1 A New Calculation Procedure for L2L Stage

As described above, the FMM has five stages including the octree construction,
M2M transition, M2L conversion, L2L transition and force evaluation. The force
evaluation stage contains two parts: near field and far field force evaluation.
Anderson’s method uses outer expansion (Eq. (21)) for M2M and M2L stages
and inner expansion (Eq. (22)) for L2L stage. The P2M2 method by Makino is
only applicable for M2M stage. However using Makino’s method the M2L stage
is simplied significantly by using direct pair-wise interaction given in Eq. (2).

We have done two implementations of the FMM for the special-purpose com-
puter GRAPE so far. In the first implementation (hereafter FMMGRAPE1) [20],
we combined Anderson’s method and Makino’s method. The P2M2 formula is
used for M2M stage, then Eq. (2) is used for M2L. Next, the inner expansion
by Anderson in Eq. (22) is used for L2L. With this approach, M2L is simplified
using Eq. (2) and speeded up thanks to the special-purpose computer GRAPE.
Another advantage of the combination of Anderson’s and Makino’s methods is
that it is easy to parallelize the M2L stage for multicore architecture. However
a new computational bottleneck appears in far-field force calculation as follow.

Using Eq. (22), the far field potential on a particle at position r can be
calculated from the set of potential values of the leaf cell that contains the
particle. Consequently, the far field force is calculated using derivative of Eq.
(22) [20]:

−∇Φ(r) =
K∑
i=1

p∑
n=0

(
nrPn(u) +

ur − si r√
1− u2

∇Pn(u)

)
(2n+1)

rn−2

an
g(asi)wi, (24)

where u = si · r/r. Force calculation using Eq. (24) is complicated and hard
to parallelize efficiently. In FMMGRAPE1, calculation of Eq. (24) dominates a
significant part of the total calculation [20].

In the second implementation (hereafter FMMGRAPE2) [21], we fixed the
bottleneck by developing a new formula and a new conversion procedure named
A2P. We first developed a new formula for inner expansion using pseudoparticles.
Eq. (23) by Makino gives the solution for outer expansion. We followed a similar
approach [22] and proved that the solution for inner expansion is

Qj =

N∑
i=1

qi

p∑
l=0

2l + 1

K

(
a

ri

)l+1

Pl(cos γij). (25)

The A2P conversion is used to obtain a distribution of pseudoparticles that
reproduces the potential field given by Anderson’s inner expansion. Once the
distribution of pseudoparticles is obtained, L2L stage can be performed using
formula (Eq. (25)), and then the force evaluation stage is totally done using the
simple Eq. (1). Hereafter we describe the A2P procedure indetails.
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For the first step, we distribute pseudoparticles on the surface of a sphere with
radius b using the spherical t-design. Here, b should be larger than the radius of
the sphere a on which Anderson’s potential values g(asi) are defined. According
to Eq. (25), it is guaranteed that we can adjust the charge of the pseudoparticles
so that g(asi) are reproduced. Therefore, the relation

K∑
j=1

Qj

|Rj − asi|
= Φ(asi) (26)

should be satisfied for all i = 1..K. Using a matrix R = {1/|Rj − asi|} and
vectors Q = T [Q1, Q2, ..., QK ] and P = T [Φ(as1), Φ(as2), ..., Φ(asK)], we can
rewrite Eq. (26) as

RQ = P . (27)

In the next step, we solve the linear equation (27) to obtain charges Qj . For a
given cell with edge length is 1.0, the radius a and b for outer expansion and
inner expansion are 0.75 and 6.0, respectively. Because of that, solving the linear
equations system (27) is simply performing matrix-vector multiplication of R−1

and P . Once solution of Qj is obtained, far-field force calculated in Eq. (24) is
replaced by the calculation pairwise interactions with Qj using Eq. (1) that is
much simpler. Note that the calculation of R−1 is simple and takes a negligible
amount of time.

We have done numerical tests for accuracy of potential and force calculation
performed with Eq. (25) [21]. In the tests, we approximate force and potential
exerted from a particle q to a point L using Eq. (25) and the A2P procedure and
compare results with potential and force calculated using Eq. (1) and Eq. (2).
We change the distance r from q to L in a range of [1,10] and calculate relative
error for both potential and force exerted from q to L. The test results shows that
for expansion orders p = 1 to 5, potential error scales as r−(p+2) and force error
scales as r−(p+1) as theoretically expected. For p = 6, potential and force error
scales as r−(p+2) and r−(p+1) for r < 6, respectively and slowly descreasing for
r ≥ 6. The test results show that the Eq. (25) gives similar numerical accuracy
of Anderson’s given in Eq. (22).

Tables 1 and 2 compare formulae in original FMM to its variations and de-
scribe the mathematical formulae we have used in stages of our own FMM im-
plementations.

3.2 Parallelization of FMM Using OpenMP

As shown in Tables 1 and 2, we combine methods of Anderson and Makino and
our new calculation procedure A2P to implement the FMM. We apply the same
approach to implement FMM on multicore computer. Hereafter we refer this
implementation as FMMOpenMP. The main advantages of this combination is
that we are able to use very simple mathematical formulae for stages of the
FMM. In computational aspect, we have four kernels of calculation. The first
one is the Eq. (1) used for near and far field force calculation. The second one is



Parallelization of the FMM for MD Simulations on Multicore Computers 219

Table 1. Mathematical formulae used in different variations of FMM

Stages Original FMM Anderson’s method Makino’s method

M2M Eq. (9), (10) Eq. (21) Eq. (23)
M2L Eq. (13), (14) Eq. (21) Eq. (2)
L2L Eq. (15), (16) Eq. (22) Not available
Near field force Eq. (1) Eq. (1) Eq. (1)
Far field force Evaluation of Eq. (24) Not available

local expansions

the Eq. (2) used for M2L stage. The third one is the Eq. (23) used for M2M stage
and the last one (Eq. (22)) used for L2L stage. Eq. (25) and Eq. (26) do not
dominate computationally. However, Eq. (25) and Eq. (26) help us to calculate
the far field force using the simple Eq. (1).

Table 2. Mathematical formulae used in our implementations of FMM

Stages FMMGRAPE1 FMMGRAPE2 FMMOpenMP

M2M Eq. (23) Eq. (23) Eq. (23)
M2L Eq. (2) Eq. (2) Eq. (2)
L2L Eq. (22) Eq. (22) Eq. (22)
Near field force Eq. (1) Eq. (1) Eq. (1)
Far field force Eq. (24) Eq. (1), Eq. (25), Eq. (1), Eq. (25),

Eq. (26) Eq. (26)

Parallelization of the FMM using OpenMP becomes easier with our com-
bination method. We need to parallelize the loops for potential/force pairwise
interaction and the loops that used Eq. (23) and Eq. (22). We have developed a
flops counter to find optimal level of the octree. As reported from the counter,
number of flops due to pairwise interactions takes at least 90% number of FMM
floating point operation. Therefore parallelization of the pairwise interaction is
the most important task. Thanks to Eq. (1), Eq. (2) for their simplicity, the
parallelization pseudocode of Eq. (1) (for near and far field force calculation)
and Eq. (2) (for M2L stage) is straightforward as follows:

#pragma omp parallel for default(shared) private(i,j,...)

for (j=0;j<k;j++) { // For each destination particle

for (i=0;i<n;i++) { // For each source particle

// Calculate distance between particle i and particle j

...

// Calculate Coulombic force (Eq. (1)) or

// Coulombic potential (Eq. (2))

...

}

}
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Parallelization of M2M and L2L stages are also simple. The following is the
parallelization pseudocode of the M2M calculation:

for (l=levels-1;l>=0;l--) { // Traverse octree from leaf to root

#pragma omp parallel for default(shared) private(node,...)

for (node=0;node<num;node++) { // For every node in this level

// if the current node is a leaf then calculate

// pseudoparticles masses based on postions and masses

// of real particles inside the node,

// otherwise calculate pseudoparticles masses based on

// positions and masses of the pseudoparticles

// of its children nodes.

}

}

and the parallelization pseudocode of L2L is

#pragma omp parallel for default(shared) private(i,j,...)

for (i=0;i<nbchild;i++) { // For every child of the current node

// if the child contains no real particles then ignore,

// otherwise perform L2L using inner expansion formula

}.

We see that the parallelization of the FMM using OpenMP is relatively sim-
ple using our calculation scheme. Our calculation scheme has been implemented
for the special-purpose computer GRAPE and achieved a speedup from 3-60
depending on accuracy of force calculation. Since our method uses simple math-
ematical formulae, it is also simple to parallelize FMM on multicore computers
as shown above. We will show our experimental results in the next section.

4 Experimental Results

The FMMOpenMP is tested on a multiprocessor computer. The computer is
equiped with four dual-core Intel(R) Xeon(R) CPU X5355 2.66 GHz processors
and 4 GB RAM so that it is able to run 8 threads in parallel. The computer runs
x86 64 Ubuntu operating system with 2.6.32-21 Linux kernel. We use gcc 4.4.3

compiler with POSIX threading model enabled. We develop the FMMOpenMP
using C++ programming language.

We performed tests on performance and parallel efficiency of the FMM
OpenMP. In all the tests, we distributed particles uniformly in a unit cube
centered at the origin and evaluated force on all particles. The number of par-
ticles is from 64K to 8M, where K denotes 1024 and M denotes 1024 × 1024.
The accuracy of FMM force calculation for uniform distribution of particles is
described in table 3. Since the accuracy of force calculation with p = 1 and p = 2
is not enough for production runs, we perform tests for p ≥ 3. Figure 2 shows
FMM performance versus that of direct summation. We can see that the direct
summation algorithm scales as O(N2) while FMM scales as O(N). When N is
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Table 3. Accuracy of FMM force calculation

Expansion order Force RMS relative error

p = 1 1.6× 10−1

p = 2 2.1× 10−2

p = 3 4.9× 10−3

p = 4 7.4× 10−4

p = 5 1.6× 10−4

p = 6 5.7× 10−5

p = 7 1.7× 10−5
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Fig. 2. Performance of direct summation and FMM algorithms. The dashed and solid
curves represent the direct summation’s and FMM’s performance, respectively. Trian-
gles, squares and pentagons denote performance of FMM with p = 3, p = 5 and p = 7,
respectively.

8M, FMM runs faster than direct summation from 497 times to 2253 times when
p runs from 7 to 3.

In the next tests, we show speedup and parallel efficiency of the FMMOpenMP
on the computer described above. If P is the number of threads, T1 is the execu-
tion time of the sequential FMM and TP is the execution time of FMMOpenMP
with P threads then speedup is

Sp =
T1
TP

(28)

and parallel efficiency is

EP =
SP
P
. (29)
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Table 4. Speed up SP of FMMOpenMP for N=8M

P p = 3 p = 4 p = 5 p = 6 p = 7

2 1.52 1.91 1.91 1.93 1.91
4 2.23 3.59 3.60 3.62 3.62
8 2.36 5.47 5.52 5.60 5.53

Table 5. Parallel efficiency EP of FMMOpenMP for N=8M

P p = 3 p = 4 p = 5 p = 6 p = 7

2 76.1% 95.5% 95.7% 96.4% 95.4%
4 55.7% 89.7% 90.1% 90.5% 90.5%
8 29.5% 68.3% 69.0% 70.0% 69.1%

Tables 4 and 5 show speedup and parallel efficiency of FMMOpenMP for a
test with 8M uniform distribution particles. The test results are similar for other
values of N . Test results shows that speedup SP of FMMOpenMP is low with
expansion order p = 3 and becomes much higher with moderate and high order
expansions p = 4, 5, 6, 7.

As a result, the parallel efficiency EP of the FMMOpenMP rapidly drops from
76.1% to 29.5% when the number of threads increases from 2 to 8. However the
parallel efficiency gradually drops from 96% to 70% with moderate and high
expansions orders p = 4, 5, 6, 7. We can see that FMMOpenMP efficiency is
better than that of Pan et. al. [13] which equal or lower than 40% for 8 threads.

As shown in Table 5, for a given number of threads the FMMOpenMP’s
parallel efficiency increases or unchanges as expansion order p increases. This
behaviour is opposite to that of Yokota et. al. [14]. The parallel efficiency of
Yokota’s implementation is relatively high (78%) for low expansion order p = 3
but becomes low with high expansion orders [14]. The behaviour of parallel effi-
ciency in our FMMOpenMP implementation shows that our approach is better
than that of Yokota for applications require high accuracy of force calculation.

Reasons to explain our FMMOpenMP’s behaviours include the usage of com-
bination approach and simple mathematical formulae thanks to the A2P proce-
dure. With the combination approach and A2P, the easy-to-parallelize pairwise
interaction of FMMOpenMP, that has high parallel efficiency, dominates the
total calculation. As expansion order p increases, the number of pairwise inter-
action increases accordingly and so does the parallel effciency.

5 Conclusions

We have successfully implemented the fast multipole method for multicore com-
puters using OpenMP programming model. Test results show that it is simple to
parallelize our FMM code using OpenMP thanks to the combination approach
and A2P procedure. Our implementation’s parallel efficiency for moderate and
high expansion orders p are higher than those of Pan et. al. [13] and Yokota
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et. al. [14]. This behaviour makes our approach is suitable for high accuracy
demand applications. The parallel efficiency of FMMOpenMP drops gradually
for moderate and high expansion orders. This also shows another advantage of
our implementation over those of Pan et. al. and Yokota et. al.

We still have room for improvements since the parallelization of M2M and
L2L kernels is not optimized yet. The speedup and parallel efficiency of FM-
MOpenMP will become higher once the issues for improvements have been
solved.
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Abstract. The regression is a causal forecasting method that fits curves to the 
entire data set to minimize the forecasting errors. It should be noted that the li-
near statistic-based regression models does not support nonlinear in forecasting. 
According to literature, Bayesian- and Neural Network-based regression for 
seasonal typhoon activity forecasting is more effective than the traditional re-
gression models. In this paper, a conjunct space cluster-based adaptive neuro-
fuzzy inference system (ANFIS) is applied for seasonal forecasting of tropical 
cyclones making landfall along the Vietnam coast. The experimental results in-
dicated that the conjunct space cluster-based ANFIS for seasonal forecasting of 
tropical cyclones is an effective approach with high accuracy. 

1 Introduction 

Vietnam has more than 3000 km of coastline which is directly affected by tropical 
storms and tropical depressions derived from the North-West Pacific or the South 
China Sea. Tropical storms extremely caused damage to people and property, espe-
cially when they were making landfall. Annual average of 5 to 6 tropical storms and 
tropical depressions made landfall along the Vietnam coast. Years 1964 and 1973, the 
number of tropical storms and tropical depressions made landfall in Vietnam is up to 
10 attacks. Topical storm, especially when combined with a cold air front often causes 
heavy rains in Vietnam, flooding in a large area, extensive damage of life and proper-
ty. With the advancement of climate science, weather and extreme weather event such 
as tropical cyclones, have considerably improved. However, at present in Vietnam, 
the forecasting of weather and tropical cyclones mainly applied for short-term or ex-
tremely short-term warning. The purpose of planning preventive and proactive mitiga-
tion offer more long-term warnings about our capabilities and activities. To develop 
the strategic plans to be more appropriate for the warning services, economic devel-
opment, and the progress of Vietnam, the development of seasonal forecast of ex-
treme weather events such as tropical cyclones are essential. This motivation leading 
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us set up a research for seasonal forecasting of tropical cyclones making landfall 
along with the Vietnam coast. 

The most previous works used the regression-based model for seasonal tropical fo-
recasting. The regression is a causal forecasting method that fits curves to the entire 
data set to minimize the forecasting errors. It should be noted that as higher order 
polynomial models are used, the overall degree of error will be reduced. However, the 
seasonal tropical forecasting requires high-dimensional data, so the forecasting ability 
also is reduced for higher order polynomial models. In addition, the regression-based 
linear statistical models does not support nonlinear in forecasting. According to Chu 
[4-7], Bayesian-based model for seasonal typhoon activity forecasting is more effec-
tive than regression-based models. Another aspect, Azizi [1] shown that ANFIS mod-
el was proven as more efficient and provides better forecasting accuracy compared 
with Bayesian model. Hence, ANFIS model is recommended to be used for produc-
tion estimation under random uncertainties. According our study, the ANFIS has been 
not yet applied for seasonal tropical forecasting up to this research. Another impor-
tance to choose ANFIS model is that it can be used to combine all predictor factors 
for forecasting, while, other approaches only use several factors by transforming high-
dimensional data to low-dimensional data. 

The aim at this research is to offer usefully realistic supports for seasonal forecast 
of tropical cyclone activities in the region. We applied our proposed conjunct space 
cluster-based ANFIS for seasonal forecasting of tropical cyclones making landfall 
along the Vietnam coast using the ENSO, atmospheric and oceanographic data related 
to formation conditions and activity of ENSO factors and tropical cyclone activity in 
the study area in the 61-year period (1951-2011). 

2 Related Works 

According to our studies, we found that there are two issues to be successful in sea-
sonal forecasting of tropical cyclones making landfall: forecasting factors and fore-
casting methods. 

2.1 Forecasting Factors 

The anomaly of tropical cyclone (TC) activity bears relation to the fluctuations of 
global climate. Nicholls [18] documents that TC activity in the Australian region has 
an interannual variation and related to ENSO phenomenon. Gray [13, 14] and Shapiro 
[22] found the relationship between TC activity in the Atlantic and the stratospheric 
quasi-biennial oscillation (QBO) phenomena. Afterward, methods for forecasting 
Australian and the Atlantic seasonal TC activity have established by Nicholls [19] and 
Gray [14]. Therefore, the seasonal variability and forecasting of TC activity over each 
of the ocean basins has received considerable attention. Over the Western North Pa-
cific (WNP), Chan [2] found that TC activity is very much related to the ENSO phe-
nomenon. Dong [8] also showed that this activity is correlated with the sea-surface 
temperature (SST) over the eastern equatorial Pacific that can be considered to be a 
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proxy of ENSO. Chu [7] identified five parameters (sea surface temperature, sea level 
pressure, perceptible water, low-level relative vorticity, and vertical wind shear) as 
predictor datasets to predict the seasonal tropical cyclone count in the vicinity of Tai-
wan. Chan [3] pointed out that the correlation between the number of landfalling TCs 
over China, the ENSO and QBO phenomena should be possible to make the predic-
tions. In addition to ENSO, Landsea [16] shown that other global factors such as the 
stratospheric Quasi-Biennial Oscillation and local factors such as sea surface tempera-
ture, monsoon intensity and rainfall, sea level pressures and tropospheric vertical 
shear can also help modulate tropical cyclone variability. Goh and Chan [10, 11] 
shown seven factors can be divided into two groups: steering factors (500 hPa geopo-
tential height and zonal wind) and genesis factors (850 hPa geopotential height and 
relative vorticity, 200 hPa divergence, 200-850 hPa vertical wind shear, and 1000–
500 hPa moist static energy) over Korean peninsula and Japan. Therefore, the seven 
factors from Goh and Chan [10, 11], along with the ENSO and PDO indices were the 
basis of investigation for a study of Goh and Chan [12]. 

2.2 Forecasting Methods 

According to literature, forecasting methods can be categorized into qualitative and 
quantitative approaches. The former usually based on the opinions of people, which 
refers to a long or medium forecast by asking a group of knowledgeable experts for 
their opinions with regard to future values of the things being forecasted. The well-
known method called Delphi involving a group of experts who eventually reach to a 
consensus of a forecast. In ecommerce, a firm often uses customer survey to forecast 
on the customers’ purchasing plans. The later refers to quantitative, mathematical 
formulations or statistical forecasting, which includes time series models and casual 
models. The regression, a causal forecasting model that fits curves to the entire data 
set to minimize the forecasting errors, is often applied for the seasonal forecasting of 
TCs. 

William Gray and his team pioneered the seasonal hurricane prediction enterprise 
using regression-based linear statistical models [14]. In a study, Chu [7], Fan and 
Wang [9] presented a multivariate linear regression model applied to predict the sea-
sonal tropical cyclone count in the vicinity of Taiwan. The model is based on the least 
absolute deviation so that regression estimates are more resistant than those derived 
from the ordinary least square method. Kim H. S., et al. [15] used least absolute devi-
ation (LAD) regression and the Poisson regression method. Poisson model is being 
slightly more skillful than the LAD model. Goh and Chan [12] presented an improved 
prediction scheme for the number of TCs making landfall on the coast of south China. 
The schemes for the early, late, and JD seasons all provide reasonable results. Chu 
and Zhao [5, 6] applied a hierarchical Bayesian change point analysis to detect abrupt 
shifts in the TC time series over the central North Pacific (CNP). Chu [4] extended 
the probabilistic Bayesian framework suggested in the prior works from the CNP [6], 
with a particular focus toward the vicinity of the Taiwan area. Different from  
prior studies, he adopts a feature classification approach based on the fuzzy clustering 
analysis of TC tracks. 
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3 Conjunct Space Clustering-Based ANFIS  

We consider a black-box-typed model expressing a mathematical relationship be-
tween input and output spaces of a system based on a given data set as follows: 

( , )i ix y , 1 2[ ... ]i i i inx x x x= , 1...i P=                    (1) 

where ix  is the ith input vector of the data set and yi is the output; P is number of 

samples. This work can be seen as system-identifying process, in which the model 
works as a mathematical function f expressed by a mapping as follows: 

1:

| ( )

n

i i i i

f

x y y f x

ℜ → ℜ
=  

In this paper, the above mathematical model is expressed by the ANFIS. 
ANFIS is one of the most popular types of fuzzy neural network. The clustering 

techniques are commonly used to create fuzzy rules of ANFIS networks based on 
clustering a training set of numerical examples of the unknown mapping to be approx-
imated. Panella et. al [20] analyze various clustering methods adopting for ANFIS, 
including clustering in input space, clustering in output space and clustering in input-
output space (conjunct space). The clustering based on the data set only in the input 
space, which assumed that points potentially belonging to the same cluster in the in-
put space are mapped into points potentially belonging to the same cluster in the out-
put space. Its disadvantage that the output clusters could not reflect the real structure 
of the mapping in the output space.  In the other the hand, the clustering method con-
siders only output space, which can be ensured that the possibility to discover the real 
structure of the mapping in the output space. Unfortunately, there can be contradicto-
ry rules having similar input MFs but different output coefficients, which is unaccept-
able in ANFIS networks. To overcome these problems, M. Panella [20, 21] and Dung 
[17] presented a clustering method in conjunct space for ANFIS networks construc-
tion. The clustering in input-output space mentioning in the previous works combines 
a linear cluster (e.g. hyperplane cluster) and SimpsonÊs min–max models for classifi-
cation (min-max classification).  
 
The hyperplane clustering algorithm is expressed as follows: 
 
Initialization: The C-Means algorithm is used to initialize hyperplanes by clustering 
the input space into M clusters Γሺ௞ሻ, ݇ ൌ 1. .  The correspondence between such .ܯ
clusters and initialized hyperplanes is based on following criterion: If an input pattern ݔపഥ , ݅ ൌ 1. . ܲ  belongs to the cluster Γሺ௤ሻ, 1 ൑ ݍ ൑ -then the corresponding input ,ܯ 
output pair (ݔపഥ ,  .௤ܣ ௜) is assigned to the hyperplaneݕ

Step 1: The coefficients of each kth hyperplane, ݕ௧ ൌ ∑ ௝ܽሺ௞ሻݔ௧௝௡௝ୀଵ ൅ ܽ଴ሺ௞ሻ, ݇ ൌ 1. .  ,ܯ
is updated using the pairs assigned to either in the initialization or in the successive 
step 2, where index t spans all the pairs assigned to the kth hyperplane using suited 
least-squares techniques. 
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Step 2: Each pair (ݔపഥ , -௤, which has the minimum orthoܣ ௜) assigned to a hyperplaneݕ
gonal distance ݀௜from it. The stop condition is determined using a convergence quan-
tity ߪ ൌ ሺ|ܦ െ  is the current approximation error defined ܦ ሺ௢௟ௗሻሻ whereܦ/|ሺ௢௟ௗሻܦ

by ܦ ൌ ଵ௉ ∑ ݀௜௉௜ୀଵ  and ܦሺ௢௟ௗሻis the previous approximation error. The algorithm will 

be stopped if it satisfy ߪ ൑ a predefined threshold ߝ, otherwise, it goes back to step 1. 
 
The previous algorithm is a linear clustering that only yields the linear consequent of 
Sugeno rules. According to [21], several clusters of the input space could be asso-
ciated with the same hyperplane. To solve this problem, the well-known SimpsonÊs 
min–max models for classification (min-max classification) were applied by M. Pa-
nella [20, 21] and Dung [17]. The combination of the hyperplane clustering and the 
max-min classification on the input space supports to effectively determine the 
ANFIS network for a given number of rules. The min–max classification technique 
uses hyperboxes (HBs) which have boundary hyperplanes parallel to the coordinate 
axes of the patterns of the training set.  

We consider a set of the patterns ௧ܶ covered by the tth min-max hyperbox ܤܪ௧. 
The ܤܪ௧ is determined using two vertexes, the max vertex ௧തതത ൌ ሾ߱௧ଵ߱௧ଶ … ߱௧௡ሿ and 
the min vertex ௧ഥݒ ൌ ሾݒ௧ଵݒ௧ଶ … ௧௡ሿݒ , where ߱௧௝ ൌ max ሺݔ௜௝|ݔపഥ א  ௧ܶሻ  and ݒ௧௝ ൌmin ሺݔ௜௝|ݔపഥ א  ௧ܶሻ.  If  ௧ܶ  consists of the patterns associated with the cluster labe-
ling m only, then the ܤܪ௧  will be considered as a pure hyperbox labeling m, and 
denoted ܤܪ݌௧ሺ௠ሻ. An HB can be considered as a crisp frame on which different types 
of membership functions (MFs) can be adapted. Here, the original SimpsonÊs MF is 
adopted, in which the slope outside the HB is established by the value of the fuzziness 
parameter ߛ. 
పഥݔ௣ு஻೟ሺ೘ሻሺ ߤ  ሻ ൌ ଵ௡ ∑ ሾ1 െ ݂ሺݔ௜௝ െ ߱௧௝, ሻߛ െ ݂ሺݒ௧௝ െ ,௜௝ݔ ሻሿ௡௝ୀଵߛ  

݂ሺݔ, ሻݕ ൌ ቐ ൐ ݕݔ ݂݅            1 0 ݂݅          ݕݔ         1 ൑ ൑ ݕݔ ݕݔ ݂݅           10  ൏ 0 ቑ 

 
where ݐ ൌ ܴ௠; ܴ௠ is the number of pure hyperboxes labeling m. Several ܤܪ݌ can 
be associated with the same cluster labeling m, thus the overall input MF, ߤ஻ഢሺ೘ሻതതതതതതതሺݔపഥ ሻ, 

is calculated as follows: ߤ஻ഢሺ೘ሻതതതതതതതሺݔపഥ ሻ ൌ max ሼߤ ௣ு஻భሺ೘ሻሺݔపഥ ሻ, … , పഥݔ௣ு஻ೃ೘ሺ೘ሻሺ ߤ ሻሽ  
There are several approaches for min-max classification such as SimpsonÊs min–max 
models, ARC in [21] and CSHL in [17]. Here, the CSHL algorithm is applied for this 
work.  

The combination of the hyperplane clustering followed by the min-max classifica-
tion on the input space can be determined of the ANFIS network for a given number 
of rules.  A previously proposed structure of the conjunct space clustering-based 
ANFIS in [17] is depicted as Figure 1. 
 
 

(2) 

(3) 
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Fig. 1. Structure of the Conjunct Space Cluster-based ANFIS 

The process of the conjunct space clustering-based ANFIS can be summarized as 
follows: 

Step 0. Initialization:  Let ܯ௠௜௡ and ܯ௠௔௫ be a minimal number and maximal 
number of fuzzy rules used for the initial training set Γ  including ܲ  patterns,  
respectively. 

- ݇ ൌ ௠௜௡ܯ െ 1; 

Step 1. Training dataset clustering 

- ݇ ൌ ݇ ൅ 1; 
- Use the k-hyperplane clustering algorithm to split the initial training 

terns Γ into k clusters; 
- Use the CSHL [17] to build set ܮ௣ of pure hyperboxes ܤܪ݌ covering all the 

patterns belonging to the initial training set Γ; 

Step 2. Establish the fuzzy-neural network:  

- Calculate values of MFs based on equations (2) and (3); 
- The output of the neuro-fuzzy network is calculated as following equations: 

పෝݕ ൌ ∑ ఓಳഢሺ೘ሻതതതതതതതതሺ௫ഢതതതሻכ௬೘೔ሺ௫ഢതതതሻೖ೔సభ∑ ఓಳഢሺ೘ሻതതതതതതതതሺ௫ഢതതതሻೖ೔సభ  

௠௜ݕ ൌ ∑ ௝ܽሺ௞ሻݔ௠௝௡௝ୀଵ ൅ ܽ଴ሺ௞ሻ, ݇ ൌ 1. .  ܯ

- Calculate the Mean Squared Error ܧ ൌ 1ܲ ෍ሺ݅ݕ െ ෝ݅ݕ ሻ2ܲ
݅ൌ1  

(4) 

(5) 



 An ANFIS for Seasonal Forecasting of Tropical Cyclones Making Landfall 231 

 

Step 3.  Check for stopping condition 

- If  ݇ ൏  ;௠௔௫, goto Step 1ܯ
- If  ݇ ൒  ;௠௔௫, goto Step 4ܯ

Step 4. Choose the optimal neuro-fuzzy network based on priorities: ܧ ൑  and ݇ is ߝ
enough small, the structure of the ANFIS is chosen; 

4 Experimental Result 

4.1 Dataset 

According to literature, the ENSO events have impacted to the different characteris-
tics in typhoon’s activity in Western North Pacific, South China Sea and in Vietnam.  
It causes the changes in the origin of typhoon formation, frequency, intensity, track, 
and in other characteristics of acted typhoons in these regions. We collect factors 
related to the formation and activity of the storms in the study area. In particular, the 
indices of El Niño–Southern Oscillation (ENSO) including warming phase (El Niño), 
cooling phase (La Niña) and neutral phase relates to the activity of the tropical storms 
and tropical depressions in the Vietnamese coast.  In addition to ENSO, other global 
climate factors (such as the stratospheric Quasi-Biennial Oscillation, Pacific decadal 
oscillation (PDO), North Atlantic Oscillation, Arctic Oscillation, Antarctic Oscilla-
tion, the northern hemisphere oscillation, long-wave radiation equatorial Pacific, etc.). 
The local factors (such as sea surface temperature, monsoon intensity and rainfall, sea 
level pressures, tropospheric vertical shear, precipitable water, low-level relative vor-
ticity, and vertical wind shear) can also help modulate tropical cyclone variability. 
The dataset including 30 independent factors and a dependent factor (the annual num-
ber of tropical storms) is available in the site (http://co-intelligence.vn/ENSO).  

The annual number of tropical depressions in the Vietnamese coast from 1952 to 
2011 is shown as Table 1. 

Table 1. The number of tropical depressions in the Vietnamese coast (1951-2011) 

Year 
Number of 
landfall TC 

Year 
Number of 
landfall TC 

Year 
Number of 
landfall TC 

1951 2 1972 6 1993 5 
1952 8 1973 10 1994 6 
1953 1 1974 7 1995 7 
1954 3 1975 2 1996 8 
1955 2 1976 2 1997 4 
1956 3 1977 3 1998 6 
1957 1 1978 6 1999 2 
1958 0 1979 3 2000 2 
1959 1 1980 4 2001 2 
1960 3 1981 3 2002 0 
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Table 1. (Continued) 

1961 2 1982 4 2003 2 
1962 4 1983 6 2004 2 
1963 2 1984 4 2005 5 
1964 10 1985 4 2006 4 
1965 3 1986 4 2007 5 
1966 2 1987 4 2008 5 
1967 1 1988 1 2009 5 
1968 5 1989 8 2010 4 
1969 2 1990 8 2011 4 
1970 3 1991 3  

    1971 7 1992 5 

 
We leant that the frequency of landfall TC in Vietnam is concentrated in the sum-

mer months, from July to November. Therefore, we divide the dataset into two group 
including first six months and last six months. For this, we have 61 samples corres-
ponding to years, from 1951 to 2011. Each sample consists of 60 independent factors 
of input and output is the number of landfall TC.  

4.2 Result 

We used the samples from 1951 to 2000 to train the ANFIS network. The test samples 
are from 2001 to 2011.     

The prediction error for the ith factor is calculated as follows: 
௜ݎ݋ݎݎ݁  ൌ ௜ݎ݋ݐ݂ܿܽ െ ௜ݎ݋ݐ௜ேி݂ܽܿݎ݋ݐ݂ܿܽ כ 100ሺ%ሻ 

 
Figure 2 and 3 present the prediction error of 60 factors affecting to TC in the years, 
from 2001 to 2010. 

Figure 4 shows the predicted number of TC versus reality in the years, from 2001 
to 2011.  The discrepancy between the number of predicted TC and reality in the 
years, from 2001 to 2011 is presented as Table 2 and Figure 5. 

The difference between the actual number of TCs and the number of TCs that was 
predicted for a given period (year) is measured as follows: 
௜ݎݎ݁  ൌ ௜ௗ௔௧௔ݕ െ ௜ேிݕ  

 
where, ݕ௜ௗ௔௧௔  and ݕ௜ேி  are the actual and predicted number of TCs in year i,  
respectively.  
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Fig. 2. Prediction error of 60 factors affecting to TC in the years, from 2001 to 2005  

 

Fig. 3. Prediction error of 60 factors affecting to TC in the years, from 2006 to 2010 

The mean absolute deviation: ݁ݎݎ௠௘௔௡ ൌ ∑ ௜ଶ଴ଵଵ௜ୀଶ଴଴ଵݎݎ݁| |11 ሺݎܽ݁ݕሻ ൌ 0.099 

The discrepancy between the actual number and the predicted number of TCs indi-
cated that the forecast is very slightly lower than reality (see Figure 5 and Table 2).  
The mean error in the set of forecasts is only 0.099. From Figure 4, we can say that 
the accuracy of prediction is significantly high.  

0 10 20 30 40 50 60

0

5

10

15

20

25

Factors

P
re

di
ct
io
n 
E
rr
or

 (%
)

 

 

2001
2002
2003
2004
2005

0 10 20 30 40 50 60

0

5

10

15

20

25

30

35

Factors

P
re

di
ct

io
n 

E
rr
o
r (

%
)

 

 

2006
2007
2008
2009
2010



234 T.H. Duong et al. 

 

 

Fig. 4. The number of predicted TC and reality in the years from 2001 to 2011 

Table 2. Discrepancy between the number of predicted TC and reality in the years, from 2001 
to 2011 

Year Number of TC in reality, 
data
iy    

Error prediction for period 
i, ݁ݎݎ௜ ൌ ௜ௗ௔௧௔ݕ െ  ௜ேிݕ

2001 2 0.018 
2002 0 0.054 
2003 2 0.015 
2004 2 0.002 
2005 5 0.111 
2006 4 -0.004 
2007 5 0.052 
2008 5 0.421 
2009 5 0.249 
2010 4 -0.139 
2011 4 0.024 

 

Fig. 5. Discrepancy between the number of predicted TC and reality in the years, from 2001  
to 2011 
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5 Conclusion 

This paper presented a conjunct space cluster-based ANFIS for the seasonal forecast-
ing of tropical cyclones making landfall along the Vietnam coast. The experimental 
result indicated that the conjunct space clustering-based ANFIS is an effective ap-
proach with high accuracy for the seasonal forecasting of tropical cyclones.  
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Abstract. The spread of social media provides a great opportunity to enhance 
the transparency, participation and collaboration in modern democracies. Since 
nothing is perfect, a best practice engineering approach can be used to conti-
nuously monitor processes and operations that are applied in increasing the par-
ticipation of people and improving public service provision. This paper outlines 
some basic concept of our initiative called “Knowledge Management Tools for 
Quality of Experience Evaluation and Policy Modeling-KNOWN” that aims at 
the modeling and analysis of data collected from social media and other online 
sources. The purpose is to provide quantitative information and feedbacks re-
garding the quality of open government and public service provision. 

1 Motivation and Main Goal 

To organize and run a modern, democratic and well-developed society, huge costs are 
needed. The tax payers’ (people and companies) money are used to organize public 
services, build infrastructure, stimulate economy, etc. Therefore, it is the joint and 
long-term interest of the society for a better future that more and more people are 
involved in a political process. However, people are less interested in common issues 
in new democratic and developed democratic countries as well, which are due to vari-
ous reasons (e.g., the complex political processes, the lack of transparency in deci-
sion-making, the political inactivity, etc.). Furthermore, the quality and the efficiency 
of public service (to go to the local government to arrange some things –e.g., to obtain 
a new passport, identity card, etc.) provision are often questionable.  

Therefore, processes, measures and best of practices are needed to increase the par-
ticipation of people and to improve public service provision, which principles are laid 
by the Open Government Partnership (www.opengovpartnership.org) initiated in 
2011. Since the establishment of the initiative, a number of countries have agreed to 
join forces in the Open Government Partnership to increase transparent and participa-
tory government. 
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The spread of social media (Facebook, MySpace, Twitter, Youtube, Flickr, Fours-
quare, Wiki and Google Doc) can provide a great opportunity to implement and to 
enhance the three principles (transparency, participation and collaboration) of open 
government [15]. Indeed, there are various examples that local governments and pub-
lic organizations have a presence on Facebook, Twitter, and Youtube [6][7].  

Furthermore, the research on monitoring open government based on data from so-
cial media is still in its infancy. The information extraction and the analysis of social 
media (that are built using Information and Communication Technology--ICT) can 
provide an efficient opportunity to quantitatively monitor and to evaluate public ser-
vice provision and open government as a consequence of human activities and deci-
sions, which provides a motivation for this work. 

To efficiently support the efforts by the governments and agencies of the  
Open Government Partnership, we propose a joint effort and initiative called “Know-
ledge Management Tools for QoE Evaluation and Policy Modeling-KNOWN”. The 
KNOWN project applies computational collective intelligence to model and analyze 
“open government-related” data collected from social media. The purpose of  
the modeling and analysis is to provide quantitative information and feedbacks re-
garding the quality of open government and public service provision. To our best 
knowledge, this proposal is a pioneering initiative in the field. To raise awareness to 
the problems, this paper presents a concept and proposed methods that will be applied 
in our initiative.  

The rest of this paper is organized as follows. Section 2 covers the challenges of 
the initiative, describes the applied methodology. Section 3 presents the overview of 
the software tools. Finally, Section 4 provides general conclusions of the initiative. 

2 Concept, Approach and Methodology 

2.1 Challenges 

We are convinced that intangible aspects related to human activities, society, ways 
people (politicians and citizens), society and economic environments interact with 
each other, should be taken into account (see Fig. 1.). This leads to the following ma-
jor challenges: 

• What are intangible aspects that are to be considered? 
• What quantitative measures can be proposed to describe and to monitor the 

performance of public service provision? 
• How computable models can be constructed that are able to characterize in-

tangible aspects and processes?  
• How can we determine the parameters of computable models? 
• How accurate are predictions based on computable models (how can we va-

lidate models based on scientific evidence and to obtain scientific evidence)? 



 A
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KNOWN software framework. Then, the methods and procedures developed 
will be subjected to extensive empirical validation.  The test and validation 
of models and methods will be performed through comparing results ob-
tained by mining and analysis of data collected from social media and results 
collected by the classical opinion polling. The comparison will give feed-
backs to improve models and methods. 

The scientific objectives to be achieved are categorized into three main frameworks as 
follows (Fig. 2): 

• A Quality of Experience (QoE) framework allows us and the users of our 
software to define the mapping of opinions into quantitative measures 

o The survey and classification of a set of QoE (Quality of Expe-
rience) measures to evaluate policy decisions and public service 
provision,  

o The specification and investigation of methods to get qualitative so-
lutions from crowd-sourcing techniques that are used in public ser-
vice provision,  

• a framework that is capable to perform large scale data extraction, processing 
and knowledge integration 

o The development of methods and procedures for the large scale ex-
traction of information from various online sources, 

o The proposal of procedures to build semantic knowledge graph and 
integrate knowledge, 

• a modelling, prediction and simulation framework that incorporates scientific 
techniques to evaluate and predict QoE measures and opinions based on ex-
tracted and processed data. 

o The definition of methodologies (argumentation graphs, conflict 
resolution) for representing policy and mining opinions, the use of 
Sentiment Analysis (SA) and Multidimension Scaling (MDS) for 
visualizing opinions and exploring similarities or dissimilarities in 
opinions, 

o The development of methods for evaluating and predicting the QoE 
measures and opinions based on mining data, 

o The development of stochastic models that are able to characterize 
the dynamic and stochastic behaviour aspects of participants (voters 
and politicians) in Governance and Policy based on mined informa-
tion and data from various sources.  We will validate proposed sto-
chastic models and provide a tool to compute parameters using real 
data collected from social networks, crowd-sourcing and collabora-
tive feedbacks in response to policy decisions. 

Functions incorporating scientific methods and framework are proposed to be imple-
mented in a scalable and extendable software architecture using advanced software 
engineering [13] and service oriented software architecture [1]. 
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2.3 Scientific Methods 

To achieve our aims, we plan to apply and to develop advanced computational collec-
tive intelligence methods. In what follows we outline some key methods and frame-
work. 

QoE framework 
Lee and Kwak [7] have proposed an open government maturity model to access and 
guide open government initiatives after field studies regarding U.S. federal healthcare 
administration agencies. They closed their study by concluding: 

“Furthermore, open government metrics are currently under-developed. Future 
research needs to develop reliable and valid metrics to measure and demonstrate the 
return on investment in open government.” [7] 

Therefore, we will do research on defining a set of metrics we term as the collection 
of Quality of Experience (QoE) measures that can be used to characterize aspects and 
public opinions related to open government. Therefore, QoE measures/metrics can be 
interpreted as the quantitative measures of public opinions in the general sense.  Fur-
thermore, QoE measures should reflect the true feelings of people from their perspec-
tive when they watch policy processes, participate in some aspects of open govern-
ment and use public services. We are aware this is the complex issue since mapping 
involves subjective judgements as well. Therefore, we will work out a QoE frame-
work that is configurable by the users of the KNOWN software framework using the 
XML schema. 

Information Extraction and Knowledge Integration 
Methods suitable to be used for this purpose include: A/B testing, association rule 
learning, classification, cluster analysis, crowdsourcing, data fusion and integration, 
ensemble learning, genetic algorithms, machine learning, natural language processing, 
neural networks, pattern recognition, predictive modelling, regression, sentiment 
analysis, signal processing, supervised and unsupervised learning, simulation, time 
series analysis and visualisation.  

Based on the current state of the art in the field of information retrieval [8], the 
Semantic Web [2], processing of information networks and graphs [10] and unstruc-
tured text [9], as well as our previous experience in these areas, we would like to de-
velop new methods which can integrate, process, search and visualize structured and 
unstructured sources and deliver them as knowledge bases. Text is still the most used 
medium for information sharing and communication, available ubiquitously on the 
Web, emails or new social media as well in organizational digital assets. This textual 
data often points to graph/network data through Web links, communication links, 
transactions or social links and tags, but describes a large part of their knowledge in 
unstructured textual form as well. In the area of natural language processing and  
extraction of information, we shall develop methods for transforming text to struc-
tured semantic data, such as tags, annotations, semantic trees and graphs.  
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We have to model knowledge graphs from text and network data. This research 
will improve and generalize our existing approach applied successfully on business 
data such as emails and documents. We will model knowledge graphs from textual 
interconnected documents. The novel approach of exploitation view and semantic 
search will be also developed with the aim to improve the quality of collected data 
and gained structures. 

The process of creating a knowledge graph or an ontology based on different data 
sources requires attention to problems known in the knowledge integration area. In 
particular, the following issues must be addressed: 

• Eliminating data inconsistency between sources. 
• Integratiing different sources into a single knowledge graph. 
• Eliminating knowledge inconsistencies in output graph. 

All issues may be addressed in a single integration algorithm, but it is preferable to 
approach them independently to improve the overall quality of the result. 

Eliminating inconsistency between different data sources is a process well known 
in the integration theory area, but generally not considered for more complex struc-
tures, like graphs. An example of such inconsistency would be if the same user states 
pro-A in one source and against-A in another (note that at data level this conflict is 
direct; on knowledge level such conflict may be hidden and require additional infe-
rence to determine). For simple structures such as conjunctive or multi-value struc-
tures, we have to solve the inconsistency [11]. The solution may be a single statement 
of opinion, a statement of uncertainty or eliminating the issue from this user’s repre-
sentation (note that on the knowledge level other solutions are possible). This method 
may be used, among other things, to eliminate uncertain or fake users. 

The second issue, integration of different sources into a single knowledge graph, 
presents another kind of challenges. The most important one is the size of the dataset 
under processing. In a related field of ontology matching, the challenge of large scale 
ontology matching is still an open research question. The largest previously processed 
graph structures, where mapping related elements between different sources was 
done, were cross-lingual cases in [3] consisting of tens of thousands of entities. In this 
project, large social networks may be considered, containing up to hundreds of thou-
sands of users. As each user may possess multiple opinions for mining, the overall 
graph may contain number millions of entities. 

The third issue is related to the first one, but operating on knowledge level requires 
another set of tools for eliminating inconsistencies. If some inconsistencies are not 
detected on data level, then more complex analysis on a knowledge level allows find-
ing those conflicts. This step will be responsible for finding fake profiles, which are 
not consistent with others. An example of such inconsistency would be if the same 
user states A in some issue and states B in some related issue but these two opinions 
A and B are mutually exclusive (note that in the first step it was not possible to find 
this without analysis on the semantic level). Another problem appears when we get 
empty opinions during the integration process. Based on collected data we can infer 
missing opinions. Similarly like in the first step, we need multiple methods of solving 
inconsistencies in ontologies and resolving conflicts which may be used to eliminate 
fake users, empty opinions and other uncertainties. 
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Graph-Based Policy Representation and Policy Simulation 
A policy can be considered as a principle or a rule which serves to achieve a rational 
impact. In order to simulate the impact of a policy, it is required to represent a policy. 
Since a policy is released on the basis of several supporting arguments. We need to 
support a policy maker (e.g., a politician) to sketch her argumentation process. One 
approach of representing the argumentation process is using an argumentation graph 
which may contain elements such as: facts, contra arguments, pro arguments, and 
hypotheses. There exist various computer-supported tools for argumentation [12]. The 
benefits of using a computer-supported argumentation tools include: 1) an incorrect 
argumentation process (e.g., a cyclic argumentation) will be detected automatically by 
the system, and 2) the graph-based representation of a policy can be used directly for 
simulation. We will investigate which tool is appropriate to represent policies and 
whether the tool can be integrated into the tools framework of this project. 

After collecting data and transforming them into representations which capture se-
mantics, we use these data for simulating reaction of people on a policy. The classifi-
cation of opinions can be more complex. We will develop an algorithm to calculate 
the pro-/contra-scale for each individual opinion with respect to a policy. For this 
purpose, Bayesian networks can be deployed. The goal is to visualize how many 
people agree with the policy to which extent. Alternatively, methods [11] for solving 
inconsistencies in multi-attribute and multi-value data may be modified to achieve 
similar results. The advantage of this alternative method is that it groups the users 
without the additional processing step for calculating the scale. On the other hand, 
compared to the Bayesian network approach, it is significantly harder to influence the 
number of positions on the scale (if more or less is required). 

According to the social impact theory, social influence is one of the pervasive 
forces that operate in groups and societies [5]. That is, each individual person can 
influence the opinion of her neighbors. This theory suggests that the amount of impact 
other people have on an individual depends on three parameters: 1) the number of 
people influencing or being influenced, 2) the strength of these people, and 3) their 
immediacy to each other. The strength of each individual represents the ability to 
influence other’s opinions. One challenging problem is detecting the strength of each 
individual in a social network. For example, we can assume that a Facebook user who 
has more friends can be considered more influential (i.e., she has more strength) than 
a user with less friends. This issue deserves investigation in this project. The third 
parameter, the immediacy, is relevant in the social impact theory, because people 
interact most often and are mostly influenced by those who are close to them (such as 
family members, friends, and colleagues) and their neighbors (i.e., those who live 
close to them in physical space). The distance between the two individuals in social 
space can be mapped to their immediacy. Whether in virtual social networks from 
which we intend to collect data, the immediacy can also be determined in a similar 
way as in physical space, needs further investigation. Once we have determined  
values for these three parameters, the number of people in a social network, the 
strength of these people, and their immediacy, we are able to model and to simulate 
the change of opinions of people until their opinions reach a constant state. In order to 
model the opinions of people in a social network Stocker et al. [14] proposed three  
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modeling approaches: random network structures, hierarchical network structures, 
and scale-free network structures. These structures are represented as graphs. Each 
graph consists of a number of nodes which represent an individual of a network and 
are connected by edges which represent communication for exchanging information. 
Social science researchers usually have used random network structures for 
representing a social network in order to provide useful insights into dynamic and 
structural patterns. In this project, we intend to apply random network structures to 
model virtual social networks because they are more appropriate than hierarchical and 
network structures. Hierarchical network structures are well-suited for representing an 
organization, e.g., a company. Scale-free network structures have the property of 
having a few highly connected nodes and many with fewer connections and in a vir-
tual social network such a pattern is rare. 

Additionally, in this project we intend to use integration tools to determine group 
opinions in social networks. Consensus is an especially useful tool in this area. In the 
axiomatic approach to consensus theory [11], one of the postulates requires that the 
solution is the closest to all inputs. This is called optimality, as the task to solve is to 
determine the minimum of the sum of distances to all inputs. Depending on the dis-
tance measure used, different things may be determined. In this project this may be 
either the consensus opinion of the group, or the most influential member of the group. 
This presents an alternative, previously not researched, approach to social networks. 

 

Fig. 3. The SOA-meta model and layers of the KNOWN software framework 
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3 Design of Software Framework 

3.1 Software Architecture 

Based on Service Oriented Software Architecture, we propose a SOA-meta model (see 
Fig. 3) for the KNOWN software framework that consists of the following layers: 

• Technology Layer: The technologies which will be utilized by the system 
implementation.  

• Data Layer: This layer contains some data structures and representations of 
information introduced and utilized by the project. These data will be stored 
in our cluster. 

• Service Layer: The collection of algorithms and processes, which implements 
data building, manipulation and analysis tasks, and can be utilized as services 
by the applications developed in the project.  Note that the results (methods, 
algorithms) of the KNOWN research will be implemented as services. 

• Application Layer: This layer contains the applications developed by the 
project. These applications will use the services, and their operation can be 
defined using BPM [12] flowchart. 

The relationship of the scientific and technical topics (to be presented in what fol-
lows) pursued in the KNOWN project is depicted in Fig.  

The results (methods, algorithms) of the KNOWN research will be realized as ser-
vices with well-defined interfaces. These services will be implemented as web services, 
using a proper software framework (for example: Java and the Spring Framework1).  

For large scale data processing, MapReduce2 developed by Google, with an open 
source implementation Apache Hadoop3, or Spark4 will be used in combination. Dis-
tributed databases, like Apache HBase5, Apache Cassandra6 (developed by Facebook), 
Voldemort7 (developed by LinkedIn) or Dynamo8 (developed by Amazon) will be 
considered for large scale data storage. For distributed processing and analysis of data 
stored in relational databases, there are several tools and frameworks like Pig9

 (devel-
oped by Yahoo!), Hive10

 (developed by Facebook) or Stratosphere11, which is a genera-
lization of the MapReduce framework optimized for processing big relational data. A 
distributed alternative to standalone statistical or machine learning frameworks is 
Apache Mahout12, which can be used on Apache Hadoop distributed architecture. 

                                                           
1  http://www.springsource.org/ 
2  http://research.google.com/archive/mapreduce.html  
3  http://hadoop.apache.org/  
4  http://spark-project.org/ 
5  http://hbase.apache.org/  
6  http://cassandra.apache.org/  
7  http://www.project-voldemort.com/voldemort/ 
8 http://www.allthingsdistributed.com/2007/10/amazons_dynamo.html  
9  http://pig.apache.org/  
10  http://hive.apache.org/  
11  https://www.stratosphere.eu/  
12 http://mahout.apache.org/  
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Fig. 4. The relationship of scientific and technical topics pursued in the KNOWN project 

3.2 Applications 

The applications of the KNOW Software Framework are interpreted as the orchestra-
tion of services that communicate through the defined interfaces and the jBPM inte-
gration mechanism13. The specific orchestration of services results in a process flows 
to satisfy a specific user need (e.g., to monitor the media appearances of policies is-
sued by politicians/legislators and public opinions). 

Information from focused data sources such as social networks, news portals and 
blogospheres will be exhaustively collected and extracted as raw data, which will be 
available in the Knowledge and Data Center. The center will be developed using ad-
vanced technology such as Hadoop and MapReduce to handle large information 
sources and keep up the system’s performance. Further, raw data will be transformed 
by Knowledge Graph Discovery and Knowledge Integration (cf. Section 2.3) into 
structured data. In this process, the data will also be cleaned from inconsistencies by 
Conflict Resolution [11]. An exploitation view with interactions into data structures 
will be provided by Semantic Search. Ultimately, the structured and cleaned data will 
become available in the Knowledge and Data Center. 

                                                           
13 http://docs.jboss.org/jbpm/ 
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For the opinion predictions and simulations purpose, structured data will be 
processed further by the QoE and Crowd-Sourcing Framework, which defines a set of 
QoE metrics and quantitative measures of public opinions in general. The technique 
to explore distributional properties of citizens’ opinions from the collected data and 
the method to map popular responses to policies, events and political processes will 
be done through Sentiment Analysis and Multidimensional Scaling techniques. Sto-
chastic Modelling will simulate large-sized population projections, while traditional 
public opinion polling data will be collected on selected issues to validate the results 
obtained on a much more massive and cost-efficient way with our new tool. The out-
put will be well visualized through the above mentioned opinion prediction and simu-
lation.  

Structured data can either be the sources for Opinion Mining and Classification, 
which is used as the input for Policy Simulation. The Policy Simulation uses graph-
based policy representation  to simulate reactions of citizens to policies based mined 
and analysed data. The mined and analysed opinions can also be used to predict and 
to simulate possible changes of citizens’ opinions.  These two simultaneous ap-
proaches of policy and opinion predictions provide complement results to each other 
because each technique can be used for different cases depending on the number of 
citizens. 

In what follows, we provide an example for the use of the KNOWN framework to 
solve problems. Two scenarios are planned:  

The purposes of scenario 1 are two-fold: 1) monitor new policies which will be is-
sued by politicians and legislators and 2) trace public opinion and reaction to these 
new policy issues. For these purposes, we intend to develop a tool to visualize poli-
cies being issued and a tool for simulating public opinions (Fig. 5). The former tool 
can be developed through the tasks: 1) collection and extraction of unstructured data, 
2) converting raw data into semantic and knowledge graphs, 3) transforming know-
ledge graphs into argumentation graphs which represent policies and as a result,  
policies can be visualized using a computer-supported argumentation tool. The devel-
opment of the latter tool will require, in addition to the first two tasks, that semantic 
data in the form of knowledge/semantic graphs are analysed in order to mine and 
classify public opinion with respect to the policy being issued, and build agent-based 
simulation models. Deploying the developed simulation models we are able to  
simulate public responses to policies. 

The second scenario aims at predicting public opinion with respect to a policy to be 
issued. As a new policy decision is introduced, it will be published in different media 
in relatively short time: news articles, blog posts, and social media commentary will 
appear online. We select and manually code in terms of objective characteristics (such 
as subject matter and the political actors involved) relevant content in a wide range of 
news media that cover the entire political spectrum of a country. Next, we trace  
the social media commentary (e.g. Facebook likes) that these news media products 
receive. Our new tools will be used to automatically collect and analyse the feedback 
of people to existing topics, providing input for policy simulation and opinion predic-
tion (see Fig. 5). This is done automatically through scheduling tasks that run regular-
ly and periodically. In particular, we will obtain measures of the intensity, valence, 
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over-time dynamics of public responses to a story, and can break these down accord-
ing to the political sympathies and media preferences of social media users that can be 
determined from their publicly available postings in social media. This classification 
will be automated via our tool after a human-assisted learning period.    

 

Fig. 5. Process-oriented description of the applications  

With these data we also intend to develop a tool for predicting public opinion and 
possible changes (Fig. 5) because in a social network opinion leaders influence other 
participants in relatively predictable ways [4]. The development of this tool will be 
carried out through the following steps. First, we determine parameters for Markov 
chains and second, we use the mean field analysis and Multidimensional Scaling 
technique to map public opinion. In addition, we define a set of metrics which are 
referred to as Quality of Experience (QoE) measures that can be used to characterize 
the feelings and opinions of the public with respect to a policy issue. 

4 Conclusions 

This paper outlines the S&T challenges and methodologies used in the KNOWN in-
itiative. At present, we are in the stage of the preparation of the project. We hope that 
our software tools can be implemented, which then can be used to monitor many 
measures related to public service provision and open government. 
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Abstract. Intelligent tutoring systems provide customized instruction or 
feedback to learners, without intervention from a human teacher. This feature 
causes that intelligent tutoring systems attract attention because they allow 
learning everywhere, every time and the cost of courses is cheaper than 
traditional in-class learning. In this work we propose a formal framework for 
building intelligent tutoring systems. The particular elements of those systems 
such as: learner profile, domain model, methods for determination and 
modification of a learning scenario and for computer adaptive tests are 
presented. Additionally, we describe an application of rough classification in e-
learning systems. The conducted experiments and analysis demonstrate that the 
personalization has a significant influence on a learning process and the 
probability of passing all lessons from the learning scenario is greater if  
the opening learning scenario is selected using a worked-out methods than 
chosen in a random way. The obtained results proof the correctness of our 
assumptions and have significant implications for development of intelligent 
tutoring systems.  

1 Introduction 

The popularity of intelligent tutoring systems (called also in this work e-learning sys-
tems, systems for distance education) is increasing from one year to another. Howev-
er, there are no researches dedicated to universal e-learning systems. The systems are 
created for a certain domain (e.g. mathematics, foreign languages, programming lan-
guages etc.) and only simply learning platforms are available for free. It is difficult to 
find the real systems which offer the personalization and recommendation on each 
step of the learning process. In  none of the researches the learner profile contains all 
significant data such as: demographic data, learner style, interests,  abilities, history 
interaction with system. Only a few systems offer a computer adaptive testing, how-
ever in none of the works a learner profile is considered for selecting next test’s items. 
The problem of determination of a learning path to student’s characteristic and current 
knowledge level were solved only by some researches.  

The mentioned conclusions incline to conduct a researches for developing an intelli-
gent tutoring systems. The aim of this work is to present a formal framework for build-
ing intelligent tutoring systems which offer the personalized learning environment.  

The idea of designing the system is the assumption that similar student will learn in 
the same or a very similar way [14]. Therefore, in the first step the system collects 
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information about a student and stores them in a learner profile. Next, a user is classi-
fied to a group of similar students. The criterion of classification is a subset of the 
user’s attributes selected by an expert. This criterion could be change during the func-
tioning of the system and based on collected data. For this task the rough classifica-
tion is applied. User can start the learning process according to an opening learning 
scenario determined by the intelligent tutoring system. The opening learning scenario 
is chosen based on final, successful scenarios of students who belongs to the same 
class as the new one. A student reads and learns the subsequent lessons from the 
learning scenario and after each lesson tries to pass a computer adaptive test. If he 
does not achieve the assumed test score (he fails more than 50% of questions) it is a 
signal for the system that the learning scenario is not suitable for a student and a user 
needs a change. The system has to offer a repetition of the learning material and mod-
ify the opening learning scenario. All changes are stored by the system. The course is 
graduated if tests related to all lessons from the learning scenario are passed.  

As it was mentioned above, the created intelligent tutoring systems have some li-
mitations. The first intelligent tutoring system was created in about 1995-1996 and 
has been called ELM-ART [1]. In this system many techniques which allow the per-
sonalization of the learning process are applied. Authors proposed adaptive annotation 
of links, individual curriculum sequencing and a simple adaptive test method.  The 
knowledge is represented by means of a multilayered overlay model that supports 
adaptation in the system. The learner profile is a quite poor and does not contain in-
formation about learner’s styles. Described recommendation methods are simple and 
not very efficient.  

System EDUCE [4,5] has a similar functionality as ELM-ART but for personaliza-
tion process also student’s learner styles are taken into consideration. The naïve Bayes 
algorithms is applied for recommendation of learning materials. EDUCE has no com-
puter adaptive tests. 

In [2] Bayesian networks are applied to model a learner and a knowledge, to plan 
learning paths and for suggesting pedagogical actions. The content of a learner profile 
proposed by authors is poor. Moreover, the system is able to offer only traditional 
tests. 

The interesting features is proposed in DEPTH [3]. Despite the fact that DEPTH 
provides the learning material adapted only to the student’s performance and cogni-
tive capacity, this system is one of the few systems which offers the modification of 
the learning path after changing user’s knowledge level. In DEPTH the method for  
dynamical selection of test’s items based on student’s characteristic is implemented.  

In Learning Assistant [15] neural networks are used to infer using metadata de-
scribing pupils and didactic materials. The learning path for a new user is generated 
based on the individual information about this pupil: learner styles, skills and abilities 
among others. Authors assumed that after each test the plan of course is modified 
which is the unnecessary task. More efficient is the modification of learning path in 
case of test failure.  

Some intelligent tutoring systems have implemented more advanced methods and 
techniques for the learning personalization. However, the most popular are still sys-
tems where only adaptive navigation and presentations are applied, traditional tests 
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are offered to users, systems collect only some information about their students  
and the personalization process is limited: KBS Hyperbook, InterBook, PAT, Inter-
Book, CALAT, VC Prolog Tutor, ELM-ART-II, AST, ADI, ART-Web, ACE and 
ILESA [1]. 

In the next section, designed elements of an intelligent tutoring system such as: the 
content and structure of a learner profile, knowledge structures, methods for a  
learning scenario determination and modification, algorithm for computer adaptive 
test are described. The section 3 contains the results of experiments and mathematical 
analysis. Finally, conclusions and future works are presented.  

2 Model of Intelligent Tutoring System 

2.1 Learner and Domain Model  

The appropriate content and structure of learner model/profile is the key to good rec-
ommendation. If we have knowledge about student’s needs, preferences, learning 
styles, activities, interests, knowledge levels we are able to offer the best suitable 
learning material. In our work we assume that a learner profile is represented as a 
tuple of values defined in the following way:  

VAt →:  

where A is a  finite set of the profile attributes and V- the domain of all attributes from 

A, 
Aa

aVV
∈

= , ))(( a
Aa

Vat ∈∀
∈

. 

The learner profile stores two types of data: the user data which refers to user’s 
personal characteristic and the usage data which is related to a history of interaction 
and user’s behaviour. We propose a user model which consists of the following 
attributes [11]: demographic data (such as login, name, sex, educational level, IQ), 
learning style (related to perception, receiving, processing, and understanding of in-
formation by a student), abilities (verbal comprehension, word fluency, computational 
ability, spatial visualization, associative memory, perceptual speed, reasoning), per-
sonal character traits (such as concentration, motivation, ambition, self-esteem, level 
of anxiety, locus of control, open mindedness, impetuosity, perfectionism), and  
interests (humanistic science, formal science, natural science, economics and law, 
technical science, business and administration, sports and tourism, artistic science, 
management and organization, education). The data is provided directly or achieved 
by analyzing psychological tests and questionnaires filled in during a registration 
process. Additionally, during user’s interaction with the system information is col-
lected and stored such as: current and finished scenario,  test’s scores, number of 
failed tests, time of learning etc with reference to lessons. The approach to personali-
zation process of selected attributes were analyzed.   

Education process requires the appropriate learning material. It has been reported 
that students prefer learning materials divided into smaller pieces. In our work we 
propose two knowledge structures [6],[9],[10]. In the first of them, learning material 
is divided into units and lessons. Each lesson exists in one of the following forms: 
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textual, graphical, interactive or combination of the mentioned forms. Between units 
and lessons linear orders occurred. This means that all lessons from all units need to 
be learned, but some of them should be learned before others.  

Let },...,{ 0 qccC =  be a finite set of units. By iP  we denote the set of lessons cor-

responding to unit ic  where },...,0{ qi ∈ , 
qi
iPP

,...,0=
= . By ijp we denote j-th lessons 

belonging to unit ic .  Each lesson ijp is related to their version ijkv  for },...,1{ mk ∈ . 

We assumed that Vij   is a set of versions of lesson ijp for unit ic ,  
ir

j
iji VV

1=
= , 


q

i
iVV

0=
=  for )( ii Pcardr = . Rc is called a set of linear relations between units and 

)( iP PR is called a set of partial linear relations between lessons where 


qi

iPRpRp
,...,1

)(
=

= , },...,1{ qi ∈ .  A binary relation γ is called linear if the relation is 

reflexive, transitive, antisymmetric and total.   

Definition 1. The relational  knowledge structure is defined by the following tuple  

(C, P, V, RC, RP) 

Definition 2.  By a learning scenario s based on orders CR∈α and )( iPi PR∈β for 

each },...,0{ qi ∈ we call a sequence: 

>=< qwwws ,...,, 10  

A learning scenario fulfils the following conditions: 

1. wi ≠ wi+1 for each },...,0{ qi ∈ , 

2. w0  is sequence of versions of lesson belongs to set Vo, 

3.  CR∈α , therefore )(),( izzi cccc αα =⇔∈   for each  },...,0{ qi ∈ , 

},...,1{ qz ∈ , 
z

wρ  is sequence of versions of lesson belongs to set Vz, zρ -the 

position of unit cz  in scenario s, },...,0{ qz ∈ρ , 

4. the order of versions of lessons in sequence 
z

wρ should correspond to the 

order of lessons ,),(
zzxzj pp β∈ )(

zz
PRP∈ρβ  for },...,0{ qz ∈ρ , 

},...,1{, zrxj ∈ . 

5. If sequence wi  contains version of lesson vijk,, },...,0{ qi ∈ , },...,1{ irj ∈ ,  

},...,1{ mk ∈ ,  sequence  wi  does not contain  vihy, where jh = , ky = , 

},...,1{ irh ∈ , },...,1{ my ∈ . 

The second knowledge structure [7,9,10] is similar to previous one but consists only 
of lessons, relations between them and their versions. The main advantage of this 
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knowledge structure is the additional information stored on edges’ labels.  The intelli-
gent tutoring system during his functioning collects and stores information such as the 
average score for each lesson, the average time of learning of each lesson and the 
difficulty degree of each lesson, which is measured by the number of failed tests. This 
data is stored separately in two-dimensional arrays for different student classes and 
different lesson orders. Therefore, by 

qz
qiizwW

,...,1
,,...,0][

=
==  we denote weight matrix where 

izw could equal the average score, the average time of learning or the difficulty degree 

of lesson zp which was learnt after lesson ip , for },...,0{ qi ∈ , },...,1{ qz ∈ .  Let us 

assume that P is a finite set of lessons. Each lesson Ppi ∈ , },...,0{ qi ∈ is a set of dif-

ferent versions i
i

k pv ∈)( , },...,1{ mk ∈ , 
qi
ipV

,...,0=
= ,  },...,0{ qi ∈ . CR  are called linear 

orders on P.  The graph-based knowledge structure is defined in the following way: 
 

Definition 3. The graph-based knowledge structure is the labeled and directed graph:  

),,( μEPGr =  

where: P  is the set of nodes, E  is the set of edges, LE →:μ  is function assigning 

labels to edges, , 
)(

1
)(

CRcard

f
fLL

=
= α is the set of labels, where ),()( ff WL αα = , 

)}(,...,1{ CRcardf ∈ , CR∈α . 

Definition 4.  By the Hamiltonian path based on order CR∈α  in the graph Gr we 

mean the sequence of nodes: 
>=< qpphp ,...,0  

Where: 
(a) for each },...,0{ qi ∈ 1+≠ ii pp  

(b) for each Ee ∈ )()( fLe αμ ∈ , where )(,...,1{ CRcardf ∈  
 

Definition 5.  By the learning scenario s we mean a Hamiltonian path hp based on an 
order CR∈α in which exactly one element from each node pi  , },...,0{ qi ∈  occurs: 

>=< )()0( ,..., q
nk vvs  

where: q
q

nk pvpv ∈∈ )(
0

)0( ,...,  for },...1{, mnk ∈   

2.2 Determination of an Opening Learning Scenario 

The main goal of the intelligent tutoring system is to provide the learning material 
suitable for student’s needs and preferences. The opening learning scenario is the first 
learning scenario offered to a student. After the registration process the system has a 
poor knowledge about students, therefore for choosing an opening learning scenario 
the system used only information collected by questionnaires, psychological tests and 
information about final successful scenario. After registering in the system and  
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providing information about himself, a new learner is classified to a group of similar 
students. The classification criterion is  a set of the user’s attributes selected by an 
expert. The opening learning scenario is chosen from final scenarios of students who 
belong to the same class as the new student. For this task we propose two algorithms 
ADOLS I and ADOLS II based on consensus theory [6,10,11] .  The problem of de-
termination of an opening learning scenario is defined in the following way: For giv-

en learning scenarios )()2()1( ,...,, nsss one should determine a scenario  CSs ∈* such 

that the condition is satisfied =
==

n

i

i

s

n

i

i ssdssd
1

)(

1

)( ),(min)*,( , where: CS is the set of 

all possible scenarios following the defined knowledge structure.  
In the problem solved by the consensus theory the key issue is the distance func-

tion. The distance between scenario )1(s and  )2(s for the relational knowledge struc-
ture is defined in the following way: 

Definition 6. By ]1,0[: →× CC SSd we call a distance function between scenarios 
)1(s  and )2(s which is calculated as: 
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where : ]1,0[,, 321 ∈λλλ , 1321 =++ λλλ , ii hg , - the position of module ic  in sce-

nario )1(s and )2(s , },...,0{ qi ∈ , scenarios )1(s and )2(s are based on order )1(α and 
)2(α , respectively. 

The values of distance functions are calculated in three steps: 
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Algorithm ADOLS I is dedicated for relational knowledge structure. The opening 
learning scenario is conducted in four steps: the first one depends on a proper order of 
units, in the next a proper orders of lessons are determined and in the third one the 
system chooses suitable versions of lessons. Finally, the selected opening learning 
scenario is checked if it belongs to CS .   

In the first step for each lesson unit ic  a multiset )( ic cI  and an index )( ic cJ , 

},...,0{ qi ∈  are calculated where: 

};

:{)(

positionjmth

itsonoccurscthatscenarioaexiststhereifjmcI iic =
 

=
∈ )(

)(
ic cIjm

ic jmcJ  

Based on increasing value )( ic cJ the units order is set in relation to *α  .  

For each lesson ijp  a multiset )( ijp pI and an index )( ijp pJ , },...,0{ qi ∈ , 

},...,1{ irj ∈ are calculated where: 

};

:{)(

positionjlth

itsonoccurspthatscenarioaexiststhereifjlpI ijijc =
 

=
∈ )(

)(
ijp pIjl

ijp jlpJ  

Based on the increasing value of )( ijp pJ the lesson orders are set in relation to *iβ  

for each unit ic , },...,0{ qi ∈ . 

Next, for each lesson ijp  the number of appearances of versions of lesson ijkv  in 

sequences )()2()1( ,...,, n
dhg iii

www  are estimated. For each lesson ijp  the version of 

lesson ijtv  such that )(max)(
},...,1{

ijk
mk

ijt vfvf
∈

= , },...,0{ qi ∈ , },...,1{ irj ∈ , 

},...,1{ mt ∈ . Finally, it is determined whether the opening learning scenario belongs 

to CS . If not, from set )()2()1( ,...,, nsss  the opening learning scenario is chosen that 

satisfies the following condition: =
==

n

i

i

s

n
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i ssdssd
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1

)( ),(min)*,( . 

Algorithm ADOLS II is modification of ADOLS I and is adapted to the graph-
based knowledge structure. The distance function for this problem is defined in the 
following way:  

 
Definition 7. By ]1,0[: →× CC SSd we call a distance function between scenarios 

)1(s  and )2(s which is calculated as: 

),(),(),( )2()1(
2

)2()1(
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where : ]1,0[, 21 ∈λλ , 121 =+ λλ   
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The values of distance functions are calculated in two steps: 
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Algorithm ADOLS II is conducted in 3 three steps: selection of the lesson order, se-
lection of version of lessons and checking the correctness of obtained results. Similar-
ly as in previous algorithm, the selection of order lesson is based on a multiset 

)( ip pI and increasing value of  an index )( ip pJ  which determine the relation *α . 

The version of lesson is chosen depending on the maximum number of appearances in 

scenarios: )()2()1( ,...,, nsss .  
The ADOLS I and ADOLS II allows adapting a learning scenario to student’s pre-

ferences. Both methods are simple and have a relatively low computational complexi-
ty equal to O(n2). 

2.3 Modification of a Learning Scenario during Learning Process 

The system collects information about a student during the whole time. It means that 
the system can learn more about users. Additionally, user’s needs could change dur-
ing interaction with the system. If the opening learning scenario turned out not suffi-
cient for a learner, system should be able to modify the learning scenario during the 
learning process. For this task two algorithms AMAM and BAM were proposed. Both 
methods require the graph-based knowledge structure and  information stored in a 
learner profile.  

Algorithm AMAM [7] depends on the identification of student’s mistakes and eli-
mination of them. Authors distinguish three probable reasons of mistakes:  

1. Lack of concentration, motivation, the bad condition; 
2. The wrong order of lessons; 
3. The wrong student’s classification. 

Authors take into consideration all of the mentioned above problems with passing test 
and proposed method which consists of three steps. If a student has a problem with 
passing a test for the first time he is offered a repetition of the same lesson but in a 
different version. It is possible that a student has worse day, was tired and his problem 
with a test was not caused by the wrong learning scenario. After the next failure the 
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system changes lessons’ order based on data of students who belongs to the same 
class. The system assumed that material from one lesson could help understand 
another one. The third step is the final chance. A student could provide false informa-
tion about himself so it might have happened that he was classified to the improper 
group. If this possibility is taken into account in the last step a user is offered the 
modification of lessons’ order based on all collected data. 

For choosing the another version of lesson in the first step we applied the Naïve 
Bayesian Classification method. The second and the third step can be brought down 
to finding the shortest Hamiltonian path in the graph Gr. In the second step  the learn-
ing path which was learnt the most effective by students (students achieved the best 
score) is found. In the third step the easiest learning path (students failed the tests the 
rarest) is found. The shortest Hamiltonian path problem is NP complete problem and 
it could be solved by using a brute force method or heuristic algorithms such as the 
nearest neighbourhood method or genetic algorithm.  

BAM algorithm [9,10,11] is based on Bayesian network. Let us assume that a stu-
dent u  was learning according to learning scenario >=< qzi pppps ,...,,,...,0  , based 

on  Cf R∈α , )}(,...,1{ CRcardf ∈ and passes a test for lesson ip  but fails a test for 

lesson zp , },...,0{ qi ∈ , },...,1{ qz ∈ . In that case the system builds a Bayesian net-

work that is used to modify the learning scenario.  The procedure of creation of a  
Bayesian model consists of two steps: construction of a graph representing the qualit-
ative influences of the modeled situation, and assignment of probability tables to each 
node in the graph. In our model, the following variables are considered: 

• time - the time of learning lesson zp  which was learnt after lesson ip , the 

set of values: average, less , more ; 
• number -  the number of tests taken for lesson zp , the set of values equals 

31,2,3, > ; 
• score - the last of test scores in percent for lesson zp , which was learnt after 

lesson ip , the set of values: {1,2,3,4,5}; 

• version -  the number of versions of the lesson which occurs in the opening 
learning scenario s most often before learning lesson zp ; the set of values 

equals 1,2,…,m; 

• lesson: pi, the number of failed lesson and their version z
kv , };,...,1{ mk ∈  

• lessons qz pp ,...,  

If a student fails lesson zp which was learnt after the lesson ip , },...,0{ qi ∈ the sys-

tem dynamically creates a Bayesian network based on collected data. In the first step 
the graph Gr’ is created by elimination from the graph Gr nodes ipp ,...,0  and all 

edges connected with those nodes. For the new defined knowledge structure the all 
Hamiltonian path hp are determined. In Bayesian network we have Hamiltonian path 
based on orders, therefore if fii pp α∈+ ),( 1  then )(1 ifi pp α=+  

for )}(,...,1{ CRcardf ∈ . The second step in creating the Bayesian network is the  
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assignment of probability tables to each node in the graph. The probabilities are esti-
mated based on observing the student’s interaction with the system. It is necessary to 
assess the local distributions:  

• )( wttimep =  for each },,{ malwt ∈  ,  

• )( wnnumberp =  for each }3,3,2,1{ >∈wn ,  

• )( wsscorep =  for each }5,4,3,2,1{∈ws ,   

• )( )(i
kvlessonp =  for each },...,1{ mk ∈  , },...,0{ qi ∈ ,   

• )( kversionp =  for each },...,1{ mk ∈ .  

and conditional distributions:  

• ),,,,|)(( )()1( kversionvlessonwsscorewnnumberwttimepvp i
nif

i
l =====∈+ α   

• ))(|))((( )1()2(
if

i
liff

i
k pvpvp ααα ∈∈ ++  

  

• ))))((...(|))))(((...(( )()1(
iff

di
kifff

di
n pvpvp ααααα ∈∈ +++  

For each },,{ malwt ∈ , }3,3,2,1{ >∈wn , }5,4,3,2,1{∈ws , },...,1{,, mlnk ∈ , 

},...,0{ qi ∈ , },...,1{ qz ∈  )}(,...,1{ CRcardf ∈ , )}(,...,1{ iqd −∈ . 

In the first step the lesson order is determined.  The choice is based on time of 

learning the lesson  zp , test score for the lesson zp , version of lesson )(z
kv , the 

number of test failure for zp  and the most popular version of the lesson in a scenario 

s before learning the lesson zp .  The algorithm of modification of a learning scenario 

is based on the highest posterior probability, and therefore we choose a lesson and a 
version of the lesson for which the following condition is satisfied: 

)},,,,),(({maxarg )1(

,
versionlessonscorenumbertimepvp zf

i
k

fk
α∈+  

The choice of subsequent lessons depends only on the previous one . Let us assume 
that in the previous step the order miα  has been chosen, where )}(,...,1{ CRcardmi ∈ . 

In subsequent steps versions of lessons should be chosen which satisfy the following 
condition: 

)},({maxarg )()1( di
n

di
k

k
vvp +++  

where: )}(,...,1{ iqd −∈ , },...,1{, mnk ∈ , },...,0{ qi ∈ . 

The computational complexity of  BAM algorithm is equal to O(n2).  
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2.4 Computer Adaptive Testing 

The evaluation process is associated with the student’s stress that his knowledge has 
not been assessed properly. For avoiding the mentioned problem the method for com-
puter adaptive testing  P-CAT was worked out. The presentation of each test’s item in 
computer adaptive tests is adapted to the student’s proficiency level [8]. It is assumed 
that the item pool is calibrated and contains multi-choice questions. Each question is 
described by the level of difficulty of question jb ,  ),...,1( Jj ∈ where J is the cardinali-

ty of the item pool. The P-CAT is the iterative algorithm consists of the following pro-
cedures: the first item selection method, the next item selection method and the know-
ledge level estimation. The mentioned steps are repeated until stop criterion is met.  

The first step in P-CAT is the selection of the test’s item. We do not have any in-
formation about student’s proficiency level therefore for choosing a first item we 
analyze a student’s learner profile. Selection of the first item is based on the index FI 
which is equal to 0 at the beginning. If the student is older, global, perfectionist, or 
characterized by a high level of concentration, motivation, self-esteem, ambition and 
a low level of anxiety, then index FI is increased by 1 for the value of each of the 
above-mentioned attributes that appear in the learner’s model. The index FI decreases 
by 1 for each attribute value that appears in the learner model as follows: younger, 
sequential understanding, impetuous, sensitive perception, low level of concentration, 
low level of self-esteem, low level of ambition, and high level of anxiety. The diffi-
culty of the first item depends on the estimated index FI. Belonging the index FI to 
the following intervals: [-8,-6], [-4,-2], 0, [2,4], [6,8] implicates that a student starts a 
test with a random very easy, easy, medium, hard and very hard items, respectively.  

After presentation of test’s item student’s level of proficiency is estimated by using 
the following formula: 
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where: ui- the answer to the item,  uj=1 for a correct response and uj=0 for an incorrect 
response,  ),...,1( Jj ∈ ,  J- the cardinality of item pool, s- number of the iteration. 

For selecting the subsequent question the item response theory (Rasch model) is 
applied. Firstly, the probability that a person with a given proficiency level θ  will 
answer each question correctly is estimated: 
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where: θ  is the student’s knowledge level; Xi is the answer to question j, ),...,1( Ji ∈ . 

Next, the student is offered a question that maximizes the item information func-
tion )(θiI , for each ),...,1( Ji ∈ and for the actual proficiency level θ : 
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The test is finished after an assumed number of questions (20) or if the standard devi-
ation of the distribution of student’s knowledge is smaller than a fixed threshold (0.3), 
where: 
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2.5 A Method for Determining the Proper Attributes for User Classification 

The problem for determining the set of demographic attributes which is the basis of 
the user classification process, is very important. One would like to have it minimal 
(containing of as little attributes as possible) and the most proper. The criterion “most 
proper” means that the partition of user set generated by these attributes should be 
very close to the partition arising as the result of clustering the set of scenarios with 
which the users passed the course offered by the system. It turned out that the same 
system acting in different environments (different sets of users) can have different 
sets of these attributes.  

In our framework we consider the following problem: For a given classification Q 
of set U which is generated by set A of attributes, one should determine such minimal 
set B of attributes from A that the distance between the classification P generated by 
attributes from B and partition Q is minimal. In this problem Q represents the parti-
tion generated be the clustering process for the set of scenarios with which the users 
passed the course offered by the system, and classification P represents the partition 
represented by the set of demographic attributes.  

This approach has been originally presented in work [16] and developed in [17]. In 
this paper we give only a brief description of its solution and applications for e-
learning systems and user interface management in recommendation processes.  

3 The Results of Experiments and Analysis 

The quality evaluation of the designed intelligent tutoring system is based on the as-
sessment of students’ learning results which they have achieved during their learning 
process by using the proposed system.  In our works we implemented the prototype of 
an e-learning system. The intelligent tutoring system was prepared based on the con-
tent management system Joomla and its plug-in VirtueMart (with custom modifica-
tions). The e-lessons were created using HTML and CSS and tests were created using 
Hot Potatoes. The results of the experiment were stored in MySQL database. Addi-
tionally, 11 learning scenarios were worked out.  Learning scenarios differ from each 
other in the lessons order and presentations methods. The educational material focus-
es on intersections, road signs related to intersections and right-of-way laws. The idea 
of experiments was based on dividing users into two groups: a control group and an 
experimental group. Both groups should have the similar distribution of women, man, 
young people, old people, middle-age people, educated people, uneducated people, 
with and without driving license. If a student is assigned to the first group he is  
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offered the personalized learning scenario suited to his learning styles.  If a student is 
classified to a control group he is offered a universal learning scenario the same as the 
other students in that group, which is a combination of dedicated learning scenarios 
and contains some pictures, text, films, tasks etc.  

297 users took part in our experiment. This group contained 123 persons who did 
not have driving licenses for whom we assumed that they have learned the presented 
learning material for the first time. It turned out that in both groups (with and without 
having driving license) the most frequently the interactive-graphical-sequential ver-
sion of the learning scenario was assigned. It means that people who took part in the 
experiment were visualizers, active processing of information and learning from de-
tails to whole idea.  

The detailed analysis of results of experiments allow to infer general conclusion 
that the personalization of the learning scenario increases the effectiveness of the 
learning process but only in case when the learning material is presented for the first 
time. The mean test score of experimental group is greater by more than 7.182% and 
less than 7.976% than the mean score of the control group. The personalization have 
the statistically significant influence on improvement of the learning result in case 
that users are underage, man and uneducated people [12,13]. All analysis were made 
for significance level equal to 0.05.  

Similar conclusions were obtained by mathematical analysis. We conduct an analyt-
ical proof that the probability of graduating a course (passing the tests for all lessons 
from the learning scenario) is greater if the opening learning scenario is determined 
using method worked out by us (algorithm ADOLS II) than the opening learning sce-
nario is chosen in a random way from the set of all possible scenarios.  The conception 
of proof depends on pointing out the probability of graduating the whole course based 
on collected and stored data in system and by applying Bayes theorem [11].  

4 Conclusion and Further Work 

This paper contains framework for building intelligent tutoring systems. In this work 
we describe the following parts of the proposed system: 

- learner profile - the content and structure were presented; 
- knowledge representations (relational and graphical); 
- methods for determination of an opening learning scenario (suitable for both 

knowledge structures); 
- methods for modification of a learning scenario during the learning process 

(based on Bayesian Network and identification of failure’s reasons); 
- method for computer adaptive testing based on Item Response Theory and 

analysis of content of learner profile; 
- methods for rough classification. 

The worked out algorithms are simple and have a low computational complexity. We 
examined our  assumptions and approaches in a specially implemented environment 
and by analytical analysis. The researches show us that personalization considerably 



264 A. Kozierkiewicz-Hetmańska and N.T. Nguyen 

 

improve the learning results in case that  learning materials were presented for the 
first time.  

In the further work the ontology will be considered as a tool for knowledge repre-
sentation. Methods for knowledge integration which have been worked out could be 
useful for determination an opening learning scenario. Additionally, we want to ela-
borate on the technique for collaborative learning in the intelligent tutoring system. 
Our last target is to apply the presented model in a real intelligent tutoring system.  
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Abstract. In this paper, we review tutoring approaches of computer-
supported systems for learning programming. From the survey we have
learned three lessons. First, various AI-supported tutoring approaches
have been developed and most existing systems use a feedback-based
tutoring approach for supporting students. Second, the AI techniques
deployed to support feedback-based tutoring approaches are able to iden-
tify the student’s intention, i.e. the solution strategy implemented in the
student solution. Third, most reviewed tutoring approaches only sup-
port individual learning. In order to fill this research gap, we propose
an approach to pair learning which supports two students who solve a
programming problem face-to-face.

Keywords: Computer-supported collaborative learning, Intelligent Tu-
toring Systems, programming, pair learning.

1 Introduction

For programming as a Computer Science subject, researchers have found that
learning cannot only be achieved through memorizing facts or programming con-
cepts, rather students need to apply the learned concepts to solve programming
problems [1]. That is, researchers suggest focusing on constructivistic learn-
ing/teaching approaches for Computer Science courses, because the goal is to
develop and to master programming skills. For this purpose, a variety of AI-
supported tutoring approaches have been developed in order to help beginner
students learn programming.

How can AI techniques be deployed to engage students in the process of learn-
ing, and can students play an active role in these settings? That is the motivation
of this paper. For this purpose, we have reviewed several AI-supported tutoring
approaches for the domain of programming: example-based, simulation-based,
collaboration-based, dialogue-based, program analysis-based, and feedback-based
approaches. All the tutoring approaches under review in this paper have been
evaluated in empirical studies with students.

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 267–279.
DOI: 10.1007/978-3-319-00293-4_20 c© Springer International Publishing Switzerland 2013
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2 AI-Supported Tutoring Approaches

2.1 Example-Based Approaches

One popular approach to teaching programming is explaining example problems
and solutions and then asking students to solve similar new problems. This way,
students transfer learned ways of solving problems to new problems of the same
type. Yudelson and Brusilovsky [2] applied this tutoring approach for building
learning systems for programming. NavEx [2] is a web-based tool for exploring
programming examples. Each example is annotated with textual explanations
for each important line. Thus, students can open the explanation line-by-line, or
go straight to the lines which are difficult to understand, or display explanations
of several lines at the same time. This system has several benefits compared to
normal textbooks: 1) the code of each example can be shown as a block, instead
of being dissected by comments as usually found in textbooks; 2) explanations
can be accessed in different ways in accordance with the student’s need; and
3) students can learn with examples in an exploratory manner, instead of read-
ing examples passively. NavEx provides adaptive navigation support to access
a large set of programming examples, that is, for each individual student only
examples which correspond to the knowledge level of that student are recom-
mended. This is the feature which requires the contribution of AI techniques.
The adaptive navigation support is based on a concept-based mechanism. Ap-
plying this technique, first, a list of programming concepts is identified in each
example and is separated into pre-requisite concepts and outcome concepts. The
process of separation is supported by the structure of a specific course, which is
defined by having the teacher assign examples to the ordered sequence of lec-
tures. This process assumes that for the first lecture, all associated examples
have only outcome concepts. The algorithm advances through lectures sequen-
tially until all example concepts are effectively covered. The pre-requisites and
the outcome concepts of each example and the current state of the individual
user model determine which example should be recommended next to the stu-
dent. The student’s degree of engagement within an example is measured by
counting the number of clicks on annotated lines of code.

Another type of example-based learning is the completion learning strategy.
Learning tools present a programming problem and a solution template to be
filled in. Gegg-Harrison [3] developed the tutoring system ADAPT for Prolog ap-
plying this tutoring approach. ADAPT exploits the existence of Prolog schemata
which represent solutions for a class of problems. The tutor first introduces stu-
dents with several solution examples and shows significant components of the
schema underlying these solutions. After that, the tutor asks students to solve
a similar problem given a solution template with slots to be filled. If the stu-
dent is stuck and needs help, then the tutor breaks the template down into its
recursive functional components and explains the role of each component. After
explaining each of these components, the student has a chance to complete them
or she can ask for further help. If the student still needs help, the tutor provides
her with a more specific template, i.e., a template which is already filled with
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a partial solution. If the student is still unable to solve the problem, then the
complete solution is given and explained. The AI technique which supports this
tutoring approach is using a library of Prolog schemata. The purpose is giving
feedback to student solutions. A Prolog schema represents the common struc-
ture for a class of programs. Prolog schemata are used in ADAPT in order to
diagnose errors in students’ solutions. The process of diagnosis consists of two
phases. First, ADAPT tries to recognize the algorithm underlying the student
solution. It uses the normal form program for each schema in the schema library
to generate a class of representative implementations and then transforms the
most appropriate implementation into a structure that best matches the student
solution. In the second phase, ADAPT tries to explain mismatches between the
transformed normal form program produced in the first phase and the student
solution. For this purpose, ADAPT uses a hierarchical bug library to classify
bugs found in incorrect programs. If there are no mismatches, then the student
solution is correct.

Chang and colleagues [4] followed a similar completion strategy. In addition
to the fill-in-the-blank approach proposed in ADAPT, they also proposed mod-
ification and extension tasks. Modification tasks are to rewrite a program to
improve it, to simplify it, or to use another program to perform the same func-
tion. Extension tasks include adding new criteria or new commands to original
questions (for each question, several exercises are proposed), and students are
asked to rewrite a program by adding or removing some aspects. In this system,
the AI technique has been deployed to give feedback to a student solution. Here,
program templates are used. For each problem (from which several completion,
extension, or modification tasks are generated), a model program is defined by
several templates which represent required semantic components of that model
program. Each template is defined as a representation of a basic programming
concept. The basic programming concepts are those which the system wants the
students to learn working with the problem. In order to understand the stu-
dent solution, pre-specified templates for each problem are expanded into source
code and thus, the model program is generated. The generated model program
serves to create exercises (completion, modification, and extension tasks) and to
evaluate the student solution. Mismatches between the model program and the
student solution are considered as errors and feedback is returned to students.

In this subsection we have introduced three AI techniques. While the concept-
based mechanism has been used for providing adaptive navigation support,
schemata-based and template-based techniques have been developed to pro-
vide feedback to student’s solutions. The schemata-based technique is really
useful if a schema can represent a broad class of programs which can be con-
sidered solutions for a class of programming problems. This is fulfilled for Pro-
log, a declarative programming language. However, for imperative programming
languages, schemata can hardly be determined. Instead, templates which rep-
resent a basic programming concept can be used as proposed by Chang and
colleagues [4].
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2.2 Simulation-Based Approaches

The simulation-based teaching approach deals with the problem that a program
has a dynamic nature (i.e., the state of variables is changing at run time) and
students can not realize how a piece of program code works. Researchers have
suggested visualizing the process underlying an algorithm. One way to lower the
abstraction of programs is using micro worlds which are represented by concrete
entities, e.g., turtles using NetLogo1. The student can program the movements
of entities and control their behavior. Several environments have been developed
following this approach, e.g. Alice2 and Scratch3. The goal is to make program
flows more visible. Through such simulation-based environments, students can
develop their basic programming skills in order to later use them within more
complex programming environments.

Recently, other simulation-based approaches have been developed to make vi-
sualizations more helpful: engaging visualization, explanatory visualization and
adaptive visualization. Engaging visualization emphasizes the active role of stu-
dent in learning, instead of just observing a teacher prepared animations. Ex-
planatory visualization augments visual representations with natural language
explanations that can help students understand simulation. Adaptive visualiza-
tion adapts the details of visual representations to the difficulties of underlying
concepts and to the knowledge level of each student. Several simulation tools
have been developed applying the first two approaches in order to engage stu-
dents and provide them with explanatory feedback: SICAS [5], OOP-AMIN [6],
and PESEN [7]. SICAS and OOP-AMIN were developed to support learning
of basic procedural programming concepts (e.g., selection and repetition) and
object-oriented concepts (class, object or inheritance), respectively. PESEN is
another simulation system which is intended to support weak students. Here,
the goal is learning basic concepts of sequential, conditional and repetition ex-
ecution which are frequently used in computer programs. These systems focus
on the design and implementation of algorithms. Algorithms are designed by
using an iconic environment where the student builds a flowchart that repre-
sents a solution. After a solution to a problem has been created, the algorithm
is simulated and the student observes if the algorithm works as expected. The
simulator can be used to detect and correct errors. While the tasks for students
using SICAS and OOP-AMIN include designing and implementing an algorithm,
PESEN just asks the student to program a very simple algorithm which con-
sists of movements of elementary geometrical shapes using simple commands.
The AI technique supporting these systems for detecting and correcting errors is
relatively simple. Each programming problem is composed of a statement that
describes it, one or more algorithms that solve it, and a solution with some test
cases. The existence of several algorithms for the same problem serves to provide
different ways of reasoning about the solution strategy chosen by the student.
The test cases allow a student to verify if the designed algorithm really solves

1 http://ccl.northwestern.edu/netlogo
2 http://www.alice.org
3 http://scratch.mit.edu

http://ccl.northwestern.edu/netlogo
http://www.alice.org
http://scratch.mit.edu
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the problem. Both the existence of alternative algorithms and test cases allow
the simulation system to diagnose errors in the student solution.

Brusilovsky and Spring [8] developedWADEin to allow students to explore the
process of expression evaluation. The goal of WADEin is to provide adaptive and
engaging visualization. The student can work with the system in two different
modes. In the exploration mode, the user can type in expressions or select them
from a menu of expressions. Then, the system starts visualizing the execution of
each operation. The student can observe the process of evaluating an expression
in C progamming language step-by-step. The evaluation mode provides another
way to engage students and to evaluate their knowledge. The student works
with the new expression by indicating the order of execution of the operators in
the expression. After that, the system corrects errors, shows the correct order
of execution, and starts evaluating the expression. Here, the contribution of
AI is very little. What the system has to do is storing the operators of an
expression and possible reformulations a priori. Using this information, the order
of operators in an expression submitted by the student is evaluated. In addition,
the value of expressions can be evaluated “on-the-fly”.

The AI techniques which have have been deployed to support the simulation-
based tutoring approaches introduced in this subsection have been used for de-
tecting errors in student solutions in order to provide feedback.

2.3 Dialogue-Based Approaches

One way of coaching students is to communicate with them in form of mixed-
initiative dialogues. That is, both the tutor and the student are able to initiate
a question. Lane [9] developed PROPL, a tutor which helps students build a
natural-language style pseudocode solution to a given problem. The system ini-
tiates four types of questions: 1) identifying a programming goal, 2) describing a
schema for attaining this goal, 3) suggesting pseudocode steps that achieve the
goal, and 4) placing the steps within the pseudocode. Through conversations, the
system tries to remediate student’s errors and misconceptions. If the student’s
answer is not ideal (i.e., it can not be understood or interpreted as correct by the
system), sub-dialogues are initiated with the goal of soliciting a better answer.
The sub-dialogues will, for example, try to refine vague answers, ask students to
complete incomplete answers, or to redirect to concepts of greater relevance. The
AI contribution of PROPL is the ability of understanding student’s answers and
communicating with students using natural language. For this purpose, PROPL
has a knowledge source which is a library of Knowledge Construction Dialogues
(KDCs) representing directed lines of tutorial reasoning. They consist of a se-
quence of tutorial goals, each realized as a question, and sets of expected answers
to those questions. The KCD author is responsible for creating both the con-
tent of questions and the forms of utterances in the expected answer lists. Each
answer is either associated with another KCD that performs remediation or is
classified as a correct response. KCDs therefore have a hierarchical structure and
follow a recursive, finite-state based approach to dialogue management.
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2.4 Program Analysis-Based Approaches

In contrast to other tutoring approaches which request students to synthesize
a program or an algorithm, the program analysis-based approach intends to
support students learn by analyzing a program.

Kumar [10] developed intelligent tutoring systems to help students learn the
C++ programming language by analyzing and debugging C++ code segments.
These systems focus on tutoring programming constructs rather than on the
entire programming. Semantic and run-time errors in C++ programs are the
objectives of tutoring. The problem-solving tasks addressed by these systems
include: evaluating expressions step-by-step, predicting the result of a program
line by line, and identifying buggy code in a program. For instance, for a de-
bugging task, a tutor asks the student to identify a bug and to explain why the
code is erroneous. If the student does not solve the problem correctly, the tutor
provides an explanation of the step-by-step execution of the program. The AI
technique which has been deployed in these systems is the model-based reasoning
approach. In model-based reasoning, a model of a C++ domain consists of the
structure (the objects in the language) and behavior of the domain (the mecha-
nisms of interaction). This model is used to simulate the correct behavior of an
artifact in the domain, e.g., the expected behavior of C++ pointers. The correct
behavior generated from the model is compared with the behavior predicted by
the student for that artifact. The discrepancies between these two behaviors are
used to hypothesize structural discrepancies in the mental model of the student
which are used to generate feedback for the student.

2.5 Feedback-Based Approaches

Feedback on student solutions can be used in a specific tutoring approach, e.g.,
ADAPT [3] is able to provide feedback during example-based tutoring. There
exists a variety of learning systems for programming which make use of feedback
on student solutions as the only means for tutoring. Systems of this class assume
that feedback would be useful to help students solve programming problems, and
thus programming skills can be improved. To be able to analyze student solutions
and give feedback, learning systems for programming require a domain model
and appropriate error diagnosis techniques. Here, we discuss the AI techniques
applied in learning systems which have shown to be effective in helping students:
model-tracing, machine learning, libraries of plans and bugs, and a weighted
constraint-based model.

The core of a model-tracing tutoring system is the cognitive model which
consists of “ideal rules” which represent correct problem-solving steps of an ex-
pert and “buggy rules” which represent typical erroneous behaviors of students.
When the student inputs a solution, the system monitors her action and gen-
erates a set of correct and buggy solution paths. Whenever a student’s action
can be recognized as belonging to a correct path, the student is allowed to go
on. If the student’s action deviates from the correct solution paths, the system
generates instructions to guide the student towards a correct solution. Applying
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this approach, Anderson and Reiser [11] developed an intelligent tutoring system
for LISP. This tutor presents to the student a problem description containing
highlighted identifiers for functions and parameters which have to be used in the
implementation. To solve a programming problem, the student is provided with
a structured editor which guides the student through a sequence of templates
to be filled in. Applying the same approach, Sykes [12] developed JITS, an in-
telligent tutoring system for Java. JITS is intended to “intelligently” examine
the student’s submitted code and determines appropriate feedback with respect
to the grammar of Java. For this purpose, production rules have been used to
model the grammar of Java and to correct compiler errors. Since this system
does not check semantic requirements which are specific for each programming
problem, it does not require representations of problem-specific information.

Since the task of modeling “buggy rules” is laborious and time-consuming,
Suarez and Sison applied a multi-strategy machine learning approach to au-
tomatically construct a library of Java errors which novice programmers often
make [13]. Using this bug library, the authors developed a system called Jav-
aBugs which is able to examine a small Java program. The process of identifying
errors in the student solution takes place in two phases. First, the system uses
Beam search to compare the student solution to a set of reference programs
and to identify the most similar correct program to the student’s solution. The
solution strategy intended by the student to solve a programming problem is
considered the student’s intention. After the student’s intention has been iden-
tified, differences between the reference program and the student solution are
extracted. In the second phase, misconception definitions are learned based on
the discrepancies identified in the first phase. These misconceptions are used to
update the error library and to return appropriate feedback to the student.

Another class of systems uses a library of programming plans or bugs for
modeling domain knowledge and diagnosing errors. Representatives for this class
include, for example, PROUST [14], ELM-ART [15], and APROPOS2 [16]. The
process of error diagnosis of these systems builds on the same principles: 1) mod-
eling the domain knowledge using programming plans or algorithms and buggy
rules, 2) identifying the student’s intention, and 3) detecting errors using buggy
rules. In PROUST, a tutoring system for Pascal, each programming problem is
represented internally by a set of programming goals and data objects. A pro-
gramming goal represents the requirements which must be satisfied, while data
objects are manipulated by the program. A programming goal can be realized by
alternative programming plans. A programming plan represents a way to imple-
ment a corresponding programming goal. In contrast to PROUST, APROPOS2
(a tutoring system for Prolog) uses the concept of algorithms to represent dif-
ferent ways for solving a Prolog problem instead of programming plans, because
Prolog does not have keywords (the only keyword is “:-” which separates the
head and the body of a Prolog clause) to define programming plans and to an-
chor program analysis like in the case of Pascal. In addition to modeling domain
knowledge using programming plans or algorithms, common bugs are collected
from empirical studies and represented as buggy rules or buggy clauses. While
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PROUST contains only buggy rules, ELM-ART adds two more types: good and
sub-optimal rules which are used to comment on good programs and less effi-
cient programs (with respect to computing resources or time), respectively. After
the domain model has been specified by means of programming plans (or algo-
rithms) and buggy rules, systems of this class perform error diagnosis in two
steps: identifying the student’s intention and detecting errors. The process of
identifying student’s intention starts by using pre-specified programming plans
(or algorithms) to generate a variety of different ways of implementations for a
programming goal. Then, it continues to derive hypotheses about the program-
ming plan (or algorithm) the student may have used to satisfy each goal. If the
hypothesized programming plan (or algorithm) matches the student program,
the goal is implemented correctly. Otherwise, the system looks up the database
of buggy rules to explain the discrepancies between the student solution and the
hypothesized programming plan (or algorithm).

Instead of using programmings/algorithms and buggy rules for modeling a do-
main, Le and Menzel [17] used a semantic table and a set of weighted constraints
to develop a weighted constraint-based model for a tutoring system (INCOM)
for Prolog. The semantic table is used to model alternative solution strategies
and to represent generalized components required for each solution strategy.
Constraints are used to check the semantic correctness of a student solution
with respect to the requirements specified in the semantic table and to examine
general well-formedness conditions for a solution. Constraints’ weight values are
primarily used to control the process of error diagnosis. In their approach, the
process of diagnosing errors in a student solution consists of two steps which take
place on two levels: hypotheses generation and hypotheses evaluation. First, on
the strategy level, the system generates hypotheses about the student’s intention
by iteratively matching the student solution against multiple solution strategies
specified in a semantic table. After each solution strategy has been matched, on
the implementation variant level the process generates hypotheses about the stu-
dent’s implementation variant by matching components of the student solution
against corresponding components of the selected solution strategy. The gener-
ated hypotheses are evaluated with respect to their plausibility by aggregating
the weight value of violated constraints. As a consequence, the most plausible
solution strategy intended by the student is determined.

All the AI techniques presented in this subsection share one common point:
they are able to identify the student’s intention first, then detect errors in stu-
dent solutions. The model tracing technique diagnoses the student’s intention
by relating each step of the student’s problem-solving with generated correct
and erroneous solution paths. The approach in JavaBugs uses several reference
programs to hypothesize the student’s implemented strategy. Other systems use
a library of programming plans/algorithms to recognize the student’s intention.
The weighted constraint-based model uses a semantic table, which is specified
with different solution strategies, to hypothesize a solution strategy underlying
a student solution.
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2.6 Collaboration-Based Approaches

In comparison to other tutoring approaches (presented in previous subsections)
which support individual learning, a collaboration-based tutoring approach as-
sumes that learning can be supported through collaboration between several
students.

HABIPRO [18] is a collaborative environment that supports students to de-
velop good programming habits. The system provides four types of exercises: 1)
finding a mistake in a program, 2) putting a program in the correct order, 3) pre-
dicting the result, and 4) completing a program. When a student group proposes
an incorrect solution, the system shows four types of help: 1) giving ideas to the
student how they can solve the problem, 2) showing and explaining the solution,
3) showing a similar example of the problem and its solution, and 4) displaying
only the solution. The system has a simulated agent that is able to intervene in
students’ learning, to avoid off-topic situations, and to avoid passive students.
This system exploits several AI techniques. First, it is able to guide students
in conversations using natural language. Second, it uses knowledge representa-
tion techniques to model a group of students and an interaction model. The
interaction model defines a set of patterns which represent possible characteris-
tics of group interaction (e.g., the group prefers to look at the solution without
seeing an explanation). During the collaboration, the simulated agent uses the
group model to compare the current state of interaction to these patterns, and
proposes actions such as withholding solutions until the students have tried to
solve the problem. Third, the system exploits information from a student model
which includes features that enable the system to reason about the student’s
collaborative behavior: e.g., frequency of interaction, type of interaction, level
of knowledge, personal beliefs, and mistakes (individual misconceptions). The
simulated agent makes use of information from both the student models and the
group model to decide when and how to intervene in the collaboration.

3 Discussion

We summarize the tutoring approaches and AI techniques presented in the pre-
vious section in Table 1. From this table we can learn three things. First, we have
found that most learning systems have been developed applying the feedback-
based tutoring approach in comparison to other categories of tutoring. This does
not mean that the feedback-based tutoring approach is more effective than oth-
ers. Rather, the feedback-based tutoring approach can be regarded as the first
attempt to building intelligent learning systems. Indeed, we can deploy any AI
technique for building feedback-based tutoring systems to support other cate-
gories of tutoring as shown in case of ADAPT. That is, feedback on student
solutions can be used as a means within different tutoring scenarios. Second,
from the last column of the table we can identify that AI techniques, which have
been deployed in different tutoring approaches, serve three purposes: to support
adaptive navigation, to analyze student solutions, and to enable a conversation
with students. In addition, we can also recognize that AI techniques developed
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for feedback-based tutoring approaches are able to identify the student’s inten-
tion underlying the student solution. This is necessary to generate feedback on
student solutions, because there are often different ways for solving a program-
ming problem. If feedback returned to the student does not correspond to her
intention, feedback might be misleading. Hence, the first step of diagnosing er-
rors in a student solution is identifying the student’s intention. The third lesson
we have learned from the survey above is that most systems support individual
learning. HABIPRO is the only system (to our best knowledge) which has been
designed to support collaborative programming activities.

Table 1. AI-supported Tutoring Approaches

Type System AI Support
Techniques Function

Example NavEx concept-based mechanism adaptive navigation
ADAPT Prolog schemata solution analysis
Chang’s template-based solution analysis

Simulation SICAS test cases solution analysis
OOP-AMIN test cases solution analysis
PESEN test cases solution analysis
WADEin expression evaluation solution analysis

Dialogue PROPL natural language processing conversation

Program Analysis Kumar’s model-based reasoning solution analysis

Feedback LISP-Tutor model-tracing solution analysis
JITS model-tracing solution analysis
JavaBugs machine learning solution analysis
PROUST programming plans & buggy rules solution analysis
APROPOS2 algorithms & buggy rules solution analysis

ELM-ART
algorithms

solution analysis
& buggy, good, sub-optimal rules

INCOM
semantic table

solution analysis
& weighted constraints

Collaboration HABIPRO natural language processing conversation

4 Intelligent Peer Learning Support

One of the lessons we have learned from the survey above is that most tutor-
ing approaches have been developed to support individual learning. Yet, in the
context of solving programming problems, collaboration and peer learning have
been shown to be beneficial [19], [20], [21].

From a course “Foundations of programming” in which primarily the program-
ming language Java is used, we have collected thousands of student solutions over
three winter semesters (2009-2012). During the semester, every two weeks stu-
dents were given an exercise sheet. For each task, students could achieve maximal
10 points. Students were asked to submit their solutions in pairs or alone using
the GATE submission system [22]. By comparing the score of pair submissions
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with the score of single submissions we have learned that the paired students
achieved higher scores than single submissions: there were 2485 submissions in
total (1522 single, 963 pair submissions); the average score of single submissions
and of pair submissions were 6.59 and 6.91 points, respectively (p=0.008). This
suggests that pair submissions correlate with higher achievement. This can be
explained by the reason that solving programming problems in pairs, students
could contribute complementarily, and thus a solution for a given problem could
be found easier by a pair of students than by individual learners.

Identifying the need of supporting solve programming problems in pairs, in
this paper, we propose an approach for intelligent pair learning support which
can take place when two students work together. Researchers agreed that the
programming process consists of the following phases: 1) problem understanding,
2) planning, 3) design, and 4) coding (implementation in a specific programming
language). After reviewing literature of learning systems for programming, to our
best knowledge, only SOLVEIT [23] is able to support all four phases. However,
SOLVEIT does not provide feedback to the student. We propose to support pair
learning during these four phases. In the first phase, the system poses questions
to ask a pair of students to analyze a problem statement, e.g., “Can you identify
given information in the problem statement?” A list of keywords which represent
given information in a problem statement can be associated with each problem.
Using this list, the system can give hints to the students. In the planning phase,
the system asks a pair of students to plan a solution strategy, e.g., “Which
strategy can be used to solve this problem?” or “What kind of loop can be used
to solve this problem?” Similarly to the first phase, to each problem, a list of
alternative solution strategies can be stored which are used to propose to the
student. PROPL [9] is able to support this phase applying the dialogue-based
tutoring approach. In the design phase, the system asks the pair of students to
transform the chosen solution strategy into an algorithm which can be repre-
sented, e.g., in activity diagrams. Required components of an activity diagram
can be modeled using one of the AI techniques presented in the previous section
in order to check the solution of the pair of students. In the fourth phase, the
system can ask the students to transform the designed algorithm into code of a
specific programming language, e.g., “How can we code the input action which
reads the value of a variable?” Again, we can apply one of the AI techniques
introduced above to examine the semantic correctness of the student solution.

We need to identify and to combine strengths and weaknesses of individual
learners in order to strengthen the collaboration between students and to help
learners overcome weaknesses. For this purpose, models for individual learners
need to be developed. User models can be used to parametrize group learning
[24] as well as to build learning groups intelligently [25].

In order to build learner models, a system which is intended to support pair
learning needs to distinguish contributions between different learners. Contrary
to recognizing individual learners using unique identifiers (e.g., user name and
password), pair learning systems should be able to distinguish learners (who are
working in collaboration) by identifying contributions of each peer in order to
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associate individual progress of a learner. Modeling characteristics of learners
and groups could then be used to adapt a pair learning supporting system to
individual and group needs. For example, recognizing learners’ inactivity could
lead to a stimulation by the system. How can we realize a pair learning supporting
system technically? We might apply visual recognition techniques in order to
distinguish different learners or exploit speech recognition techniques in order to
recognize activity and to assign contributions to learners.

5 Conclusion and Future Work

We have reviewed various tutoring approaches which are supported by AI tech-
niques for the domain of programming. We have learned that most existing learn-
ing systems aim at analyzing student’s solutions and providing feedback which
serve as an important means for improving programming skills. We identified
that AI techniques, which have been deployed in different tutoring approaches,
serve three purposes: to support adaptive navigation, to analyze student so-
lutions, and to enable a conversation with students. Especially, AI techniques
which have been applied for feedback-based tutoring approaches, are able to
identify the student’s intention before detecting errors. The third lesson we have
learned is that most systems support individual learning. This is a research gap,
because collaborative learning is beneficial for solving programming problems.
Hence, we propose in this paper an approach for pair learning which is intended
to coach students along typical phases of programming and is supported by a
conversational approach. In the future, we plan to implement this approach using
a conversational agent.
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Abstract. After graduation, an engineer expects to have a desired position of 
predesigned jobs, e.g. a young IT engineer with a great programming expe-
rience usually prefers to a software developer or a tester than a teaching job. For 
each selected job position, a student has made a good preparation during the 
study period, such as, right selection of a major or a minor, choosing related 
elective courses and topics for graduation thesis, taking supportive professional 
certificates, etc. Therefore, a career counselor is very helpful for students to se-
lect a suitable job position to which they would prefer after graduation. This 
paper presents an ontology-based job matching to facilitate finding the most ap-
propriate job position for a student based on the job’s demand and the student’s 
capabilities. Ontologies are employed to model industrial job positions and stu-
dent’s capabilities. Matching functions are proposed to match between the job 
modeling and the student modeling for job recommendation. The evaluation of 
job matching result shows a high correlation between the proposed system’s 
recommendation and the recruiter’s choice. 

Keywords: Job matching, user model, job model, career counseling.  

1 Introduction 

At 18 years old, everyone has to make one of the most important decision in his/her 
own life: he/she has to choose which career to pursuit and which program to study to 
take up that selected career. Career counseling has been very effectively used in high 
schools to support pupil’s choice a suitable career for their own life [1][2].  

Even after getting into a university, students still need the support of career advis-
ing. With broadly educational objectives, after finishing a program, graduates can 
work in various roles with different duties in industry. For instances, a graduate with a 
Computer Science degree can be a programmer, a developer, a tester or an IT consul-
tant. To fulfill that diversification, training programs always consists of a compulsory 
part and a flexible part. The compulsory component contains fixed courses that pro-
vide background knowledge and common skills. In the flexible component, students 
can select electives, project and graduating thesis topics that are suitable for their 
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future career. Therefore, with the consulting with Career Advisor or Director of 
Study, they can choice an appropriate future job title suitable with their capabilities 
and then studies appropriate knowledge and skills related to their selected job. 

To provide a good counseling to students, student advisors have to well manage the 
following three folds. Firstly, they have to have a good understanding about their 
students: attitudes, abilities, interests, ambitions, etc. [2]. Secondly, they know about 
typical jobs with essential and desired skills of those vocations. Lastly, they are able 
to compare the potential capabilities of a student and the demand of a job to find good 
matches.  

There are several methods to help a student counselor know about his students. The 
most traditional and popular way having been used in universities is face-to-face inte-
raction between advisors and students. With the rapid development of information 
management systems in universities, richer sources of information about students can 
be provided to advisors. In addition, user modeling techniques can formulate student 
models to support advisors to efficiently manage and reason on students’ information. 

Job Matching techniques can support student advisors to find good matches be-
tween student models and aimed vocations. Such techniques are often applied on job 
seeker profiles and job descriptions. However, they can be adjusted to match the cur-
rent capabilities of students with the requirements of aimed job description for newly 
graduates. The good matches between a student model and an aimed job can show a 
high appropriateness of that job for the student. With such a support from the job 
matching techniques, student advisors are able to show potential vocations for stu-
dents. 

There are two main approaches in job matching. In the macro approach, econo-
mists focus on constructing economical models for the labor market of the whole 
nation or continent. These models can be used to predict the unemployment rate [22], 
specify the insurance parameters [23], etc. To construct these models, only general 
information, such as degree, wage, years of experience, of job candidates and profiles 
is used in matching. Such information is often collected in national census databases. 

On another side, in the micro approach, matching models are built to support job 
seekers find better opportunities or recruiters find more suitable candidates. Specific 
information about candidate’s attitudes, fields of study, previous positions or profile’s 
demand about particular technologies, languages is used to improve the matching 
quality. Therefore, in this approach, matching requires more research efforts to com-
bine various kinds of information about candidates and jobs to improve its quality. 
This kind of matching is more suitable student counseling, so it is used in this paper. 

Several ontologies, such as HR-Ontology (Human Resource Ontology) [11][12], 
HR-ontology [24] (similar to HR-Ontology of Mochol’s), SkillOnt [9], DOGMA 
(Developing Ontology-Grounded Methods and Applications) [21], Competency On-
tology [8][14] [18], have been developed to capture main features of candidates and 
job descriptions. Based on constructed ontologies, semantic methods have been used 
to improve the matching process. RDF queries is applied on the ontology to find suit-
able job seekers for a job advertisement [11][12][18]. Description logics is used to 
seek jobs or applicants [9]. Ontology commitments are executed to match the model 
of school actors with the model of job actors [21].  
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Beside the ontology usage, profiles are used to keep few important features of job 
seekers and descriptions. In iCoper project [15], profiles follow draft standard IEEE 
Reusable Competency Definitions (RCD) [25]. An expert system of Drigas [17] for 
evaluation of the unemployed uses a simple user profile with 6 simple fields (Age, 
Education, Addition Education, Previous Employment, Foreign Language, Computer 
Knowledge), each field only take a few values. In project TEN Competence, the pro-
files of job seekers are used to store information as in their resume. In these such 
projects, a profile cannot keep much data and often has a simple hierarchical struc-
ture, because it has to able to be edited and managed by its owner. Relationship be-
tween data inside profiles is very limited. The reasoning on profiles is also simple.  

Structured Relevance Models (SRM) [20], semi-structured documents, were devel-
oped to store employee’s resumes and job descriptions in text forms. Seeking suitable 
resumes or jobs on SRM is based on the matching of text fields using the searching 
mechanism of database servers. 

In these reviewed researches, the user and job models are often represented in the 
qualitative manner based on clear facts such as an educational degree, a language 
certificate… These representation schemes are only suitable for job seekers. During 
the studying period, students are not yet achieved any degree or certificate so that 
there is not any clear facts about their skills and existing methods of user modeling 
cannot be used to represent student models. 

In this paper, an ontology-based user model is used to represent job models in Sec-
tion 2. Matching functions are developed to match these models in Section 3. In Sec-
tion 4 of the paper, the recommended job of the system is evaluated with the recrui-
ters’ selection.  

2 Student and Job Modeling 

A detailed ontology-based student model has been constructed for Information Tech-
nology (IT) students [26]. In this model, 214 popular IT skills are selected from the IT 
curriculum and then organized in the tree-like ontology. A part of this ontology is 
displayed in Fig. 1.  

 

Fig. 1. A part of User Model Ontology 
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Each node in the ontology has a skill-meter that represents for the level of know-
ledge and experience of as student on that skill. A ten-degree scale is used to describe 
for those levels, from unknown to the expert levels. This scale is enough to represent 
the ability of a particular skill of a student, from unknown level at the beginning of 
his/her studying program to very experienced levels which he/she can reach to in a 
few years after graduation. The description of this ten-degree scale is described in 
Table 1. 

Table 1. Scales of knowledge and experience on a skill 

Scale Level of Knowledge 
& Experience 

Indicator 

0 No knowledge No information 
1 A little Taken the course teaching the skill but failed 

(mark < 50) 
2 Limited Taken the course teaching the skill but just passed 

(50 ≤ mark < 60) 
3 Understanding fun-

damentals 
Medium theoretical knowledge. 
Taken the course teaching the skill but just passed  
Taken the course teaching the skill and got good 
mark (60 ≤ mark < 70) 

4 Applicable Good theoretical knowledge. 
Taken the course teaching the skill and got excel-
lent mark (70 ≤ mark < 85) 

5 Mastery of funda-
mental knowledge 

Excellent theoretical knowledge  
Taken the course teaching the skill and got excel-
lent mark (85 ≤ mark, good feedbacks from the 
lecturer of the course) 

6 Some practical expe-
rience 

Have some practical experience, such as “doing 
thesis with the skill as the main tool” or “have 
internship experience with the skill as the main 
tool” or “have 6 months or 1 year of experience 
in industry”. 

7 Experienced Good experience, have 1.5 – 3 years of expe-
rience in industry.  
Master degree. 

8 Very experienced Long period of using the skill in several projects 
in a leading role, “have more than 3 years of 
experience in industry” or “use the skill at the job 
and play a team leader role” 

9 Expert Have more than 5 years of experience in industry 
or be a technical manager 

  Note: Grading of a course is based on the 100 
scale. 50 is the pass mark. 
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The studying result of a student is used to fill the leaf nodes of the student model of 
that student. In the curriculum design, each course of the program trains a set of skills 
for students in a supportive or a highly supportive modes. In another side, a skill can 
be trained in different levels and aspects by several courses that are organized in dif-
ferent years of the program. In general, the skill-meter of a skill is determined by the 
training mode and the academic level of courses that train the skill. 

The studying result only helps to fill a part of student models. The fewer number of 
courses the student studied, the lower number of leaf nodes in the student model the 
system can be filled. Thus, there are several skills in student models having a empty 
skill-meter. In practice, IT skills are often related to each others. It means that when a 
student are good on a skill, he/she has some knowledge on related skills of that skill. 
Therefore, skills with a empty skill-meter can be induced from known skills. There 
 

Table 2. Three induction rules on the skill ontology 

Sample Tree 
• A (V, D) 

o A1(V1, D1) 
o A2(V2, D2) 
o … 
o Ai(Vi, Di) 

In the sample tree, A is name of skill, V is value of skill meter, and D is value of 
dissimilarity. A1, A2, … Ai are children nodes of A. 
Sibling 
induction 
rule 

Sibling induction rule is used to estimate the skill-meter value of a 
node from its sibling skills. 
Select parameter k=2.  
“k-max of a set” means the sub-set k of biggest members from that set 
Suppose that A1, A2, A3 are the known skills with V1>V2>V3. 
The skill-meter value of remaining skills A4, A5,…,Ai are: 

V4 = V5 = … = Vi = Median of k-max of {V1, V2, V3} – fd (D); 
Upward 
induction 
rule 

Upward induction rule is used to estimate the skill-meter a skill from 
its children skills. 
Suppose that A1, A2, …, Ai are the known skills. 
Skill-meter value of skill A is: 
V = average (V1,V2,…,Vi); 

Downward 
induction 
rule 

Downward induction rule is used to estimate the skill-meter of child-
ren skills from the known skill. 
Suppose that A is the known skills. 
Skill-meter value of skill A is: 
V1 = V2 = … = Vi = V 

Function fd(x) is used to calculate dissimilarity points from a dissimilarity value x. 
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are three cases of skill induction. Firstly, in the sibling induction, a skill on a node can 
be induced from its sibling skills. Secondly, in the upward induction, a skill can be 
induced from its known children. Thirdly, in the downward induction, children skills 
of a filled skill can be induced from their super-skill. These three kinds of induction 
are differently developed in SoNITS (see Table 2). 

The sibling induction depends on the similarity between the sibling skills. The 
more similar they are, the smaller the difference between the induced value and 
known skill-meters is. For instance, high-level programming languages are very simi-
lar in  their manner, so that if an engineer is very skillful about “C++ programming”, 
he can have a good programming skill on similar languages, such as “C”, “Java” or 
“C#”. In other wise, system administration skill is much different in various operating 
systems, so that a very experienced user of Windows systems may not know much 
about Unix or Linux systems. Therefore, a dissimilarity value is introduced in each 
middle node of the skill ontology to support the sibling induction. 

In upward induction, a more general skill can be induced from their children skills. 
The “Programming” skill of a student can concluded from his skills on all particular 
programming languages. In otherwise, in downward induction, a unknown skill can 
be induced from its super-skill. For example, if a student is good in “System Adminis-
tration” but there is no information about his skills on a particular operating system, it 
can be assumed that he is good in “System Administration on Unix systems” or “Sys-
tem Administration on Windows systems”. 

These three skill induction methods are constructed based on the human reasoning 
in practice. When only able collecting a part of information about a person, the other 
information of that person can be estimated based on the organization and similarity 
of information. This process is popularly used when screening curriculum vitas or 
interviewing candidates for job vacancies. The order of applying induction methods is 
sibling, upward and then downward. 

Another part of system used in this research is job. In this research, job is referred 
to Standard Occupational Classification (SOC) website [7]. This website is con-
structed by the Department of Labor, the United States, to classify recognized indus-
trial job positions. For each job position job, a short description and related duties is 
described. The 8 following occupations, which are typically common in Vietnam IT 
industry, are selected from the version 2010 of SOC, as the aimed jobs for IT  
students: 

• 15-1121 Computer Systems Analysts 
• 15-1132 Software Developers, Applications 
• 15-1134 Web Developers 
• 15-1141 Database Administrators 
• 15-1142 Network and Computer Systems Administrators 
• 17-2061 Computer Hardware Engineers 
• 15-1133 Software Developers, Systems Software 
• 15-1131 Computer Programmer 
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Based on the description of selected occupations, the job models of each job title has 
been constructed in the exactly same way as constructing student models. They are 
called “job models” in this paper. To construct job models, using mapping method, 
some skill-meters of required skills are directly filled from job specifications. Other 
skills which are not clearly specified in SOC are induced. This induction is used to 
make job models and student models are corresponding. 

3 Matching Functions 

Job Matching technique is core of Career Counseling System. There are some match-
ing functions are implemented and evaluated to find out the most possible function. 
All of them require student models and job models to return matching rates and show 
defective skills of student to get his/her desire job. As mentioned above, these both 
models actually are instances of a structure of user model but contain different skill-
meter values. By the definition, the matching functions are to simply measure the 
distance between two instances of that structure which actually represents by skills. 
The distance mentioned here is Euclidean method. 

The models inputting to matching functions can be student models without skill  
induction or with skill induction. Four following matching functions between a stu-
dent model S and a job model J are used in the paper: 

• f1(S, J) measures on the leaf nodes of the induced models. 
• f2(S, J) measures on the intermediate nodes of the induced models. 
• f3(S, J) measures on all nodes of the induced models. 
• f4(S, J) measures on the intermediate nodes of input models. 

 
Other combinations are collapsed and return same result with one of above functions. 
The functions are also employed to identify which skills are defected and need to be 
studied or improved to fulfill job demands. Above functions require some parameters 
and operators as follows: 

• U: user model structure (represented by ontology). 
• S: student model structure (represented by ontology). 
• J: job model structure (represented by ontology). 
 .ሺܸሻ: applying induction rules to model V follows induction rules [26]݈݁ݑܴݕ݈݌݌ܽ •
 .ሺܸሻ: set of intermediate skill node of model Vݎ݁ݐ݊݅ •
• ݈݂݁ܽሺܸሻ: set of skill leaf node of model V. 
 .ሺ݅ሻ: check if skill-meter values are explicitly set by mapping functionsݐܿ݁ݎ݅ܦݏ݅ •
,ሺ݅݁ݑ݈ܽݒ • ܸሻ: return skill-meter values of skill i in model V. 

Pseudo codes of the functions are expressed in Table 3.  
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Table 3. Matching functions’ pseudo code 

Function No. Pseudo code 

݂1(S, J) 

 ݊݅݃݁ܤ ሻࢁሺࢌࢇࢋ࢒ ݊݅ ݅ ݄ܿܽ݁ ݎ݋ܨ;ሻܬሺ݈݁ݑܴݕ݈݌݌ܽ;ሺܵሻ݈݁ݑܴݕ݈݌݌ܽ
ൌ ݁ܿ݊ܽݐݏ݅݀  ൅ ݁ܿ݊ܽݐݏ݅݀ ሺ݁ݑ݈ܽݒሺ݅, –ሻܬ ,ሺ݅ ݁ݑ݈ܽݒ  ܵሻሻଶ; ݁ܿ݊ܽݐݏ݅݀√ ݊ݎݑݐ݁ݎ ݀݊ܧ; 

݂2(S, J) 

 ݊݅݃݁ܤ ሻࢁሺ࢘ࢋ࢚࢔࢏ ݊݅ ݅ ݄ܿܽ݁ ݎ݋ܨ;ሻܬሺ݈݁ݑܴݕ݈݌݌ܽ;ሺܵሻ݈݁ݑܴݕ݈݌݌ܽ
ൌ ݁ܿ݊ܽݐݏ݅݀  ൅ ݁ܿ݊ܽݐݏ݅݀ ሺ݁ݑ݈ܽݒሺ݅, –ሻܬ ,ሺ݅ ݁ݑ݈ܽݒ  ܵሻሻଶ; ݁ܿ݊ܽݐݏ݅݀√ ݊ݎݑݐ݁ݎ ݀݊ܧ; 

݂3(S, J) 

 ݊݅݃݁ܤ ࢁ ݊݅ ݅ ݄ܿܽ݁ ݎ݋ܨ;ሻܬሺ݈݁ݑܴݕ݈݌݌ܽ;ሺܵሻ݈݁ݑܴݕ݈݌݌ܽ
ൌ ݁ܿ݊ܽݐݏ݅݀  ൅ ݁ܿ݊ܽݐݏ݅݀ ሺ݁ݑ݈ܽݒሺ݅, –ሻܬ ,ሺ݅ ݁ݑ݈ܽݒ  ܵሻሻଶ; ݁ܿ݊ܽݐݏ݅݀√ ݊ݎݑݐ݁ݎ ݀݊ܧ; 

݂4(S, J) 

 ሺ݅ሻݐܿ݁ݎ݅ܦݏ݅ ݂݅ ݊݅݃݁ܤሺܷሻݎ݁ݐ݊݅ ݊݅ ݅ ݄ܿܽ݁ ݎ݋ܨ
݁ܿ݊ܽݐݏ݅݀  ൌ ݁ܿ݊ܽݐݏ݅݀ ൅ ሺ݁ݑ݈ܽݒሺ݅, –ሻܬ ,ሺ݅ ݁ݑ݈ܽݒ ܵሻሻଶ; ݁ܿ݊ܽݐݏ݅݀√ ݊ݎݑݐ݁ݎ ݀݊ܧ; 

4 Result and Evaluation 

4.1 Results 

A Job Matching service is constructed in SoNITS [6] to help IT students to find out 
their strength and follow it. The compatible percentages are represented as matching 
rates between a student model and the designed jobs and displayed as in Fig. 2. 
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Fig. 4. System Recommendation Pane 

4.2 Evaluation 

The recruiter selection after reviewing the studying result of a student will be used as 
the most suitable job for that student based on his capabilities. The feedbacks from 
several recruiters can be different so the voting method is used to find the expected 
job. Several transcripts of senior students are sent to recruiters to get their feedback 
only 28 feedbacks are collected.  

The matching results of 4 mentioned functions, the Collaborative Filtering method 
(f5) and the student own choice (f6) is compared with the recruiter selection in  
Table 4. In Table 4, function f4 achieve the highest result with 81.2% correct cases. 
This is a reasonable result in career counseling. 

The result of Collaborative Filtering (f5) is quite low, only 17.3%, due to its binary 
measurement. In this method, when a student learn course C that trains skill S, that 
student is considered to have skill S without any information about the studying per-
formance of course C. Therefore, it cannot correctly measure the capability of a stu-
dent and the requirement of a job, so its matching result is not the same as the  
expected result.  

Table 4. Compare matching results with the recruiter selection 

  
 

Number of correct 
matching (on 28 cases) 

Correct Percentage 

ଵ݂ 3 10.7% ଶ݂ 19 67.8% ଷ݂ 21 75% ସ݂ 23 82.1% ହ݂ 4 17.3% ଺݂ 4 17.3% 
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The student choice is also much different with the recruiter feedback as in the re-
sult of function f6 in Table 4. To make that choice, students read the job specification 
of 8 designed jobs and choose the most interested job. In Table 4, only 4 student 
choices are matched with the recruiter selection. Some reasons for this low matching 
are the misunderstanding of students about a job, the mismatch between the student’s 
capability and the job’s requirement or the wrong selection of learning majors. 

5 Conclusion 

In this paper, a job matching system are introduced and used to support IT students to 
develop their own capability to reach their desire job position. Based on ontology-
based student and job models, job matching functions are used to recommend suitable 
job positions to students.  

This study also point out that this system is quite necessary for student because it 
can help student recognize the difference between their capability and their desire. 
Finally, this system can help student adjust themselves by changing their desire job or 
adjusting studying strategy. 
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Abstract. One of the biggest obstacles in the widespread take-up of cloud com-
puting is the difficulties that users meet in developing and deploying applica-
tions into clouds. Although PaaS cloud type offers advanced features such as 
available platform, automatic scaling, it ties users/developers into certain tech-
nologies provided by vendors. Meanwhile, due to the gap of a suitable pro-
gramming environment for IaaS cloud type, the development and deployment 
applications into IaaS clouds become a complex task. In this paper, we present a 
novel abstraction model for programming and deploying applications on the 
cloud. The approach also enables service migration and interoperability among 
different clouds.  

Keywords: cloud computing, distributed application, abstraction, object-
oriented programming, interoperability.  

1 Introduction 

Cloud computing gathers key features like high availability, flexibility and elasticity, 
that intends to reduce total cost and decrease risk for both users and providers. Today, 
consumers can buy computation resources, platforms or applications over cloud infra-
structures. In the language of this market, the commodities are usually referred to X 
as a service (XaaS) paradigm1, which mainly includes Infrastructure as a Service 
(IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS). In principle, 
cloud-based appliances or services often provide higher availability and lower cost 
than the traditional IT operations. For this reason, there is now a strong trend of dep-
loying and migrating appliances to cloud. This process could be realized by using 
PaaS or IaaS. On the one hand, the PaaS clouds provide platform (programming lan-
guage, databases and messaging) for implementing services and environments for 
hosting them. The platform also manages the execution of these appliances and op-
tionally offers some advanced features like automatic scaling. Thus, this model allows 
developers to simply create their cloud services without the need to manually confi-
gure and deploy virtual machines (VMs). On the other hand, the IaaS clouds provide 
raw resources (VMs, storages) where the users have full access to the resources and 
manipulate with them directly in order to create their own platform and deploy  
services on this. 
                                                           
1 XaaS is commonly used to express “anything/something” as a service.  
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It can be realized easily that, while PaaS binds developers into certain existing plat-
forms, building cloud services in IaaS will be their choice to meet specific require-
ments. However, the use of IaaS is perceived as difficult with the developers/users, 
requiring advance computer skills for the installation and usage. Otherwise, since 
several commercial cloud systems have been already marketed, the problem of inte-
roperability between these systems also arises, i.e. it would be possible and feasible to 
move appliances from a cloud provider to another, or to deploy an existing appliance 
on resources provided by several different cloud providers. Such possibility would 
have very large impact on the competitiveness of providers, as it would require them 
to offer better quality services at lower prices without forcing customer to rely on 
their resources through vendor lock-in. 

Although several standardizations and solutions in this area have emerged, they 
have not yet brought any comprehensive solution for the service development and 
deployment issue on IaaS clouds. Therefore, from the view of general cloud users, 
they need to have an instrument, which can solve the problem. The work presented in 
this document is dedicated to innovative research and development of an elastic in-
strument (called high-level Cloud Abstraction Layer - CAL) allowing easy develop-
ment and deployment of services on resources of multiple infrastructure-as-a-service 
(IaaS) clouds simultaneously. The CAL provides a total novel approach with empha-
sis on abstraction, inheritance and code reuse. Then, cloud-based services can be de-
veloped easily by extending available abstractions classes provided by the CAL or 
other developers. The interoperability between different clouds is solved by the basic 
abstraction classes of the CAL and all services are inherited and benefited from the 
advantage. The work does not only stop on theoretical work but also continues on 
applying CAL to build cloud services in order to deal with real problems. 

2 Related Works 

Open Virtualization Format (OVF) [1] is one of the numerous projects of Distributed 
Management Task Force (DMTF) [2]. Conceptually, it aims at creating a VM stan-
dard that ensures a flexible, secure, portable and efficient way to distribute VMs be-
tween different clouds. The VM standard is called virtual appliances [3]. Users can 
package a VM in OVF and distribute it on a hypervisor. The OVF file is an XML file 
that describes a VM and its configuration. Application-specific configurations can be 
packaged and optimized for cloud deployment, as multiple VMs, and maintained as a 
single entity in OVF format. Although appliances/services can move among various 
clouds along with the OVF image, creating cloud-based services still require many 
efforts from developers, who must carry out complicated steps such as preparing VM 
and platform, deploying services and management. Additionally, all of the operations 
are performed without any utility functionalities or any supports from cloud provid-
ers. This causes time-consuming and increased cost. Otherwise, the incompatible 
APIs issue also brings about the service operation are not guaranteed when they  
migrate from a cloud to another.  
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Open Cloud Computing Interface (OCCI) [4] is a recommendation of the Open 
Grid Forum [5]. This project is identified by the provisioning and management re-
search direction in cloud computing. The OCCI is a RESTful Protocol [6] and API for 
all kinds of management tasks. OCCI was originally initiated to create a standard 
management API for existing IaaS clouds, allowing users to manage and use various 
clouds under single unified interface that intends to enable cloud interoperability. 
Although OCCI enables cloud users to manage resources from different clouds at the 
same time, unfortunately, the users still have to directly connect to VMs in order to 
create their own platform for service development and deployment. In this way, the 
service migration is almost impossible.  

The weakness of the cloud standardizations presented above is that they force 
cloud providers to accept and support their products. Such scenario would have a very 
large impact on the competitiveness of the cloud vendors, as it would require them to 
offer better quality services at lower prices without locking customers to rely on their 
resources. 

The API abstractions (e.g. Simple Cloud API [7], Deltacloud [8], SAGA API [9]) 
have been created for managing resources from various clouds at the same time. 
These APIs support a set of functionalities that are a common denominator among 
different providers and hide technological differences by their interfaces. Therefore, 
the APIs do not require any support from the cloud vendors. For example, Deltacloud 
defines a REST-based API for managing and manipulating cloud resources in a man-
ner that isolates the API client as much as possible from the particulars of specific 
cloud API's. To simplify operation of the REST interface, the Deltacloud project pro-
vides a CLI (command-line interface) tool, as well as client libraries in Ruby, Java, C, 
and Python. This makes Deltacloud differ from other solutions including Simple 
Cloud API, Apache Libcloud [10], etc. in which all these libraries are tied to a specif-
ic programming language. SAGA API is another API for deploying applications to 
distributed computing. The API defines an abstraction layer for scheduling jobs to 
grid or cloud infrastructures, including execution, management functions of files or 
data. This abstraction scheduler is essentially a resource broker (which is about nego-
tiating between those who want to consume resources and providers). Applications 
are thus represented as jobs. However, since it is built based on gird computing, there 
are drawbacks when applying it to cloud. In real time, the SAGA API applications are 
not services. The life cycle of the applications consists of three stages: submit to com-
putational resources, run or calculate, return result or output. After finishing, the used 
resources will be terminated. Consequently, the API is only suitable for computational 
applications (e.g. calculation, simulation), not for development and use of cloud  
services. 

As pointed out before, the advantage of the API abstractions is independent of 
cloud vendors. However, like OCCI, these abstractions do not help developers devel-
op and deploy services more easily than the traditional way. The developers still have 
to prepare a platform and develop the services by connecting directly to VMs. Al-
though there are API abstractions, which offer support for service deployment via 
scheduling job mechanism like Simple Cloud API SAGA API, due to limitations of 
the mechanism, they cannot be used for developing services. At present, no APIs have 
provided a comprehensive solution for both development and deployment tasks.  



298 B.M. Nguyen, V. Tran, and L. Hluchy 

 

Clearly, the problem of service development and deployment is a big gap of cloud 
computing today. There are three reasons for this: 

• PaaS cloud type limits developers/users to concrete platforms and APIs. 
• Lack of suitable programming model for service development on IaaS. 
• Lack of interoperability between different IaaS clouds.  

3 General Approach 

Currently, services in IaaS clouds are usually developed and released in form of pre-
defined images, which are very cumbersome, difficult to modify, and generally non-
transferable between different cloud providers. For example, marketplace of AWS 
appliances [11], VMware Virtual Appliance [12] StratusLab [13], etc. provide a large 
number of services in that way. Though OVF can solve in part of image move prob-
lem, it almost cannot be applied to all commercial clouds that have held the largest 
market share of cloud computing uses (see section 2).  

For this purpose, the approach releases cloud services as installation and confi-
guration packages that will be installed on VMs already deployed in cloud re-
sources and containing only the base OS. Then, users just choose an OS provided by 
clouds (e.g. Ubuntu 12.04 LTS) and deploy the configuration packages to create their 
own services. The advantages of this service approach are as follows: 

• Most cloud infrastructures support images with base OS, so the services are 
easily transferrable. 

• The base OS images provided by the infrastructures are usually kept up-to-
date, so they are secure. 

• VMs are always started correctly with cloud middlewares, unlike image deli-
very of the existing approaches like OVF and the marketplaces presented 
above, which must have acceptance and support from providers. 

• Services can work on unknown infrastructures without changing codes imple-
mented before. 

• The approach allows taking full advantages of many existing applications (es-
pecially legacy ones) that already have had install/setup tools or via package 
managers of base OS (e.g. apt, rpm and git package of Debian/Ubuntu).  

• Allowing automatic deployment of developed services with near zero VM  
tuning.  

One of the techniques support perfectly for the abstraction approach, namely object-
oriented programming (OOP). Because the encapsulation and polymorphism me-
chanism of OOP allow hiding state details and standardizing different interaction 
types that are the beginnings of the abstraction. Through these mechanisms, OOP 
bring the ability of defining a common interface over different implementations and 
behaviors of various systems. In addition, the OOP inheritance mechanism also al-
lows creating easily new abstraction layers over an initial abstraction layer.  

Nowadays, many appliances are already provided in a package which specifies the 
configuration interface (e.g. Android, iOS appliances for example) allowing developers 
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to hide appliance details and thus optimize them in the manner the developers want. 
Since services and their functions are defined in form of OOP objects, they can be 
extended and customized in order to create new services based on the existing codes. 
In this way, developers can reuse service codes via the inheritance mechanism 
without learning implementation details of the origin. To achieve this, CAL first 
provides basic functionalities of VMs with base OS. Developers will inherit the code 
and modify/add functions related to the services. CAL then acts as foundation for 
development and deployment of cloud services on IaaS clouds. The advantages of the 
code reuse are as follows: 

• Service developers do not have to use any middleware functionality directly. 
As a consequence, the codes of services are portable between different clouds. 

• Developers just focus on service aspects, not on the clouds; in this way, the 
approach reduces the efforts to learn about cloud middlewares. 

• Enabling developers themselves to create PaaS, SaaS based on IaaS. 

4 Design of High-Level Cloud Abstraction Layer 

4.1 Design of CAL 

As mentioned before, CAL is designed with number of programming functions in 
order to manage and interact with VMs that belong to different clouds. These func-
tions are divided into functionality groups: 

• Setting Cloud: enables developers to set which cloud will be used. This group 
has only setCloud() function. 

• Provisioning: consists of start() and stop() function to create and terminate the 
VMs. 

• Monitoring: getting actual information of the machines (cloud provider, IP 
address, ID instance and so on) by status() function. 

• Execution: running commands on VMs by execute() function. 
• Transfer includes two functions: put_data() to upload and get_data() to down-

load data to/from the VMs. 
• VM Snaphost: creates/restores snapshot of VM into an image. The group  

involves create_snapshot() and restore_snaphsot() function. 

To interact with various clouds, for each of them, we design a driver, which uses its 
specific API to manage VMs. Note that, the drivers do not need to implement all API 
functionalities that are provided by cloud vendors. Each driver only uses necessary 
API actions to shape CAL functions, including start(), stop(), status(), 
create_snapshot () and restore_snaphsot(). The setCloud() func-
tion is call to set a driver (cloud) to use. 

Otherwise, Execution and Transfer do not use any APIs because no APIs provide 
functionalities to carry out those operations. Thus, CAL abstracts the connection and 
realization process and hides implementation details by the execute(), 
put_data() and get_data() functions. 



300 B.M. Nguyen, V. Tran, and L. Hluchy 

 

Through abstract functions above, detailed interactions between CAL and clouds 
are hidden. Therefore, developers can manipulate multiple clouds at the same time 
under the unified interface without caring about how each cloud works.  

4.2 Inheritance and Software Layering of CAL 

The developers can easily create new cloud service by using the abstraction layer. In 
this way, the developers only have to inherit the functions of the abstraction layer for 
developing their service functions. The functionalities of the service include:  

- Initialization: the developer just call the setDefault() function of the abstrac-
tion layer to choose a cloud in order to deploy their service, then use start() 
function to create a virtual machine on the cloud. The developer can add com-
mands to install software packages on newly created machine by the execute() 
function. He or she also can terminate the virtual machine that contains the service 
by the stop() function. 

- Backup/Restoration: to create backup/restoration functions for the service, the 
developer will inherit the backup() and restore() function of the abstraction 
layer. 

- Service functionalities: the developer can create several functionalities for their 
service. For examples, for database service, they can add a number of functions to 
import database, make query, and so on by inheriting the execute(), 
get_data() and put_data() function. 

Users (distinguish from the developers) thus will use the service via its interface. The 
users would not require worrying about how the service deploys. Meanwhile, the 
developer can choose simply the target cloud to deploy their service without having to 
care about incompatible API because during the development and deployment, the 
developer does not use directly any middleware APIs. They only reuse the functions 
that are provided by the abstraction layer.  

In addition, a software layer, which has created by a developer, also can be used 
and extended further by other developers in the same way. Thus, the first developer 
defines the first software layer with new functionalities on demand from his or her 
users. Similarly, the later developers can also define functionalities for second soft-
ware over the first layer according to their users’ needs by inheriting the first layer 
functionalities. As the result, each layer is practically a platform-as-a-service by itself, 
because the users can use the service via a clear interface provided by the previous 
developers. For example: a developer can create a LAMP (Linux-Apache-PHP-
MySQL) layer that is equivalent to web-hosting platforms for his or her users. Anoth-
er developer can use this LAMP layer to provide web applications (e.g. wiki, forum) 
without manipulating with the cloud infrastructures. 
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5 Case Studies 

5.1 Experimental Setup 

Our current implementation of CAL prototype bases on the installations of three mid-
dlewares: OpenStack Folsom release, Eucalyptus 2.0.3 and OpenNebula 3.6 release. 
The purpose of this setup is to provision VMs that belong to OpenStack, Eucalyptus 
and OpenNebula middlewares at the same time. Tests are successful if and only if all 
VMs have SSH access. Each of them consists of a controller node, a management 
network (switch) and at least two compute nodes. For controller nodes, each server 
blade is equipped with processor Xeon including 16 cores (2.93 GHz), 24GB of RAM 
and 1TB hard drive, meanwhile for compute nodes, each server blade is equipped 
with processor Xeon with 24 cores (2.93 GHz), 48GB of RAM and 2TB hard drive. 
Linux is installed for all servers as OS. KVM hypervisor is used for all three systems. 
An Ubuntu 12.04 images are created and deployed on the clouds. While OpenStack, 
Eucalyptus are configured with Glance [14] and Walrus [15] respectively as internal 
image storage services, OpenNebula uses non-shared file systems [16] with transfer-
ring image via SSH for test purpose.  

5.2 Development and Deployment of Cloud Services 

The realistic services are the best way to show and demonstrate the CAL effects. In 
the direction, this section presents the development and deployment of cloud monitor-
ing service for distributed systems based on CAL. Additionally, the layering feature 
of the services is also demonstrated in the section.  

As Python language [17], the high-level abstraction layer is represented as a class 
(CAL) which provides the basic functions of VM. For each cloud infrastructure, we 
respectively define separate classes: Eucalyptus, OpenNebula and Opens-
tack, which are the drivers of these clouds. Each the class uses the middleware-
specific API and utility mechanisms (execution, transfer functionality) for the imple-
mentation. Structurally, the functions of the CAL class are derived from the separate 
classes. If we need to extend our implementation for a new cloud infrastructure, the 
only thing we have to do is to create the new derived class (driver) for its specific 
middleware functions. 

The case study carried out process of development and deployment of a concrete 
service using CAL. Inspired by the fact that most users need a cloud-based hosting for 
their applications, a webhosting was built. Purposes of the service are: 

• Providing a platform for development and deployment of web applications 
(e.g. websites or WordPress [18] blog). 

• The platform can be deployed into well-known clouds of CAL without any 
changes in its code. 

• Limiting interaction with VMs for the service user. 

The service is developed based on Apache web server (LAMP). It is an open source 
platform that uses Linux as OS, Apache as web server, MySQL as the relational data-
base management systems and PHP as the OOP language. The service class is  
programmed as follows:  
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class webhosting(CAL):   
      
 def setCloud(self, cloud): 
  CAL.setCloud(self, cloud) 
  
 def config(mysql_password): 
  … 
  
 def start(self, image, VM_type)       
      CAL.start(self, image, VM_type) 
 CAL.execute(self, 'install_LAMP_command')                     

The backup and restoration functionality also are written shortly inside the  
webhosting class:        

 def create_snapshot(self): 
     CAL.create_snapshot(self)      
 
  def restore_snapshot(self):                                    
     CAL.restore_snapshot(self) 
 
 def data_backup(self): 
  CAL.get_data(self, ' ') 
  
 def data_restore(self): 
  CAL.put_data(self, ' ') 

Besides fundamental functions such as setCloud(), config(), start(), 
stop(), create_snapshot() and restore_snapshot(), the webhosting 
provides specific function for web application developers, including: 

• data_backup() and data_restore() backs up/restores only user data (e.g. web 
pages) on the server to local. 

• upload() uploads files or web packages into the hosting server. The function 
will return URL of the websites. 

• run() runs web configuration commands on the server (e.g. changing directory 
name of the web package, copying files) 

• mysql_command() runs MySQL statements (e.g. creating database, username, 
password or setting access privilege for a database). 

 def upload(self, dir_package):  
  CAL.put_data(self, dir_package) 
  CAL.execute(self, ' ')                   
  
 def run(self, user_command): 
     CAL.execute(self, user_command)         
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 def mysql_command(self, MYSQL_statement): 
  CAL.execute(self, MySQL_statement)                                 

After development, the service can be deployed simply by running commands: 

service = webhosting() 
service.setCloud('cloud_name') 
service.config('mypass') 
service.start() 

At the time, users can use the hosting service through its existing functions. There 
are two types of web applications:  

• Flat sites are simple web pages. They are called flat because they do not use 
any database on the server. 

• Dynamic sites are built based on database. Examples of this type are e-
commerce websites, forums (content management system) and blogs. 

The webhosting service supports both types. For flat sites, web designers just use 
upload() function to upload their site packages into the server. Then, the webhost-
ing service will return URL for these sites. For example, a flat site with name “my-
site” is hosted on the server by: 

service.upload('mysite') 

For dynamic sites, developers can program new software layers by inheriting web-
hosting service functions. Each the new software layer serves a specific purpose of a 
dynamic site. In order to demonstrate expansibility of the webhosting service as well 
as CAL, we continue to develop a blog WordPress service dealing with the layer of 
webhosting. This service is inherited all existing functions and deployed on the server 
provided by the webhosting. The following presents some codes of it: 

class wordpress(webhosting):   
    
 def config(self, database_pass): 
  webhosting.mysql_command(self, ' ') 
 def start(self): 
  webhosting.run(self, 'install wordpress') 
  … 
 
 def stop(self): 
  … 

Blog users only have to enter password for their database on the server when creat-
ing their blogs. A blog is created simply by commands: 

blog = wordpress() 
blog.config('mysecret') 
blog.start() 
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In the studies, hosting service is the first software layer. According to the user re-
quirements, we can go further with providing many other hosting functions such as 
FTP transfer or phpMyAdmin [19] interface for MySQL databases. Meanwhile the 
WordPress service acts as second software layer (equivalent to Software as a Service - 
SaaS) over the first layer. We also can to deploy other SaaS services (wiki pages, 
forum for instance) based on the webhosting. The most important thing is the codes of 
both software layers can be deployed on any cloud infrastructures by changing the 
name of target cloud in the setCloud() function. Therefore, CAL enables the 
ability to deliver services among different clouds without any obstacle. Furthermore, 
users of the services do not need to worry about the VM management because the 
process of service deployment is automatic. 

5.3 Experimental Results 

To evaluate operation of webhosting service, WordPress service and CAL, the 
process of service deployment is tested on three existing cloud installations with vari-
ous VM types. The experimental measurement is repeated 20 times for each of the 
VM type of each cloud. The average values of deployment time that are summarized 
in Table 1. The duration time is calculated in seconds.  

Table 1. Deployment Time of cloud services 

 VM Type Webhosting WordPress 

OpenNebula 
small 655.718 113.014 

medium 666.898 112.128 
large 674.093 110.768 

Eucalyptus 
small 365.66 84.66 

medium 373.248 79.66 
large 388.702 78.652 

OpenStack 
small 215.7 48.495 

medium 225.132 46.215 
large 236.491 45.985 

The results also are illustrated by diagrams in Fig. 1 and Fig. 2. There are some ob-
servations that can be made from inspecting the results. First, CAL operates well with 
the well-known clouds. Second, the webhosting and WordPress service can be dep-
loyed on all these clouds. Third, in the case of comparison between clouds, deploying 
the webhosting service on OpenStack is faster than on Eucalyptus (approx. 41%) and 
OpenNebula (approx. 67%). The reason is that OpenNebula installation uses non 
shared file system and image is transferred between nodes via SSH. Additionally, 
while OpenStack is kept up-to-date with consecutive versions, Eucalyptus only sup-
ports open source with an old version. This is importance factor that can explain why 
OpenStack achieves higher performance than Eucalyptus cloud. Four, in the same 
cloud, since attributes of VM types are different. Therefore, deployment of the web-
hosting service into medium or large type is faster than small type. However, using 
medium and large VM, the process of service deployment is still slower because the 
VM startup needs more time. Finally, deploying WordPress on webhosting server of 
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OpenStack requires less time than Eucalyptus (approx. 43%) and OpenNebula (ap-
prox. 57%). Although the process of deploying services takes a long time. However, 
since the process is realized automatically, the time for deployment is always less 
than manipulation of the traditional approaches.  

 

Fig. 1. Deployment time of webhosting service 

 

Fig. 2. Deployment time of WordPress service 

6 Conclusion 

In this paper, we presented the novel approach for developing interoperable cloud-
based services that are treated as objects with strongly defined interfaces. The founda-
tion of the approach is a high-level abstraction layer that provides basic functionalities 
of VM for each known cloud middleware. Based on the layer, process of service de-
velopment and deployment is easier: developers will build their services by inheriting 
the existing functionalities of the abstraction layer without using any middleware 
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APIs as well as directly connecting to the VMs. Thus, developed services are inde-
pendent of infrastructures and they can be deployed on the diverse clouds. In this 
way, our approach enables the service interoperability, which is one of the invaluable 
features for cloud computing. 

Since CAL services are independent from underlying infrastructures, they can be 
published in a marketplace that allows other service developers or pure users to down-
load and use them without coding. Consequently, in the near future, we will continue 
to build the marketplace for CAL services. 

 
Acknowledgment. This work is supported by projects SMART II ITMS: 26240120029, 
CRISIS ITMS: 26240220060, VEGA No. 2/0054/12, CLAN No. APVV 0809-11.  

References  

1. Open Virtualization Format, http://www.dmtf.org/standards/ovf 
2. Distributed Management Task Force, http://dmtf.org 
3. Kecskemeti, G., Terstyanszky, G., Kacsu, P., Neméth, Z.: An Approach for Virtual Ap-

pliance Distribution for Service Deployment. Future Generation Computer Systems 27(3), 
280–289 (2011) 

4. Open Cloud Computing Interface, Open Grid Forum, http://occi-wg.org 
5. Open Grid Form, http://www.gridforum.org/ 
6. Edmonds, A., Metsch, T., Papaspyrou, A., Richardson, A.: Toward an Open Cloud Stan-

dard. Internet Computing 16(4), 15–25 (2012) 
7. Simple Cloud API, http://www.simplecloud.org  
8. Apache Deltacloud, http://deltacloud.apache.org 
9. Kawai, Y., Iwai, G., Sasaki, T., Watase, Y.: SAGA-based File Access Application over 

Multi-filesystem Middleware. In: 19th International Symposium on High Performance 
Distributed Computing, Chicago (2010) 

10. Apache Libcloud, http://libcloud.apache.org 
11. Amazon Web Service Marketplace, AWS,  

https://aws.amazon.com/marketplace 
12. VMware Virtual Appliance Marketplace, VMware,  

http://www.vmware.com/appliances 
13. StratusLab Marketplace, StratusLab, http://stratuslab.eu 
14. von Laszewski, G., Diaz, J., Wang, F., Fox, G.C.: Comparison of Multiple Cloud Frame-

works. In: Proceeding of IEEE Cloud 2012, pp. 734–741 (2012) 
15. Lonea, A.M.: A survey of management interfaces for eucalyptus cloud. In: Proceeding of 

7th IEEE International Symposium on Applied Computational Intelligence and Informatics 
(SACI), pp. 261–266 (2012) 

16. Wen, X., Gu, G., Li, Q., Gao, Y., Zhang, X.: Comparison of open-source cloud manage-
ment platforms: OpenStack and OpenNebula. In: Wen, X., Gu, G., Li, Q., Gao, Y., Zhang, 
X. (eds.) Proceeding of IEEE  9th International Conference on  Fuzzy Systems and Know-
ledge Discovery, pp. 2457–2461 (2012) 

17. Python programming language, http://python.org 
18. WordPress blog source, http://wordpress.org 
19. phpMyAdmin, http://phpmyadmin.net 



Agent Based Modeling of Ecodistricts

with Smart Grid

Murat Ahat, Soufian Ben Amor, and Alain Bui

Laboratory of PRiSM
University of Versailles St-Quentin-en-Yvelines

45 avenue des Etats-Unis, 78035 Versailles, France
murat.ahat@prism.uvsq.fr,

{soufian.benamor,alain.bui}@uvsq.fr

Abstract. Studies have been carried out on the different aspects of the
smart grid using models and simulations, however little is done to com-
bine those efforts to study the smart grid and ecodistrict in the same
context. In this paper we discuss the role of smart grid technologies in
an ecodistrict context and the mathematical tools such as complex net-
works theory and game theory for modeling smart grid and ecodistrict.
Further more, from a modeling point of view, we choose and discuss
the multiagent based modeling approach due to the complex and unpre-
dictable characteristics of the to be modeled system. With the help of
multiagent modeling guideline ASPECS, an example of ecodistrict model
is discussed, as well. The example can be extended to become a real world
model to study different problems in smart grid or ecodistrict designing.

Keywords: ecodistrict, smart grid, agent based modeling, game theory.

1 Introduction

Now we are living in an era that majority of world population lives in cities,
and those urban areas are expecting even more population growth. People are
facing with global problems like climate change, ever increasing demand for
energy resources and pollution, etc. The pressing nature of those problems are
urging people to manage resources more efficiently and decrease the ecological
harm. Ecodistricts try to provide solution to those problems at a neighborhood
level [29].

Ecodistricts are being experimented in different countries under diverse en-
vironments with dissimilar approaches, and have achieved various economical,
ecological and social successes. For instance, Portland’s ecodistricts and Stock-
holm’s ecodistricts are creating a new generation of integrated district-scale com-
munity investment strategies at a scale large enough to create significant social
and environmental benefits, but small enough to support quick innovation cy-
cles in public policy, governance, technology development and consumer behavior
[10,4]. Smart grid technologies play a key role in ecodistrict development by fa-
cilitating the pursuit of environmental and energy related goals of ecodistricts
[27,6,7].

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 307–318.
DOI: 10.1007/978-3-319-00293-4_23 c© Springer International Publishing Switzerland 2013
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Our goal in this paper is to layout the fundamentals for modeling smart grid
and ecodistricts, in order to help decision making through computer simulation
in ecodistrict and smart grid designing and development. Apart from address-
ing problems in modeling ecodistrict and smart grid, the example model is can
be easily extended to a complete model to study real world or academically
problems.

The paper is organized as the following: in section 2, we introduce basic con-
cepts of ecodistrict and smart grid; in section 3, we discuss theoretical approaches
for smart grid and ecodistrict modeling; in section 4, we propose a conceptual
ecodistrict model; and finally in section 5, we give the conclusion and future
directions.

2 Basic Concepts

In the previous section, we discussed shallowly the concepts of ecodistrict, smart
grid and their relations. In this section we introduce those concepts with some
illustrations and two case studies from Portland and Stockholm.

2.1 Smart Grid

The term smart grid is coined by Amin in 2005 [3]. Smart grid is a type of elec-
trical grid which attempts to predict and intelligently respond to the behavior
and actions of all electric power users connected to it - suppliers, consumers
and those that do both - in order to efficiently deliver reliable, economical and
sustainable electricity services [16]. Smart grid have three economic goals: to
enhance the reliability, to reduce peak demand and to reduce total energy con-
sumption. To achieve these goals, various technologies have been and are being
developed and integrated in the electrical network. It is not intended to replace
the current system of power grid but only to improve it.

Smart grid integrates advanced sensing technologies, control methods and in-
tegrated communications into current electricity grid both in transmission and
distribution levels [17,2]. Smart grid should have following key characteristics: (i)
self-healing; (ii) consumers motivation and participation; (iii) attack resistance;
(iv) higher quality power; (v) different generation and storage options; (vi) flour-
ished markets; (vii) efficiency and (viii) higher penetration of intermittent power
generation sources. Those key characteristics guarantee a economical, efficient
and reliable energy service, and by doing so, they also contribute to the energy
and ecological sustainability. In the next subsection, we will discuss the relations
between ecodistrict and smart grid.

2.2 Ecodistrict and Smart Grid

Ecodistrict is an urban planning aiming to integrate objectives of sustainable
development and reduce the ecological footprint of the project. Sustainable de-
velopment is a pattern of economic growth in which resource use aims to meet
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Fig. 1. Sustainability and Smart Grid

human needs while preserving the environment so that these needs can be met
not only in the present, but also for generations to come [20]. The ecological foot-
print is a measure of human demand on the Earth’s ecosystems. To attain those
two goals, ecodistricts depend not only on technologies such as smart grid, waste
treatment and green infrastructures, but also on active community participation.

Smart grid plays a significant role in ecodistrict, for it provides efficient, reli-
able and sustainable energy to the residents of the district. On the other hand,
the active participation of the community facilitates the realization of smart
grid goals such as energy usage efficiency and reliability. The relationship be-
tween sustainability and smart grid is shown in figure 11. We can see that the
intersection among transportation, built environment and electricity composes
smart grid and sustainability lies at the heart of the intersection. In the next
subsection, two ecodistrict cases will further illustrate the importance of smart
grid in ecodistrict.

2.3 Ecodistrict Cases

Portland’s Ecodistricts. To test the ecodistrict approach, Portland sustain-
ability institute partnered with the city of Portland in 2009 to launch five
Portland pilot districts as sustainability innovation zones where the latest in
community organizing, business practices, technology and supportive public pol-
icy comes together to drive ambitious sustainability outcomes. Over a three-
year period, district stakeholders have agreed to work with their neighbors
to set rigorous goals, develop a road map and implement projects. Their ap-
proach emphasizes on the whole system integration, faster investment cycles
and community engagements [10]. Even though the five ecodistricts are long
term projects and far from being finished, they have already begun to provide
valuable experiences and inspirations to other cities, attracted numerous invest-
ments, and achieved various economical and social successes. Besides, Portland
sustainability institute organizes the annual ecodistricts summit since 2010, which

1 From John Thornton’s presentation: Solutions for Sustainability.
http://cleanfuture.us/2009/04/solutions-for-sustainability-2
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is an international platform for experience exchange and discussion on
ecodistricts.

Stockholm’s Ecodistricts. The ecodistrict of Hammarby Sjöstad, situated to
the south of Stockholm’s city center, was one of the first such districts to im-
plement a holistic environmental vision incorporating aspects relating to waste,
energy and water as part of one sustainable system. This vision is encompassed
within the “Hammarby Model” an eco-cycle which promotes the integration of
various technical supply systems, so that the waste from one system becomes a
resource for another. The district has since become a model for the application
of integrated urban planning throughout the world [4].

The Norra Djursgardsstaden development, also known as Stockholm Royal
Seaport, is a brownfield rehabilitation project whose planned completion date is
2025. The area will include 10,000 dwellings and 30,000 office spaces, following
the same mixed use concept as Hammarby Sjöstad. In terms of planned infras-
tructure, it places the same emphasis as Hammarby Sjöstad on public transport
links as well as cycling and walking. It includes in its design many cutting-edge
technologies, such as smart grid, electric vehicle charging, and renewable energy
integration. It aims to become fossil fuel free by 2030, before the rest of the
city. Norra Djursgardsstaden’s energy consumption target is higher than that
of Hammarby Sjöstad, at 55 kWh/m2/year, and it reached a decision on the
environmental profile of the area at the very beginning of the project, showing
Stockholm derived some useful lessons from the implementation of the Ham-
marby Sjöstad project. In figure 2, a smart grid network consisting of elements
in Nurra Djursgardsstaden is shown [26].

3 Theoretical Approaches

After familiarizing with smart grid and ecodistrict concepts, in this section we
discuss the ecodistrict and smart grid modeling approaches and theoretical tools.
Before going into the details, let us recall the complex system definition. New
England complex system institute2 gives a simple definition of complex system :
“complex systems is a new field of science studying how parts of a system give rise
to the collective behaviors of the system, and how the system interacts with its
environment”. Complex system study embraces not only traditional disciplines
of science, but also engineering, management, and medicine as well.

Smart grid itself is regarded as a complex system due to its heterogeneous ac-
tors, dynamic, complex interactions among them, and self healing, self organizing
characters [14,22], let alone adding ecodistrict specific elements like community
behavior, waste treatment and green infrastructures. Thus we can consult com-
plex system approach in modeling smart grid and ecodistrict. The rest of this
section justifies our agent based approach in modeling smart grid and ecodis-
trict, then introduces how complex networks and game theory provide answers
to different problems in smart grid modeling.

2 http://www.necsi.edu: visited May 2012.
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Fig. 2. Smart grid and Norra Djursgardsstaden ecodistricts: 1-smart home; 2-
distributed generation; 3-electric vehicles; 4-energy storage; 5-smart harbor; 6-smart
substation; 7-smart grid lab

3.1 Agent-Based Modeling and Simulation

Modeling an ecodistrict or smart grid will allow us through computer simulation
to help decision making in designing and development of ecodistricts. Figure
3 shows the process of modeling and simulation [24,8]. Starting from a real
world problem, first a conceptual model, which is the simplified representation
of real world problem, is conceived. Then a computer model is created from this
conceptual model, to simulate the problem. By studying the simulation results,
we can have better understanding of the real world problem. We should also
note that this process is not a linear one.

Agent based modeling and simulation (ABMS) is a relatively new modeling
paradigm. It has strong roots in multi agent systems, and robotics in artificial
intelligence, but its main roots are in modeling human social behavior and in-
dividual decision making [18]. In complex system science, the underlying notion
that “systems are built from bottom-up” and the study of “how complex be-
haviors arise from among autonomous agents”, make ABMS as a favorable can-
didate for modeling and simulation. Many different developments are achieved
using ABMS in various disciplines like artificial intelligence, complexity science,
game theory and social science, etc. Agents are the building blocks of ABMS,
they have properties like: reactiveness, autonomous, spatial awareness, ability
to learn, social ability, etc. Hence, agent based models are decentralized mod-
els. In ABMS, global system behaviors are defined at individual level and emerge
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Fig. 3. The cycle of modeling and simulation

as a result of individual agent interactions. That is why ABMS is also called
bottom-up approach [19,9]. This means that a system can be modeled starting
from actors inside the system, and local interactions among them. This also ex-
plains why agent based modeling is widely used in modeling complex systems.
To effectively and correctly model agent interactions and connections, we need
to integrate other mathematical modeling tools into ABMS, which will be intro-
duced in the following subsections.

3.2 Complex Networks Theory

Networks are representations of relation or interaction structure among entities.
To study real world networks, different models have been proposed and stud-
ied thoroughly. Erdös and Rényi (1959) suggested the modeling of networks as
random graphs [12]. In a random graph two pair of nodes are connected with
probability p. This leads to a Poisson distribution when considering the numbers
of connections of the nodes. However, the study of real world networks has shown
that the degree distribution actually follows a power law [1]. Those networks are
called scale free networks. For example, airline networks, metabolic networks,
citation networks and even power grid networks are scale free networks.

In [28], the authors demonstrated that the real world power grid networks fol-
low a exponential degree distribution, see figure 4. This indicates that complex
networks can be used to model the topology of the power grids and information
flow in smart grids. In other words, in an agent based model of smart grid, the
agent networks can be effectively modeled by complex networks. The “Ham-
marby” model of Stockholm (section 2.3) shows several possible networks in an
ecodistrict other than electricity network. Those should be taken into account
in modeling according to the requirements of the system. Even if there is no
relative studies about those networks, depending on their complexity a simple
graph or complex networks approach should be enough to model them.
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Fig. 4. Exponential degree distribution of Italian, UK and Ireland, European (UCTE)
power grid networks [28]

In [30,13], the authors discussed the other applications of complex networks in
smart grid systems, such as vulnerability analysis, data streaming mining, fault
detection and early warning.

3.3 Game Theory

Game theory is the study of problems of conflict and cooperation among inde-
pendent decision-makers. Its related areas are the differential games, the optimal
control theory and the mathematical economics. It has played a substantial role
in economics [5,21] and has been applied to application areas as defense strat-
egy and public policy analysis among other areas. We can view the runs of a
multi-agent models as a game where the agents are considered as the players of
the game and their interactions as resulting of their own strategies. Agents can
be in conflict of interest, which is modeled by game theory to find equilibrium
and to compute expected outcome of any of the players: in this case, players do
not cooperate and this kind of game is called non-cooperative game. If players
accept to cooperate, we are lead from situations of conflict to situations of ne-
gotiation. In this case, the game is called a cooperative game, the players can
form coalitions to achieve their outcome [23].

Saad et al. in [25] provided a comprehensive account of game theory appli-
cation in smart grid systems, tailored to the interdisciplinary characteristics of
these systems that integrate components from power systems, networking, com-
munications and control. Authors overviewed the potential of applying game
theory for addressing relevant and timely open problems in three emerging areas
that pertain to smart grid: micro-grid systems, demand-side management, and
communications. In [22,14], authors also emphasized the potential of game the-
ory in smart grid modeling, notably the network of games. Another advantage of
the game theory is that we can seamlessly integrate the game theoretic solutions
into the agent based models at agent and network level to describe dynamic local
rules as well as the intelligence of the agents.
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4 Agent Based Model and ASPECS

In the previous section, we described theoretical approaches for modeling smart
grid and ecodistrict. In this section we discuss a conceptual model for ecodistricts
and smart grids, following ASPECS3 guideline. ASPECS stands for “Agent-
oriented Software Process for Engineering Complex Systems”, so it is proposed to
address the problems of modeling complex systems using agent based approach.
ASPECS is based on a holonic organizational metamodel and provides a step-
by-step guide from requirements to code allowing the modeling of a system at
different levels of details using a set of refinement methods [11]. The life cycle
of ASPECS consists in three phases: system requirement analysis, agent society
design and implementation and deployment. Each phase is again divided into
several steps, and work products are presented using UML, sometimes with
extensions or modifications. In the rest of this section, we will discuss those
three phases with an example. The model can not be discussed and presented
in length, but it will provide a base for agent based ecodistrict and smart grid
model.

4.1 System Requirement Analysis

The System Requirements phase aims at identifying a hierarchy of organizations,
whose global behaviors may fulfill the system requirements under the chosen per-
spective [11]. This consist in describing domain requirements, problem ontology,
organization, identifying capacities, roles, scenarios and interactions. The prod-
ucts of those steps are presented with UML diagrams.

Let’s consider an example of modeling an ecodistrict with smart grid elements.
After consulting experts and literature study, the requirements of the model has
become clear, and it is described in the figure 5 From the figure, we can see that
this model should be able to simulate mainly electricity usage and distribution,
and it should take into account the environmental factors. The electricity usage
and distribution is then divided into small parts like district electricity usage,
railway station usage, distributed generation, and electricity storage, etc. It is
also noted that the system should be able to save and visualize the results.

In figure 6, part of the possible ontology diagram is shown. The concepts and
actions are represented with UML class, and their relationships are depicted
with links. In the figure, concepts surrounding electric vehicle (EV) is shown.
For example, EV belongs to “transport concept”, and associated with “street”
and “EV park”. While an EV moves on a street, it consumes electricity. On the
other hand, EV demands electricity from EV park, and EV park provides EV
with electricity.

Continuing those diagrams, we may identify organizations, capacities, roles;
describe scenarios and interactions between roles. Those steps help us clarify our
own vision of the problem at hand, and pave the way to designing agents and
their interactions in the next phase.

3 http://www.aspecs.org
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Fig. 5. Domain requirement description

Fig. 6. Problem ontology description

4.2 Agent Society Design

The second phase is the Agent Society Design phase which aims at design-
ing a society of agents whose global behaviors is able to provide an effective
solution to the problem described in the previous phase and to satisfy associ-
ated requirements. This phase is further divided into several steps as identifying
agents and their contents, describing role behaviors, communication protocols
and agent plans, etc. Again, the results of those products are presented with UML
diagrams.

In figure 7, agent identification diagram is shown. There are eight agents are
shown with their goals. For example, railway station agent can do three things:
providing electricity usage flexibility, demand electricity, and electricity usage.
According to the diagram, we can further define their inner architectures, their
interactions, and algorithms. At the end of this phase, we will have a complete
design of the model and will be ready to implement and deploy it.
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Fig. 7. Agent Identification

4.3 Implementation and Deployment

The third and last phase, namely Implementation and Deployment firstly aims
at implementing the agent-oriented solution designed in the previous phase by
deploying it to the chosen implementation platform. Secondly, it aims at detailing
how to deploy the application over various computational nodes. This phase also
depends on the platform of choice in which we will implement the model and on
which we will deploy it. Nevertheless, the various steps in this phase, provides
the designers and developers with thorough guideline to develop, test and deploy.
There are different multiagent platforms and designing tools available, some are
open source, some are propriety tools. Here we list two platforms, one is ASPECS
compatible, and another one is beginner friendly.

The first choice of development platform of ASPECS is Janus4. It is a rather
new multiagent platform, it supports the concepts discussed in ASPECS such
as roles, capacities and organizations. In addition, it natively manages the holon
concept to deal with hierarchical complex systems. It is open source and imple-
mented in java 1.6. Only constraint of this platform is the lack of user interface
and visualization design toolkits. Another interesting platform is Repast5, which
is also java based and open source platform. It is academically widely used,
and easy to design data visualization and graphical user interfaces. Thanks to
its modularity, it is easy to integrate other visualization tools, data analysis
libraries.

4 http://www.janus-project.org
5 http://repast.sourceforge.net



Agent Based Modeling of Ecodistricts with Smart Grid 317

5 Conclusion and Perspectives

In this paper, we discussed the fundamentals for modeling smart grid enabled
ecodistrict. After introducing the basic concepts of smart grid and ecodistrict,
we discussed the theoretical approaches for modeling and simulation of ecodis-
tricts and smart grids. Due to the complex system nature of ecodistrict and
smart grid, we proposed agent based modeling approach. Besides, we discussed
complex networks and game theory and their applicability in dealing with cer-
tain problems smart grid modeling. At the end, we discussed an example model
of smart grid in an ecodistrict following ASPECS methodology. Even if some
details are omitted from the example, it demonstrates how to design a model by
thinking in agents, and it can be starting point for a smart grid or an ecodistrict
model.

This work paves way to developing a real model of a smart grid or an ecodis-
trict. Here we list three possible continuation:

– Smart grid at a district level. This should permit to study possible smart
grid implementation at a district level and its possible outcomes.

– Electirc vehicle to grid model [15]. This allows to study how to integrate
electric vehicles into a smart grid and what are the benefits of integration.

– An ecodistrict model. The example can be extended by adding heating net-
work and waste treatment network to model an ecodistrict. This will help
decision making in planning and designing an ecodistrict.
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Abstract. In this paper, a Cloud-based Data Warehousing Application
(CDWA) Framework is proposed to handle multi levels in structures
of data management systems, i.e. global data warehouse and its data
marts on the clouds. First, a Cloud-based Multidimensional Model, i.e.
dimensions and theirs related concepts, variables or facts, data cubes,
is specified in a very formal manner. Afterwards, to fulfill global and
regional specific requirements of data management systems, the Cloud-
based Data Warehousing Application Framework and its classes of ser-
vices are modeled by using UML (Unified Modeling Language) to design
a centralized global data warehouse and its local regional data marts. In
this context, an implementation example is presented in order to proof
of our conceptual framework.

Keywords: DataWarehousing (DHW), OLAP, CDWA Framework, Mul-
tidimensional Data Model, UML, ETL.

1 Introduction

Multidimensional data analysis, as supported by OLAP (Online Analytical Pro-
cessing), requires the computation of many aggregate functions over a large
volume of historically collected data [15]. In this context, as a collection of data
from multiple sources, integrated into a common repository and extended by
summary information, data warehousing (DWH) workloads usually consist of
a class of queries typically interleaved with group-by and aggregation OLAP
operators [10].

There arise a few data cubing architecture variations which make Web re-
porting and data analysis deployment scenarios an integral part of workgroup
collaboration [15], i.e. cubes can be dynamically generated, using parameters
specific to the user when the request is submitted. However, user requirements
and constraints frequently change over time and ever-larger volumes of data and
data modification, which may create a new level of complexity [16], maintain-
ing multiple copies of the same data across multiple cubes for different kinds
of business requirements. In order to achieve a truly open data place, we need

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 319–327.
DOI: 10.1007/978-3-319-00293-4_24 c© Springer International Publishing Switzerland 2013
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standardized and robust descriptions of data cubing services [16], making easier
the processes of configuration, implementation and administration of data cubes
in heterogeneous environments with various deployment support.

To solve the above challenge, cloud computing, which is a new computing
paradigm to provide reliable, customized and QoS guaranteed dynamic comput-
ing environments for end-users [3,6], is considered as an option. Cloud computing
delivers infrastructure, platform, and software (application) as services, which
are made available as subscription-based services in a pay-as-you-go model to
consumers. These services in industry are respectively referred to as Infrastruc-
ture as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service
(SaaS) [12]. According to [3], cloud computing, the long-held dream of comput-
ing as a utility, has the potential to transform a large part of the IT industry,
making software even more attractive as a service.

In this paper, to handle multi levels in structures of data management systems,
i.e. global data warehouse and its data marts on the clouds, a cloud-based data
warehousing application framework, namely CDWA, is proposed. First a multi-
dimensional data model is formulated in a very formal manner in the context of
cloud-based data warehousing systems. Afterwards, to fulfill global and regional
specific requirements of a class of data management systems, the Cloud-based
Data Warehousing Application Framework and its classes of services are modeled
by using UML (Unified Modeling Language) to design a centralized global data
warehouse and its local regional data marts. In this context, an implementation
example is presented in order to proof of our conceptual framework.

The rest of this paper is organized as follows: section 2 introduces some
approaches and projects related to our work; in section 3, an introduction of
cloud-based multidimensional data models and CDWA framework concepts will
be presented. Section 4 will show our implementation results in term of typical
case studies. At last, section 5 gives a summary of what have been achieved and
future works.

2 Related Work

Our approach is rooted in several areas of cloud intelligence research, including
the trends and concepts, the combined use of cloud computing and data ware-
housing technologies in supporting cloud intelligent systems. With the amount
of data generated on the clouds increasing continuously, delivering the right and
sufficient amount of information at the right time to the right business users has
become more complicated and critical [13,14].

Cloud computing has developed quickly, with companies such as Amazon,
Google and Salesforce.com getting ahead of the information technology infras-
tructure stalwarts such as HP, IBM, Microsoft, Dell, EMC, Sun and Oracle
[3,12]. The latter are certainly participating, but doing so more behind the scenes
notwithstanding some high profile press releases. More and more enterprise solu-
tions and platforms for Business Intelligence have been developed such as IBM
DB2 with Business Intelligence Tools, Microsoft SQL Server, Teradata Ware-
house, SAS, iData Analyzer, Oracle, Cognos, Business Objects, etc.[3,4,11,13].



Cloud-Based Data Warehousing Application Framework 321

These applications and systems are aimed to empower businesses by provid-
ing direct access to information used to make decisions, create more effective
plans and respond more quickly to problems and opportunities [14]. Thus, this
approach effectively and efficiently leverages the data resources to satisfy their
requirements for analysis, reporting and decision making process.

In the context of the GAINS model [2,1,6], the model covers a wider range
of pollutants, and it also includes structural changes in the energy systems such
as energy efficiency improvements and fuel substitution as means for emission
reductions. It models the impacts of emission control measures on multiple pollu-
tants (co-control) for a wide range of mitigation options in the energy, industrial,
waste and agricultural sectors.

This paper focuses on integrating cloud computing and data warehousing tech-
nologies to facilitate the larger reusability of the CDWA framework. Specifically,
we also introduce the modeling of conceptual architectural artifacts and their
relationships, which formalization enables the design reusability and consistent
development of GAINS systems.

3 Cloud-Based Multi Dimensional Data Model

On the basis of mathematical modeling, Cloud-based Multi Dimensional Data
Model is formally defined, with the objectives of setting design alternatives in the
context of Multi Dimensional Data Model previously described in [7]. The aim of
this conceptual model is to provide an extension of the standard data model used
in the literature by cloud-based modeling aspects, and to connect the defined
model with GAINS-specific mathematical models in the implementation result
section. The related concepts of: dimensions, i.e. dimension hierarchical domains,
levels, schema; facts; and data cubes could be found in [7].

3.1 Conceptual Model

First we formulate a Cloud-based Multi Dimensional Data Model as follows:

G = 〈D,L, V, C〉 (1)

where:

– D = {D1, .., Dn} is a set of dimensions.
– L = {L1, .., Lm} is a set of dimension levels.
– V = {V1, .., Vl} is a set of variables or facts.
– C = {C1, .., Ck} is a set of data cubes.

Furthermore, a dimension Di is a tuple < DSi, DMi >, where:

– DSi =
{
Li
1 ≺ Li

2..
}
⊂ L is a dimension schema

– DMi is a hierarchical domain of dimension Di [7].
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In this context, each data cube Cj could be seen as follows:

– Cj is a tuple < CSj , CMj >
– CSj =

{
DS1, .., DSń, V1, ..Vĺ

}
is a data cube schema.

– CMj is a hierarchical domain of data cube Cj [7].

The above specification allows us to define a set of cloud-based data marts,
denoted by M, as follows:

∀Mx ∈M,Mx = 〈Dx, Lx, V x, Cx〉 (2)

3.2 Cloud-Based Data Mart Services

In this section, we define two main services, namely MSchema and MData. The
two services will be applied at the global data warehouse to map from global
schema to a specific data mart schema as well as to generate data cubes of the
data marts based on the global data cube set. We formulate the two services as
follows:

– MSchema(Mx) =< Dx, Lx, V x > where:
• Dx ⊂ D,Lx ⊂ L,V x ⊂ V .
• Furthermore, ∀Dx

i ∈ Dx, ∃Di ∈D, and DSx
i = DSi ∩ Lx.

– MData(Mx) = Cx ⊂ C.

3.3 Cloud-Based Data Warehousing Application Framework

In this section, a Cloud-based DataWarehousing Application Framework is intro-
duced to specifying based components, includingGlobalMultidimensional Schema
and Database, Data Mart and Linked services. The framework is modeled by us-
ing UML as shown in figure 2. In this paper, we would like to focus in the global
data warehouse and its specified data mart services. Specifications about data
sources and ETL (extract-transform-load) services could be found in [5].

Fig. 1. The Cloud-based Data warehousing Application Framework
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3.4 Global Data Warehousing Services

These services are used to model the global data warehouse and its components.

Global Schema Services. These services are used to specify global business
multidimensional model, i.e. modeling dimensions, variables or facts. The speci-
fication of dimensions and variables has been introduced in [7] and summarized
in section 3. In this context, a Global Schema object contains a set of Dimen-
sions, each of which consists a set of Dimension Levels. Furthermore, the Global
Schema object still has a set of Variable ones. The detail designs of Dimension
and Variable classes could be found in [7].

Global Multidimensional Database Services. This class is used to generate
fact tables and their related data cubes at a global data warehouse. Data from
Data Sources could be integrated by using ETL Process. Full description about
data sources as well as ETL process have been introduced in [8].

Data Mart Services. A data mart is designed as an instance of the Data
Mart class. This means a data mart has it own Local Schema, which inherits
from the Global Schema class. This allows that the structure of a regional data
mart could be specified in this class by using the following steps:

– Local Schema definition. This step is used to specify business model of a
local data mart. A subset of dimensions D and a subset of variables V will be
assigned to the local data mart. Based on this information, data granularity
(according to Dimensional Levels) will be selected.

– Dimension definition. Each dimension of the local data mart will be specified
by selecting a subset of levels and by generating dimensional domain of its
global dimension.

– Variable definition. A variable domain will be defined as a subset of it global
one according to its related dimensions designed in the above step.

– Fact table generation. This step will generate fact table based on its dimen-
sions, variables and its global fact table.

– Data Cube pre-calculated. Data cubes of the data mart will be calculated
based on the fact table and regional specific requirements.

Linked Data Marts. A Linked Data Mart object holds information about a
related set of data marts. In this context, a child data mart could be defined based
on its parent one instead of based on the global data warehouse. This function is
very useful for a group of regional data marts, e.g. from national to city levels.

4 GAINS Data Warehousing System: An Implementation
Example of CDWF

In this section, the requirements of GAINS [2,9] will be introduced as a specific
case study of CDWA. The GAINS model explores cost-effective emission con-
trol strategies to reduce greenhouse gases and/or improve local and regional air
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quality [2,9]. By selecting a smart mix of measures, countries can reduce air
pollution control costs as well as cut greenhouse gas emissions. The above figure
shows the GAINS cloud data warehouse portal which provides access to a GAINS
global data warehouse and a number of GAINS regional data marts including:

– A global data warehouse, namely GAINS DWH is developed by collecting
data from available international emission inventories and on national infor-
mation supplied by individual countries. It is the global data warehouse in
our cloud data warehouse application framework and used to configure and
generate regional data warehouse(s) as required.

– For European countries where GAINS is used extensively by Member States
of the EU and the European Commission to develop cost-effective strategies
to reduce the environmental impact of air pollutions.

– For China and Asia, where GAINS DWH is being used to explore sustainable
development pathways for the future. It is a typical example of developing
Linked Data Mart concept, which is used to generate Chinese data mart
from Asia one. Figure 3 shows the emission calculation by country in the
Asia data mart, while figure 4 illustrates the Difference in emissions between
the baseline and the Air quality scenarios in 2020 of Beijing calculated by
Chinese data mart.

Fig. 2. GAINS Cloud-based Data warehousing systems

Fig. 3. Total Emissions of SO2 by Japan and China
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Fig. 4. Difference in emissions between the baseline and the Air quality scenarios in
2020 of Beijing calculated by Chinese data mart

5 Conclusions and Future Works

In this paper, the CDWA framework with its concepts, i.e. cloud-based multi-
dimensional data models, data marts, multi linked data marts with a variety of
different domain-specific methodologies, has been introduced to support the ex-
perts for better business decisions. Moreover, the case studies of GAINS model,
which has been introduced as an instance of just-specified framework, are pre-
sented as a suite to make available and to compare the implications of the outputs
of different system models working at various spatial and temporal scales.
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In the near future, the pursuit of semantic technologies will be used to enhance
the efficiency and agility of CDWA solution, i.e. representation of data combi-
nation and constrains. Moreover, mathematical optimization and data mining
algorithms will be adapted for multidimensional analysis of integrated data from
heterogeneous sources in university environment.
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Abstract. We present the first tableau method with an ExpTime (op-
timal) complexity for checking satisfiability of a knowledge base in the
description logic SHIQ. The complexity is measured using binary rep-
resentation for numbers. Our method is based on global state caching
and integer linear feasibility checking.

1 Introduction

Automated reasoning in description logics (DLs) has been an active research
area for more than two decades. It is useful, for example, for the Semantic Web
in engineering and querying ontologies. One of basic reasoning problems in DLs
is to check satisfiability of a knowledge base in a considered DL. Most of other
reasoning problems in DLs are reducible to this one. In this chapter we study the
problem of checking satisfiability of a knowledge base in the DL SHIQ, which
extends the basic DL ALC with transitive roles, hierarchies of roles, inverse roles
and quantified number restrictions.

Tobies in his PhD thesis [7] proved that the problem is ExpTime-complete
(even when numbers are coded in binary). On page 127 of [7] he wrote: “The
previous ExpTime-completeness results for SHIQ rely on the highly inefficient
automata construction of Definition 4.34 used to prove Theorem 4.38 and, in the
case of knowledge base reasoning, also on the wasteful pre-completion technique
used to prove Theorem 4.42. Thus, we cannot expect to obtain an implementa-
tion from these algorithms that exhibits acceptable runtimes even on relatively
“easy” instances. This, of course, is a prerequisite for using SHIQ in real-world
applications.”

Together with Horrocks and Sattler, Tobies therefore developed a tableau
decision procedure for SHIQ [3,7]. Their decision procedure has a non-optimal
complexity (NExpTime) when unary representation is used for numbers, and
has a higher complexity (N2ExpTime) when binary representation is used.

As SHIQ is a well-known and useful DL, developing a complexity-optimal
tableau decision procedure for checking satisfiability of a knowledge base in
SHIQ is very desirable. In this chapter we present the first tableau method with
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an ExpTime (optimal) complexity for checking satisfiability of a knowledge base
in the DL SHIQ. The complexity is measured using binary representation for
numbers. Our method is based on global state caching [2,5] and integer linear
feasibility checking.

We are aware of only Farsiniamarj’s master thesis [1] (written under supervi-
sion of Haarslev) as a work that directly combines tableaux with integer program-
ming. Some related works are discussed in that thesis and we refer the reader
there for details. In [1] Farsiniamarj presented a hybrid tableau calculus for the
DL SHQ (a restricted version of SHIQ without inverse roles), which is based on
the so-called atomic decomposition technique and combines arithmetic and logi-
cal reasoning. He stated that “The most prominent feature of this hybrid calculus
is that it reduces reasoning about qualified number restrictions to integer linear
programming. [. . . ] In comparison to other standard description logic reasoners,
our approach demonstrates an overall runtime improvement of several orders of
magnitude.” [1]. On the complexity matter, Farsiniamarj wrote “the complexity
of the algorithm seems to be characterized by a double-exponential function” [1,
page 79]. That is, his algorithm for SHQ is not complexity-optimal.

Our method of exploiting integer linear programming is different from
Farsiniamarj’s one [1]: in order to avoid nondeterminism, we only check fea-
sibility but do not find and use solutions of the considered set of constraints.

Due to the lack of space, in this chapter we restrict ourselves to introducing
the problem of checking satisfiability of a knowledge base in the description logic
SHIQ and presenting some examples to illustrate our tableau method. For a
full description of a tableau decision procedure with an ExpTime complexity
for the problem together with proofs we refer the reader to our manuscript [6].

2 Notation and Semantics of SHIQ
Our language uses a finite set C of concept names, a finite set R of role names,
and a finite set I of individual names. We use letters like A and B for concept
names, r and s for role names, and a and b for individual names. We refer to A
and B also as atomic concepts, and to a and b as individuals.

For r ∈ R, let r− be a new symbol, called the inverse of r. Let R− = {r− |
r ∈ R} be the set of inverse roles. For r ∈ R, define (r−)− = r. A role is any
member of R ∪R−. We use letters like R and S to denote roles.

An (SHIQ) RBox R is a finite set of role axioms of the form R * S or
R ◦R * R. We say that R is a subrole of S (w.r.t. R) if there are roles R0 = R,
R1, . . . , Rk−1, Rk = S, where k ≥ 0, such that, for every 1 ≤ i ≤ k, Ri−1 * Ri

or R−
i−1 * R−

i is an axiom of R. We say that R is a transitive role (w.r.t. R) if
R ◦R * R or R− ◦ R− * R− is an axiom of R. A role is simple (w.r.t. R) if it
is neither transitive nor has any transitive subroles (w.r.t. R).

Concepts in SHIQ are formed using the following BNF grammar, where n is
a nonnegative integer and S is a simple role:

C,D ::= + | ⊥ | A | ¬C | C �D | C �D | ∃R.C | ∀R.C | ≥nS.C | ≤nS.C
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We use letters like C and D to denote arbitrary concepts.
A TBox is a finite set of axioms of the form C * D or C

.
= D.

An ABox is a finite set of assertions of the form a :C, R(a, b) or a � .= b.
A formula is defined to be either a concept or an ABox assertion.
A knowledge base in SHIQ is a tuple 〈R, T ,A〉, where R is an RBox, T is

a TBox and A is an ABox.
We say that a role S is numeric w.r.t. a knowledge base KB = 〈R, T ,A〉 if: it

is simple w.r.t. R and occurs in a concept ≥nS.C or ≤nS.C in KB ; or S *R R
and R is numeric w.r.t. KB ; or S− is numeric w.r.t. KB . We will simply call
such an S a numeric role when KB is clear from the context.

An interpretation I = 〈ΔI , ·I〉 consists of a non-empty set ΔI , called the
domain of I, and a function ·I , called the interpretation function of I, that
maps each concept name A to a subset AI of ΔI , each role name r to a binary
relation rI on ΔI , and each individual name a to an element aI ∈ ΔI . The
interpretation function is extended to inverse roles and complex concepts as
follows, where %Z denotes the cardinality of a set Z:

(r−)I = {〈x, y〉 | 〈y, x〉 ∈ rI} +I = ΔI ⊥I = ∅
(¬C)I = ΔI − CI (C �D)I = CI ∩DI (C �D)I = CI ∪DI

(∃R.C)I =
{
x ∈ ΔI | ∃y

[
〈x, y〉 ∈ RI and y ∈ CI]}

(∀R.C)I =
{
x ∈ ΔI | ∀y

[
〈x, y〉 ∈ RI implies y ∈ CI]}

(≥nR.C)I =
{
x ∈ ΔI | %{y | 〈x, y〉 ∈ RI and y ∈ CI} ≥ n

}
(≤nR.C)I =

{
x ∈ ΔI | %{y | 〈x, y〉 ∈ RI and y ∈ CI} ≤ n

}
.

Note that (r−)I = (rI)−1 and this is compatible with (r−)− = r.
The relational composition of binary relations R1, R2 is denoted by R1 ◦ R2.
An interpretation I is a model of an RBox R if for every axiom R * S (resp.

R ◦R * R) of R, we have that RI ⊆ SI (resp. RI ◦RI ⊆ RI).
An interpretation I is a model of a TBox T if for every axiom C * D (resp.

C
.
= D) of T , we have that CI ⊆ DI (resp. CI = DI).
An interpretation I is a model of an ABox A if for every assertion a :C (resp.

R(a, b) or a � .= b) of A, we have that aI ∈ CI (resp. 〈aI , bI〉 ∈ RI or aI �= bI).
An interpretation I is a model of a knowledge base 〈R, T ,A〉 if I is a model

of all R, T and A. A knowledge base 〈R, T ,A〉 is satisfiable if it has a model.

3 A Tableau Method for SHIQ
We define tableaux as rooted graphs. Such a graph is a tuple G = 〈V,E, ν〉,
where V is a set of nodes, E ⊆ V × V is a set of edges, ν ∈ V is the root, and
each node v ∈ V has a number of attributes. If there is an edge 〈v, w〉 ∈ E then
we call v a predecessor of w, and call w a successor of v. Attributes of tableau
nodes are:
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– Type(v) ∈ {state, non-state}.
– SType(v) ∈ {complex, simple} is called the subtype of v.
– Status(v) ∈ {unexpanded, p-expanded, f-expanded, incomplete, closed, open},

where p-expanded (resp. f-expanded) means partially (resp. fully) expanded.
– Label(v) is a finite set of formulas. The label of a complex node consists of

ABox assertions, while the label of a simple node consists of concepts.
– RFmls(v) is a finite set of formulas, called the set of reduced formulas of v.
– StatePred(v) ∈ V ∪ {null} is called the state-predecessor of v. It is available

only when Type(v) = non-state. If v is a non-state and G has no paths
connecting a state to v then StatePred(v) = null. Otherwise, G has exactly
one state u that is connected to v via a path not containing any other states,
and we have that StatePred(v) = u.

– ATPred(v) ∈ V is called the after-transition-predecessor of v. It is available
only when Type(v) = non-state and SType(v) = simple. In that case, if
v0 = StatePred(v) (�= null) then there is exactly one successor v1 of v0
such that every path connecting v0 to v must go through v1, and we have
that ATPred(v) = v1. We define AfterTrans(v) = (ATPred(v) = v). If
AfterTrans(v) holds then v has exactly one predecessor u and u is a state.

– CELabel (v) is a tuple 〈CELabelT (v),CELabelR(v),CELabelI (v)〉 called the
coming edge label of v. It is available only when AfterTrans(v) holds.
• CELabelT (v) ∈ {testingClosedness, checkingFeasibility},
• CELabelR(v) ⊆ R ∪R− (is a set of roles),
• CELabelI (v) ∈ I ∪ {null}.

– FmlsRC (v) is a set of formulas, called the set of formulas required by
converse (inverse) for v. It is available only when Type(v) = state and
Status(v) = incomplete.

– FmlFB(v) is a formula, called the formula for branching on at v. It is avail-
able only when Type(v) = state and Status(v) = incomplete.

– ILConstraints(v) is a set of integer linear constraints. It is available only
when Type(v) = state. The constraints use variables xw indexed by suc-
cessors w of v with CELabelT (w) = checkingFeasibility. Such a variable xw
specifies how many copies of w will be used as successors of v.

We will use also new concept constructors -nR.C and .nR.C. The difference
between -nR.C and ≤nR.C is that, for checking -nR.C, we do not have to
look to predecessors of the node. The aim for .nR.C is similar.

By the local graph of a state v we mean the subgraph of G consisting of all
the paths starting from v and not containing any other states. Similarly, by the
local graph of a non-state v we mean the subgraph of G consisting of all the
paths starting from v and not containing any states.

We give here an intuition behind the structure of G:

– If u is a state of G and v1, . . . , vk are all the successors of u then:
• the local graph of each vi is a directed acyclic graph,
• the local graphs of vi and vj are disjoint if i �= j,
• the local graph of u is a graph rooted at u and consisting of the edges
from u to v1, . . . , vk and the local graphs of v1, . . . , vk,
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• if w is a node in the local graph of some vi then StatePred(w) = u and
ATPred(w) = vi.

– If u is a state of G then:
• each edge from outside to inside of the local graph of u must end at u,
• each edge outgoing from the local graph of u must start from a non-state
and is the only outgoing edge of that non-state.

– The root ν of G is a complex non-state. G consists of: the local graph of the
root ν, the local graphs of states, and edges coming to states.

– Each complex node of G is like an ABox (its label is an ABox), which can be
treated as a graph whose vertices are named individuals. On the other hand,
a simple node of G stands for an unnamed individual. If there is an edge from
a simple non-state v to (a simple node) w then v and w stand for the same
unnamed individual. An edge from a complex node v to a simple node w
with CELabelI (w) = a can be treated as an edge from the named individual
a (an inner node of the graph representing v) to the unnamed individual
corresponding to w, and that edge is via the roles from CELabelR(w).

– G consists of two layers: the layer of complex nodes and the layer of simple
nodes. The former layer consists of the local graph of the root ν together
with a number of complex states and edges coming to them. The edges from
the layer of complex nodes to the layer of simple nodes are exactly the edges
outgoing from those complex states. There are no edges from the layer of
simple nodes to the layer of complex nodes.

We apply global state caching: if v1 and v2 are different states then Label(v1) �=
Label(v2). If v is a non-state such that AfterTrans(v) holds then we also apply
global caching for the local graph of v: if w1 and w2 are different nodes of the
local graph of v then Label(w1) �= Label(w2).

Assume that concepts are represented in negation normal form (NNF), where
¬ occurs only directly before atomic concepts. For simplicity, we treat axioms
of the TBox T as concepts representing global assumptions. That is, we assume
that T consists of concepts in NNF. Thus, an interpretation I is a model of T
iff I validates every concept C ∈ T .

Let 〈R, T ,A〉 be a knowledge base in NNF of the logic SHIQ, with A �= ∅.
We now present our method for checking satisfiability of 〈R, T ,A〉. A CSHIQ-
tableau for 〈R, T ,A〉 is a rooted graph G = 〈V,E, ν〉 constructed as follows:

Initialization: At the beginning, V = {ν}, E = ∅, and ν is the root with
Type(ν) = non-state, SType(ν) = complex, Status(ν) = unexpanded, Label(ν) =
A∪{(a :C) | C ∈ T and a is an individual occurring in A}, StatePred(ν) = null,
RFmls(ν) = ∅.
Rules’ Priorities and Expansion Strategies: The graph is then expanded
by the following rules, which are specified in detail in [6]:

– (UPS): rules for updating statuses of nodes,
– (US): a unary static expansion rule,
– (KCC): rules for keeping converse compatibility,
– (NUS): a non-unary static expansion rule,
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– (FS): forming-state rules,
– (TP): a transitional partial-expansion rule,
– (TF): a transitional full-expansion rule.

The transitional partial-expansion rule deals with “transitions” via non-numeric
roles, while the transitional full-expansion rule deals with “transitions” via nu-
meric roles.

Each of the rules is parametrized by a node v. We say that a rule is applicable
to v if it can be applied to v to make changes to the graph. The rules (UPS),
(US), (KCC) (in the first three items of the above list) have highest priorities,
and are ordered decreasingly by priority. If none of them is applicable to any
node, then choose a node v with status unexpanded or p-expanded, choose the
first rule applicable to v among the rules in the last four items of the above list,
and apply it to v. Any strategy can be used for choosing v, but it is worth to
choose v for expansion only when v could affect the status of the root ν of the
graph, i.e., only when there may exist a path from ν to v without any node of
status incomplete, closed or open.

Termination: The construction of the graph ends when the root ν receives
status closed or open or when every node that may affect the status of ν (i.e.,
reachable from ν via a path without nodes with status incomplete, closed or open)
has been fully expanded (i.e., has status f-expanded).

To check satisfiability of 〈R, T ,A〉 one can construct a CSHIQ-tableau for it,
then return “no” when the root of the tableau has status closed, or “yes” in the
other case. In [6] we have proved that:

– A CSHIQ-tableau for 〈R, T ,A〉 can be constructed in ExpTime.
– If G = 〈V,E, ν〉 is an arbitrary CSHIQ-tableau for 〈R, T ,A〉 then 〈R, T ,A〉

is satisfiable iff Status(ν) �= closed.

4 Illustrative Examples

Example 4.1. This example is based on an example in the long version of our
paper [5] on SHI. Let

R = {r * s, r− * s, s ◦ s * s}
T = {∃r.(A � ∀s.¬A)}
A = {a :+}.

In Figures 1 and 2 we illustrate the construction of a CSHIQ-tableau for the
knowledge base 〈R, T ,A〉. At the end the root ν receives status closed, hence
〈R, T ,A〉 is unsatisfiable. As a consequence, 〈R, T , ∅〉 is also unsatisfiable. �

Example 4.2. Let us construct a CSHIQ-tableau for 〈R, T ,A〉, where

A = {a :∀r.A1, a :≤3 r.A1, a :∃r.A2, a :≥2 r.A3, r(a, b), b : (¬A1 � ¬A2), b :¬A3},
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(a) (b)

ν

a ::�, a :∃r.(A � ∀s.¬A)

��
v1

a ::�, a :∃r.(A � ∀s.¬A)

��
v2

A � ∀s.¬A,
∃r.(A � ∀s.¬A)

��
v3

A, ∀s.¬A,
∃r.(A � ∀s.¬A)

��
v4

A, ∀s.¬A,

∀r.¬A, ∀r−.¬A,
∃r.(A � ∀s.¬A)

ν

a ::�, a :∃r.(A� ∀s.¬A)

��
v1

a ::�, a :∃r.(A� ∀s.¬A)
incomplete

FmlsRC : a :¬A, a :∀s.¬A

��
v2

A � ∀s.¬A,
∃r.(A � ∀s.¬A)

��
v3

A, ∀s.¬A,
∃r.(A � ∀s.¬A)

��
v4

A, ∀s.¬A,

∀r.¬A, ∀r−.¬A,
∃r.(A � ∀s.¬A)

Fig. 1. An illustration for Example 4.1: part I. The graph (a) is the graph con-
structed until checking converse compatibility for v1. In each node, we display the
formulas of the node’s label. The root ν is expanded by the forming-state rule (FS2).
The complex state v1 is expanded by the transitional partial-expansion rule, with
CELabelT (v2) = testingClosedness, CELabelR(v2) = {r, s, s−} (s and s− are included
because r �R s and r �R s−) and CELabelI (v2) = a. The simple non-states v2
and v3 are expanded by the unary static expansion rule (the concepts ∀r.¬A and
∀r−.¬A are added into Label(v4) because ∀s.¬A ∈ Label (v3), r �R s and r− �R s).
The node v1 is the only state. We have, for example, StatePred (v4) = v1 and
ATPred(v4) = v2. Checking converse compatibility for v1 using v4 (i.e., using the
facts that {∀s.¬A,∀r−.¬A} ⊂ Label (v4), StatePred (v4) = v1, ATPred(v4) = v2,
CELabelT (v2) = testingClosedness, CELabelR(v2) = {r, s, s−}, CELabelI (v2) = a,
r− �R s and transR(R) holds), Status(v1) is set to incomplete and FmlsRC (v1) is
set to {a : ¬A, a : ∀s.¬A}. This results in the graph (b). The construction is then
continued by re-expanding the node ν. See Figure 2 for the continuation.
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ν

a ::�, a :∃r.(A� ∀s.¬A)

����
���

���
���

��

v1

a ::�, a :∃r.(A� ∀s.¬A)
incomplete

FmlsRC : a :¬A, a :∀s.¬A

��

v5

a ::�, a :∃r.(A� ∀s.¬A),
a :¬A, a :∀s.¬A

��
v2

A � ∀s.¬A,
∃r.(A � ∀s.¬A)

��

v6

a ::�, a :∃r.(A� ∀s.¬A),
a :¬A, a :∀s.¬A,

a :∀r.¬A, a :∀r−.¬A

��
v3

A, ∀s.¬A,
∃r.(A � ∀s.¬A)

��

v7

a ::�, a :∃r.(A� ∀s.¬A),
a :¬A, a :∀s.¬A,

a :∀r.¬A, a :∀r−.¬A

��
v4

A, ∀s.¬A,

∀r.¬A, ∀r−.¬A,
∃r.(A � ∀s.¬A)

v8

A � ∀s.¬A,
¬A, ∀s.¬A,

∃r.(A � ∀s.¬A)

��
v9

A, ∀s.¬A, ¬A,
∃r.(A � ∀s.¬A)

closed

Fig. 2. An illustration for Example 4.1: part II. This is a CSHIQ-tableau for 〈R, T ,A〉.
As in the part I, in each node we display the formulas of the node’s label. The root
ν is re-expanded by deleting the edge 〈ν, v1〉 and connecting ν to a new complex non-
state v5. The node v5 is expanded using the unary static expansion rule (the assertions
a : ∀r.¬A and a : ∀r−.¬A are added into Label(v6) because a : ∀s.¬A ∈ Label (v5),
r �R s and r− �R s). The complex non-state v6 is expanded using the forming-state
rule (FS2). The complex state v7 is expanded using the transitional partial-expansion
rule, with CELabelT (v8) = testingClosedness, CELabelR(v8) = {r, s, s−} (s and s− are
included because r �R s and r �R s−) and CELabelI (v8) = a. The simple non-state
v8 is expanded using the unary static expansion rule. Since {A,¬A} ⊂ Label (v9), the
simple non-state v9 receives status closed. After that the nodes v8, . . . , v5 and ν receive
status closed in subsequent steps. The nodes v1 and v7 are the only states.
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Fig. 3. An illustration of the tableau described in Example 4.2. The marked nodes v4,
v8, v9, v10 are states.

R = ∅ and T = ∅. An illustration is presented in Figure 3.
At the beginning, the graph has only the root ν which is a complex non-state

with Label(ν) = A. Since {a : ∀r.A1, r(a, b)} ⊂ Label(ν), applying the unary
static expansion rule to ν, we connect it to a new complex non-state v1 with
Label(v1) = Label(ν) ∪ {b :A1}.

Since b : (¬A1 � ¬A2) ∈ Label (v1), applying the non-unary static expansion
rule to v1, we connect it to two new complex non-states v2 and v3 with

Label(v2) = Label(v1)− {b : (¬A1 � ¬A2)} ∪ {b :¬A1}
Label(v3) = Label(v1)− {b : (¬A1 � ¬A2)} ∪ {b :¬A2}.

Since both b : A1 and b : ¬A1 belong to Label(v2), the node v2 receives status
closed. Applying the forming-state rule (FS2) to v3, we connect it to a new
complex state v4 with

Label(v4) = Label(v3) ∪ {a :-2 r.A1, a :.1 r.A2, a :.2 r.A3}.
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The assertion a :- 2 r.A1 ∈ Label (v4) is due to a :≤ 3 r.A1 ∈ Label(v3) and the
fact that {r(a, b), b :A1} ⊂ Label(v3). The assertion a :. 1 r.A2 ∈ Label(v4) is
due to a :∃r.A2 ∈ Label(v3) and the fact that b :¬A2 ∈ Label (v3). Similarly, the
assertion a :. 2 r.A3 ∈ Label(v4) is due to a :≥ 2 r.A3 ∈ Label(v3) and the fact
that b : ¬A3 ∈ Label(v3). When realizing the requirements for a at v4, we will
not have to pay attention to the relationship between a and b.

As r is a numeric role, applying the transitional partial-expansion rule to v4,
we just change its status to p-expanded. After that, applying the transitional full-
expansion rule to v4, we connect it to new simple non-states v5, v6 and v7 with
CELabelT equal to checkingFeasibility, CELabelR equal to {r}, CELabelI equal
to a, Label(v5) = {A1, A2}, Label (v6) = {A1, A3} and Label (v7) = {A1, A2, A3}.
The creation of v5 is caused by a :.1 r.A2 ∈ Label(v4), while the creation of v6
is caused by a :.2 r.A3 ∈ Label(v4). The node v7 results from merging v5 and
v6. Furthermore, ILConstraints(v4) consists of xvi ≥ 0, for 5 ≤ i ≤ 7, and

xv5 + xv6 + xv7 ≤ 2

xv5 + xv7 ≥ 1

xv6 + xv7 ≥ 2.

The set ILConstraints(v4) is feasible, e.g., with xv5 = 0 and xv6 = xv7 = 1.
Applying the forming-state rule (FS1) to v5 (resp. v6, v7), we connect it to a

new simple state v8 (resp. v9, v10) with the same label.
Expanding the nodes v8, v9 and v10, their statuses change to p-expanded

and then to f-expanded. The graph cannot be modified anymore and becomes
a CSHIQ-tableau for 〈R, T ,A〉, with Status(ν) �= closed. Thus, the considered
knowledge base 〈R, T ,A〉 is satisfiable. Using the solution xv5 = 0, xv6 = xv7 = 1
for ILConstraints(v4), we can extract from the graph a model I for 〈R, T ,A〉
with ΔI = {a, b, v9, v10}, aI = a, bI = b, AI

1 = {b, v9, v10}, AI
2 = {v10},

AI
3 = {v9, v10} and rI = {〈a, b〉, 〈a, v9〉, 〈a, v10〉}. �

Example 4.3. Let us construct a CSHIQ-tableau for 〈R, T ,A〉, where

A = {a :∃r.A, a :∀r.(¬A � ¬B), a :≥1000 r.B, a :≤1000 r.(A �B)},

R = ∅ and T = ∅. An illustration of the tableau is given in Figure 4.
At the beginning, the graph has only the root ν which is a complex non-state

with Label(ν) = A. Applying the forming-state rule (FS2) to ν, we connect it to
a new complex state v1 with

Label(v1) = Label(ν) ∪ {a :.1 r.A, a :.1000 r.B, a :-1000 r.(A �B)}.

Applying the transitional partial-expansion rule to v1, we change its status
to p-expanded. After that, applying the transitional full-expansion rule to v1,
we connect it to new simple non-states v2, . . . , v7 with CELabelT equal to
checkingFeasibility, CELabelR equal to {r}, CELabelI equal to a, and



ExpTime Tableaux for SHIQ 341

Fig. 4. An illustration of the tableau described in Example 4.3

Label(v2) = {A, ¬A � ¬B, A �B}
Label(v3) = {A, ¬A � ¬B, ¬A � ¬B}
Label(v4) = {B, ¬A � ¬B, A �B}
Label(v5) = {B, ¬A � ¬B, ¬A � ¬B}
Label(v6) = {A, B, ¬A � ¬B, A �B}
Label(v7) = {A, B, ¬A � ¬B, ¬A � ¬B}.

Note that ¬A�¬B is the NNF of A�B. The nodes v2 and v3 are created due to
a :. 1 r.A ∈ Label(v1). The nodes v4 and v5 are created due to a :. 1000 r.B ∈
Label(v1). The node v6 results from merging v2 and v4. The node v7 results
from merging v3 and v5. Furthermore, ILConstraints(v1) consists of xvi ≥ 0, for
2 ≤ i ≤ 7, and

xv2 + xv3 + xv6 + xv7 ≥ 1

xv4 + xv5 + xv6 + xv7 ≥ 1000

xv2 + xv4 + xv6 ≤ 1000.

Applying the unary static expansion rule to v3, we connect it to a new simple
non-state v8 with Label(v8) = {A,¬A, . . .}. The status of v8 is then updated to
closed and propagated back to make the status of v3 also become closed, which
causes addition of the constraint xv3 = 0 into the set ILConstraints(v1).

Similarly, applying the unary static expansion rule to v5, we connect it to
a new simple non-state v9 with Label(v9) = {B,¬B, . . .}. The status of v9
is then updated to closed and propagated back to make the status of v5 also
become closed, which causes addition of the constraint xv5 = 0 into the set
ILConstraints(v1).
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Applying the non-unary static expansion rule to v6, we connect it to new
simple non-states v10 and v11 with Label(v10) = {A,¬A, . . .} and Label(v11) =
{B,¬B, . . .}. The statuses of v10 and v11 are then updated to closed and prop-
agated back to make the status of v6 also become closed, which causes addition
of the constraint xv6 = 0 into the set ILConstraints(v1).

Applying the unary static expansion rule to v7, we connect it to a new simple
non-state v12 with Label(v12) = {A,B,¬A,¬B, . . .}. The status of v12 is then up-
dated to closed and propagated back to make the status of v7 also become closed,
which causes addition of the constraint xv7 = 0 into the set ILConstraints(v1).

With xv3 = xv5 = xv6 = xv7 = 0, ILConstraints(v1) becomes infeasible,
and Status(v1) becomes closed. Consequently, ν receives status closed. Thus, the
considered knowledge base 〈R, T ,A〉 is unsatisfiable. �

5 Conclusions

We have presented the first tableau method with an ExpTime (optimal) com-
plexity for checking satisfiability of a knowledge base in the DL SHIQ. The
complexity is measured using binary representation for numbers. Our detailed
tableau decision procedure for SHIQ given in the long version [6] of the current
chapter has been designed to increase efficiency of reasoning. It is a framework,
which can be implemented with various optimization techniques [4].
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Abstract. In this article we propose a general framework incorporating
semantic indexing and search of texts within scientific document reposi-
tories, where document representation may include, excepts the content,
some additional documentmeta-data, citations and semantic information.
Our idea is based on application of Tolerance Rough Set Model, semantic
information extracted from source text and domain ontology to approxi-
mate concepts associated with documents and to enrich the vector repre-
sentation. We present the experiment performed over the freely accessed
biomedical research articles from Pubmed Cetral (PMC) portal. The ex-
perimental results are showing the advantages of the proposed solution.

Keywords: Semantic indexing, tolerance rough set model, MeSH, PubMed.

1 Introduction

The main issues in semantic search engines are related to representation of do-
main knowledge in both offline document indexing process as well as the applica-
tion of semantic indices in the online dialog with users. In practice, the searching
process may show to be inaccurate because the user’s intention behind the search
is not clearly expressed by too general, short queries. In some searching scenario,
the user provides the search engine with a phrase which is intended to denote
an object about which the user is trying to research information. There is no
particular document which the user knows about that she/he is trying to get
to. Rather, the user is trying to locate a number of documents which together
will give him/her the information she/he is trying to find. One of the forms of
semantic search is closely related with exploratory search, in which the search
results are organizing into clusters to facilitate a quick navigation through search
results and helps users to specify their search intentions.

Document description enrichment is a pivotal problem in meta search engine
and especially in Sematic Search Engine. In this paper, we discuss a framework
of document description extension. We are concerned with applying domain
knowledge and semantic similarity to document description enrichment. Several
works have been devoted to a problem of document description enrichment. In

N.T. Nguyen, T. Van Do, and H.A. Le Thi (Eds.): ICCSAMA 2013, SCI 479, pp. 343–354.
DOI: 10.1007/978-3-319-00293-4_26 c© Springer International Publishing Switzerland 2013
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[1] a method for snippet extension was investigated. The main idea was based
on application of collocation similarity measure to enrich the vector represen-
tation. In [2] the author presented a method of associating terms in document
representation with similar concepts drawn from domain ontology.

This paper is a part of the ongoing project, called SONCA (Search based on
ONtologies and Compound Analytics), realized at the Faculty of Mathematics,
Informatics and Mechanics of the University of Warsaw. It is part of the project
’Interdisciplinary System for Interactive Scientific and Scientific-Technical Infor-
mation’ (www.synat.pl). SONCA is an application based on a hybrid database
framework, wherein scientific articles are stored and processed in various forms.
SONCA is expected to provide interfaces for intelligent algorithms identifying
relations between various types of objects. It extends typical functionality of sci-
entific search engines by more accurate identification of relevant documents and
more advanced synthesis of information. To achieve this, concurrent processing
of documents needs to be coupled with the ability to produce collections of new
objects using queries specific for analytic database technologies.

Ultimately, SONCA should be capable of answering the user query by listing
and presenting the resources (documents, Web pages, etc.) that correspond to it
semantically. In other words, the system should have some understanding of the
intention of the query and of the contents of documents stored in the repository
as well as the ability to retrieve relevant information with high efficacy. The
system should be able to use various knowledge sources related to the investi-
gated areas of science. It should also allow for independent sources of information
about the analyzed objects, such as, e.g., information about scientists who may
be identified as the stored articles’ authors.

In [3], we presented a generalized schema for the problem of semantic exten-
sion for snippets. We investigated two levels of extension. The first level was
related to extending a concept space for data representation and the second one
was related to associating terms in the concept space with semantically related
concepts. The first extension level is performed by adopting semantic informa-
tion extracted from a document content or from other meta-data like citations,
authors, conferences. Term association is achieved by application of Tolerance
Rough Set Model [4][5] and domain ontology, in order to approximate concepts
existing in documents description and to enrich the vector representation.

This paper is an extension of [3]. We perform a deep analysis of the proposed
approach on the database of articles on biomedical topics PubMed. We consider
several data extension models including citations, shortened description and se-
mantic information build using MeSH dictionary. We compare those models in
document clustering problem based on documents available in PubMed biomed-
ical articles database. By using extended representation better grouping results
could be archived, we support this statement with experimental results.

The paper is organized as follows. In Section 2 we recall the general ap-
proach to enriching of snippet representation using Generalized TRSM. Section
3 presents the setting for experiments and validation method based on expert’s
tags. Section 4 is devoted to experiments, followed by conclusions in section 5.
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2 Tolerance Rough Set Model

Tolerance Rough Set Model was developed in [6,7] as a basis to model docu-
ments and terms in Information Retrieval, Text Mining, etc. With its ability
to deal with vagueness and fuzziness, Tolerance Rough Set Model seems to be
a promising tool to model relations between terms and documents. In many
Information Retrieval problems, especially in document clustering, defining the
relation (i.e. similarity or distance) between document-document, term-term or
term-document is essential. In Vector Space Model, is has been noticed [7] that
a single document is usually represented by relatively few terms1. This results in
zero-valued similarities which decreases quality of clustering. The application of
TRSM in document clustering was proposed as a way to enrich document and
cluster representation with the hope of increasing clustering performance.

In fact Tolerance Rough Set Model is a special case of a generalized approx-
imation space, which has been investigated by Skowron and Stepaniuk [4]. as
a generalization of standard rough set theory. Generalized approximation space
utilizes every tolerance relation overs objects to determine the main concepts of
rough set theory, i.e., lower and upper approximation.

The main idea of TRSM is to capture conceptually related index terms into
classes. For this purpose, the tolerance relation R is determined as the co-
occurrence of index terms in all documents from D. The choice of co-occurrence
of index terms to define tolerance relation is motivated by its meaningful inter-
pretation of the semantic relation in context of IR and its relatively simple and
efficient computation.

2.1 Standard TRSM

Let D = {d1, . . . , dN} be a corpus of documents Assume that after the initial
processing documents, there have been identified N unique terms (e.g. words,
stems, N-grams) T = {t1, . . . , tM}.

Tolerance Rough Set Model, or briefly TRSM, is an approximation space
R = (T, Iθ, ν, P ) determined over the set of terms T where:

– The parameterized uncertainty function Iθ : T → P(T ) is defined by

Iθ(ti) = {tj | fD(ti, tj) ≥ θ} ∪ {ti}

where fD(ti, tj) denotes the number of documents in D that contain both
terms ti and tj and θ is a parameter set by an expert. The set Iθ(ti) is called
the tolerance class of term ti.

– Vague inclusion function ν(X,Y ) measures the degree of inclusion of one

set in another. The vague inclusion function is defined as ν(X,Y ) = |X∩Y |
|X| . It

is clear that this function is monotone with respect to the second argument.

1 In other words, the number of non-zero values in document’s vector is much smaller
than vector’s dimension – the number of all index terms.
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Fig. 1. Bag-of-words (left) determines the term co-location graph with θ = 2 (right)

– Structural function: All tolerance classes of terms are considered as struc-
tural subsets: P (Iθ(ti)) = 1 for all ti ∈ T .

In TRSM model R = (T, I, ν, P ), the membership function μ is defined by

μ(ti, X) = ν(Iθ(ti), X) =
|Iθ(ti) ∩X |
|Iθ(ti)|

where ti ∈ T and X ⊆ T . The lower and upper approximations of any subset
X ⊆ T can be determined by the same maneuver as in approximation space [4]:

LR(X) = {ti ∈ T | ν(Iθ(ti), X) = 1} UR(X) = {ti ∈ T | ν(Iθ(ti), X) > 0}
The standard TRSM was applied for document clustering and snippet clustering
tasks (see [6], [7], [5], [3], [8]). In those applications, each document is represented
by the upper approximation of its set of words/terms, i.e. the document di ∈ D is
represented by UR(di). For the example in Figure 1, the enriched representation
of d1 is UR(d1) = {t1, t3, t4, t2, t6}.

2.2 Extended TRSM Using Semantic Concepts

Let D = {d1, . . . , dN} be a set of documents and T = {t1, . . . , tM} the set of
index terms for D. Let C be the set of concepts from a given domain knowledge
(e.g. the concepts from DBpedia or from a specific ontology).

The extended TRSM is an approximation space RC = (T ∪ C, Iθ,α, ν, P ),
where C is the mentioned above set of concepts. The uncertainty function Iθ,α :
T ∪ C → P(T ∪ C) has two parameters θ and α is defined as follows:

– for each term ci ∈ C the set Iθ,α(ci) contains α top terms from the bag of
terms of ci calculated from the textual descriptions of concepts.

– for each term ti ∈ T the set Iθ,α(ti) = Iθ(ti) ∪ Cα(ti) consists of the tol-
erance class of ti from the standard TRSM and the set of concepts, whose
description contains the term ti as the one of the top α terms.

In extended TRSM, the document di ∈ D is represented by

URC (di) = UR(di) ∪ {cj ∈ C | ν(Iθ,α(cj), di) > 0} =
⋃

tj∈di

Iθ,α(ti)
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Fig. 2. Extended TRSM with θ = 1, bag-of-words document representation (left) de-
termines the structure of ESA model (right) when filtered to term → concept edges

2.3 Weighting Schema

Any text di in the corpus D can be represented by a vector [wi1, . . . , wiM ], where
each coordinate wi,j expresses the significance of j-th term in this document. The
most common measure, called tf-idf index (term frequency-inverse document
frequency) [9], is defined by:

wi,j = tfi,j × idfj =
ni,j∑M
k=1 ni,k

× log

(
N

|{i : ni,j �= 0}|

)
, (1)

where ni,j is the number of occurrences of the term tj in the document di.
Both standard TRSM and extended TRSM are the conceptual models for the

Information Retrieval. Depending on the current application, different extended
weighting schema can be proposed to achieve as highest performance as possible.
Let us recall some existing weighting scheme for TRSM:

1. The extended weighting scheme is inherited from the standard TF-IDF by:

w∗
ij =

⎧⎪⎪⎨⎪⎪⎩
(1 + log fdi(tj)) log

N
fD(tj)

if tj ∈ di
0 if tj /∈ UR(di)

mintk∈di wik

log N
fD(tj )

1+log N
fD(tj )

otherwise

(2)

This extension ensures that each term occurring in the upper approximation
of di but not in di itself has a weight smaller than the weight of any terms in
di. Normalization by vector’s length is then applied to all document vectors:

wnew
ij = w∗

ij/
√∑

tk∈di
(w∗

ij)
2 (see [6], [7]). The example of standard TRSM

is presented in Table 1.
2. Explicit Semantic Analysis (ESA) proposed in [10] is a method for automatic

tagging of textual data with predefined concepts. It utilizes natural language
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Table 1. Example snippet and its two vector representations in standard TRSM

Title: EconPapers: Rough sets
bankruptcy prediction models
versus auditor

Description: Rough sets
bankruptcy prediction models
versus auditor signalling rates.
Journal of Forecasting, 2003,
vol. 22, issue 8, pages 569-586.
Thomas E. McKee. ...

Original vector Enriched vector

Term Weight Term Weight

auditor 0.567 auditor 0.564
bankruptcy 0.4218 bankruptcy 0.4196
signalling 0.2835 signalling 0.282
EconPapers 0.2835 EconPapers 0.282
rates 0.2835 rates 0.282
versus 0.223 versus 0.2218
issue 0.223 issue 0.2218
Journal 0.223 Journal 0.2218
MODEL 0.223 MODEL 0.2218
prediction 0.1772 prediction 0.1762
Vol 0.1709 Vol 0.1699

applications 0.0809
Computing 0.0643

definitions of concepts from an external knowledge base, such as an encyclo-
pedia or an ontology, which are matched against documents to find the best
associations. Such definitions are regarded as a regular collection of texts,
with each description treated as a separate document. The original purpose
of Explicit Semantic Analysis was to provide means for computing seman-
tic relatedness between texts. However, an intermediate result – weighted
assignments of concepts to documents (induced by the term-concept weight
matrix) may be interpret as a weighting scheme of the concepts that are
assigned to documents in the extended TRSM.

Let Wi = [wi,j ]
N
j=1 be a bag-of-words representation of an input text di,

where wi,j is a numerical weight of term tj expressing its association to the
text di (e.g., its tf-idf). Let sj,k be the strength of association of the term tj
with a knowledge base concept ck, k ∈ {1, . . . ,K} an inverted index entry
for tj . The new vector representation, called a bag-of-concepts representation
of di, is denoted by [ui,1, . . . ui,K ], where:

ui,k =

N∑
j=1

wi,jsj,k. (3)

For practical reasons it is better to represent documents by the most relevant
concepts only. In such a case, the association weights can be used to create a
ranking of concept relatedness. With this ranking it is possible to select only
top concepts from the list or to apply some more sophisticated methods that
involve utilization of internal relations in the knowledge base. An example
of top 20 concepts for an article from PubMed is presented in Figure 3.

The described above weighting scheme naturally utilized in Document Retrieval
as a semantic index [11,12]. A user may query a document retrieval engine for
documents matching a given concept. If the concepts are already assigned to
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Top 20 concepts:
”Low Back Pain”, ”Pain
Clinics”, ”Pain Percep-
tion”, ”Treatment Out-
come”, ”Sick Leave”,
”Outcome Assessment
(Health Care)”, ”Con-
trolled Clinical Trials
as Topic”, ”Controlled
Clinical Trial”, ”Lost
to Follow-Up”, ”Reha-
bilitation, Vocational”,
”Pain Measurement”,
”Pain, Intractable”,
”Cohort Studies”,
”Randomized Con-
trolled Trials as Topic”,
”Neck Pain”, ”Sick-
ness Impact Profile”,
”Chronic Disease”,
”Comparative Effective-
ness Research”, ”Pain,
Postoperative”

Fig. 3. An example of a document and the list of top 20 concepts assigned by the
semantic tagging algorithm

documents, this problem is conceptually trivial. However such a situation is
relatively rare, since employment of experts who could manually labelled docu-
ments from a huge repository is expensive. On the other hand, utilization of an
automatic tagging method, such as ESA, allows to infer labeling of previously
untagged documents. More sophisticated weighting schema have been proposed
in, e.g. [13], [2].

2.4 Further Extensions of TRSM

The standard TRSM can be extended in many ways. In [3], an extended TRSM
using citing information has been proposed to enrich the representation of docu-
ments. The extension method is similar to the extended TRSM using concepts.

The extended tolerance rough set model based on both citations and semantic
concepts is a tuple:

RFinal = (RT ,RB,RC , αn)

where RT , RB and RC are tolerance spaces determined over the set of terms
T , the set of bibliography items B and the set of concepts in the knowledge
domain C, respectively. The function αn : P(T ) −→ P(C) is called the semantic
association for terms. For any Ti ⊂ T , αn(Ti) is the set of n concepts most
associated with Ti, see [2].
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In this model each document di ∈ D is represented by a triple:

di ��� (URT (di),URB (di), αn(Ti))}

where Ti is the set of terms occurring in di and Bi is the set of bibliography
items cited by di

3 Verification of TRSM

The standard TRSM as well as its extensions can be used to solve many tasks
in Information Retrieval. We present some experiment results related to the
application of the proposed method in search result clustering algorithms.

The aim of our experiments is to explore clusterings induced by different
document representations (lexical, semantic and structural). An experiment path
(from querying to search result clustering) consists of three stages:

– Search and filter documents matching to a query. Search result is a list of
snippets and document identifiers.

– Extend representations of snippets and documents by citations and/or se-
mantically similar concepts from MeSH ontology (terms used for clustering
were automatically assigned by an algorithm[2], terms used for validation
are were assigned by human experts).

– Cluster document search results.

In order to perform validation (and choose parameters of clustering algorithms)
one needs a set of search queries that reflect actual user usage patterns. We
extract 100 most frequent one-term queries from the daily log previously inves-
tigated by Herskovic et al. in [14].

Twenty five of these queries were used for initial fine-tuning of parameters.
For each algorithm, we performed a set of experiments with various settings and
picked parameters that lead (on the average) to best clusterings (with regard
to RandIndex measure). In our remaining experiments (discussed in a further
section of the article) we compared the performance of these algorithms for
different extensions.

Medical Subject Headings (MeSH) is a controlled vocabulary created (and
continuously being updated) by the United States National Library of Medicine.
It is used by MEDLINE and PubMed databases.

The majority of documents in Pubmed Central are tagged by human experts
using headings and (optionally) accompanying subheadings (qualifiers). A single
document is typically tagged by 10 to 18 heading-subheading pairs.

There are approximately 25000 subject headings and 83 subheadings. There
is a rich structural information accompanying headings: each heading is a node
of (at least one) tree and is accompanied by further information (e.g. allowable
qualifiers, annotation, etc.). Currently we do not use this information, but in
some experiments we use a hierarchy of qualifiers2 by exchanging a given qualifier
by its (at most two) topmost ancestors or roots.

2 http://www.nlm.nih.gov/mesh/subhierarchy.html

http://www.nlm.nih.gov/mesh/subhierarchy.html
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4 Results of Experiments

The aim of this section is to evaluate the semantic enrichment models and to
select a proper clustering algorithm for each model. Our experiments can be
divided into three groups. The first group of experiments is to examine whether
the sematic extensions improve the clustering quality and to verify if it is ro-
bust against varying evaluation criterions. The second group of experiments is
to select an optimal clustering algorithm for every type of sematic extensions.
The last experiment investigates the time performance of clustering algorithms
implemented in our system.

Our experiments are carried out on three clustering algorithms: (1) KMeans
clustering, (2) Hierarchical clustering and (3) Singular Value Decomposition
(SVD) based clustering (Lingo algorithm). In our experiments, we adopt Rand
Index measure to clustering evaluation.

4.1 Quality of Enrichment Methods

The goal of this set of experiments is to examine if the semantic extension will
improve the clustering quality and if it is robust against different evaluation cri-
terions. For a fixed clustering algorithm, the clustering quality varies depending
on a way of document representation. In experiments, we focus on four types
of document representation: (1) Snippet based (S); (2) Snippet enriched by
inbound and outbound citations (SIO); (3) Snippet enriched by semantic con-
cepts adopted from MeSH - the domain ontology (SM) and (4) Snippet enriched
by inbound and outbound citations and sematic concepts (SIOM). The doc-
ument representation is better if the target clusters are more concordant with
expert’s clusters.

Figure 5 presents the quality comparison of the basic representation (Snippet)
and extended representations (SIO,SIOM and SM). In all cases the extended
representations show to be significantly better (the higher Rand index). When
K-Means algorithm is used, the representation enriched by citations (SIO) was
slightly better then the full extension (SIOM), but when hierarchical clustering
or Lingo clustering algorithm was used, the full extension showed to be better
then representation enriched only by citations.

Fig. 4. Comparing the quality of standard presentation model and three enrichment
models. An evaluation is based on 83 subheadings.
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Fig. 5. The quality of clustering algorithms

To examine the robustness of enrichment models against varying evaluation
criterions, we investigate the quality of these models over two another evaluation
methods: based on 83 subheadings and based on headings assigned by experts to
the document.

Figure 4 presents the quality of different enrichment methods comparing to
the standard (tf-idf) representation model. One can observe, in the both cases
the semantic extensions (SIO and SIOM) show an advantage over the standard
representation.

4.2 Quality of Clustering Algorithms

The aim of this section is to compare the quality of clustering algorithms impact
with the extension types and to select the best algorithm for every kind of
extension. We use the set of headings to defined a similarity of documents. In
Figure 5, the quality of considered clustering algorithms are presented. In all
cases the k-means algorithm show to be better. The Lingo algorithm is a little
worse than k-means in the case of extended representation SIO and SIOM.

In particular, using SIO model with k-means algorithm one can improve the
Rand Index above 25% (Rand Index raised from 0.65 to 0.82).

4.3 Time Performance of Clustering Algorithms

This set of experiments investigates the time required for each clustering algo-
rithm. For every type of extension we calculate the average time for k-means,
hierarchical i Lingo algorithm. The results are presented in Figure 6. In our ex-
periments the time performance is expressed in milliseconds. One can observe
that all three algorithms are effective, all cluster a set of 200 search results in less
than 25 seconds. This time is feasible for an online clustering system. However
the k-means and Lingo algorithm are about 10 time quicker than the hierarchical
one. The average time of these algorithms is about 2 sec for one query. In Figure
6 we can see the time performance of presented clustering algorithms.
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Fig. 6. The time performance of clustering algorithms

5 Conclusions and Further Work

We had propose a generalized Tolerance Rough Set Model for text data. The
proposed method has been applied to extend the poor TF-IDF representation
of snippets in the search result clustering problem. This functionality has been
implemented within the SONCA system and tested on the biomedical docu-
ments, which are freely available from the highly specialized biomedical paper
repository called PubMed Central (PMC).

Our preliminary experiments lead to several promising conclusions. The future
plans are briefly outlined as follows:

– extend the experiments with different semantic indexing methods that are
currently designed for SONCA system,

– analyse label quality of clusters resulting from different document represen-
tations,

– conduct experiments using other extensions (e.g. citations along with their
context; information about authors, institutions, fields of knowledge or time),

– visualization of clustering results.
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Abstract. Closed itemsets and their generators play an important role in fre-
quent itemset and association rule mining since they lead to a lossless represen-
tation of all frequent itemsets. The previous approaches discover either frequent 
closed itemsets or generators separately. Due to their properties and relation-
ship, the paper proposes GENCLOSE that mines them concurrently. In a level-
wise search, it enumerates the generators using a necessary and sufficient  
condition for producing (i+1)-item generators from i-item ones. The condition 
is designed based on object-sets which can be implemented efficiently using 
diffsets, is very convenience and is reliably proved. Along that process, pre-
closed itemsets are gradually extended using three proposed expanded opera-
tors. Also, we prove that they bring us to expected closed itemsets. Experiments 
on many benchmark datasets confirm the efficiency of GENCLOSE. 

Keywords: Frequent closed itemsets, generators, concept lattice, data mining.  

1 Introduction 

Association rule mining [1] from transaction datasets was popularized particularly and 
is one of the essential and fundamental techniques in data mining. The task is to find 
out the association rules that satisfy the pre-defined minimum support and confidence 
from a given dataset. As usual, it includes two phases of (1) to extract all frequent 
itemsets of which the occurrences exceed the minimum support, and (2) to generate 
association rules for the given minimum confidence from those itemsets.  If we know 
all frequent itemsets and their supports, the association rule generation is straightfor-
ward. Hence, most of the researchers concentrate on the studies of finding a solution 
for mining frequent itemsets. Many algorithms have been proposed in order to do that 
mining task such as Apriori [2], D-Eclat [14]. Those algorithms all show good perfor-
mance with sparse datasets having short itemsets such as market data. For dense ones 
where contain many long frequent itemsets, the class of frequent itemsets can grow to 
be unwieldy [6]. Thus, discovering frequent itemsets usually gets much duplication, 
wastes much time and is then infeasible. Mining only maximal frequent itemsets is a 
solution to overcome that disadvantage. There are many proposed algorithms for min-
ing them [6-7]. An itemset is maximal frequent if none of its immediate supersets is 
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frequent. The number of maximal itemsets is much smaller than the one of all frequent 
itemsets [16]. From them, we can generate all sub frequent itemsets. However, since 
frequent itemsets can come from different maximal ones, we spend much time for 
finding them again. Further, it is not easy to determine their supports exactly. Hence, 
maximal itemsets are not suitable for rule generation within the itemsets. 

Mining frequent closed itemsets and generators has been received the attention of 
many researchers [8-10, 12, 13, 15-16] for their importance in the mining of frequent 
itemsets as well association rules. An itemset is closed if it is identical to its closure 
[17]. A generator of an itemset is its minimal proper subset having the same closure 
with it. Some studies [10, 11, 15] concerned only the generators of closed itemset as a 
mean to achieve the purpose of mining either closed itemsets or association rules. They 
are also called minimal generators [9, 15] or free-sets [8]. Dong et al. in [9] concen-
trated on the mining of non-redundant generators, but, it exceeds the scope of this pa-
per. Which is the role of frequent closed itemsets and generators in the frequent itemset 
and association rule mining? First, one can see that a frequent itemset contains its ge-
nerators and is contained in its closure. They all have the same closure, share the same 
set of transactions. Hence, frequent closed itemsets and generators lead to a lossles 
representation of all frequent itemsets in the sense that we can determine not only the 
support of any itemset [8, 15] but also a class of frequent itemsets having the same 
closure (so the same support) [4, 12]. Since their cardinality is typically orders of mag-
nitude much fewer than all frequent itemsets [16], discovering them can be of a great 
help to purge many redundant itemsets. Therefore, they play an important role in many 
studies of rule generation such as [3, 5, 11, 15]. Pasquier et al. [11] used the minimal 
rules to generate a condensed representation for association rules. Zaki in [15] pro-
posed a framework for reduction of association rule set [13] which is based on the non-
redundant rules. Two those rule kinds are obtained from frequent closed itemsets and 
the generators. Also based on them, we showed some structures of association rule set. 
For mining frequent itemsets with constraint, the task of extracting frequent closed 
itemsets and generators restricted on contraint from the original ones is essential [4]. 

The problem of mining frequent closed itemsets and generators is stated as follows: 
Given a transaction dataset and a minsup threshold, the task is to find all frequent 
closed itemsets together their generators. 

Related Work. There have been several algorithms proposed for mining closed item-
sets. They can be divided into three approaches, namely generate-and-test, divide-
and-conquer and hybrid. Close [10] is in the first which executes a level-wise 
progress. In each step, it does two phases. The first is to generate the candidates for 
generators by joining generators found in previous step. If the support of a candidate 
equals to the one of any its subset, it could not be a generator. The second computes 
the closures of generators, but unfortunately, it is very expensive since there are a big 
number of transaction intersection operations. The second approach uses divide-and-
conquer strategy to search over tree structures, e.g., Closet+[13]. The hybrid one 
which combines two above approaches includes Charm [16] that executes a highly 
efficiently hybrid search that skips many levels of the IT-Tree to quickly identify the 
frequent closed itemsets, instead of having to enumerate many possible subsets. A 
hash-based approach is applied to speed up subsumption checking. To compute 
quickly frequency as well as to reduce the sizes of the intermediate tidsets, the diffset 



 An Approach for Mining Concurrently Closed Itemsets and Generators 357 

 

technique is used. Experiments in [16] showed that Charm outperforms the existing 
algorithms on many datasets. However, very little studies concentrate on mining the 
generators of frequent closed itemsets. SSMG-Miner was developed in [9] based on a 
depth-first search. While mining non-redundant generators in addition, it does not 
output the closed itemsets. Further, we need to access the dataset for generating local 
generators. Boulicaut et al. [8] presented MineEX for generating frequent free-sets. 
Unfortunately, the algorithm has to scan the dataset at each step for testing if a candi-
date is free. Talky-G [12] is presented for mining generators. Since it is stand-alone 
algorithm, we have to apply an algorithm, e.g. Charm, for mining closed itemsets and 
then group the generators of the same closed itemset. This combination is called 
Touch algorithm [12]. Further, we find that Charm-L [16] outputs explicitly the 
closed itemset lattice in a non-considerable additional amount of time compared to 
Charm (see [16]). MinimalGenerator [15] is an algorithm that discovers all generators 
of a frequent closed itemsets using only its immediate sub ones (in term of the set 
containment order). Hence, in a hybrid approach, it seems to be feasible to mine first 
the frequent closed itemset lattice by Charm-L and then to apply MinimalGenerator 
for discovering their generators. We call this hybrid algorithm CharmLMG. 

Contribution. Almost of those algorithms discover either frequent closed itemsets or 
generators separately. The fact brings up a natural idea that it should mine concurrently 
both of them. Close is such an example, however, its execution is very expensive. In 
Section 2, we give some properties of closed sets, generators and their relationship. 
Those bring about our idea in the development of GENCLOSE presented in Section 3. 
It includes two following key features (reliably proven by the theorems of 1, 2): 

1) In a level-wise search, it mines first the generators by breadth-first search using a 
necessary and sufficient condition to determine the class of (i+1)-item generators 
from the class of i-item ones (i≥1) based on the sets of transactions. On the other 
hand, Close uses a necessary condition based on closures.  

2) Based on the way that Charm applies four properties of itemset-tidset pairs to ex-
tend itemsets to closed ones and the relationship of generators and closed item-
sets, we develop and use three new operators for expanding itemsets to their clo-
sures simultaneously with the mining of generators. 

The rest of the paper is organized as follows. We compare GENCLOSE against 
CharmLMG and Touch in Section 4. The conclusion is shown in Section 5. 

2 Closed Itemset, Generator and Their Relationship 

Given non-empty sets O containing objects (or a dataset of transactions) and A items 
(attributes) related to objects in O. A set A of items in A, A ⊆A, is called an itemset. A 
set O of objects in O is called an object-set. For O⊆O, λ(O) is the itemset that occurs 
in all transactions of O, defined as λ(O) := {a∈A | a ∈ o, ∀o∈O}. The set of objects, 
in which itemset A appears as subset, is named by ρ(A), ρ(A):={o∈O | A ⊆ o}. Define 
h and h’ as union mappings of λ and ρ: h = λoρ, h’ = ρoλ, we say h(A) and h’(O) the 
closures of A, O. An itemset A is called a closed itemset if and only if (iff for short) 
A=h(A) [17]. Symmetrically, O is called a closed object-set iff O=h’(O). 
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Let minsup be the user-given minimum support, minsup ∈ [1; |O|]. The number of 
transactions containing A is called the support of A, supp(A) = |ρ(A)|. If supp(A) ≥ 
minsup then A is called a frequent itemset [1]. If a frequent itemset is closed, thus, we 
call it a frequent closed itemset. For two non-empty itemsets of G, A such that 
G⊆A⊆A, G is called a generator of A iff h(G) = h(A) and (∀∅≠G’⊂ G  h(G’) ⊂ 
h(G)). Let Gen(A) be the class of all generators of A. Since it is finite, we can enume-
rate it Gen(A) = {Gi: i = 1, 2, …, |Gen(A)|}. 

Proposition 1. ∀A, A1, A2 ∈ 2A, ∀ O, O1, O2 ∈ 2O, the following statements hold true: 
(a)  A1 ⊆ A2  ρ(A1) ⊇ ρ(A2); O1 ⊆ O2  λ(O1) ⊇ λ(O2) (1)
(b)  A ⊆ h(A), O ⊆ h’(O) (2)
(c)  A1 ⊆ A2  h(A1) ⊆ h(A2); O1 ⊆ O2  h’(O1) ⊆ h’(O2) (3)
(d)  ρ(A1)=ρ(A2) ⇔ h(A1)=h(A2)  and  ρ(A1)⊂ ρ(A2) ⇔ h(A1)⊃ h(A2) (4)
(e)  ρ(∪i∈IAi) = ∩i∈I ρ(Ai). Thus, h(A) = ∩o:A ⊆ λ(o) λ({o}) = ∩o∈ρ(A) λ(o) (5)

Proof: Due to space limit, we omit the proof.   

Proposition 2. (Features of generators). Let A ⊆A. At the same time: 
(a)  Gen(A) ≠ ∅ (6)
(b)  G ∈ Gen(A) ⇔ [ρ(G)=ρ(A) and ∀G’⊂ G  ρ(G’) ⊃ ρ(G)] (7)
(c)  If G is a generator then ∀∅≠G’⊂G: G’ is a generator of h(G’) (8)

Proof:  
(a) Assuming that: |A| = m. Let us consider finitely the subsets of A that each of them 
is created by deleting an item of A: Ai1 = A\{ai1}, ai1∈A, ∀i1=1..m.  
Case 1: If ρ(Ai1)⊃ ρ(A), ∀i1=1..m, then A is a generator of A.  
Case 2: Otherwise, there exists i1=1..m: ρ(Ai1)=ρ(A). The above steps are repeated for 
Aij (j=1..m-1) until:  
    - case 1 happens, thus, we get the generator Ai,j-1 of A; or  

- case 2 comes when |Ai,m-1|=1, i.e. ρ(Ai1)=ρ(Ai2)=..=ρ(Ai,m-1)=ρ(A). Hence, Ai,m-1 is 
a generator of A. Since A is finite, we always get a generator of A. 

(b) Based on property 4 of proposition 1, we have: λ(ρ(G)) = h(G) = h(A) = λ(ρ(A)) 
⇔ ρ(G) = ρ(h(G)) = ρ(h(A)) = ρ(A). Further, ∀G’⊂G: λ(ρ(G’)) = h(G’) ⊂ h(G) = 
λ(ρ(G)) ⇔ ρ(G’) = ρ(h(G’)) ⊃ ρ(h(G)) = ρ(G). 

(c) Supposing that the contrary happens. So, there exists a proper subset G’’ of G’, 
G’’≠∅ such that ρ(G’’) = ρ(G’). For G0=G’\G’’, G1=G\G0, we have: ∅ ≠ G1 = (G\G’) 
+1 (G’\G0) = (G\G’)+G’’ ⊂ (G\G’)+G’=G. Otherwise, by (5), ρ(G) = ρ(G\G’)∩ρ(G’) 
= ρ(G\G’)∩ρ(G’’) = ρ((G\G’)+G’’) = ρ(G1), a contradiction!  

Property (c) of proposition 2 implies the Apriori principle of generators. Following 
from it, we find that any (i+1)-item generator G=g1g2… gi-1gigi+1 

2 is created by the 
combining two i-item generators of G1=g1g2…gi-1gi, G2=g1g2…gi-1gi+1. Theorem 1 
proposed hereafter give us an efficient way to mine the class of (i+1)-item generators 
from the class of i-item ones. 

                                                           
1 The notation “+” represents the union of two disjoint sets. 
2 We write the set {a1, a2, .., an} simply a1a2..an. 
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Theorem 1. (The necessary and sufficient condition to produce generators).  
For ∅≠G⊆A, Gg:=G\{g}, g∈G. The following conditions are equivalent: 

(a)  G is a generator of h(G) 

(b)  ρ(G) ∉
Gg∈

{ρ(Gg)} (9)

(c)  |ρ(G)| < |ρ(Gg)| (i.e. supp(G) < supp(Gg)),∀g∈ G (10)
(d)  |h(Gg)| < |h(G)|, ∀g∈ G (11)
(e)  not(G ⊆ h(Gg)), ∀g∈ G (12)

Proof:  

(a) ⇔ (b): “”: If G is a generator of h(G) then every non-empty strict subset G’ 
(∅≠G’⊂ G, especially for G’=Gg) of G is also a generator of h(G’). Then, ρ(G) ⊂ 
ρ(Gg). Hence, ρ(G)≠ρ(Gg), ∀g∈G. “⇐”: On the contrary, suppose that G is not a gene-
rator of h(G). Thus: ∃ G’⊂ G: ρ(G’)=ρ(G), G’≠∅. It follows from (1) that |G\G’|=1 
and G’=Gg, with g∈G. Therefore, ρ(Gg)=ρ(G). That contradicts to (9)! 

(b) ⇔ (c) ⇔ (d): By (1), we have: ρ(G)⊆ρ(Gg) ⇔ h(G)⊇ h(Gg), |ρ(G)|≤ |ρ(Gg)| and 
|h(G)|≥ |h(Gg)|, for any g∈G. Since O is finite, ρ(G)=ρ(Gg) ⇔ |ρ(G)|=|ρ(Gg)| ⇔ 
|h(G)|=|h(Gg)|, i.e. not(9) ⇔ not(10) ⇔ not(11). Hence, we have: (9) ⇔ (10) ⇔ (11). 

(b) ⇔ (e): not(9) ⇔ h(G) ∈ ∪g∈G h(Gg) (since (4)) ⇔ ∃g∈G: G⊆h(Gg) ⇔ not(12) 
(*). We first have g∈G ⊆ h(G) by property (b) of proposition 1. If G⊆h(Gg) or 
g∈h(Gg) then, based on (3), (4) and (5), h({g}) ⊆ h(G) ⊆ h(Gg) ⊆ h(G) and h(G) = 
h(h(Gg)∪h({g})) = h(Gg)). Thus, (*) is hold. Therefore, we have (9) ⇔ (12).    

Remark 1. For G1=g1g2…gi-1gi, G2=g1g2…gi-1gi+1, G=G1∪G2, Gk∈Gen(h(Gk)), k=1,2, 
the sufficient condition “ρ(G)≠ρ(Gg), for g∈G1∩G2” in (9) can not be skipped! This 
follows that the union of two generators could be not a generator. In fact, let us consid-
er the dataset containing four transactions of abcd, abc, abd and bc. It is easy to see 
that G1=bd is a generator of abd and G2=bc a generator of bc. But, their union 
G=G1∪G2=bcd is not a generator since ρ(bcd) = ρ(cd) but cd ⊂ bcd. 

Remark 2. Let us review consequence 2 in [10]. We find that the conclusion h(I) = 
h(sa) is not true because of the assumption that I is an i-generator and ∅≠sa⊂ I. In fact, 
I is an i-generator (i-item generator) iff (∀∅≠sa⊂ I  h(sa)⊂ h(I)). The consequence 
will become a necessary condition to an itemset is an i-item generator, if it is corrected 
as follows: Let I be an i-itemset and S={s1, s2, .., sj} a set of (i-1)-subsets of I where 

s S
s I

∈
= . If ∃ sa∈S such as I ⊆ h(sa), i.e. h(I) = h(sa), then I is not a generator. We 

showed that (12) is more general and is also a sufficient one. This condition uses the 
closed itemset h(G). But, at the time of discovering the generators, we do not know 
their closures. Hence, it seems reasonable to use object-set ρ(G). Both (9) and (10) are 
designed for discovering generators, but (10) is simpler than (9), especially on the 
datasets which object-set sizes can grow considerably! 

Remark 3. In Talky-G, we need to check to see if a potential generator, which passed 
two tests of frequency and tidset, includes a proper subset with the same support in the 
set of mined generators (see getNextGenerator function [12]). Though a special hash 
table is used for doing the task, it seems to be very time-consuming. Condition (10) 
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shows that we only need to consider the candidate with its immediate subsets – the 
generators mined from previous step in a level-wise progress. 

3 GENCLOSE Algorithm 

This section presents GENCLOSE that executes a breadth-first search over an ITG-tree 
(itemset-tidset-generator tree), like Charm which discovers an IT-tree, to discover 
generators. Simultaneously the corresponding closed itemsets are gradually explored. 
In each step, GENCLOSE tests the necessary and sufficient condition (10) for produc-
ing new generators from the generators of the previous step. Unlike Close that needs to 
scan the database, we propose three expanded operators (described formally in 3.2) and 
apply them for discovering the closures along the process of mining generators. 

Table 1. Dataset D1 

Objects Items 

o1  a b c    e    g u 
o2  a    c d    f    u 
o3  a       d e f g u 
o4     b c    e f g u 
o5     b c    e 
o6     b c 

 
Itemset-Tidset-Generator Tree. Fig. 1 shows ITG-tree created from the execution of 
GENCLOSE on dataset D1, as shown in Table 1, with minsup=1. This figure is used 
for the examples in the rest of the paper. A tree node includes the following fields. The 
first, namely generator set (GS), contains the generators. The second, called pre-closed 
itemset, or PC for short, is the itemset that shares the same objects to them. PC is grad-
ually enlarged to its closure – h(PC). The third field O is the set of those objects. Thus, 
we have: PC⊆λ(O)=h(G) and ρ(PC)=O=ρ(G), G∈GS (in implementation, we save 
their differences). The last one, called supp, stores the cardinality of O, i.e. supp(PC). 
Initializing by Root (Level 0), its PC is assigned by ∅. By the convention, ρ(∅):=O, 
Root.O=O. The ITG-tree is expanded level by level. Each one splits into the folders. 
Level 1, called L[1], includes only the folder containing the nodes as Root’s children. 
If the combination of two nodes X and Y1 in level i (called L[i]) creates node Z at 
L[i+1], we say X the left-parent of Z. If X and Y2 also in L[i] form T, then Z and T have 
the same left-parent X, i.e. they are in the same folder according to X. However, the 
nodes of the same folder can have different left-parents! 

3.1 GENCLOSE Algorithm 

The task of GENCLOSE is to output LCG – the list of all frequent closed itemsets to-
gether the corresponding generators and supports. Its pseudocode is shown in Fig. 2. 
We start by eliminating non-frequent items from A and sorting in ascending order 
them first by their supports and then by their weights [16]. Each item a∈ AF forms a 
node in L[1]. Starting with i=1, the i-th step is broken into three phases as follows. 
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Fig. 1. ITG-tree created from D1 with minsup=1 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. GENCLOSE algorithm 
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GENCLOSE (D, minsup): 
1. AF = SelectFreqItems-Sort (A, minsup);  
2. LCG = ∅; L[1] = ∅; HasNewLevel = true; i = 1; 
3. for each a ∈ AF  do   L[1] = L[1] ∪ {(|ρ(a)|, a, {a}, ρ(a))}; 
4. while ( HasNewLevel ) do 
5.      ExpandMerge ( L[i] );    // using EoB.1 
6.      L[i+1] = ∅;       
7.      for each NLeft in L[i] do 
8.          for each NRight in L[i]: Left < Right; NLeft, NRight are in the same folder do 
9.              NewO = NLeft.O ∩ NRight.O; NewSup = |NewO|; 
10.              if ( NewSup ≠ NLeft.Supp  and  NewSup ≠ NRight.Supp ) then 
11.                  if ( NewSup ≥ minsup ) then 
12.                       NewPC = NLeft.PC ∪ NRight.PC;  // using EoA 
13.                       JoinGenerators (NLeft, NRight, NewO, NewSup, NewPC, L[i+1]); 
14.       InsertLevel (L[i], LCG);    // using EoC 
15.       if ( L[i+1] = ∅ ) then  HasNewLevel = false; 
16.       i = i+1; 
17. return  LCG;   // all frequent closed itemsets, their generators and supports 
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The first phase is called by ExpandMerge procedure for extending pre-closed item-
sets of the nodes at L[i] as well as merging them using operator EoB.1 (see 3.2). Let 
NLeft and NRight be two nodes at L[i] that Left comes before Right. It tests which of three 
following cases is satisfied. If NLeft.O ⊂ NRight.O, since property 4 of proposition 1, 
h(NLeft.PC) ⊃ h(NRight.PC). Toward to closures, NLeft.PC should be extended by 
NRight.PC. If NLeft.O⊃ NRight.O, NRight.PC := NRight.PC ∪ NLeft.PC. Otherwise, we push all 
generators in NRight.GS into NLeft.GS and add NRight.PC to NLeft.PC. Then, we move the 
nodes having the same folder with NRight to the folder including NLeft and discard NRight. 

The second phase produces the nodes at L[i+1] by considering each pair (NLeft, 
NRight), written NLeft-NRight, at Lines 7, 8. Since NewO=NLeft.O∩NRight.O is a new closed 
object-set, if its cardinality exceeds minsup, we need to determine new frequent closed 
itemset λ(NewO). First, we create its core, called NewPC. We then jump into JoinGe-
nerators (Fig. 3) for mining its generators from i-item generators containing in NLeft-
NRight. We check (10) only for g∈G0 since it is always satisfied for g=gi and g=gi+1. 
Case i=1, we have immediately 2-item generators. Otherwise, if we touch a value of 
g∈G0 such that Gg=G\{g} is not an i-item generator, it is obviously that G is not an 
(i+1)-item generator of NewPC. But we should not be in the hurry. It is necessary to 
consider the latter for expanding pre-closed itemsets. Let Nodeg be the node including 
Gg as an i-item generator. If it does not exist, i.e. G is not a generator, then we move to 
the next value of g. Otherwise, we check if Nodeg.Supp = NewSup. If yes, i.e. G is not a 
generator, Nodeg.PC at L[i] is enlarged by NewPC. If no, we expand NewPC by No-
deg.PC. Clearly, not only new pre-closed itemsets but also the ones at L[i] are ex-
panded. If (10) is satisfied, G is a new generator produced from (Gl, Gr). We return to 
Line 18 to process next generator pairs. If there exists at least a new (i+1)-item genera-
tor, we get new node NewSupNewPC-NewGS-NewO at L[i+1] and then return to Lines 7, 
8 for considering the remaining node pairs. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. JoinGenerators procedure 

JoinGenerators (NLeft, NRight, NewO, NewSup, NewPC, L[i+1]): 
18. for each (Gl∈NLeft.GS, Gr∈NRight.GS: |Gl|=i, |Gr|=i and |Gl∩Gr|=i-1) do 
19.      G = Gl∪Gr; G0 = Gl∩Gr; G_is_Generator = true; 
20.      for each g∈G0 do 
21.            Gg = G\{g}; 
22.            Nodeg = SearchNodeWithGenerator (Gg); 
23.            if ( Nodeg is null  or  NewSup = Nodeg.Supp ) then 
24.            { 
25.                  G_is_Generator = false; 
26.                  if ( Nodeg is not null ) then    // NewSup = |Nodeg.O| 
27.                         Nodeg.PC = Nodeg.PC ∪ NewPC;   // using EoB.2 
28.            } 
29.            else   // G can be a generator! 
30.                   NewPC = NewPC ∪ Nodeg.PC;  // using EoA 
31.       if ( G_is_Generator )  then  NewGS = NewGS  ∪ {G}; 
32. if ( |NewGS| ≥ 1 ) then 
33.      L[i+1] = L[i+1] ∪ {(NewSup, NewPC, NewGS, NewO)}; 
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At the last phase, we will finish the extension for the PCs of the nodes of L[i] by 
InsertLevel that inserts in turn the nodes at L[i] into LCG. Before adding a node X, 
GENCLOSE makes a check if X.PC is closed. If there exists P in LCG such that 
supp(P)=X.Supp and P ⊇ X.PC, P is the closure that X.PC wants to touch. We push 
those new generators into the generator list of P. In contrast, since X.PC is a new 
closed itemset, we insert X.PC, its generators and support to LCG. 

An Example. Fig. 1 is used through the example. For short, a tree node is written in 
the form SuppPC-GS-O. At the beginning, we have the following nodes D:=2d-{d}-23 3, 
A:= 3a-{a}-123, F:=3f-{f}-234, G:= 3g-{g}-134, B, E, U and C. First, D is considered 
with A, F, U and it becomes 2dafu-{d}-23 since D.PC is contained in their PCs. By the 
similar computations, we get L[1]. Next, we obtain L[2] by combining the node pairs 
of L[1]. Then, LCG is {2dafud, 

3aua, 
3fuf, 

3geug, 
4bcb, 

4ee, 
4uu, 

5cc} where the generators 
were written in the right at the bottom. At the next step, AG.PC and FG.PC are taken 
into the PCs of AB and FB. Then, we merge DE into DG, thus, DG becomes 1adfueg-
{dg, de}-3. We try to consider the next combinations and find that the nodes AE, FE, 
GC, BU, EC should be merged into AG, FG, GB, BE, accordingly. Right after, EC is 
moved to the folder including BE and then this folder is merged into folder G. We look 
at pair AG-AC, we find out two new generators agc, aec. Here, NewPC, which is in-
itially aueg+auc, is enlarged by GB.PC and becomes auegcb. Then, GENCLOSE calls 
InsertLevel to insert L[2] into LCG. Since AF.PC=auf is not closed, af is a new 2-item 
generator of adfu. Then, we take into LCG the PCs of the remaining nodes and their 
corresponding generators. The next computations of GENCLOSE are straightforward. 

3.2 The Expanded Operators EoA, EoB and EoC 

We call hF, OF the pre-closed itemset and object-set according to generator F. Suppose 
that LCG contained all frequent closed itemsets that includes (i-1)-item generators. 

Let G be an i-item generator created by joining two nodes at L[i-1]: 
EoA: hG is formed by (∀g∈G: Gg=G\{g} is an (i-1)-item generator): 

∈

← ∪ gG G G
g G

h h h  (13) 

EoB.1: hG was extended by:  
~

~
~ [ ]:∈ ⊆

← ∪ 
G G

G G G
G L i O O

h h h       (14) 

After joining the nodes at L[i]: 
EoB.2: Let {a}∪G, called aG, be a new candidate (i+1)-item generator. If |OaG|=|OG|, 

then aG is not an (i+1)-item generator. Thus:   
: =

← ∪ 
aG G

G G aG
a O O

h h h              (15) 

EoC: Consider how to insert (supG, hG, GS) into LCG. First, we check to see if there 

exists a closed itemset P being in LCG such that: 

                                                           
3 We write the set of objects simply their identifiers. 
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supp(P) = supp(hG)  and  P ⊇ hG (16) 

1) If yes, hG is not a new closed itemset. Thus, we add i-item generators to P. 2) If no, 
we insert new closed itemset hG together its i-item generators and support into LCG. 

Theorem 2. (The completeness of the expanding operators). After we use those opera-
tors for every node at level i containing i-item generators, hG is closed. Thus, LCG is 
added by frequent closed itemsets having i-item generators or only those generators. 

Proof:  
Case i=1: After we consider the set containment relation for the object-sets according 
to 1-item generators: ∀b∈A: ∀a∈h(b) ⇔ h(a) ⊆ h(b) ⇔ Oa≡ρ(a) ⊇ Ob≡ρ(b), there-
fore: hb ← hb ∪ {a}. Then, h(b) ⊆ hb. Clearly, h(b) ⊇ hb. Hence h(b) = hb. 

Case i>1: suppose that the conclusion is true for 1, 2, .., i-1, i≥2. After EoA, EoB 

finishes:
~

~~ : :| | | |g G G aG G
G G G a Gg G G O O a O O

h h h h
∈ ⊆ =

=     . 

We make the assumption that hG is not closed, hG ⊂ h(G). For ∀a∈h(G)\hG (**), we 
will prove that there exists P ∈LCG such that any present generator of P has at most i-
1 items: h(P)=h(G) ⊃ hG ⇔ [h(P) ⊃ hG and ρ(P)=OG] ⇔ [h(P) ⊃ hG and |ρ(P)|=|OG|]. 

- First, we prove that aGg is not an i-item generator of h(aGg). Conversely, joining G 
with aGg generates aG. Since h(G)=h(aG), so aG is not a generator. However, since 
EoB was used, a was added to hG. That implies a∈hG which contradicts to (**)! 

- Since aGg is not an i-item generator of h(aGg), there exists a minimal generator 
∅≠G’⊂ aGg: h(G’) = h(aGg). (A) If a ∉ G’, then G’ ⊆ Gg. Hence, h(aGg) =  h(G’) ⊆ 
h(Gg) ⊆ h(aGg). It follows that a∈h(aGg)=h(Gg), i.e. a contradiction to the fact that a ∉ 
hG (**)! (B) Therefore, a∈G’ and there exists G’=aGgB, with ∅≠B⊆Gg: 
h(aGgB)=h(aGg) (GgB=Gg\B=G\(gB)). Since 0 ≤ |GgB| ≤ i-2, 1 ≤ |G’| ≤i-1. In other 
words, generator G’ of h(aGg) has at most i-1 items. 

- What is left is to show that ∃ g∈ G: h(aGgB)=h(aGg)=h(G) ⊃ hG. It means that we 
will find out the closure h(G) of hG from the ancestor nodes h(G’) (⊃ hG and |G’| ≤ i-1) 
in LCG. Assume that the conversion comes: ∀g∈G: h(aGg) ⊂ h(G) (⇔ ρ(G)⊂ ρ(aGg)) 
(***) and ∃g’∈B⊆Gg: G’=aGgB is a generator of h(aGg) = h(aGgB). Clearly, g ≠ g’ ∉ 
G’. Then G’ = aGgB  ⊆ aGg’. But, we have also: ρ(aGg’) ⊆ ρ(Gg’), ρ(aGgB) = ρ(aGg) ⊆ 
ρ(Gg). Taking the intersection of two sides, we have: ρ(aGg’)=ρ(aGg’)∩ρ(aGgB) 
⊆ρ(Gg’)∩ρ(Gg)=ρ(Gg’∪Gg)=ρ(G) ⊂ ρ(aGg’) (by (***)).  The contradiction happens!   

4 Experimental Results 

The experiments below were carried out on a i5-2400 CPU, 3.10 GHz @ 3.09 GHz, 
with 3.16 GB RAM, running under Linux, Cygwin. To test the performance and cor-
rectness of GENCLOSE, we compare it against CharmLMG 
(http://www.cs.rpi.edu/~zaki) and D-Touch (a fast implementation of Touch, 
http://coron.wikidot.com/) on six following benchmark datasets at 
http://fimi.cs.helsinki.fi/data/: C20d10k, C73d10k, Pumsb, Pumsbstar, Mushroom and 
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Connect. They are highly correlated and dense datasets in terms that they produce 
many long frequent itemsets as well as only a small fraction of them is closed. The 
dataset characteristics can be found in [10, 16]. We did not choose the sparse ones 
since in which almost frequent itemsets are closed and they are generators themselves. 
We decided to get seven small values of minsup thresholds for each dataset, computed 
on percentages, ranged from: 80% down to 30% for Connect, 95% down to 70% for 
Pumsb, 75% down to 45% for C73d10k, 40% down to 20% for Pumsbstar, 15% down 
to 0.1% for C20d10k, and 18% down to 0.5% for Mushroom. The reason is that, for the 
big ones, the mining processes are often short, so, there is no difference in the perfor-
mances of GENCLOSE, CharmLMG and D-Touch. 

The experiments show that the output of GENCLOSE is identical to the ones of 
CharmLMG and D-Touch. Let Time-GENCLOSE, Time-CharmLMG and Time-
DTouch be their running times, computed in seconds. Fig. 4 shows them for Connect. 
For each dataset, we get the average number of the ratios of the running times of 
CharmLMG and D-Touch compared to GENCLOSE (Time-CharmLMG / Time-
GENCLOSE and Time-DTouch / Time-GENCLOSE) on all minsup values. Fig. 5 
shows those numbers for all datasets. We find that, in general, GENCLOSE are over 
many times faster than CharmLMG and D-Touch. The reductions in the execution time 
of GENCLOSE, compared to D-Touch are lowered for C20d10k and Mushroom. But, 
one note that, D-Touch can not execute: for C73d100k with minsups of 50% and 40%; 
for Pumsb with minsups 75%, 70%; for Pumsb* with minsup = 20%. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5 Conclusions 

We gave some properties of closed sets and generators as well as their relations. 
Based on them, we developed GENCLOSE, an efficient algorithm for mining concur-
rently frequent closed itemsets and their generators. The background of the algorithm 

Fig. 4. The running times of CharmLMG, 
D-Touch and GENCLOSE on Connect 

Fig. 5. Average ratios of the running times 
of CharmLMG, D-Touch on GENCLOSE  
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included the necessary and sufficient condition for producing generators and the oper-
ators for expanding itemsets were proven reliably. Many tests on benchmark datasets 
showed its efficiency compared to CharmLMG and D-Touch.  

For mining either closed itemsets or generators separately, the depth-first  
algorithms usually outperform the level-wise ones. An interesting extension is to de-
velop a depth-first miner based on the proposed approach. 
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Abstract. Towards the user, it is necessary to find the frequent itemsets which 
include a set C0, especially when C0 is changed regularly. Our recent studies 
showed that the frequent itemset mining with often changed constraints should 
be based on closed itemsets lattice and generators instead of database directly. 
In this paper, we propose a unique representation of frequent itemsets restricted 
on constraint C0 using closed frequent itemsets and their generators. Then, we 
develop the efficient algorithm to quickly and non-repeatedly generate all fre-
quent itemsets contain C0. Extensive experiments on a broad range of many 
synthetic and real datasets showed the effectiveness of our approach. 

Keywords: Frequent itemset, closed frequent itemset, generator, constraints 
mining, closed itemsets lattice.  

1 Introduction 

Mining frequent itemsets is one of the important tasks in data mining. Although the 
set of all frequent itemsets is quite huge, users only take care of a small number of 
them which satisfy some given constraints. As a remedy, the model of constraint-
based mining has been developed [5, 17, 21]. Constraints help to focus on interesting 
knowledge and to reduce the number of patterns extracted to those of potential  
interest. In addition, they are used for decreasing the search space and enhancing the 
mining efficiency as well. The two important types of constraints which have been 
studied by many authors are the anti-monotone constraint [17] denoted as Cam, and 
the monotone constraint [19] denoted as Cm. The constraint Cam is simple and suitable 
with Apriori-like algorithms, so it is often integrated into them to prune candidates. 
On the contrary, the Cm is more complicated to exploit and less effective to prune the 
search space. 

In this paper, we consider a type of Cm as follows. For a database T included in the 
set A of all items, let AF be the set of all frequent ones and C0 be a constraint subset 
(C0 ⊆ A). The task is to find out all the frequent itemsets containing C0 (constraint 
Cm). For example, users need to know frequent keyword sets including some given 
keywords. They can quickly lead users to the desired documents. A simple approach 
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is to mine first frequent itemsets by one of the algorithms, such as Apriori [1, 16], 
Eclat [24], FP-growth [20], and then the ones containing C0 are filtered out in a post-
processing step. This approach is inefficient because of the following disadvantages. 
First, it often has to test a huge number of itemsets in the last step. Second, we need to 
execute the algorithms again whenever the constraint is changed. Thus, our system is 
hard to immediately return frequent itemsets to users. A solution is to mine and save 
only once all frequent itemsets for the small values of minimum support. Then, 
whenever they are changed, the system extracts the satisfied ones. The cost for this 
second step seems to be very high because the number of frequent itemsets generated 
from the first step is usually enormous. Moreover, we have to use a lot of memory to 
store them.  

Another promising solution is to combine the advantages of both constrained 
mining and condensed representation of frequent itemsets. Instead of mining all 
frequent itemsets, only a small number of the condensed ones are extracted. 
Condensed representation has three primary advantages. First, it is easier to store 
because the number of condensed ones is much smaller than the size of the class of all 
frequent ones, especially on dense databases. Second, we exploit it only once even 
when the constraints are changed. And last, the condensed representation can be used 
to generate all frequent ones and this generation can be performed without any access 
to database T. A type of condensed representation is maximal frequent itemsets [13, 
15]. Since their cardinality is very small, so they can be discovered quickly. Further, 
we can generate all frequent itemsets from the maximal ones. However, that 
generation produces duplications. In addition, the generated frequent subsets can lose 
information about the support. Therefore, it needs to be recomputed when mining 
association rules. The other type of condensed representation is the closed frequent 
itemsets and their generators [9, 10, 11, 18] in which the generators are minimum and 
the closed ones are maximum. Each maximum one represents a class of all frequent 
itemsets having the same closure. 

Based on the approach which uses the lattice of the closed itemsets and their 
generators, we recently applied successfully in mining frequent itemsets FI with both 
Cam and Cm separately. More details, in [2, 3] we used the lattice to mine all frequent 
itemsets contained in a subset C of set of all items on a given database (FI ⊆ C). And 
in [4] we applied it to find all ones containing at least an item of a subset C, i.e., 
intersection of FI and C is not empty (FI ∩ C ≠ ∅). This paper continues to use the 
lattice for mining frequent itemsets including above constraint subset C0 (C0 ⊆ FI). 
The model proposed in the paper for this constraint can be described abstractly as 
follows. First, we mine only once the class LG

A
 containing the lattice of closed 

itemsets and their generators from T. Second, when C0 is changed, we quickly 
determine from LG

A
 the class FCS⊇C0 of closed frequent itemsets including C0 and 

generators. Finally, from FCS⊇C0, we completely, quickly and non-repeatedly 
generate all frequent itemsets with constraint using a structure and unique 
representation of frequent itemsets. The efficient algorithm is also proposed to 
execute the corresponding steps in that model.  
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The rest of the paper is organized as follows. Section 2 recalls some basic concepts 
in frequent itemset mining and some notations. In section 3, we present a unique 
representation of frequent itemsets with constraint and propose the efficient algorithm 
to exploit all frequent ones satisfying constraint C0. Experimental results will be 
discussed in section 4. Finally, a short conclusion is presented in section 5. 

2 Some Concepts and Notations 

For a database T, let O be a non-empty set containing transactions, A be a set of 
items appearing in those transactions and R a binary relation on O x A. A set of 
items is called an itemset. Consider two operators: λ: 2O→2A and ρ: 2A→2O defined as 
follows (λ(∅) := A and ρ(∅) := O): ∀O ⊆ O, ∀A ⊆ A, λ(O) = {a∈A | (o, a) ∈ R, 
∀o∈O}, ρ(A) = {o∈O | (o, a) ∈R, ∀a ∈ A}. A closed operator h in 2A [6, 26] is 
defined: h = λ o ρ. Denote h(A) as the closure of subset A ⊆A. A is called closed 
itemset if h(A)=A. The class of all closed itemsets is denoted as CS. The support of 
itemset A in T, denoted supp(A), is the number of the ratio of |ρ(A)| to |O|, i.e., 
supp(A) = |ρ(A)| / |O|. The minimum support threshold is denoted s0, with s0∈ [1/|O|; 
1]. An itemset A is called frequent if its support  is no less than s0, i.e., s0  ≤ supp(A). 
Let FS and FCS be the classes of all frequent itemsets and all closed frequent 
itemsets with s0. For any two sets G, A: ∅ ≠ G ⊆ A ⊆ A, G is called a generator [16] 
of A if h(G) = h(A) and (∀∅ ≠ G’⊂ G  h(G’) ⊂ h(G)). Let G(A) be the class of all 
generators of A and LG

A
 the lattice of all closed itemsets and their generators. 

Given that C0 is constraint subset with ∅ ≠ C0 ⊆ A. We denote FS⊇C0 = {L’⊆A: 
L’⊇C0, supp(L’) ≥ s0} the class of all frequent itemsets including C0, FCS⊇C0 = { 
L∈FCS | L ⊇ C0} the class of all closed ones including C0, FS(L) = {L’ ⊆ L: h(L’) = 
h(L)} the class of all ones having the same closure L with L∈FCS, and FS⊇C0(L) = 
{L’ ⊆ L: L’ ⊇ C0, h(L’) = h(L)} the class of all frequent itemsets in FS(L) including 
C0, with L∈FCS⊇C0. 

Remark 1. ∀L ∈ FCS, ∀L’∈ [L], if C0 ⊆ L’ then supp(C0) ≥ supp(L’) = supp(L) ≥ s0. 
Thus, we only consider constraint subsets C0 which are frequent. 

3 Mining Frequent Itemsets with Single Constraint 

Definition 1. [22] (Equivalence relation ~h over 2A). ∀A, B∈FS: 
A ~h B ⇔  h(A) = h(B). 

Using this relation, we partition FS into the disjoint equivalence classes. Each class 
contains frequent itemsets having the same closure L∈FCS. We have the following 
theorem:  
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Theorem 1. [22] (A partition of FS). 


∈

=
FCS

FS
L

]L[ . 

This partition allows us to independently exploit frequent itemsets with constraint in 
each equivalence class. 

Example 1. Let us consider database T that is used  in the rest of the paper in Fig. 1.a. 
For s0 = ¼, using Charm-L [25] and MinimalGenerators [23] we mine the lattice of all 
closed frequent itemsets and their generators. The result is showed in Fig. 1.b. Then, 
we have FS = [adfg] + [deg] + [bcf] + [bce] + [dg] + [f] + [e] + [bc].1 Thanks to this 
disjoint partition, we can significantly reduce the duplication in the mining process of 
frequent itemsets. However, theorem 2 in [2] showed that frequent itemsets generated 
in each class can be still duplicated. 

 
(b) The lattice of all closed itemsets (underline) and 
their generators (italic) 

Fig. 1. Database and the corresponding lattice of closed itemsets 

3.1 Partition the Class of Frequent Itemsets with Single Constraint 

Based on the idea of the above partition, we have the proposition as follows: 

Proposition 1. (The disjoint partition the class of all frequent itemsets with  
constraint). ∀C0 ⊆A and s0 ≤ supp(C0):  

0C⊇FS  =  ⊇∈ ⊇
0C 0L C )L(

FCS
FS . 

Proof: 

 The sets in the right side are disjoint. In fact, ∀L’i∈FS⊇C0(Li), where Li∈FCS⊇C0, i 
= 1, 2 and L1 ≠ L2. We have h(L’1) = L1≠L2  = h(L’2). Thus, L’1 and L’2 are in the 
different equivalence classes [L1] and [L2]. Hence, L’1 ≠ L’2. 

                                                           
1 The symbol + is denoted as the union of two disjoint sets.  

Trans Items 
1 bce 
2 adfg 
3 bcf 
4 deg 

(a) Database T adfg1/4 
a,df, fg 

deg1/4 
de, eg 

bcf 1/4 
bf, cf 

bce1/4 
 be, ce 

bc2/4 
 b, c 

e2/4 
 e 

dg2/4 
 d, g 

f 2/4 
  f 
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 “⊆”: ∀L’∈FS⊇C0, assign that L = h(L’), we have: supp(L’) = supp(L) ≥ s0. So 
L∈FCS. Moreover, we know that C0 ⊆L’⊆ L. Therefore, L∈FCS⊇C0. We con-
clude that L’∈FS⊇C0(L). 

 “⊇”: ∀L∈FCS⊇C0, L’∈FS⊇C0(L), we have C0 ⊆ L’ and h(L’) = h(L) = L. Thus, 
supp(L’) = supp(L) ≥ s0. Hence, L’∈FS⊇C0.                                                            

Remark 2. The disjoint partition of the class of all frequent itemsets allows us to 
design parallel algorithms which can independently exploit each class. Then, the 
mining time can be reduced significantly. 

Example 2. Fixed s0 = ¼, we consider L = adfg, G(L) = {L1 = a, L2 = df, L3 = fg}. 
From theorem 3 in [2], we obtain: XU = adfg, XU,1 = dfg, XU,2 = ag, XU,3 = ad, X_ = ∅. 
Thus, [adfg] = {a, ad, af, ag, adf, adg, afg, adfg, df, dfg, fg}. For C0 = dg, we test 
frequent itemsets L’ of [adfg] by the condition C0 ⊆L’ and get FS⊇C0(adfg) = {adg, 
dfg, adfg}. Similarly, we have: FS⊇C0(deg) = {deg}, FS⊇C0(dg) = {dg}. Thus, FS⊇C0 = 
FS⊇C0(adfg) + FS⊇C0(deg) + FS⊇C0(dg) = {adg, dfg, adfg, deg, dg}. 

Following example 2, we find that the test of the condition C0 ⊆ L’ is very expensive. 
In the next section, we propose the method to efficiently mine the frequent itemsets 
with constraint in each equivalence class. 

3.2 Mining all Frequent Itemsets with Single Constraint 

In this section, we point out the unique representation and structure of frequent 
itemset with constraint. For each L∈FCS⊇C0, let

0Cmin,K := Minimal{Ki = Li \ C0 | Li ∈ 

G(L)} be the class of all the minimum itemsets of {Li \ C0 | Li ∈G(L)} in terms of the 

set containment order. Assign that
0C,UK := 

0Cmin,i KK iK
∈

, iC,U ,0
K := 

0C,UK \ Ki, 

0C,_K := L \ ( 0C,UK + C0), let us define: 

      FS *
⊇C0(L) = {L’ = C0+Ki+K’i+K~ | Ki∈ 0Cmin,K , K’i ⊆ iC,U ,0

K , K~ 

⊆
0C,_K and (Kj⊄Ki+K’i, ∀Kj ∈ 0Cmin,K : 1≤j<i)}.        (*) 

Remark 3. If there exists Li∈G(L) such that Ki = Li\C0 = ∅ then FS*
⊇C0(L) = {L’ = 

C0+L’’, L’’⊆L\C0}. In this way,  the frequent itemsets with constraint are generated 
more quickly. Indeed, if there exists Li∈G(L) such that Ki = Li\C0 = ∅ which implies 
that Li ⊆ C0, then 

0Cmin,K = ∅,
0C,UK = ∅, iC,U ,0

K = ∅. It deduce that 
0C,_K = L\C0. 

Thus, L’ = C0+L’’∈FS*
⊇C0(L), where L’’⊆ L\C0. 

Theorem 2. (Generating non-repeatedly the elements of FS*
⊇C0(L)). 
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For each L ∈FCS⊇C0, we have: 

a) FS ⊇C0(L)  = FS*
⊇C0(L). 

b) The elements of FS*
⊇C0(L) are generated non-repeatedly. 

Proof.  a) 

• “⊆”: If L’∈FS⊇C0(L), we always select the lowest index i such that Li ∈G(L) and 
Ki = Li\C0 ∈ 0Cmin,K is the minimum set. According to theorem 3 in [2], we have 

L’ = Li + L’i + L~, where Li ∈G(L), LU = )L(L i
i

L
G∈

, L’i ⊆ LU,i = LU\Li, L
~ ⊆ 

L_= L\LU. Thus, L’ = C0 ∩ (Li + L’i + L~) + (Li \ C0) + (L’i \ C0) + (L~ \ C0) = C0 + 
Ki + (L’i \ C0) + (L~

 \ C0) = C0 + Ki + K’i + K~, where K’i = (L’i \ C0) ∩ 0C,UK ⊆ 

0C,UK ∩ (LU \ Li) ⊆
0C,UK \ Li ⊆ 0C,UK \ Ki = iC,U ,0

K  and K~ = [(Li’ \ C0) \ 

0C,UK  + (L~ \ C0)] ⊆ (L \ (C0 + 
0C,UK )) + (L \ KU) \ C0 ⊆ L \ (C0 + 

0C,UK ) = 

0C,_K . Hence, L’ ∈ FS*⊇C0(L). 

• “⊇”: If L’∈FS*
⊇C0(L), there exists Ki = Li \ C0 ∈

0Cmin,K , Li∈G(L), K’i 

⊆ iC,U ,0
K  and K~ ⊆

0C,_K : C0  ⊆ L’ = C0 + Ki  + K’i + K~
 ⊆ L.  Thus, h(L’) ⊆ 

h(L). On the other hand, since Li = Ki + (Li ∩ C0) ⊆ Ki + C0 ⊆ L’, so h(L) = 
h(Li) ⊆ h(L’). Therefore, h(L’) = h(L). Hence, L’∈FS ⊇C0(L). 

b) Assume that there exists i, k with i > k ≥ 1 such that L’k ≡ L’i, where L’k := C0 + Kk 

+ K’k + K~
k, L’i : = C0 + Ki + K’i + K~

i, Kk, Ki ∈ 0Cmin,K , Kk ≠ Ki, K
~

k, K
~

i ⊆ 0C,_K , 

K’k ⊆ kC,U ,0
K , K’i ⊆ iC,U ,0

K . Since Kk ∩ C0 = ∅ and Kk ∩ K~
i = ∅, so Kk ⊂ Ki + K’i 

(the equality does not occur because Ki and Kk are two different minimum sets). It 
contradicts to the way that we select i. Therefore, all elements of FS*

⊇C0(L) are gener-
ated non-repeatedly. 

Example 3. For s0 = ¼ and C0 = dg. Consider L = adfg, G(L) = {L1 = a, L2 = df,  
L3 = fg}. We have: K1 = L1 \ C0 = a, K2 = L2 \ C0 = f, K3 = L3 \ C0 = f, 

0Cmin,K = Minim-

al{K1, K2, K3} = {K1, K2} = {a, f},
0C,UK = af, 1,0C,UK = f, 2,0C,UK = a, 

0C,_K = ∅. 

Consider K1: dg+a, dg+af ∈FS⊇C0(adfg). Consider K2: dg+f ∈FS⊇C0(adfg).  
Thus, FS⊇C0(adfg) ={adg, afdg, fdg}.  

According to theorem 2, we abtain procedure MFS-Contain-IC-OneClass of which the 
pseudo code is presented in Fig. 2 for mining frequent itemsets with single constraint 
in a class. Using proposition 1 and this procedure, we propose algorithm  
MFS-Contain-IC, shown in Fig. 3, for mining all frequent ones with single constraint. 
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Fig. 2. MFS-Contain-IC-OneClass procedure 

 

Fig. 3. MFS-Contain-IC algorithm 

MFS-Contain-IC(C0, s0) 

1. FS⊇C0 = ∅; 

2. if (supp(C0) < s0) then return FS⊇C0;   // Remark 1 
3. For each (L∈CS)  do  
4.   if  (supp(L)≥s0 and C0 ⊆ L) then {   

5.  FS(L)⊇C0 = MFS-Contain-IC-OneClass(L,G(L),C0); 
6.      FS⊇C0 = FS⊇C0 + FS(L)⊇C0; 

7.   } 

8. return  FS⊇C0; 

FS⊇C0(L)  MFS-Contain-IC-OneClass(L, G(L), C0)  
1. ExistsLiInC0 = False; FS⊇C0(L)= ∅; 

2. for each (Li ∈ G(L)) do { 
3.       Ki = Li \ C0; 
4.       if (Ki= ∅) then { 
5.        ExistsLiInC0 = True; break; 
6.       } 
7. } 
8. if (ExistsLiInC0 = True) then {  //remark 2 
9.         For each (L’’ ⊆ L\C0) do 
10.         FS⊇C0(L) = FS⊇C0(L) + {C0 + L’’}; 
11. } 
12. else  
13. { Kmin,C0= Minimal{Ki} ;  

14.   
0,CUK =

0Cmin,i KK iK
∈

; 
0_,CK = L\(

0,CUK  + C0); 

15.   for (i=1; Ki ∈Kmin,C0; i++) do { 
16.      KU,C0,i = KU,C0 \ Ki ; 
17.     for each (K’i ⊆ KU,C0,i) do { 
18.      IsDuplicate = false;  //Test condition(*) 
19.      for (k=1; k<i; k++) do 
20.        if (Kk ⊂ Ki+K’i) then  
21.          { IsDuplicate = true; break; } 
22.      if (not(IsDuplicate)) then 
23.        for each (K~ ⊆ K_, C0 ) do 
24.        FS⊇C0(L) = FS⊇C0(L) + {C0 + Ki + K’i + K

~}; 
25.     } 
26.   } 
27. } 
28. return  FS⊇C0(L); 
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4 Experimental Results 

Experiments were performed on a i5-2400 CPU, 3.10GHz@ 3.09GHz PC with 
3.16GB of memory, running Windows XP. Algorithm were coded in C#. To compare 
the performance, we used the source for Charm-L, MinimalGenerators and dEclat 
[28], converted to C#. Charm-L and MinimalGenerators are used in order to mine the 
lattice of the closed itemsets and their generators. dEclat is to exploit all frequent 
itemsets. Here, we modified it towards the mining frequent itemsets with constraint. 
More details, we filter the output thereof to determine frequent itemsets including C0. 
This new version is called SC- dEclat. In a post-processing approach, we also create 
SC-GenItemsets from Gen_Itemsets [2].  

For the  performance test, we chose several benchmark databases in FIMDR [27]:  
Pumsb, Connect, Mushroom, T10I4D100K and T40I10D100K. Pumsb, Connect, 
Mushroom are real and dense ones, i.e. they produce many long frequent itemsets 
even for very high support values. The others are synthetic and sparse. Table 1 shows 
their characteristics. 

Table 1. Databases’ characteristics 

Database #Items #Records Avg. Length 
Connect (C) 129 67557 43 
Mushroom (M) 119 8124 23 
Pumsb (P) 7117 49046 74 
T10I4D100K (T10) 1000 100.000 10 
T40I10D100K (T40) 1000 100.000 40 

 
With dense databases, for each pair of database (DB) and minimum support (MS), 

the size of C0 ranges from 4% to 14% of |AF| (step 2%). For sparse ones, its size 
ranges from 0.2% to 2% of |AF| (step 0.2%). For each C0’s size, we select 10 con-
straints for the dense ones and 6 constraints for the sparse ones (each of them contains 
items randomly selected from AF). Let T_MCI, T_SCG and T_SCE be the average 
execution time of MFS-Contain-IC, SC-GenItemsets and SC-dEclat on 60 selected 
constraints. 

Table 2 contains the experimental evaluation of MFS-Contain-IC against  
SC-GenItemsets and SC-dEclat, where: the average number of the percent ratios of 
T_MCI to T_SCG and T_SCE are shown in columns R_MG and R_ME (%). We call 
N the number of all frequent itemsets and NNC the number of frequent itemsets 
which do not contain C0. Column RR is used to indicate the average number of the 
percent ratios of NNC to N. Comparing with SC-GenItemsets, for dense databases, we 
find that MFS-Contain-IC executes more quickly. The time can be reduced from 
30.9% to 6.1%. In other words, we can save the amounts of the time ranging from 
69.1% to 93.9%. In sparse ones, this reduction is lower. The reason is that the number 
of the frequent itemsets is small and their size is short, leading to a low cost to test the 
constraints. Comparing with SC-dEclat, in all databases, MFS-Contain-IC runs much 
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more quickly. The time reductions are fluctuated from 13.8% to 2.3%. The reason is 
that there are a huge number of candidates (RR ranges from 98.4% to 99.9%) which 
fail the last test of SC-dEclat, leading to lower performance thereof. 

Table 2. The time reductions of MFS-Contain-IC, compared to SC-GenItemsets and SC-dEclat 

DB, 
MS 

R_MG 
  (%) 

R_ME 
  (%) 

RR 
(%) 

 DB, 
MS 

R_MG 
  (%) 

R_ME 
(%) 

RR 
(%) 

M,15 8.11 5.8 98.6  M,5 6.1 3.9 99.8 
M,10 6.1 5.2 99.6  M,3 6.3 3.9 99.5 
P,75 25.1 3.7 99.8  T10,0.09 57.3 3.9 99.6 
P,70 20.6 5.5 99.7  T10,0.07 59.3 3.8 99.9 
P,68 22.1 7.5 98.4  T10,0.04 63.1 3.5 99.7 
C,75 15.5 2.3 99.9  T40,2 95.6 3.5 99.9 
C,7 14.3 2.6 99.9  T40,0.9 94.3 11.9 99.6 
C,65 30.9 6.1 99.4  T40,0.6 94.5 13.8 99.4 

Fig. 4 contains the comparison of the average execution times over many support 
values. It is realized that there are the considerable enhancements in performance and 
scalability of MFS-Contain-IC in comparison to SC-GenItemsets and SC-dEclat.  

 

Fig. 4. MFS-Contain-IC in comparison with SC-GenItemsets and SC-dEclat 
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Fig. 5. MFS-Contain-IC and SC-GenItemsets against SC-dEclat 

Further, Fig. 5 shows the performance of MFS-Contain-IC along the changes of the 
number of constraints. It is clear that the performance gap between MFS-Contain-IC 
and SC-dEclat widens for a higher number of constraints. The main reason is that, 
when the constraints change, MFS-Contain-IC executes without the exploration of 
closed itemset lattice and their generators again from database. 

To conclude, one can see that MFS-Contain-IC outperforms both SC-GenItemsets 
and SC-dEclat, especially as minimum support is lowered and the number of con-
straints is increased. 

5 Conclusion 

We presented the unique representation and structure of frequent itemsets with con-
straint. The correctness of the theoretical results was reliably proven. The correspond-
ing efficient algorithm was developed for exploiting all of them. The tests on the 
benchmark databases showed the efficiency of our approach. Moreover, the tests also 
showed the outstanding advantages of the algorithm when the minimum support val-
ues are very low, especially when constraint is changed regularly. In the future, we 
will study frequent itemset mining on more complicated types of constraints and  
exploit association rules based on them. 
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Abstract. Mining frequent itemsets plays an important role in mining associa-
tion rules. One of methods for mining frequent itemsets is mining frequent 
weighted itemsets (FWIs). However, the number of FWIs is often very large 
when the database is large. Besides, FWIs will generate a lot of rules and some 
of them are redundant. In this paper, a method for mining frequent weighted 
closed itemsets (FWCIs) in weighted items transaction databases is proposed. 
Some theorems are derived first, and based on them, an algorithm for mining 
FWCIs is proposed. Experimental results show that the number of FWCIs is 
always smaller than that of FWIs and the mining time is also better. 

Keywords: data mining, frequent weighted support, frequent weighted item-
sets, frequent weighted closed itemsets.  

1 Introduction 

Classical association rule mining does not take into consideration the relative benefit 
of items. However, in some applications, we are interested in relative benefit 
(weighted value) associated with each item. For example, suppose bread incurs profit 
20 cents and a bottle of milk 40 cents. It is thus desirable to identify new methods for 
applying Association Rule Mining (ARM) techniques to this kind data so that such 
relative benefits are taken into account.  

In 1998, Ramkumar et al. [12] proposed a model for describing the concept of 
Weighted Association Rules (WARs) and presented an Apriori-based algorithm for 
mining Frequent Weighted Itemsets (FWIs). Some further ideas concerning with the 
mining of WARs are also discussed in [2]. Since then many Weighted Association 
Rule Mining (WARM) techniques have been proposed [14, 17, 20]. Khan et al. [4] 
extended the concept of WARM and proposed a method for mining fuzzy WARs. 

The advantage offered by adopting FWCI mining is that there are fewer FWCI’s 
than frequent itemsets, and hence computational efficiencies may be introduced.  
However, for mining efficient association rules, we need mine FWCIs [1, 9-10, 16, 
21-22]. This paper proposes a technique for mining FWCIs. Some theorems are also 
proposed. Based on them and WIT-tree [5-6, 17], we develop an algorithm for fast 
mining FWCIs. 
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The rest of this paper is organized as follows. Section 2 presents some related work 
concerning the mining of FWIs and WARs. Section 3 presents a proposed modification 
of WIT-tree [5-6, 17] for compressing the database into a tree structure. An algorithm 
for mining FWCIs using WIT-trees is discussed in section 4. Experimental results are 
presented in section 5. Conclusions and future work will present in section 6. 

2 Related Work 

2.1 Weighted Items Transaction Databases 

A weighted items transaction database (D) is defined as follows: D comprises a set of 

transactions },...,,{ 21 mtttT = , a set of items },...,,{ 21 niiiI =  and a set of positive 

weights },...,,{ 21 nwwwW = corresponding to each item in I. For example, consider 

the data presented in Table 1 and Table 2. Table 1 presents a data set comprising six 
transactions T = {t1,…, t6}, and five items I = {A, B, C, D, E}. The weights of these 
items are presented in Table 2, W = {0.6, 0.1, 0.3, 0.9, 0.2} . 

Table 1. The transaction database 

Transactions Bought items 
1 A, B, D, E 
2 B, C, E 
3 A, B, D, E 
4 A, B, C, E 
5 A, B, C, D, E 
6 B, C, D 

Table 2. Item weights 

Items Weight 
A 0.6 
B 0.1 
C 0.3 
D 0.9 
E 0.2 

a) Galois connection 

Let δ ⊆ I × T be a binary relation, where I is a set of items and T is a set of transactions 
contained in the database D. Let IX ⊆  and TY ⊆ . Let P(S) include all subsets of S. 
Two mappings between P(I) and P(T) are called Galois connections as follows [22]: 

i)  { }yxXxTyXtTPIPt δ,|)(),()(: ∈∀∈=   

ii) { }yxYyIxYiIPTPi δ,|)(),()(: ∈∀∈=  

The mapping t(X) is the set of transactions in the database which contain X, and the 
mapping i(Y) is an itemset that is contained in all the transactions Y. 
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Given X, X1, X2 ∈ P(I) and Y, Y1, Y2 ∈ P(T). The Galois connection satisfies the  
following properties [22]: 

i)   X1 ⊂ X2  t(X1) ⊇ t(X2) 

ii)  Y1 ⊂ Y2  i(Y1) ⊇ i(Y2) 

iii) X ⊆ i(t(X)) and Y ⊆ t(i(Y)) 

b) Mining weighted association rules [17] 

Definition 1. The transaction weight (tw) of a transaction tk is defined as follow: 

k

ti
j

k t

w

ttw kj


∈=)(  

Definition 2. The weighted support of an itemset is defined as follow: 




∈

∈=

Tt
k

Xtt
k

k

k

ttw

ttw

Xws
)(

)(

)( )(  

where T is the list of transactions in the database. 

Example 1. Consider tables 1, 2, and definition 1, we can compute the tw(t1) value as 
follow:  

45.0
4

2.09.01.06.0
)( 1 =+++=ttw  

Table 3 shows all tw values of transactions in Table 1. 

Table 3. Transaction weights for transactions in Table 1 

Transactions tw 
1 0.45 
2 0.2 
3 0.45 
4 0.3 
5 0.42 
6 0.43 

Sum 2.25 

From tables 1, 3, and definition 2, we can compute the ws(BD) value as follow: 

Because BD appears in transactions {1, 3, 5, 6}, ws(BD) is computed: 

78.0
25.2

43.042.045.045.0
)( ≈+++=BDws  
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2.2 Mining Frequent Closed Itemsets 

An itemset X is called a frequent closed itemset if it is frequent, and it does not exist 
any frequent itemset Y such that X ⊂ Y and σ(X) = σ(Y). There are many methods pro-
posed for mining frequent closed itemsets (FCIs) from data. They are divided into the 
following four categories [18]: 

i) Generate-and-test: These methods are founded on the Apriori algorithm that uses 
a level-wise approach to discover FCIs. Some example algorithms include Close 
[10] and A-Close [9]. 

ii) Divide-and-conquer: These methods adopt a divide-and-conquer strategy and use 
compact data structures extended from a frequent-pattern (FP) tree to mine FCIs. 
Example algorithms include Closet [11], Closet+ [19] and FPClose [3]. 

iii) Hybrid approaches: These methods integrate both of the above two strategies to 
mine FCIs, which first transform the data into a vertical data format, and then de-
velop properties and use a hash-table to prune non-closed itemsets. Example me-
thods that use the hybrid approach include CHARM [23] and CloseMiner [13] also 
belong to them. 

iv) Hybrid approaches without duplication: These methods differ from those using 
the hybrid approach in that they do not use the subsumption-checking technique, 
so identified FCIs need not be stored in the main memory. Methods within this 
category also do not use the hash-table technique as in the case of CHARM [23]. 
Example algorithms include DCI-Close 7], LCM [15] and PGMiner [8].  

3 WIT-Tree Data Structure 

In [5], authors proposed the WIT-tree (Weighted Itemset-Tidset tree) data structure, an 
expansion of the IT-tree proposed in [22], to mine high utility itemsets. To mine 
FWCIs, we modify the WIT-tree by changing twu to ws property. Using the WIT-tree, 
our proposed algorithm (see Section 4) only scans the data once because it is based on 
the intersection of Tidsets to compute the weighted support in next steps. Thus, it saves 
the time for the database scan and makes the algorithm to be done faster. 

Each vertex in a WIT tree includes 3 fields: 

i. X: an itemset. 
ii. t(X): the set of transaction contains X.  
iii. ws: the weighted support of X.   

 

The vertex is denoted
)(

)(
Xws

XtX × . 

The value of ws(X) is computed by summing all tw values of transactions, t(X), 
which their tids belong to and then dividing this by the sum of all tw values. Thus, 
computing of ws(X) is achieved using the Tidset. Arcs connect vertices at kth level 
(called X) with vertices at the (k+1)th level (called Y). 
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Definition 3. [23] – The equivalence class 

Let I be a set of items and IX ⊆ , a function p(X,k) = X[1:k] as the k length prefix of X 

and a prefix-based equivalence relation Kθ on itemsets as follows: 

),(),(,, kYpkXpYXIYX
k

=⇔≡⊆∀ θ . 

The set of all itemsets which having the same prefix X is called an equivalence 
class, and denoted as the equivalence class with prefix X is [X]. 

Example 2: Consider tables 1 and 3 above, the associated WIT-tree for mining fre-
quent weighted itemsets is as follows: The root node of the WIT-tree contains all  
1-itemset nodes. All nodes at  level 1 belong to the same equivalence class with prefix 
{} (or [∅]). Each node at level 1 will become a new equivalence class using its item as 
the prefix. With each node in the same prefix, it will join with all nodes following it to 
create a new equivalence class. The process will be done recursively to create new 
equivalence classes in the higher levels. For example, nodes {A}, {B}, {C}, {D}, {E} 
belong to the equivalence class [∅]. Consider node {A}, this node will join with all 
nodes following it ({B}, {C}, {D}, {E}) to create a new equivalence class  
[A] = {{AB}, {AC}, {AD}, {AE}}. [AB] will become a new equivalence class by also 
joining with all nodes following it ({AC}, {AD}, {AE}); and so on. 

We can see [17] for more details about WIT-tree applying mining FWIs. 

4 Mining Frequent Weighted Closed Itemsets 

Definition 4: Let X ⊆ I be a frequent weighted itemset, X is called a frequent weighted 
closed itemset if and only if it does not exist the frequent weighted itemset Y such that 
X ⊂ Y and ws(X) = ws(Y). 

From the definition 4, there are a lot of FWIs that are not closed. For example, A, 
AB, AE are not closed because ABE has the same ws values with them. The purpose of 
the section is mining FWCIs from weighted items transaction databases fast.  

Theorem 1. Given two itemsets X, Y where ܺ ك ሺܺሻݏݓ ,ܻ ൌ ሺܻሻݏݓ ֞ ሺܺሻݐ ൌݐሺܻሻ. 

Proof: 
 if ݏݓሺܺሻ ൌ ሺܺሻݐ ሺܻሻ thenݏݓ ൌ  ሺܻሻݐ

We have  ݏݓሺܺሻ ൌ ∑ ୲୵ሺ୲ౡሻ౪ౡא౪ሺXሻ∑ ୲୵ሺ୲ౡሻ౪ౡאT ሺܻሻݏݓ , ൌ ∑ ୲୵ሺ୲ౡሻ౪ౡא౪ሺYሻ∑ ୲୵ሺ୲ౡሻ౪ౡאT   and wݏሺܺሻ ൌݏݓሺܻሻ ฺ ∑ twሺt୩ሻ୲ౡא୲ሺXሻ∑ twሺt୩ሻ୲ౡאT ൌ ∑ twሺt୩ሻ୲ౡא୲ሺYሻ∑ twሺt୩ሻ୲ౡאT  ฺ ∑ twሺt୩ሻ୲ౡא୲ሺXሻ ൌ ∑ twሺt୩ሻ୲ౡא୲ሺYሻ                              (1) 

According to property i) of Galois connection, we also have ܺ ك ܻ ฺ ሺܺሻݐ ل  ሺܻሻݐ
It impies that ∑ twሺt୩ሻ୲ౡא୲ሺXሻ ൌ ∑ twሺt୩ሻ୲ౡא୲ሺYሻ ൅ ∑ twሺt୩ሻ୲ౡא୲ሺXሻ\୲ሺYሻ          (2) 
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From (1) and (2) we have ∑ twሺt୩ሻ୲ౡא୲ሺYሻ ൅ ∑ twሺt୩ሻ୲ౡא୲ሺXሻ\୲ሺYሻ ൌ ∑ twሺt୩ሻ୲ౡא୲ሺYሻ  ฺ ෍ twሺt୩ሻ୲ౡא୲ሺXሻି୲ሺYሻ ൌ 0 ฺ ሺܻሻݐ\ሺܺሻݐ ൌ ฺ .(Because tw(tk) > 0) ׎ ሺܺሻݐ ݎ݋ ሺܻሻݐሺܺሻݐ ൌ  .ሺܻሻݐ
 if ݐሺܺሻ ൌ ሺܺሻݏݓ ሺܻሻ thenݐ ൌ  ሺܻሻݏݓ

According to Theorem 4.1 [17]. 
By theorem 1, we can use tidset to check the itemset is closed or not. 

Theorem 2. Let  
)(

)(
Xws

XtX × and 
)(

)(
Yws
YtY ×  are two nodes in the equivalence class 

[P], we have: 

i) If t(X) = t(Y) then X, Y are not closed. 

ii) If t(X) ⊂ t(Y) then X is not closed. 

iii) If t(X) ⊃ t(Y) then Y is not closed. 

Proof:  

i) We have t(X∪Y) = t(X) ∩ t(Y) = t(X) = t(Y) (because t(X) = t(Y))  ac-
cording to theorem 1, we have ws(X) = ws(Y) = ws(X∪Y)  X and Y are 
not closed. 

ii) We have t(X∪Y) = t(X) ∩ t(Y) = t(X) (because t(X) ⊂ t(Y))  according to 
theorem 1, we have ws(X) = ws(X∪Y)  X is not closed. 

iii) We have t(X∪Y) = t(X) ∩ t(Y) = t(Y) (because t(X) ⊃ t(Y))  according to 
theorem 1, we have ws(Y) = ws(X∪Y)  Y is not closed. 

When we sort nodes in equivalence class P by increasing order according to cardinality 
of tidset, condition iii) of theorem 2 will not occur, so that we only consider conditions 
i) and ii).  

In the process of mining FWCIs, considering nodes in the same equivalence class 
will consume a lot of time. Thus, we need to group nodes that satisfy condition i) at 
level 1 of WIT-tree together. In the process of creating a new equivalence class, we 
will group nodes that satisfy condition i) also. This reduces the cardinality of the equi-
valence class, so that the mining time decreases significantly. This approach differs 
from Zaki’s approach [23] in that it decreases significantly the number of nodes, and it 
need not to remove the nodes that satisfy condition i) in an equivalence class. 

4.1 The Algorithm 

Input: A database D and minws 
Output: FWCIs contains all frequent weighted closed itemsets that satisfy minws 
from D. 
Method: 
WIT-FWCIs() 
1. [∅] = {i ∈ I: ws(i) ≥ minws} 
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2. FWCIs = ∅ 
3. SORT([∅]) 
4. GROUP([∅]) 
5. FWCIs-EXTEND ([∅])         

FWCIs-EXTEND([P]) 
6. for all li ∈ [P] do 
7.      [Pi] = ∅ 
8.      for all lj ∈ [P], with j > i do 
9.          if t(li) ⊂ t(lj)  then  
10.             li  = li ∪ lj 
11.        else 
12.   X = li ∪ lj  
13.             Y = t(li) ∩ t(lj) 
14.             ws(X) = COMPUTE-WS (Y)            
15.             if ws(X) ≥ minws then 

16.                 if  YX × is not subsumed then   

17.                     Add {
)( Xws
YX × } to [Pi]              //sort in increasing by |Y|  

18.    Add (li, ws(li)) to FWCIs if it is closed 
19.    FWCIs-EXTEND ([Pi]) 

Fig. 1. WIT-FWCIs algorithm for mining frequent weighted closed itemsets 

The algorithm (in Fugure 1) commences with an empty equivalence class which 
contains simple items with their ws values satisfying minws (line 1). The algorithm 
then sorts nodes in equivalence class [∅] by increasing order according to cardinality 
of tidset (line 3). After that, it groups all nodes which have the same tids into the 
unique node (line 4), and calls procedure FWCIs-EXTEND with parameter [∅]  
(line 5). Procedure FWCIs-EXTEND uses equivalence class [P] as an input value, it 
considers each node in the equivalence class [P] with equivalence classes following it 
(lines 6 and 8). With each pair li and lj, the algorithm considers condition ii) of theorem 
2, if it satisfies (line 9) then the algorithm replaces equivalence class [li] by [li∪ lj] (line 
10), otherwise the algorithm creates a new node and adds it into equivalence class [Pi] 
(initially it is assigned by empty value, line 7). When tidset of X (i.e., Y) is identified, 
we need to check whether it is subsumed by any node or not (line 16), if not, then it is 

added into [P]. Adding a node 
)( Xws
YX × into [Pi] is performed similarly as level 1 (i.e., 

consider it with nodes in [Pi], if exists the node that has the same tidset, then they are 
grouped together, line 17). After consider li with all nodes following it, the algorithm 
will add li and its ws into FWCIs (line 18). Finally, the algorithm is called recursively 
to generate equivalence classes after [li] (line 19).   

Two nodes in the same equivalence class do not satisfy condition i) of theorem 2 
because the algorithm groups these nodes into one node whenever they are added into 
[P]. Similarly, condition iii) does not occur because the nodes in the equivalence class 
[P] are sorted according to increasing order of cardinality of tidset. 

4.2 Example 

Using the example data presented in Tables 1 and 3, we illustrate the WIT-FWCIs 
algorithm with minws = 0.4 as follows. First of all, [∅] = {A, B, C, D, E}. After sorting 
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and grouping, we have the result as [∅] = {C, D, A, E, B}. Then, the algorithm calls the 
function FWCIs-EXTEND with input nodes {C, D, A, E, B}. 

With the equivalence class [C]: 

Consider C with D: we have a new itemset CD×56 with ws(CD) = 0.38 < minws. 

Consider C with A: we have a new itemset CA×45 with ws(CA) = 0.32  < minws. 

Consider C with E: we have a new itemset CE×245 with ws(CE) = 0.41   [C] = 
{CE}. 

Consider C with B: we have t(C) ⊂ t(B) (satisfy the condition ii) of theorem 2)  Re-
place [C] by [CB]. It means that all equivalence classes following [C] are replaced C 
into CB. Therefore, [CE] is replaced into [CBE]. 

After making the equivalence class [C] (become [CB] now), CB is added to FWCIs 
 FWCIs = {CB}. The algorithm will be called recursively to create all equivalence 
classes following it. 

Consider the equivalence class [CBE] ∈ [CB]: Add CBE to FWCIs  FWCIs = 
{CB, CBE}. 

With the equivalence class [D]: 
Consider D with A: we have a new itemset DA×135 with ws(DA) = 0.59  [D] = 

{DA}. 
Consider D with E: we have a new itemset DE×135  Group DA with DE into 

DAE  [D] = {DAE}. 
Consider D with B: we have t(D) ⊂ t(B) (satisfy the condition ii) of theorem 2)  

 Replace [D] by [DB]. It means that all equivalence classes following [D] are  
replaced D into DB. Therefore, [DAE] is replaced into [DBAE]. 

After making the equivalence class [D] (become [DB] now), DB is added to FWCIs 
 FWCIs = {CB, CBE, DB}. The algorithm will be called recursively to create all 
equivalence classes following it. 

Consider the equivalence class [DBAE] ∈ [DB]: Add DBAE to FWCIs  FWCIs 
= {CB, CBE, DB, DBAE}. 

Similar to equivalence classes [A], [E], [B]. We have all FWCIs = {CB, CBE, DB, 
DBAE, AEB, EB, B}. 

Results show that the number of FWCIs is smaller than FWIs (7 compare to 19), and 
the number of search levels in a tree by WIT-FWCIs is also less than that of WIT-
FWIs (2 compared with 4). Thus, we can say that FWCIs mining is more efficient 
than FWIs.  

5 Experimental Results 

All experiments described below were performed on a Centrino core 2 duo (2×2.53 
GHz), 4GBs RAM memory, Windows 7, using C# 2008. The experimental data sets 
used for the experimentation were downloaded from http://fimi.cs.helsinki.fi/data/. 
Some statistical information regarding these data sets is given in Table 4.  
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Table 4. Experimental databases 

Databases (DB) #Trans #Items Remark 
Mushroom 8124 120 Modified 
Connect 67557 130 Modified 

Each database is modified by creating a table to store weighted values of items  
(value in the range of 1 to 10).  

5.1 Number of Itemsets 

Results from Table 5 show that the number of FWCIs is always smaller than FWIs. For 
example, consider Mushroom database with minws = 20%, the number of FWIs is 
53,513 and the number of FWCIs is 1199, the ratio is 1199/53513 × 100% ≈ 2.24%. 

Table 5. Compare the number of FWCIs with the number of FWIs 

Databases minws(%) #FWIs #FWCIs 

Connect  

97 512 297 
96 1147 513 
95 2395 861 
94 4483 1284 

Mushroom 

35 1159 252 
30 2713 423 
25 5643 696 
20 53513 1199 

5.2 The Mining Time 

Experimental results from Figures 2 and 3 show the efficiency of FWCIs mining. The 
time of FWCIs mining is faster than FWIs mining in these two databases. Especially, 
when minws is low, mining FWCIs is more efficient than mining FWIs. For example, 
consider Mushroom database, when minws = 35%, the time for mining FWIs is 
0.284(s) while the time for mining FWCIs is 0.15(s). When we decrease minws to 
20%, the time for mining FWIs is 5.88(s) while the time for minng FWCIs is 0.541(s). 
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Fig. 2. Compare the run time of FWIs and FWCIs in Connect database 

 

Fig. 3. Compare the run time of FWIs and FWCIs in Mushroom database 

6 Conclusions and Future Work 

This paper has proposed the method for mining frequent weighted itemsets and fre-
quent weighted closed itemsets from weighted items transaction databases, and the 
efficient algorithm is also developed. As above mentioned, the number of FWCIs is 
always smaller than that of FWIs and the mining time is also better. By WIT-tree, the 
proposed algorithm only scans the database one and uses tidset to fast determine the 
weighted support of itemsets.  

In the future, we will study how to mine efficient association rules from frequent 
weighted closed itemsets. 
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