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Abstract The availability of spatial data on the web has greatly increased through
the availability of user-generated community data and geosensor networks. The
integration of such multi-source data is providing promising opportunities, as
integrated information is richer than can be found in only one data source, but also
poses new challenges due to the heterogeneity of the data, the differences in
quality and in respect of tag-based semantic modelling. The chapter describes
approaches for the integration of official and informal sources, and discusses the
impact of integrating user-generated data on automated generalisation and
visualisation.
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5.1 Introduction

Data acquired by laymen, so-called Volunteered Geographic Information (VGI),
and data from geosensor networks has lead to an increased availability of spatial
information. Whereas until recently, authoritative data sets were dominating, VGI
extends and enriches these data in terms of thematic variation and also by the fact
that it is more user-centric. The latter is especially true for VGI collected by social
media.

There are several reasons for integrating data from different sources rather than
just relying on a single one: The heterogeneity of data models, sensors and
application areas lead to complementary (and redundant) data covering our
environment. Integration results in a higher completeness concerning geometric,
temporal and thematic coverage, and quality. Especially the availability of sensors
such as GPS-enabled devices and smart phones, leads to a plethora of new, pre-
viously unknown, data with various spatial characteristics: geo-located Flickr
images, Tweets with location tags, Wikipedia articles, GPS-traces, just to name a
few. In general, VGI acquisition can be distinguished between participatory and
opportunistic. The latter refers to data, which users acquire more or less uncon-
sciously, mostly with a non-specific purpose. A prominent example is the
exploitation of mobile phone data to determine traffic information such as traffic
jams. Participatory data acquisition requires the conscious participation of the user,
as it is undertaken e.g. in the OpenStreetMap project, where users have the
common goal to build up a map of the world in a joint, cooperative effort.

The general goal is the integrated and consistent use and visualisation of all
sorts of available (spatial) data. The specific challenges posed by user-generated
content are among others, the huge mass of data, which have to be handled and
turned into valuable information. Other challenges are:

• The data are ‘‘as is’’; often it consists of ‘‘unimportant’’ information chunks, and
is of heterogeneous quality.

• The data are highly redundant, as many users may observe the same phenom-
enon. The challenge is to exploit and remove the redundancy in order to present
a consistent result.

• The data are highly temporarily volatile: temporal analysis is needed in order to
decide about the relevance of a chunk of information.

• The data are of variable, sometimes unknown explicit semantics, thus the the-
matic content has to be inferred from contextual information.

• The data has no explicit scale, although it can be said that most of the data is of
large scale (e.g. Points of Interest—POIs); thus, the scale of the data has to be
determined in order to integrate and visualise it.

• Often the data are raw data: in order to exploit it, it has to be analyzed and
enriched with contextual information or by automatic interpretation (e.g. images
of Flickr).
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The goal is to provide integrated information with clear semantics, seamless
geometry and consistent topology. There should be no visual conflicts, which
would disturb and confuse the user—and possibly lead to incorrect decisions.
Furthermore, the information should be carefully ‘thinned’ in order to provide no
visual clutter. Thus, generalisation has to be applied. Finally, the heterogeneous
nature and quality of the data should be made transparent to the user.

5.2 The Potential and Characteristics of User-Generated
Content

In the following sections, two major sources of novel geographic information data
are briefly sketched, namely geosensor networks and VGI.

5.2.1 Overview of Characteristics of Geosensor Network
Data

A geosensor network is a network of geo-sensors, capable of measuring, com-
municating and calculating (Stefanidis and Nittel 2004). With these characteristics,
it is possible that a geosensor network is not just a collection of sensors, but is able
to develop some intelligence which allows it to solve complex tasks. Geosensor
networks composed of a huge mass of possibly miniaturised sensors are able to
sense the environment at unprecedented resolution. Matt Duckham (2012) called
this capability ‘‘close sensing’’.

There are many application areas for geosensor networks, especially in envi-
ronmental modelling, where other sensors are not available or cannot measure with
the required sensitivity and resolution. Prominent examples are the observation of
rare animal species, observation and monitoring of natural phenomena, risks (such
as landslides, earthquakes), catastrophes (oil spills, fire evacuation), or traffic
monitoring and control, to name but a few.

The underlying idea is that the sensors not just measure and communicate the
data to a central server, where all information is aggregated and analysed. Instead,
the sensors can process and aggregate local information and perform some analysis
directly within the network. This has great advantages: the local measurements can
be verified with respect to outliers, thus only valid information has to be transmitted
and centrally processed. There is a series of algorithms, which can be completely
processed in the network, such as calculating mean temperature, delineating the
boundary of an area or calculating its area (Duckham 2012). In this way, the de-
centralised sensor network can generate a global perception while only performing
local operations. In essence, today’s geosensor networks vary in the degree by which
neighbourhood information is exploited before the information is communicated
to the central server: the extremes are defined by ‘‘no local communication’’,
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which corresponds to traditional networks, where all data are centrally processed, to
‘‘only local communication’’, where the computation is done in the network itself,
requiring—in the worst case—communication between all sensors. It can be
expected that future sensor networks will exploit local information to a certain
degree, especially, when the amount of data is prohibitively large (e.g. images or
point clouds).

In recent years, the OGC has developed specifications for the discovery of and
access to sensor data: the SOS (Sensor Observation Service) defined in the Sensor
Web Enablement (OGC SWE 2.0) specification (Bröring et al. 2011). This leads to
a syntactic interoperability. In order to go beyond that and also allow semantic
interoperability, the meaning of the sensors and the measured values has to be
made explicit as well (Henson et al. 2009), leading to a semantic sensor web.

In this way, geosensor networks are a new source of spatial information
exploitable for different purposes. Even if structural and also semantic annotations
are possible through open standards, still, however, variations in accuracy,
semantic richness, and redundancy are possible. This places additional demands in
terms of interpretation and poses an integration and visualisation problem.

5.2.2 Overview on Aspects and Characteristics of VGI

Through VGI a new class of spatial data is available, which poses new opportu-
nities, but also new challenges for cartography and GIScience. The wealth and
diversity of current VGI data are presented in Case study I. We now present a brief
description of the essential characteristics of VGI data.

The characteristics are somewhat different to those of authoritative data, such as
topographic data or navigation data sets provided by commercial players.

1. Thematic content/usage spectrum: Authoritative data sets usually are col-
lected based on a given feature catalogue, which describes in detail the attri-
butes and characteristics of the features contained in the data set and thus
provides a kind of ontology for the data. In contrast, most VGI data do not rely
on a standardised vocabulary; instead, mostly free text is used. In OSM the
feature catalogue is developed via a consensus based discussion. It is worth
noting however, that there is a broad spectrum of VGI data available (Case
study I), which leads to an unprecedented diversity and semantic richness of
spatial data.

2. Availability, coverage, and homogeneity: Whereas authoritative data are
acquired with the goal of completely covering an area of interest—in the case
of topographic maps it is the whole country—this is not the case with VGI data.
This is also different from a sensor network, which is usually designed to yield
an optimal configuration of observations for the phenomenon of interest. In
VGI, the data acquisition depends on the availability of volunteers, therefore
the density, depth and semantic richness of the data acquired cannot be
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guaranteed. This results in a substantial inhomogeneity. Evaluations concerning
the quality of VGI data have been conducted especially w.r.t. OSM data
(Haklay 2010; Mondzech and Sester 2011), revealing the dependency of the
coverage on different factors, such as country (European users are very active
as opposed to US Americans), ease of access to basic information, and avail-
ability of freely available, alternative data.

3. Timeliness of data: Authoritative and commercial data sets are updated in
fixed cycles, depending on the usage of the data. For example, in topographic
maps in Germany, the road network is updated every 3 months, whereas the
other features only every 3 years. Potentially, user-generated information is of
high recency, as users are quick to correct data which is no longer consistent
with reality (or else they notify of a bug in the data set1). In this way, the
community constantly takes care to correct and improve the information. The
high timeliness of the data can be exploited for time-critical information such as
earthquake-related information which can be gained from Tweets, for example.

4. Scale range: VGI data are often large-scale information: this is true for POIs or
Tweets. Also OSM data acquired with GPS sensors is of high resolution. In
contrast, authoritative data sets are available in different scales—often acquired
separately, in recent years also in a (semi-) automatic way via model gener-
alisation. A more detailed discussion on the derivation of different scales in
OSM data is given in Case study II.

5. Quality, reliability, trust, liability: Authoritative data providers have set up a
detailed quality assurance scheme to make sure that their data conforms to
given specifications. Similarly, geosensor networks consist of calibrated sen-
sors yielding information complying with standards (Poser and Dransch 2010).
In VGI data, this quality assurance process is performed by the users them-
selves, who notice errors in the data and are able to immediately correct them.
Furthermore, there are mechanisms that guard against fraud by excluding users,
who have intentionally included errors in the data sets. A critical issue remains
one of liability over the data (Rak et al. 2012).

6. Redundancy: Some types of VGI do not explicitly seek to provide place
information, but more place-related information (e.g. Twitter as opposed to
OSM). This will—by nature—lead to redundant data (e.g. ratings of restau-
rants). Redundancy can also be produced by people who upload their GPS
traces.

7. User-centric information: Some types of VGI provide highly personal, user-
centric and even emotional information, e.g. Flickr images or Tweets. This
opens the way to automatically extracting opinions or emotions from the data
(Gartner 2012; Tauscher and Neumann 2012).

8. Spatial reference and geometric representation: Often VGI data is given in
terms of point features with geographical coordinates or addresses, e.g. POIs or
Flickr Images. In order to fit those features into the right spatial context, they

1 www.maps4debugs.openstreetmap.de
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have to be visualised on top of a base map, e.g. an authoritative map or with
internet maps as background. In this process, the correct topological relation-
ship between the features has to be assured.

These characteristics are relevant for the usage and especially for the visual-
isation of such data. Mechanisms are needed to enrich it with semantics and to
embed it into a spatial context in order to make sense of the data. It is also
necessary to filter out irrelevant and incorrect data and to automatically identify
the quality of the data. This can be achieved by exploiting the usually high
redundancy in the data.

The main challenges are therefore the handling of large amounts of data by
providing adequate mechanisms for data generalisation, the extraction of implicit
information, and the integration of the data with other, georeferenced, information.

5.3 Aspects of Data Integration

In general, data integration is needed to bring together complementary data sets
referring to the same spatial extent, often of the same physical objects, acquired by
different organisations, at different times, with different underlying data models
and quality levels. The simplest way of data integration is a simple overlay. This is
adequate, as long as the geometry of the involved data sets (perfectly) fits, and no
geometric and topological errors are introduced through the integration process.
Otherwise, matching approaches have to be used to identify corresponding objects
and mutually adjust them. Integrating data has several benefits: first, a richer
information base is generated, as information (e.g. attributes) from both data sets
can be integrated; second, it can also lead to a more consistent data set with higher
quality, as through integration possible errors can be detected and eliminated.

The problem of data integration consists of several subproblems: objects from
different sources can be integrated, when they match at both a semantic and a
geometric level. The first task is to identify the semantic correspondences between
object classes. For this, either existing ontologies or object descriptions are used,
or the semantic correspondence is inferred from the data themselves (e.g. Noy
2004; Volz 2005; Kieler et al. 2009). Then, features have to correspond with
respect to geometric location and geometric properties (e.g. Yuan and Tao 1999),
as well as topological characteristics (e.g. Walter and Fritsch 1999; Siriba et al.
2012).

After matching of individual object instances is achieved, different processes
can follow from this:

• Information transfer: the attributes of the data sets can be mutually exchanged;
• Data fusion and harmonisation: an integrated geometry of objects can be cal-

culated, possibly leading to a better quality of the averaged geometry.
Furthermore, a general transformation of the whole data set can be conducted,
and thus also other features, which are not present in the other data set can be
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integrated based on their spatial context using rubber-sheeting and/or least-
squares adjustment (Safra and Doytsher 2006; Warneke et al. 2011; Dalyot et al.
2012).

Whereas the typical matching cases treat objects of similar geometry (e.g. lines,
polygons), in VGI integration often different geometric feature types have to be
matched (e.g. matching points with lines, lines with areas, points with areas). This
requires additional explicit specifications of constraints to be preserved in the
matching process (e.g. the fact that a point has to be on a line, on the first 100 m of
the line, or within a specified area; (also discussed in Chap. 3). Furthermore,
individual information chunks might not make sense, only their aggregation with
similar features may lead to a meaningful concept (e.g. many points at a certain
location indicating the importance of a place). Thus, the heterogeneity of VGI data
with respect to theme, scale and geometry, leads to the requirement that integration
has to take matching, generalisation and interpretation issues into account. The
specific challenges are as follows:

• Redundant information: e.g. many traces of travellers indicating traffic infra-
structure. Here a statistical integration is required.

• Matching may only be possible at higher levels of aggregation, thus aggregation
and/or interpretation of features is required.

• Geometric resolution of the data might differ; therefore, multiscale matching is
required.

• Semantic, structural, geometric and topological characteristics have to be pre-
served while integrating data—with the special constraint, that these charac-
teristics might not be known explicitly.

These aspects will be described in more detail in the following sections.
Figure 5.1 shows different levels of correspondences between different represen-
tations of data: individual VGI data elements can be recorded multiple times; for
example several lines (trajectories) may have been acquired which correspond to
one individual river object. Similarly, it might be possible to extract information
chunks containing ‘‘city centre’’ from different data sets such as POIs or Tweets.
On an individual feature level, the data might not be accurate or reliable enough,
however, when the features are confirmed by many other (redundant) measure-
ments, this information can be aggregated and transformed to a new level.2 In the
second level of Fig. 5.1, the hull around the point features delineates the city
centre, whereas the aggregated hull around the individual trajectories represents
the areal river feature. At this level, the data can be matched to a large-scale
topographic data set; it can also be further generalised, for example by using the
collapse operation to derive an even smaller scale representation, which can be
matched to a small-scale topographic map.

2 Note that the notion of aggregation is used here to describe the grouping of similar instances of
the same feature class to a new, combined representative object.
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5.3.1 Aggregation of VGI

In recent years many researchers have analysed data collected by volunteers such
as GPS-traces of hikers or car-drivers, which in principle can be considered as
individual digitisations of roads or footpaths. The aggregation of GPS tracks
mainly has to deal with the high degree of noise resulting from the low quality of
the GPS measurements. This may make it difficult to separate nearby roads and
thus reconstruct the underlying structure in the road geometry, e.g. the number of
lanes, road width. In order to derive an integrated geometry from the collection of
given tracks, aspects of reliability and trust (Sayda 2005) as well as geometric
accuracy have to be taken into account (Zhang and Sester 2010).

In the case of road tracks, the goal is to reconstruct the centreline as well as the
number of lanes from the noisy road data. Some approaches use histograms in
profiles that run orthogonal to the hypothesised road. The mean of the intersection
points of the profile with the traces delivers points of the centreline of the road. In
order to separate different lanes, Schroedl et al. (2004) proposed a method that
finds clusters in specific instances, corresponding to the typical width of lanes. Cao
and Krumm (2009) use an approach based on a force model which optimises the
displacement of individual tracks towards a modelled centre line. Chen and
Krumm (2010) use a Gaussian mixture model (GMM) to model the distribution of

Fig. 5.1 Generalisation and matching of VGI and map data: levels correspond to different
representations of the data; some of them can be linked to different scales
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GPS traces across multiple lanes; prior information about lane width and corre-
sponding uncertainty is introduced. Zhang et al. (2012) use a probabilistic relax-
ation for integrating crowd sourced data. Haunert and Budig (2012) extend an
approach of Newson and Krumm (2009) using Markov map matching by also
allowing missing road segments to be added (see also Case study III).

Davies et al. (2006) employ a raster-based approach—similar to occupancy
grids used in robotics—in order to determine the geometry of roads. In their
approach, they also include a temporal component by visualising the fading of
roads that are not regularly frequented. In this way, abandoned roads can be
identified. Thus they are able to describe the temporal change of objects.

Aggregation of VGI information has been proposed to delineate vernacular
areas, i.e. regions that are well known to local people, but often are not represented
on the map. They are often described by colloquial names, or may describe areas
with fuzzy boundaries, such as the ‘‘Schwarzwald’’ or the ‘‘Midlands’’ (Jones et al.
2008). A popular approach is to use footprints of articles from search engines,
Wikipedia articles or Flickr images to generate a collection of points. A kernel
density estimation overlaying the points leads to a delineation of the fuzzy regions
(Hollenstein and Purves 2010; Mackaness and Chaudhry 2013). In this way,
Lüscher and Weibel (2013) successfully delineate city centres. Dahinden and
Sester (2009) use the approach to determine the importance of geographic features
in order to use it for cartographic visualisation and generalisation. The underlying
idea is that the relative frequencies with which the geographic features are men-
tioned in public knowledge repositories gives an indication of their relative
importance.

5.3.2 Integration of VGI and Topographic Data

VGI data are often associated with point locations, e.g. Flickr images, Tweets,
POIs. In order to provide context for this kind of information, mostly background
information in terms of topographic maps are used (as in Case study III). Thus, a
challenge is to integrate VGI and the underlying reference data. To this end, ways
of matching data are needed, which take known constraints and semantics into
account. For example, Stigmar (2005) describes how topographic information
(which was in a non-routable form) could be integrated with a routable data set.
This was achieved using matching techniques, where the closest (and topologically
best fitting) routes have been assigned to each other. In the final stage, only the
routing instruction was transferred as an attribute—and not the geometry.

Another example is the semantic enrichment of 3D city models proposed by
Smart et al. (2011). Geometrically exact ground plans from cadastres were aug-
mented by information from Wikipedia to provide a semantically richer data set.
The challenge in the approach was the matching of the VGI point information with
polygons from the cadastre. To this end, the authors proposed a fuzzy matching
approach taking the distance of the points to the corresponding polygons into
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account. Additional criteria, such as importance values derived on the one hand
from the complexity of the ground plan (assuming that important or interesting
objects such as a castle often have a complex ground plan) were also taken into
account. The relative importance can also be indicated by the fact that several VGI
sources relate to an object. In this way, implicit constraints can be stored. For
example the fact that VGI annotations or POIs are mostly placed inside an areal
object or at least in its vicinity is coded and resolved in a fuzzy matching approach.

Finally, Jaara et al. (2011) present a concept for integrating thematic data layers
with background topographic information. They point out that constraints have to
be preserved or even exaggerated. For example it is important to retain the position
of a POI to the left or right of a road, or its location with respect to an inflection
point of the road (see also Chap. 3).

5.3.3 Matching Multiscale Data

The integrated treatment of data from multiple scales has been investigated mostly
in the context of topographic maps of different scales. One important research
issue in the recent years was the creation and exploitation of MRDB—multiple
resolution/representation databases. Different approaches have been proposed to
generate the links between objects of different scales, e.g. by Devogele et al.
(1996), Weibel and Dutton (2005), Hampe et al. (2004), Mustière and Devogele
(2008), Shereen et al. (2009). The challenge is to take different geometric repre-
sentations of the objects into account. For example, Kieler et al. (2009) imple-
mented an algorithm that collapses rivers represented as polygons before matching
them to the small-scale line objects in another data set. Similarly, different car-
dinalities in matching have to be taken into account, as typically several objects
are aggregated to represent an object in the smaller scale, thus leading to an n:1 or
n:m-matching situation.

5.4 The Visualisation and Generalisation of VGI

5.4.1 Visualisation of VGI

Visualisation of VGI data, possibly together with underlying base data, poses
several requirements, which are substantially different from visualising conven-
tional maps. The first issue considers the graphical design and adequate infor-
mation selection, the second issue concerns the communication of the
inhomogeneous quality of that information.
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5.4.1.1 Graphical Design, Information Visualisation

In contrast to topographic maps, often no commonly accepted feature catalogue is
available, nor an agreed signature catalogue or visualisation and generalisation
rules, which describe how VGI should be graphically presented.

Another issue is the often heterogeneous information density of VGI, e.g. when
visualising PoIs: the PoIs are often clustered in the city centre, whereas typically
there are no or only a few features in surrounding regions. This requires an
adequate information selection and placement. Different options have been pro-
posed, for example by Slingsby et al. (2007). Other approaches try to use visu-
alisations such as tag clouds to present the available information at a certain
location (Paelke et al. 2012). These visualisations are also scale dependent and
have to change as the user zooms in and out. Possible mechanisms for selection of
adequate information and symbol sizes have been proposed by Bereuter et al.
(2012) using a quadtree principle. Other approaches use focus maps to arrange
(and aggregate) PoI-labels (Fink et al. 2012).

5.4.1.2 Visualisation of Data Quality

Trying to visualise the heterogeneity inherent in VGI data is a big challenge.
A fundamental cartographic principle is to provide a homogeneous view of the real
situation, which implies that a blank area in the map indicates the absence of
information. This can of course not be guaranteed in VGI, as it can also indicate an
area which just has not yet been mapped. Thus the challenge is firstly to identify
where there are gaps in the data, i.e. areas, which have not yet been mapped. One
option to detect these areas is to analyse the density of data (possibly in relation to
the underlying topography) and thus gain a sense of areas that are unlikely to have
been mapped. A second issue is to determine the level of detail of a certain piece
of information. In other words, does a Wikipedia article or a photo refer to a small
reference object or to a larger area? Here, references to gazetteers may help
resolve this issue.

Once this meta-information about data quality is available, different techniques
can be used to graphically present this information (MacEachren 1992). Senaratne
and Gerharz (2011) describe an evaluation of different possibilities to visualise
uncertainty or different qualities in the data. Kinkeldey and Schiewe (2012) use
so-called noise annotation lines to create an overlay grid indicating the quality of
the underlying data.

5.4.2 Data Generalisation and Adaptation of Scale

In order to integrate data, possibly different scales of base data and VGI data have
to be taken into account. Different cases can occur: either the VGI data are more
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detailed or the base data are more detailed. In addition, the level of detail in the
VGI data can vary from region to region, thus there is no homogeneous scale.

Broadly, generalisation is needed for several reasons (Jaara et al. 2011):

• In order to increase the consistency by changing the scale or the level of detail of
layers;

• in order to decrease the level of detail in one or more layers, to adapt it to the
context of use, the intended display scale and within the associated graphical
constraints. Case study III presents an approach for the integration of VGI which
has the potential of automatically adapting to the scale of the base map;

• generalisation is needed to visualise data at a smaller scale; this generalisation
process has to take the characteristics of the individual objects, but also their
relations into account by preserving or even enhancing them. Case study II
describes the challenges of generalising VGI data—something that is quite
different from authoritative data.

In order to create a consistent visualisation, we have the following options:

• creation of one homogeneous scale via generalisation;
• communication of difference in scales so that for the reader it is clear for which

generalisation level the information is intended;
• creation of a ‘focus lens’, i.e. keeping both scales, but indicating, where which

scale is used with the help of adequate graphical variables.

The main generalisation operations needed are as follows (the order indicates
their importance and use in current approaches):

• Selection and typification: the most important operation, as it has the potential
to significantly reduce the amount of data;

• Aggregation/grouping: this operation can be applied to generate a consistent
object geometry by averaging several geometries; it can also be used to classify
and aggregate objects of similar categories;

• Dimensional change: is an operation, which is applied in different ways the first
is the grouping of several PoIs to form an area (e.g. the city centre). This can be
considered as a change from point information to areal information. The second
and more typical change is from higher to lower dimensions e.g. representing an
areal market place as a point at a lower scale.

• Displacement: is needed in order to eliminate spatial conflicts between objects.
• Enhancement: can be applied to visually attract the attention to important, but

small objects.

Case study II describes the use of generalisation operations in the case of OSM
data.
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5.5 Case Study I: VGI Platforms and Data Generalisation

Jamal Jokar Arsanjani

Undoubtedly, Web 2.0 technologies have provided a tremendous amount of user-
generated content, which accounts for an interactive and alternative source of
information from and for, the public. Among the contributed information, a large
amount of information contains geolocated information or information about
geographical objects. We are facing a new era in gathering information about
objects and events disseminated via the web. Thanks to online mapping projects,
individuals are able to digitise objects of interest from base maps via web mapping
services (WMS) or alternatively collect information about geographical entities via
GPS-enabled devices and then share them with the public. The term VGI was
coined by Goodchild (2007). In the case where the individuals’ contributions are
taken without their awareness, this sort of information is called contributed geo-
graphic information (CGI). Up till now, citizens science projects, public partici-
patory GIS projects (PPGIS: Carver 2001; Rambaldi et al. 2004), collaborative
mapping projects (CMPs: Rouse et al. 2007), and crowdsourcing (Heipke 2010)
have been the main sources of VGI and CGI. Although the new given possibilities
by VGI, it does not offer the collected data via classical, consistent, and stand-
ardised data structure. Some examples such as georeferenced photographs (Flickr,
Panoramio), videos, check-ins, and tweets can be mentioned here.

A large number of VGI-based services have been launched for covering a
variety of disciplines—taking different forms of data from individuals and sharing
them in different ways. It is important to understand the limits of VGI, and identify
new research challenges. This Case study is intended to identify some represen-
tative VGI services and to consider their individual functionalities, fitness-for-use,
and identify which types of information are provided by them. The accessible data
from VGI will be considered from a cartographic perspective (e.g. generalisation
and visualisation). The VGI services are categorised according to several classi-
fication systems based on their usage.

5.5.1 Characterisation and Categorisation of Popular VGI
Services

Each individual VGI service collects a specific source of data and shares the
collected information through a particular data type. For instance, OSM, Wik-
imapia, and Google Map Maker provide an opportunity to map the world into
different feature classes, which are represented as point, line, polygon data types.
Flickr and Panoramio provide geolocated photos along with their location and
attribute tags. A set of VGI services is summarised below.

5 Integrating and Generalising Volunteered Geographic Information 131



5.5.1.1 World Mapping Projects

OpenStreetMap is a collaborative mapping project (CMP), which seeks to create a
free editable map of the world. It has attracted more than 1.3 million users so far.
Users are able to digitise the geographical objects from WMS into points, poly-
lines, and polygons in addition to importing GPS tracks recorded by smart devices
and shapefiles from official sources (e.g. CORINE data in France and TIGER data
in the USA). The features are structured as POIs, places, roads, railways, water-
ways, natural, land use, and buildings (http://wiki.openstreetmap.org/wiki/Map_
Features). The compressed and uncompressed versions of OSM data can be
downloaded via either OSM-API, or querying data through a plug-in in GIS
softwares, or through Geofabrik and CloudMade websites (Ramm et al. 2010).
OSM features have been further implemented in a variety of applications such as
routing (www.Openrouteservice.org), 3D modelling (www.OSM-3d.org), disaster
management (Yates and Paquette 2011), and land use mapping (Jokar Arsanjani
et al. 2013b). OSM has been extended to include the mapping of the maritime—
via OpenSeaMap.

Wikimapia is another popular CMP, which enables the marking of geographical
objects and describing them in polygonal form. The project’s motto is Let’s
describe the whole world! and has over 1.8 million users. Wikimapia API and
(Motomapia.com) enable users to record the location, time stamp, category, tags,
and descriptions of objects. Google Map Maker is also a CMP sponsored by
Google to promote the quality of Google maps. Like OSM, users create and edit
the objects into points, polylines, and polygons. It has two major differences
compared with the above-mentioned services:

(a) it doesn’t cover all regions in the world and only certain countries are covered
(https://services.google.com/fb/forms/mapmakerdatadownload/);

(b) the contributed data are not downloadable.

5.5.1.2 Social Media Mapping

Social media mapping services allow users to share text-based messages, postings,
photos, and videos captured by GPS-enabled devices (e.g. digital cameras and
smart phones). Flickr helps people to share their photos with the public and has
more than 51 million registered users and 6 billion uploaded photos, of which
more than 200 million are geotagged. The coordinates are in point form (latitudes
and longitudes). Via Flickr API, coordinates, time stamps, tags, and textual
descriptions of the photos can be recorded. Panoramio is also a photo sharing
platform which contains geolocated photos. Like Flickr, it provides tags assigned
to photos and, the photos can be downloaded through its API.

Twitter is a platform which enables people to share their tweets, expressing
ideas, reports, news, and events around the world. At present there are over 500
million registered users and over 300 million tweets are generated daily.
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Geolocated tweets can be mapped as point features together with textual attributes.
In addition to the coordinates and textual content of tweets, time stamps of the
tweets and user profiles are available via the Twitter API. Twitter has frequently
been leveraged in event detection e.g. earthquake, crowd behaviour, political
campaigns, and disaster management.

Facebook is the most popular social network, which is dedicated to helping
people connect and share their interests and information. Currently it has over one
billion users. In addition to posts, geolocated photos and videos are available,
which can be mapped as point features. The Facebook API provides the content,
location, time stamp, user profile of the posts, photos and short videos. Foursquare
is another popular social network that enables users to check-in at venues and
share check-ins. Each check-in has coordinates, a time stamp, and attributes that
can be accessed as point features via the Foursquare API. Possibilities and chal-
lenges of exploiting social networks are discussed by Roick and Heuser (2013).

YouTube is the most popular video-sharing website, which enables users to
upload videos and edit videos by adding tags and descriptions. Similar to photos in
Flickr, the videos themselves are uploaded to YouTube along with their metadata.
Such metadata which contain time stamps, tags, coordinates, user names and
textual descriptions are acquirable via the YouTube API as point features.

5.5.1.3 Environmental and Ecological Monitoring

Eye on Earth is a large and ambitious project supported by the European Envi-
ronment Agency and dedicated to building a crowdsourced map for environmental
monitoring. Volunteers make contributions by attributing their feelings on the
quality of air, water, noise and nature. Observation sites marked on the base map
of Eye on Earth are recorded as point features enabling various quality maps to be
generated.

Geo-Wiki has been launched by the International Institute for Applied Systems
Analysis (IIASA) in order to improve the accuracy of global land cover maps
through volunteers (Fritz et al. 2012), who are asked to add their information on
habitat and ecosystems. Volunteers validate the land cover maps by comparing
global land cover maps with Google Earth together with their own knowledge. The
data are recorded as point features and can be downloaded directly from the
website.

eBird,Breeding Bird Surveys,Christmas Bird Count, and Wildfinder are free
online databases of bird observations, recorded as point features and offering real-
time data about bird distributions collected by citizens. Such data facilitates
biological research (Sullivan et al. 2009; Scofield et al. 2012). The data are
downloadable directly from the respective websites.

Tracks4Africa intends to map African ecosystem reliably from experienced and
responsible eco-travellers who are based in the field. The main source is via GPS
mapping of eco-destinations in rural and remote Africa of outdoor activities e.g.
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hiking, mountaineering, river rafting, scuba diving, bird watching, paragliding, and
green land travel through points of interest and thematic maps.

5.5.1.4 Weather Mapping

Weather mapping projects are platforms that enable users to provide real time
descriptions of weather conditions as point records. The most practical weather
mapping project is called 360.org which seeks to harvest weather information
from weather stations, universities, and amateurs in order to broadcast weather
predictions to the public. The website allows users to download the data directly.

5.5.1.5 Crisis and Disaster Mapping

Ushahidi is an application that collects reports on different crises from volunteers.
Originally it was used to visualise incidents of violence and peace efforts
throughout Kenya from 45,000 users, and now supports several events around the
world, which can be downloaded from the Ushahidi website. An evident example
of its effectiveness was proven in the Haiti earthquake (Zook et al. 2010; Yates and
Paquette 2011). Crowdmap is also a platform used to collect crowd-sourced crisis
information. Did You Feel It? is built to encourage people who actually experience
earthquakes to estimate the effects and extent of damage of earthquakes. An
intensity map is generated by combining the information provided by both official
agencies and internet users. The geographic features are contributed as points and
polygons representing the locations and intensities of affected regions (Atkinson
and Wald 2007).

5.5.1.6 Crime Mapping and Tracking

WikiCrimes offers users interactive maps to anonymously report crimes and pin-
point their position in order to identify crime hotspots. Users are predominantly
from Latin America. The location, the type and density of crime are accessible as
point features. The data of WikiCrimes is downloadable from its website.

5.5.1.7 Outdoor Activity Mapping

Outdoor activity mapping projects allow citizens to share GPS tracks of their
leisure trips and recreation spots such as running, walking, hiking, and biking.
Wikiloc with more than 700,000 users is very popular for discovering and sharing
the best trails for outdoor activities, which additionally includes PoIs, elevation
profile, distances, accumulated altitude, and images. The information is recorded
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as polylines and points. Similar projects such as EveryTrail, MapMyRun, Endo-
mond, and Map My Tracks have similar functionalities.

US Fish Finder allows users to add photos and fishing hot spots which are
accessible to the public. The application provides a variety of information for
people such as insight into fishing hotspots, plotting lakes, rivers and streams and
directions to them, access and boat launches, uploading photos of specific loca-
tions, topographic maps, and tide information via point and polyline features.

5.5.1.8 Business Mapping

Yelp is a local directory service with social networking and user reviews which
helps users to find local businesses such as restaurants, bars, hotels, and petrol
stations. Similar to the venues in Foursquare, business venues in Yelp receive
reviews, ratings and comments from users. Geolocated business venues are con-
sidered as geographic points. Via the Yelp API, the attributes such as business
name, rating, review count, address, phone number, neighbourhood, category,
latitude and longitude, and reviews are available. Similarly, Where is used by local
businesses to reach local audiences by providing data of various features. It also
enables check-ins on smart phones again considered as geographic points.

5.5.1.9 Transportation Mapping

TomTom Map Share enables users to avoid congested sections of roads. It allows
users to report changes and to share them with others via their mobile devices or
via an online Map Share reporter tool offered by TomTom. The reported infor-
mation on road changes includes modifications of speed limits, new street names,
blocked roads, new traffic directions and altered turn restrictions. The geolocated
roads are considered as polylines. TomTom makes such information changes
visible but not downloadable to the public. Similar examples include TeleAtlas
map insight and Navteq map reporters (Coleman et al. 2009). Here.com also
allows the public to edit Navteq and Nokia maps. Waze is a community-based
traffic and navigation application which enables users to share real-time traffic and
road information. The information includes the users’ historical routings, real-time
traffic jams, and petrol prices. Trapster provides the opportunity for people to
report speed traps, red lights and speed cameras, accidents, and road hazards. It has
a user base of nearly 18 million users. The geolocated traffic traps are mapped as
geographic points.

Table 5.1 gives a summary of the dominant feature types acquired by the
different VGI services. Predominantly the information is collected as point
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information. This characteristic is relevant for subsequent visualisation and gen-
eralisation procedures.

5.5.2 Data Quality Aspects

Accuracy indicates by how much the data on a map or in a geodatabase matches
with the reference data/values, whilst precision notes the level of correctness of
information in a database (van Oort 2006; Geravis et al. 2009). However, the
concept of ‘‘data quality’’ is sometimes inappropriately interpreted as data preci-
sion, uncertainty, or error. Although geodata with high locational precision are
often called high-quality data, the sense of quality is beyond just the concept of
locational precision (van Oort 2006).

The quality of geodata should be internally and externally taken into account.
Internal quality takes the data production standards and specifications into con-
sideration by detecting the errors in the data. Some standard organisations such as
ISO, ICA, FGDC, and CEN define internal quality based on five mutual aspects (a)
attribute accuracy, (b) positional accuracy, (c) temporal accuracy, (d) logical
consistency, and (e) completeness (Guptill and Morrison 1995). These data
properties are usually given to the users through metadata files attached to datasets
by the producers (Devillers et al. 2007).

External quality considers whether a dataset is suitable enough for a specific
purpose—termed ‘‘Fitness for Use’’. In practice a dataset should meet or exceed
some expectations from end users regardless each individual internal data quality
aspect (Devillers and Jeansoulin 2006). Quantitative VGI data quality analyses
have been applied mainly to OpenStreetMap e.g. Haklay (2010), Helbich et al.
(2012), Jokar Arsanjani et al. (2013a) in comparison with proprietary datasets.
However, Goodchild and Li (2012) propose using VGI as wisdom of crowd to
evaluate the quality of VGI.

Table 5.1 Dominant geometric features types acquired in different VGI services

Data source Points Polylines Polygons

World mapping projects X X X
Social media mapping X X
Environmental mapping X X
Weather mapping X
Crisis and disaster mapping X X
Crime mapping X
Outdoor activity mapping X X X
Business mapping X
Transportation mapping X X
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5.5.3 Challenges of Integration, Generalisation,
and Visualisation of VGI

The possible challenges of integration, generalisation, and visualisation of VGI
are:

(a) Integration: Data integration is intended to integrate data from different sources
in order to provide a consistent database of objects. This concept should be
considered differently in the case of VGI, because several users may separately
report a single object to the same VGI platform with slightly different positional
placement and therefore different location and attribute information. It might
become even more confusing when different VGI sources exist and dissimilar
versions of objects and their attributes are collected. The shared information
might not necessarily match at some points and thus data quality analysis must
be used to filter noisy, redundant, and inaccurate data (Yuan and Tao 1999).
Applying majority filters enables us to resolve redundant attributes and data
generalisation and matching resolves the positional redundancy of the objects
(Fig. 5.2). Despite the difficulties of gathering the correct information from
VGI, it certainly helps (a) to improve the positional accuracy of the objects or to
record the latest positional shifts, and (b) to enrich the attributes and metadata
of the datasets. Having more reports on the same objects might suggest new
indicative concepts such as place popularity, landmarks, events, trajectories,
users’ interests and behaviours.

Fig. 5.2 Concurrent visualisation of some VGI data via Google earth
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(b) Generalisation: The intended level of detail (LoD) can be an indicator for
identifying the degree of generalisation required (Mackaness et al. 2007).
Contributions to VGI come from diverse and heterogeneous sources (GPS
tracks, online digitisation, shapefiles import) and therefore, each contribution
has its own LoD. For instance, GPS tracks are captured from different devices
at different precision and accuracy criteria and diverse signal receiving con-
ditions. Contributions may have been digitised at dissimilar zoom levels. In
other words, one side of a linear object could have dense nodes within a
certain distance, which fits into a data scale 1:A, and the opposite side has
widely separated nodes, which fits into data scale 1:B. This results in having
features, which need generalisation techniques to make them homogeneous.
Each shapefile has a certain scale and online digitisation is possible at certain
levels of zoom. For example OSM has more than 10 (http://
wiki.openstreetmap.org/wiki/Zoom_levels). The WMS contain different
types of aerial and satellite images at different spatial and temporal resolu-
tions. Therefore, the VGI data are heterogeneous in terms of source, pro-
ducers’ expertise, accuracy, and LoD (Girres and Touya 2010; Haklay 2010).
This suggests that VGI data do not fall into certain scale ranges and accord-
ingly cartographic generalisation might not be consistently applied. Since VGI
might offer richer datasets than classical datasets in some cases, the afore-
mentioned limitations must be tackled by developing new techniques such as
identifying features with different accuracy, shape, and spatial relations of
features in order to assign the most relevant scale and also switch between
different scales and times tamps via multiple representation databases
(MRDB: Balley et al. 2004; Hahmann and Burghardt 2010). This helps to
harmonise the LoD of mapped features to facilitate the generalisation process.

(c) Visualisation: For VGI, the classical visualisation techniques need to be
advanced in order to address these variabilities. Scale-dependent visualisation
techniques enable us to represent objects at different scales and time stamps.
We also need ways of visualising tweets that express events and trajectories as
well as Flickr photos tags. Since most of VGI services provide their data
through PoIs, the latent information must be extracted from the PoIs through
point pattern analysis (Sengstock and Gertz 2012). Some VGI websites act as a
pool in which data can be both collected and visualised. Google Earth is an
example of this (Fig. 5.2).

5.5.4 Summary

VGI provides information from people on diverse objects, events, and activities.
VGI is offering free, new, and never-collected information as well as new data
types and structures that never existed before. VGI is a data pool with heteroge-
neous sources, heterogeneous data structures, heterogeneous producers, and het-
erogeneous quality. Therefore, it asks for new cartographical techniques on data
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integration, data fusion, data generalisation, and data visualisation. It is important
to note that VGI is provided by people with varying expertise which raises some
concerns on the credibility and reliability of VGI (Jokar Arsanjani et al. 2013a).

New techniques and algorithms on assessing its quality and fitness for use have
been increasingly developed and continue to be improved. As more documents,
practices, and researches on VGI are released and published, more advancements
and developments of algorithms and approaches are expected.

5.6 Case Study II: Generalisation within the
OpenStreetMap Project Compared to the
Generalisation of Authoritative Data

Ralf Klammer and Dirk Burghardt

This Case study will provide a structured comparison between the application of
generalisation strategies within the crowd controlled structure of the OpenStreet-
Map project to the officially controlled structure of NMAs. This will be done by
illustrating the essentially applied generalisation processes of OpenStreetMap in
contrast to the appropriate analogies of the conceptual model of digital landscape
and cartographic models introduced by Grünreich (1992). Beginning with an
outline of basic principles about both systems this Case study will compare the
structure of OpenStreetMap and NMAs in the second section and illustrate
the application of automated generalisation within the OpenStreetMap project in
the third major section.

5.6.1 Basics Principles of Authoritative versus VGI Data

The basic concept of OpenStreetMap (OSM) is the supply of a freely available
world wide spatial dataset by activating nonprofessional, volunteered, ‘hobbyist-
surveyors’ to collect spatial information of their immediate environment using
simple GPS devices or to convey spatial information of personally inaccessible
regions using aerial images. The result is a continuously updated central database
at global coverage. The quality and quantity of this free available dataset is mainly
characterised by heterogeneous spatial density (e.g. industrialised versus devel-
oping countries), geometrical quality (e.g. urban versus rural areas) (Girres and
Touya 2010; Neis et al. 2012) or feature type assignment (e.g. local versus global
tagging of administrative boundaries3) (Codescu et al. 2011). Beyond that, OSM is

3 http://wiki.openstreetmap.org/wiki/Tag:boundary%3Dadministrative#10_admin_level_values_
for_specific_countries
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a web based crowdsourcing project, with a huge variety of map applications4 and
utilised rendering software.5 This diversity precludes the description of target data,
maps and courses of action by a finite common generalisation strategy. Accord-
ingly, this Case study will focus on the basic map visualisation of OSM data on
openstreetmap.org as well as the most common usages of OSM datasets, described
in the corresponding project documentations (e.g. wikis6 and tutorials7).

The so called Grünreich-Model (Fig. 5.3), introduced in the early 1990s, is a
fundamental conceptual model for map generalisation providing a basic overview
on the applied generalisation strategy within official cartography. Its differentiation
between object-, model- and cartographic generalisation facilitates a fundamental
consideration of all generalisation procedures that arise from spatial data pro-
cessing. It begins with the capturing of spatial data in the field and ends with their
information visualisation on a map. This model is still generally accepted today
(e.g. Stoter et al. 2010; Bobzien et al. 2007; Chap. 11) and is especially adapted to
the applied data management and visualisation of the German authoritative
topographic cartographic information system (ATKIS) (Grünreich 1992).
Accordingly, it provides a good base for a structured comparison of the application
of map generalisation to authoritative and crowd controlled data, as it is more
generic than for example the conceptual models of and McMaster and Shea (1992)
or Brassel and Weibel (1988).

Fig. 5.3 The adapted Grünreich model in practice—NMAs versus OpenStreetMap

4 http://wiki.openstreetmap.org/wiki/Maps
5 http://wiki.openstreetmap.org/wiki/Renderers_feature_list
6 http://wiki.openstreetmap.org/wiki/Main_Page
7 http://www.osmfoundation.org/wiki/Main_Page
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5.6.2 Comparison of Influencing Conditions on
Generalisation

The basic conditions, that lead to the identification of structural differences in map
generalisation defined by official and crowd structures, are contrasted in Fig. 5.3.
NMAs traditionally pursue a central organised generalisation strategy with the
primary aim of providing analog and digital topographic maps at different levels of
detail, while efforts on supplying web-accessible maps are also aspired to (e.g.
Sects. 11.6 and 11.7). At the other end of the spectrum, OSM is basically a
decentralised crowdsourcing project with individual generalisation strategies,
dependent on the data handler. Although a central unit exists in the form of the
OpenStreetMap Foundation (OSMF), it does not control the project.8 The primary
map application of OSM data are interactive web maps commonly provided at up to
18 different scales, colloquially called zoom levels, mostly with a global coverage.
NMAs provide maps of their country with up to 8 different scales (Chap. 11).
The major difference between both is centered around how the data are processed.
The basic tile-based map visualisation of OSM on openstreetmap.org is aimed at an
immediate (Ramm 2012) visualisation9 rendered completely automatically using
data directly from the central OSM database.10 The disadvantage of this perfor-
mance driven rendering strategy is a rudimentary application of fundamental
generalisation operators, resulting in restrictions to the graphical quality of maps
(Touya 2012). The visualisation strategy of NMAs is generally geared to user
oriented requirements (Chap. 2) which is why the whole set of generalisation
operators is applied to produce map visualisations tailored to the user. As a con-
sequence, the data processing is done, with exceptions outlined in Sect. 11.7, in a
semi-automatic manner with interactive completion of the automated generalisa-
tion processes (Table 5.2).

5.6.3 Automated Generalisation in OpenStreetMap

To get a better sense of generalisation within the OSM project, this section will
analyse OSM compared to the three basic operations—object, model and carto-
graphic generalisation—of the Grünreich model.

Object generalisation is defined as the decision process by which spatial
information has to be gathered, and which offers the highest spatial and semantic
resolution (Fig. 5.3). This dataset is termed the primary digital landscape model
(DLM). Object generalisation is realised in both the official and crowd controlled

8 See Footnote 7
9 http://munin.openstreetmap.org/openstreetmap/yevaud.openstreetmap/renderd_queue.html
10 https://help.openstreetmap.org/questions/178/how-often-does-the-main-mapnik-map-get-
updated
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systems in a similar way. However, they are very different in detail. In officially
controlled structures these decisions are determined by obligatory rules (e.g. object
type catalogs) established within working groups, to which professionals must
adhere when they gather data for the primary model. In OSM these rules are
vaguely specified by OSM map features.11 These are termed as ‘‘tags’’ and are
used to assign features within the internal OSM data structure (Ramm et al. 2010).
There is no obligation to respect any of them and each OSM member is generally
able to define their own map features independently. Nonetheless, most members
are geared to the commonly approved specifications in OSM practice and the
introduction of new tags is often elaborately discussed within the OSM community
via proposals.12 The results of the object generalisation are in both cases a primary
digital landscape model, while the primary model of OSM—the central OSM
database—has a higher semantic resolution (e.g. defibrillator13). A second major
difference is the type of person who collects the data: They vary from skilled and
experienced surveyors, to unskilled volunteers with different levels of experience
who control and increase the data quality collaboratively (Haklay et al. 2010) by
relying on ‘‘The Wisdom of the Crowds’’ (Surowiecki 2004). This significantly
influences the homogeneity of the primary DLM of OSM (Siebritz et al. 2012).

Model generalisation is defined as the derivation of secondary DLMs from the
primary DLM, with a lower spatial and semantic resolution (Fig. 5.3). This is
applied by different strategies in the NMA work practice but can be abstracted to a
derivation of generalised databases adjusted to the production of small scale maps
(Chap. 11). Accordingly, the model resolution is reduced by semantic (e.g. feature

Table 5.2 Structural differences between official and crowd controlled map generalisation

Officially controlled Crowd controlled

Organisation Central Decentralised
Primary map

application
Topographic maps (analog and digital) Web maps (miscellaneous

applications)
Scale range *5–8 different scales *17–20 different scales
Data coverage National (regional) Global
Primal guidance Graphical quality (legibility) High performance
Data processing Partly automated with manually

controlled interaction
Completely automated

Average update
cycle

Yearly By the minute

Modelling MRDB-approaches (primary and derived
secondary DLMs)

Rendering from a central database
(primary DLM)

Applied
operators

Complete set of generalisation operators Selection, (Re-) classification

11 http://wiki.openstreetmap.org/wiki/Map_Features
12 http://wiki.openstreetmap.org/wiki/Proposed_features
13 http://wiki.openstreetmap.org/wiki/Tag:medical%3Daed
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types) and geometric (e.g. minimum size) object selection. Applied generalisation
operators aggregate areas, simplify geometries or build new object classes (clas-
sification). Many NMAs are already able to implement model generalisation as a
fully automated process within their production workflow (e.g. Sect. 11.4). This
automation effects the application of generalisation operators additionally,
depending on the availability of appropriate algorithms and tools. In addition,
storing and managing different forms of object representation implies the need for
a specific MRDB concept (Kilpeläinen 1992). This is especially important for the
update of secondary DLMs.

A comparable common course of action does not exist for OSM. Certain private
initiatives and companies provide derived datasets, respectively secondary DLMs,
with a lower spatial and semantic resolution than the central database. Two dif-
ferent types of derivation strategies exist. The first one is the derivation and supply
of spatially and semantically filtered data extracts. The currently most common
provider of such extracts is the company ‘‘Geofabrik’’,14 who supplies daily15

updated and completely automatically derived extracts from the central OSM
database. This is especially advantageous for less experienced users of OSM data,
as the whole OSM dataset is fragmented to administrative units (country specific
datasets). The main disadvantage of these extracts is the lack of influence that a
user has on the generalisation constraints as they are defined by the provider.

This limitation is overcome by the second derivation strategy, which provides
the download of data extracts via application programming interface (API). The
user can define individual data requests, adjust the degree of resolution reduction
but needs programming skills and experience in using an API. Although the
central database offers an integrated API,16 the OverpassAPI17 is currently the
most stable and requested for deriving individual OSM data extracts. This
implementation offers user defined reclassification of feature classes in addition to
pure semantic filtering and uses a Quadtile18 approach, based on Quadtrees (Samet
2005), for high performance execution of queries. Both strategies offer fully
automated implementations of model generalisation with semantic selection—
related to feature types or OSM metadata (e.g. editor, time)—and spatial selec-
tion—related to spatial extents or specific geometries (e.g. country outline).
Consequently each extract can be termed as secondary OSM-DLM derived from
the primary OSM-DLM (central OSM database). A specific MRDB concept for
managing different forms of representations is not applied within the OSM project.
However, objects can be linked by a unique identifier which is assigned to only
one OSM feature and does not change during a features life-cycle. The uniqueness
of features is a core concept of OSM as the identifier is used to build complex

14 http://www.geofabrik.de/en/index.html
15 http://blog.geofabrik.de/de/?p=75
16 http://wiki.openstreetmap.org/wiki/API
17 http://overpass-api.de/
18 http://wiki.openstreetmap.org/wiki/QuadTiles
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geometries from the specific OSM data format that only consists of nodes, ways
and relations (Ramm et al. 2010).

Cartographic generalisation is characterised as the creation of digital carto-
graphic models (DCM) by applying object symbolisation to the features of a
specific DLM. Digital landscape models are just the preliminary stage of a final
map visualisation where only the resolution of datasets is generalised without
considering any legibility issues. Cartographic generalisation has, in contrast, a
direct impact on the cartographic quality of a map as it includes the evaluation of
feature representation and behaviour in a spatial context. This is done by con-
trasting object symbolisation with map specifications and user requirements, such
as legibility (Chap. 2). This evaluation (Chap. 9) as well as appropriate geometric
modifications can be applied generally to individual objects (independent gener-
alisation) and sets of objects (contextual generalisation) implemented as manual,
semi- or fully-automatic processes. An automatic computational recognition of
graphical deficits needs accurately predefined constraints that characterise graph-
ical object restrictions (e.g. minimum sizes or distances). These constraints would
be evaluated by a map author visually within a manual evaluation.

Cartographic generalisation is driven by object symbolisation which is true for
the official as well as for the crowd controlled structures. NMAs seek completely
automatic workflows though the final evaluation and adjustment of cartographic
quality is mostly done manually (Sect. 11.4). Completely automatic implemen-
tations have to accept a loss of graphical quality to provide a shorter refresh period
(Sect. 11.3). Accordingly, the decision of implementing automatic or manual
processing is currently a compromise between graphical quality and performance.

This also applies to the OSM project. Manual processes are almost completely
ruled out in advance because of the huge amounts of data, in the specific case of
the basic OSM map. Automatic evaluation or geometric modification is currently
not aspired to in the general strategy or even implemented in the basic OSM map.
The actual course of action for rendering a tile-based map, such as the basic OSM
map, is as follows: Mapnik,19 the main library, is applied to render all necessary
map tiles, by obtaining OSM data from a regularly updated, locally managed
version of the central database. The corresponding object symbolisation is defined
within specific style files. Claims on the automatic application of generalisation
operators have to be integrated to these definitions. Current implementations only
contains fundamental generalisation operators—semantic selection and semantic
reclassification—operators which are applied as model generalisation by NMAs.
That means, the style definition contains a reference to the whole set of data
(primary model), the corresponding data filter (e.g. [highway] = ‘residential’) and
the declaration of the scale range for displaying the filtered features (e.g. \Max-
ScaleDenominator[25,000\/MaxScaleDenominator[). The map author is
responsible for the declaration of these definitions. The rendering tool (Mapnik)
fulfills the data filtering. The generalisation process—semantic filtering and

19 http://mapnik.org/
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reclassification—is shifted to the rendering, and applied on-the-fly. Additionally,
Mapnik has integrated methods for optimised label placement and simplification of
linear geometries, but the OSM community has currently no common strategy on
how to utilise these methods.

This course of action does not precisely fit with the definition of cartographic
generalisation, as there is no evaluation and modification of graphical deficits that
result from object symbolisation. Accordingly, it is only possible to include the
described basic tile-based generalisation operations of OSM by weakening the
initial definition of cartographic generalisation to a pragmatic definition. As a
result, cartographic generalisation has to be characterised as the general applica-
tion of generalisation operators for the visualisation of spatial information on a
map.

5.7 Case Study III: Matching GPS Trajectories
with Incomplete User-Generated Road Data

Jan-Henrik Haunert

5.7.1 Motivation

Map matching is the problem of finding a path in a given road data set that
corresponds to a given trajectory. The trajectory is a sequence of positions with
time stamps, which usually has been recorded with GPS. Several map matching
algorithms have been developed that work well, even if the GPS measurements are
noisy and the sampling rate of the GPS measurements is low (Newson and Krumm
2009; Quddus et al. 2007). The problem of incomplete or inaccurate road data,
however, has seldom been addressed. Further research is needed, in particular to
develop map matching algorithms that are suited for user-generated road data,
which are often incomplete. In fact, user-generated data are often more detailed
than commercial or official data and, in many regions, are suited for pedestrian or
bicycle navigation. The quality of user-generated data varies, however, depending
on the number of contributing users in a particular region, the time they spend on
the project, and their skills.

Every user who contributes to a mapping project generalises, simply because he
or she has to decide which objects to include in the map and how to represent
them. Two users may decide differently, for example, on whether or not to include
a small trail in the map. While the first user may consider the trail unimportant, the
second user may recognise the trail as an important link in a network of hiking
paths. For the success of a map matching algorithm, the inclusion of a short road
segment in the data can be crucial. If the trajectory follows a road that is missing in
the data, many map matching algorithms introduce long detours (Fig. 5.4). Similar
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problems occur in the case of topological errors, which are often caused by users
who add new paths without carefully integrating them into the present data.

In this Case study, we discuss experiments with a topological map matching
algorithm that has been specifically designed to cope with incomplete road data
(Haunert and Budig 2012). We review this algorithm and discuss experiments with
user-generated road data from the OpenStreetMap (OSM) project and GPS tra-
jectories recorded during four hikes.

5.7.2 Algorithm

Our map matching algorithm for incomplete road data (Haunert and Budig 2012)
extends a basic map matching algorithm by Newson and Krumm (2009). For each
point pi of the GPS trajectory p1; . . .; pn, the basic algorithm first selects a discrete
set of k candidate matches Ci ¼ c1

i ; . . .; ck
i

� �
; where k can be set by the user. Each

candidate match is a point in a geometric graph G, which represents the road
network. The output path is determined by selecting one candidate c�i of each set
Ci and, for i ¼ 1; . . .; n� 1, connecting c�i and c�iþ1 via a shortest path in G.
Figure 5.5, left, illustrates this approach.

In order to select a sequence of candidates of maximum likelihood, Newson and
Krumm (2009) apply a Hidden Markov Model (HMM). This requires that for each
candidate match c 2 Ci an observation probability density is defined, that is, the
probability density that GPS point pi is observed if the actual position of the user is
c. Furthermore, for each two candidates c 2 Ci and d 2 Ciþ1 a transition proba-
bility is defined, which models the probability that a user in c moves (within the
time between two GPS measurements) to d. In the model by Newson and Krumm
(2009), the probability of a transition from a candidate c to a candidate d is a
function of the graph distance (the length of the shortest path) from c to d in G.
Given the sets of candidate matches, the observation probabilities, and the

Fig. 5.4 Given a geometric graph G (the road network) and a polyline T (the GPS trajectory),
the topological map matching algorithm of Alt et al. (2003), computes a path P in G that has the
minimum Fréchet distance to T. (Assuming that a dog runs along T and a man runs along P such
that neither the dog nor the man are allowed to walk backwards, the Fréchet distance between
T and P is the minimum length of a leash that allows the dog and the man to be kept connected.)
Because the road network contains a small gap (left, marked with 9), the output path P (right) is
much longer than T
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transition probabilities, a weighted directed graph G0 is defined, which is sketched
in Fig. 5.5, right (G0 contains a node for each candidate plus two dummy nodes s
and t). Then, the Viterbi algorithm (Rabiner and Juang 1986) is applied to find the
s-t-path in G0 that maximises the product of arc weights. Given that the weights of
the arcs of G0 are appropriately defined (based on the observation probability
densities and transition probabilities) this path can be interpreted as the sequence
of candidate matches that explains the given GPS observations best.

Our map matching algorithm for incomplete road data (Haunert and Budig
2012) also uses the idea of a discrete set of candidate matches. The difference
between our method and the method of Newson and Krumm is, however, that we
include one additional candidate in the candidate set Ci of each GPS point pi. We
define this candidate as having the same position as pi, thus it does not necessarily
lie on an edge of the road data set. Therefore, we term such a point an off-road
candidate and thereby distinguish it from on-road candidates that lie on edges of
the road network. Our idea is to avoid long detours by allowing a GPS point to be
matched with its off-road candidate. If we select the off-road candidate from a
candidate set Ci and the off-road candidate from the candidate set Ciþ1, we define
that the output path contains the straight-line segment connecting both candidates.
If, on the other hand, we select two on-road candidates for two consecutive GPS
points, then our algorithm (just as the basic algorithm by Newson and Krumm)
connects both candidates with a shortest path in G. In the case that for any two
consecutive GPS points one on-road candidate and one off-road candidate are
selected, we introduce a path connecting both candidates by concatenating a path
in G with a straight-line segment. Among all possible concatenations, we choose
the one of minimum total cost, where we define the cost of the path in G to equal
its length and the cost of the straight-line segment to equal the product of its length
and a constant factor. To avoid a situation in which the algorithm only selects off-
road candidates, we define the transition probability from any node to an on-road

Fig. 5.5 Left The graph G representing the road network, three points forming a GPS trajectory
hP1;P2;P3i three candidate matches for each GPS point, and the output path (black) resulting
from a selection of candidate matches. Right The directed graph G0 for the problem instance in
the left figure. Each s-t-path in G0 corresponds to a solution to the map matching problem. The
Viterbi algorithm selects the s-t-path that maximises the product of arc weights
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candidate to be higher (by a constant factor) than the transition probability to an
off-road candidate.

5.7.3 Experimental Results

We implemented our algorithm in Java and tested it with OSM data and trajec-
tories that we recorded with a GPS receiver of type Garmin Edge 710 during four
hikes in the surroundings of Würzburg, Germany. In total, the GPS receiver
yielded 7,799 GPS points over a distance of 65 km (on average, one GPS point
every eight meters). In order to orient ourselves, we used a tourist map of scale
1:75,000 and the GPS receiver with a digital map based on the OSM data. In some
cases, we took shortcuts along small trails, but we mainly used official hiking
paths. We conducted experiments to find a good set of parameters, which we have
used by default since. As a result of our test, we found 23 off-road sections in our
output paths, that is, sections where we did not use edges of the road network.
Figure 5.6 shows two examples with off-road sections.

To evaluate the robustness of our algorithm, we conducted additional tests in
which we removed a randomly selected set of edges from the original road data. In
the paths that we obtained by matching the original road data with two of our
tracks (one in a rural and one in an urban area), we did not find significant errors
and therefore used them as ground truth for our tests.

In each of our tests, we randomly selected and removed a certain percentage of
the edges from our original road data set and matched one of the trajectories with
the remaining roads. We term the percentage of the edges that we kept in the road
network the integrity of the road network. Using this approach, we solved more

100m

50m
   100

4

Fig. 5.6 Left A trajectory
(top, black) with a road
network (gray) and the output
path (bottom, black) with
on-road parts (bold) and
off-road parts (thin) yielded
by our algorithm. Right A
sample from our data with a
topological error (see close-
up view in circle, top).
The map matching algorithm
selects the off-road candidate
of one GPS point and thereby
avoids a long detour
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than 3,000 test instances with networks of different integrity. For each output path,
we computed the off-road ratio, that is, the ratio between the length of all off-road
parts of the path and its total length. Figure 5.7 summarises the results by showing
averages over instances with the same trajectory and road networks of the same
integrity. We observe that, as the integrity declines, generally more off-road edges
are used in the output path, but we also observe differences between the results for
the urban area and the rural area. In the urban area, the algorithm often used
alternative road edges for edges we had removed from the road data. This is
because the trajectory passed a public park with many mutually parallel paths. For
example, the data set contained a bike track and a path for pedestrians next to each
other. In contrast, for our track in the rural area, the algorithm seldom chose an
alternative on-road route for a road we had removed from the road data. Instead, an
off-road edge was introduced. In all cases, the total length of the output trajectory
increased only marginally, for example, by a mere of 2 % for the urban data set of
80 % integrity.

5.7.4 Conclusions

Topological map matching algorithms often fail if applied to incomplete road data.
In our experiments with OSM data and four GPS trajectories, we revealed 23
situations in which it was necessary to include off-road sections to the output
paths, otherwise long detours would have been needed. Therefore, the problem
cannot be neglected when dealing with user-generated data. With only a small
modification of the existing map-matching algorithm by Newson and Krumm
(2009), however, all four real-world instances on which we tested our algorithm
were correctly solved. Even when we reduced the integrity of the road network
drastically, our algorithm produced satisfactory results, but in urban areas some-
times matched the trajectory to a path that was parallel to the correct path. As an
effect, when reducing the integrity of the road network to a certain percentage, the

100%
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40%

20%

0%

off-road ratio

road network integrity

100% 80% 60% 40% 20% 0%

rural area

urban area

Fig. 5.7 Influence of the
road network integrity on the
off-road ratio
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ratio between the length of all on-road sections and the total length of the path was
reduced to a slightly lower percentage. Unlike most of the existing map matching
algorithms, however, our algorithm does not require the output path to be fully
contained in the road data and thus avoids long detours. Our experiment in which
we removed a random set of road segments from the road data also suggests that
the algorithm will cope with generalised data in which minor roads have been
removed. In order to better assess the effect of map generalisation on the result of a
map matching algorithm, however, further research is needed. For example, it
would be interesting to investigate how line simplification affects the quality of the
output path.

5.8 Conclusions

Visual presentation of the new (mass) data available gathered from human sensors
and sensor networks poses a challenge for cartography. This new data source
marks a fundamental change from mapping as an art performed by experts who
produce maps as an end product for the general public—to the new situation where
people both generate data and want to access it immediately. This implies that
visualisation and map generalisation need to be simple to apply and fast. Also,
mechanisms have to be available to clean the data due to frequent errors and
redundancy. Furthermore, as most VGI is acquired as point data, the integration
with known spatial data sets (topographic data) is needed, in order to provide the
correct spatial context.

We conclude that the visualisation of VGI has great potential and provides great
opportunities, but also presents us with some challenges. In order to exploit the
benefits of the data, the following issues have to be tackled:

• (New) design principles to visualise VGI have to be developed, especially to
visualise them in conjunction with background maps;

• Methods for automatically detecting and interpreting meta-information of VGI
data are required. Meta information relate to semantics, scale, quality, timeli-
ness, coverage, and consistency;

• Methods to visualise this meta-information have to be developed and made
available;

• Generalisation methods for VGI have to be developed and made available.
Especially methods for selection, aggregation and dimensional change, as they
are the most relevant for frequently occurring point data;

• Data integration methods have to be developed, which take into account meta-
data, known semantics and relations to background objects.
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