Chapter 6

H*>° Well-Posedness for Degenerate p-Evolution
Models of Higher Order with Time-Dependent
Coefficients

Torsten Herrmann, Michael Reissig, and Karen Yagdjian

Abstract In this paper we deal with time dependent p-evolution Cauchy problems.
The differential operators have characteristics of variable multiplicity. We consider
a degeneracy only in = 0. We shall prove a well-posedness result in the scale of
Sobolev spaces using a C!-approach. In this way we will prove H> well-posedness
with an (at most) finite loss of regularity.

Mathematics Subject Classification 35J10 - 35Q41

6.1 Introduction

In this paper we are interested in well-posedness results in Sobolev spaces for
p-evolution Cauchy problems. Starting point of our considerations is the mono-
graph [11]. The author gives a well-posedness result for the Cauchy problem for
1-evolution (hyperbolic) equation

Dﬁu— Z a.,',k(t,x)D/;Dtjuzo,
0<j+k=I
j<i (1
D"u(0,x) =upm(x) form=0,...,]—1andl>2.

For analytic functions a; (t, x) the Cauchy problem is H* well-posed. In other
words, for data u, € H® with m =0,...,/ — 1 there exists a unique solution
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ueC(0,T], H*=0)nCL([0, T], H*~0~-P)n...nC!=1([0, T], H~50—(=DP) for
some s, so and 7 > 0. Cauchy problem (1) is a special case of the Cauchy problem
for the p-evolution equation introduced by Petrowsky, see [13]. It can be written as
follows:

Diu— Y ajx®DiDlu— > aji(t.x)DiD]u=0,
J+k/p=l 0<j+k/p<l
j<l (2)

D"u(0,x) =upy(x) form=0,...,]—1land!>2.

For this Cauchy problem there exist only a few results about well-posedness in
scales of Sobolev spaces. But as stated in [11] the Cauchy problem is no longer
of Cauchy-Kovalevskaya type. In [3] the authors proved H*° well-posedness for
Cauchy problem (2) with / =2 and p = 2 and for complex coefficients. They had to
assume some conditions on the coefficients a; ¢ (¢, x). At the moment it is important
that they had to pose decay conditions on the imaginary part of a; ¢ (¢, x) as x tends
to infinity. Furthermore, they posed decay conditions on the derivatives of some of
the real parts of a; (¢, x). In this paper we do not have such decay conditions for
the coefficients in the spatial variables. So we want to consider Cauchy problem
(2) with real coefficients. Now also from [5] we see that we have to pose decay
conditions with respect to x for some ¢ or x-derivatives of the coefficients a; i (¢, x)
even if they are real. In this paper we are not interested to take into consideration
this effect. For this reason we will restrict ourselves to the Cauchy problem

Diu— E aj,k(t)DfD,juzo,
0<j+k/p=l
i 3)

D"u(0,x) =upy(x) form=0,...,]—landl>2

with real-valued time dependent coefficients in the ‘extended principle part’, see (5).
For a statement about well-posedness we need a certain regularity of the coefficients
and, furthermore, separated characteristic roots. Our goal is to consider coefficients
which vanish at = 0. So the roots can only be expected to be separated on (0, T'].
We will use the so-called C'-approach and pose assumptions on the coefficients and
their first derivatives to prove H* well-posedness. This is an at most finite loss of
derivatives in scales of Sobolev spaces. We are going to prove a statement of the
following type.

“We consider Cauchy problem (3) under assumptions on the coefficients ajy =
aj (t) and their first derivatives. Furthermore, we pose assumptions on the charac-
teristic roots of the problem. Then for initial data u,, withm =0, ...,l — 1 given in
certain scales of Sobolev spaces there exists in some evolution spaces a unique so-
lution u of (3). The solution has an (at most) finite loss of derivatives in comparison
with the given regularity of the data (see Theorem 1).”
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6.2 General Notation and Main Theorem

In this section we will give the precise assumptions we need to prove our main
result. Different parts of the operator given in (2) will play a different role. In order
to emphasize this distinction for the special case (3) we split the coefficients into the
following three groups.

The principal part in the sense of Petrowsky of the p-evolution operator for (3)
is given by

D! - Z a;x(H)D*D] . 4)
Jj+k/p=I
j<l

The extended principal part for (3) is given by

pl— Y au)DtD] 5)
I-1<j+k/p=l
j<l
and, finally, the terms of lower order for (3) are given by

- > au@»biD]. (6)

0<j+k/p=<i—1

Furthermore, the terms of Levi condition for (3) are given by

I—1=j)p mj
- Z aj,(l—l—j)p(l)D;(c j)thj. (7)
j=l—1

Remark 1 Due to the Lax-Mizohata condition for H*> well-posedness for p-
evolution equations from [12] the coefficients of the principal part in the sense of
Petrowsky have to be real. If we restrict ourselves to time-dependent coefficients,
then also the coefficients of the extended principle part have to be real. If we would
assume complex-valued coefficients, then we need some decay behavior in x for the
imaginary parts. Our assumptions for the coefficients of the extended principal part
guarantee a dominance condition (see Lemma 2). The coefficients of the terms of
lower order are allowed to be complex-valued.

To get a better feeling for this classification we introduce Table 6.1.
In the following we pose assumptions for the coefficients of our starting equation.
We introduce the shape function A(¢), which satisfies the assumptions
A(0) =0, AM(@)>0 fort >0,

/ (3
Ok(r) 5””5 1m), 0 do.
At~ @) At)

As mentioned before we can see that our strategy is to assume only a degeneracy
int = 0. Let us give some examples. A shape function of finite degeneracy is given
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Table 6.1 Classification of coefficients

ao,1p ao,ip—1 -+ - A0,(I—1) p+1 ao,(—-1)p ao,(i—1)p—1---40,0
ar,a=np a1,4-Dp—1---41,(-2)p+1 ara-2p ai,(-2)p—1---ai0
a,(1-2)p
ar-2.ip aj-2.2p—1---4]-2 p+1 aj-2,p ar—2,p—1---41-2,0
ai—1,lp aj—1,p—1---4i—1,1 aj-1,0
Petrowsky Terms of
principal part Levi size

Extended principal part Lower order terms

Real coefficients Complex coefficients

by A(r) = t# with 8 > 0. An example for infinite or exponential type degeneracy
is given by A(r) =t 2exp(—t~') and for super exponential type degeneracy by
At) = Wt’w [Tiz; exp®! L. For a logarithmic type degeneracy we do not
have any example which satisfies (8). With these examples for the degeneracy in
t =0 in mind we want to formulate assumptions on the roots of the principal part
in the sense of Petrowsky. The roots are defined as solutions of the characteristic

equation

- Z a;j k(DT =0. )
J+k/p=I
j<l

We assume that the roots are real and, furthermore, that they satisfy the following
conditions:

separation condition: ]'ﬁ(t, &) —1,(t, é)] > CA(@)|E|P fori# j,

At) >’” (10)

control of oscillations: |Dlm D;’t‘j(t, é)! <Cpr(1)|E|P7K (A(t)

forall (#,£) € (0, T] x Rwithi, j=1,2,...,[,keNand m =0, 1, where A(t) =
fé A(t)dt and A(¢) < 1. In the following statement we are only interested to describe
the oscillation condition by the coefficients of the operator.

Lemma 1 The conditions (10) are equivalent to the following behavior of the coef-
ficients of the principal part in the sense of Petrowsky:

separation condition:  |T;(t,&) —T;(t,&)| = CA®)IE|P  fori # ],

D\ (11)
control of oscillations: }D;”aj,p(l_j)(t)‘ <CpA(t) ™/ (m>

form =0, 1.
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Proof Using Vieta’s formulas we get the following:

DDl N (6. T, 0. &) = (=1 D' Dl aj ()"

i1<..<ij—j

fork=p(l —j)and j =0,...,] — 1. This already yields the control of oscillations
of (11) if we assume (10). To prove the other direction of the statement we get the
following system from Vieta’s formulas:

. L\ (D) (=1)"'Dyay_y ()P
YT e 2T || Dita(t,§) (—=D)'2Diaj 2.2, (1)E%F
[Lias - IiuT/ \Da@é) Dyag 1 (H)EP

=:A

This can be solved for the derivatives D;7; of the roots of the principal symbol in
the sense of Petrowsky if the matrix A is invertible. The determinant of the matrix
is given by
detA=[]@ -7
k<j
Due to the separation condition the matrix is invertible and we can control the os-

cillations of (10) from the assumptions (11). This completes our proof. O

For all coefficients we assume

|log A(t)|)"f"‘“’

laj ()] < cxm”( D

12)

This coincides with the behavior of the coefficients of the principal part in the sense
of Petrowsky coming from the assumptions on the roots. For the coefficients of
the extended principal part and for the real part of the coefficients of Levi size we
assume additionally

i (Mog ADIN\'/7HP 1 a(r)
| Diaj ()] = Cr@)! j(W) (m> (13)

For some of the coefficients of the lower order terms we need additional assump-
tions.

e Forajo(t) with 0 < j <[ we assume
ajo(t)e L'(0,T). (14)
e Foraj(t) withl —1—j — % >do(l — 1 —j) and k # 0 we assume

aji(t) € B[O, T]. 15)
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The space B[0, T] is the space of all bounded functions on [0, T'].
e For the terms of Levi size we assume the Levi conditions

A
1Sai—1-kypx ()| < cm"“’(%). (16)

Remark 2 We want to remark that our goal is to assume dg > 0. If we would assume
do > % as in [14] instead, then we can omit assumptions (14) and (15). But, as a

consequence, this narrows the set of admissible shape functions.

Theorem 1 Let us consider the Cauchy problem (3) under the assumptions (8)
and (10) to (16). Then there exists non-negative constants sy and C such that
for all initial data u,, € H*7"’(R), m = 0,...,1 — 1 there is a unique solution
u € C(0,T), H(R)) N CY(0,T], H~PR)) n ... n Cc=I(o0, 1],
HS~50=U=DP(R)). An a priori estimate is given by

| DI, )| yyomsgomo < € (luoll s + -+ Natr—1 1l ggs-a-1)

form=0,...,1—1.

Remark 3 Let us give some comments to the assumptions (12) to (16). One can only
understand assumption (12) together with assumption (14) and (15). For the real
parts of Levi size coefficients we can allow an additional log A(¢) term in opposite
to the imaginary parts. This was already observed in [14], where among other things
the conditions (12), (13) and (16) are proposed for p = 1.

The model equation with / = p =2 was studied in [1] for a finite degeneracy.
Our conditions (12), (13) and (16) are in line with the assumptions which are used
there apart from the fact that no log A(¢) term is allowed.

Remark 4 We have an at most finite loss of derivatives but we can not expect op-
timality of the statement. The at most difference of regularity between the initial
data and the solution is given by so. This yields H° well-posedness. Using the C'-
approach implies an at most finite loss of derivatives but it does not explain if the
loss really appears. In opposite, if we apply C2-approach, then we are able to study
the precise loss of regularity and to show its optimality [7].

6.3 Proof

We can apply partial Fourier transformation and get an ordinary differential equation
with parameter £. We divide the extended phase space into a pseudo-differential and
an evolution zone. Then, we consider in each one different micro-energies. The goal
is to get a priori estimates for the micro-energies in each zone. Our techniques to
get these estimates differ from the pseudo-differential to the evolution zone.
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6.3.1 First Step of the Proof

At first we apply the partial Fourier transform with respect to x and obtain

Div(t,&)— Y ajxED/v=0,
0<j+k/p<l

o an

withv = Fye), vn=Fsg(y) form=0,...,1—1.

6.3.2 Symbol Classes and Zones

By analogy with [14] we introduce the following zones:

Definition 1 (Zones) We divide the extended phase space into two zones. We need
the pseudo-differential zone Z,;(M, N) and the Z.,,(M, N). They are defined as
follows:

Zpa(M,N) ={(1,&) € [0, T] x {|E| = M > 1} : A(1)|£]” < N[log A(1) |},
Zewo(M,N) ={(1,8) €[0,T] x {|§| = M > 1} : A(1)|§]” = N|log A(®)|}.

And accordingly, we define #¢ to be the solution of A(¢)|£]” = N|log A(?)].

Definition 2 (Symbols in Z,,,(M, N)) By S,{l1, 2,13, 14} we denote the class of
all amplitudes a = a(t,£) € C(Z. (M, N)) satisfying for all k, j e N with j <n
the estimates

A(r) )ZW (log<1/A(r>)>’4

|D! Dka(r.8)| < Cj,k|§|P’l"‘/\(t)’2<A(t) A(t)

These symbol classes satisfy the following properties:
k k
a € Spfli, 213,14} > Dga € Syl — —, b, I3, 14 ¢,
p

a €Syl l. 13,13} > Dfa € Sy_i{li, 1. 13+ k,1s} ifk<n,
a €Syl 13, 14),d € Silly 1, T3, 1)
— a3 € Sminmilli + 1. b+ 1, 13+ I3, 1y + 14},
and generate symbol hierarchies
Snili, b, 13,14} C Sp—1{l1, 12, 13, la},
Sollt, b, 3+ k, 4} C Sp{li, o+ k, 13,14+ k} fork >0,
Sull1, 12, 13, 14} C Sp{ly + k, b, 13,14 — k} fork > 0.



132 T. Herrmann et al.

Our strategy is to have a dominance condition for the extended principal part,
that is, the principal part in the sense of Petrowsky dominates the other terms of the
extended principal part. By assumption (12) and the definition of zones we have the
following lemma.

Lemma 2 (Dominance condition) For all (¢,&) € Z.,o(M, N) it holds

|laj x| 1EIF < A I g PU=D, (18)

NI=j—k/p
Proof We use the first inequality of assumption (12) and the definition of the evo-
lution zone. It holds:

|log(l/A(t))|>l_j_k/p|€|k

lajr)|1E]" < Ck(t)"f< e

|log<1/A(r)>|>"-"‘"/” 1

I—j ()] _
< Cir@)TIEIP j( A |E|—k+pU=])

1

< Cu)' 71§17 N

19)
This yields the desired statement. U

Remark 5 The last line of the estimate shows that the coefficients of the extended
principal part, which do not belong to the principal part in the sense of Petrowsky are
always small in comparison to the used estimate of the coefficients of the principal
part in the sense of Petrowsky. This holds true because the exponent of the large
constant N in (19) disappears for the coefficients of the principal part in the sense
of Petrowsky and this yields together with assumption (10) the dominance of those
terms.

6.3.3 Treatment in the Pseudo-differential Zone

In the pseudo-differential zone we define the micro-energy

V() = (p(t,6) v, p(t, 82Dy, ..., D7)

The choice of p(z, £) is important for our calculus, see [14]. There are different ways
to do this. Sometimes authors propose micro-energies which depend only on &. But
we are interested to study general degeneracies (of finite or infinite order). For this
reason we follow [14] and introduce

iy 2 R NP
) .—\/1+ ST (log Am) £17 (20)
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for a suitable positive «. This « is connected to the minimal speed of degeneracy
given by dy. We introduce the notation «; ; := l% and with this

L Ok .
oej*,k*zmax{aj,k w1thT<do} for j <l —1.
Now we define

o:=ldy—¢ withe <min{ld0,ld0—aj*,k*, 21

1+12}'

In (20) we use log % This is always positive in the pseudo-differential zone for
|&| large. And for the proof of our regularity statement we need only to consider |£|
large (see Definition 1).

Remark 6 In the 1-evolution (hyperbolic) case with a minimal speed of finite de-

generacy determined by dy > I_Tl, so the shape function is # with 8 > [ — 1, it is

sufficient to choose o = (I — 1)dy.

In the next lemma we state all the properties of p(z, &) that we will use in this
section.

Lemma 3 We have the following properties for the weight p(t,§) for t € [0, t¢]:

t
1=p(1,8) <CJ§|", p0,8) =1, /0 p(z,§)dr < C(1 +logll),

logp(s, &) < Clogl&|,

and for a;);zt(tg) it holds

8zp(t,§)>0 and /’ 0:p(z,8)
p(t, &) — 0o p(,8)

provided that M and N are large.

dr < Clog|&|

Proof At first we need the non-negativity of 3;)’252)) . It holds:

am(r,s,r)_1((lx’(r>x<r>’—1 o] )
p(t.E) 1 A <°g A
OBk | 1 \¢ | 1 \*!
‘“WH(("gm) *("gm) ))
-y, 2O ( L)a»
/('$| vl s

and this is non-negative if the following condition holds:
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o o -1
do————<log—> >0 — dy=>

S ody> 2 (22
> J—
[ o=

respectively. For |&| large log ﬁ is larger than £ for an arbitrary small ¢ > 0 and
T < Tp(a, ) in the pseudo-differential zone. So estimate (22) holds true for our
choice of «. The non-negativity of % together with the positivity of p(z, §)

yields the monotonicity of p (¢, £). Furthermore, we get

() 1 \*
lim p(t,&) = lim \/1—{— ® <log—> |E|PU—e)
t—0+

=0+ A A(t)

A} 1 \/do—e¢
— tim 14— log |& |pU—ldote)
=0+ A(t)ldo—¢ A1)

For the finite degenerate case A(t) = t# we have

A@t)! 1 \/do—e¢
lim log =0
-0+ A(t)ldo—e A(t)

with dy = % which brings lim;_, o4 tV = 0 with a suitable v > 0. For the infinite

degenerate case e, )(130 - yields a term which tends to zero of infinite order for any

do < 1. This brings p (0, &) = 1 for both cases.
With this we can estimate as follows:

1°g(1/A(té)))a<CNIEI”.

/ l
1<p(t,8) < plte, §) 5\/1 +AE)IEL < YHE

For the integrals we get

t
/Mdrsclogp(r,sngsClogp(rg,s)schog|5| (23)
0 p(T.E)

A1) LR A
/P(Té)dr<C</ dt—i—/ A(t)a/,( A(t)) €17 )

1 \%!
< T+ Aun) /1 (1 p(U=e)/D)
( + A(tg) 0g —— Al &1

A G
§C<1+<1°gA<tg>> (NlogAas)) )

! ) <Cn(1+logll). (24)
[g)

and

< CN(I +10gA

This completes the proof of Lemma 3. g
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Lemma 4 Forall (t,§) € Z,q(M, N) it holds

lu(t, &) S pt, &) TFHEICrd (Jug(E)| + ... + [u—1(©)]),
|D(t,6) < p(t, &) 7IT21E 15 (Jug ()] + . ... + lui—1(E)]),

D (. ) S 1§14 (00 @) + .+ o1 ©))).

Proof Using the micro-energy in the pseudo-differential zone for our Fourier trans-
formed Cauchy problem (17) this leads to the system of first order D;V = A(¢,§)V
with

D:p(t,§)
(1 — 1) Peetis p(zf)@ ! 0
0 1 —-2PLED p(r,8)
A, &) = :
0 0
0 0
Yo<k/p=t 0k DE" Yoo por ark g
p(t,E)1 p(t,&)2
0 0
0 0
2208 p(.8) 0
0 Dol p(t, &)

Zng/pgl al—l,k(t)gk

We are interested in the fundamental solution E = E(t, s, &) to the system D,V —
AV =0, that is, the solution of

D,E—AE=0, E(s,s,€)=1, thusV(t &) =E(0,£V(0,E).

The matrix E (¢, s, £) can be estimated by

t
||E(t,s,s)||5exp</ ||A<r,s>||dr), 0<s<t<t. (25)
0
Due to Lemma 3 we can estimate || A(¢, £)| in the following way:
3 p(t, §) laj i ()]1E]F
||A(t,$)||§t(ti$)+p(t,$)+ Z W (26)
Pt 0=j+k/p=t P
j<l
The integrals of p(¢, &) and % over [0,7],t < f¢, are discussed in Lemma 3.
t lajx ()€

Left is the estimate of fo dz. It depends on the structure of a; (1). We

p(r.e)I=1-J
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begin with @ ¢(7). Using condition (14) we can estimate

! t
laj,o(t)]
/0 mdt 5/0 |ajo(r)|dT < C.

For the terms a; ¢ (t) with/ — 1 — j — % >do(I — 1 — j) we introduce another sub-
zone to distinguish which part of p(¢, £) is dominant. Here we want to remember
that only a shape function A(f) = t# with finite degeneracy has to be considered,
because for flat degeneracies, this assumption is meaningless. Let #¢ | solve

_ )‘(t)l L ¢ pl—a)
'=A0e (log A(z)) S

where o is the same as in (20). Then 0 < #¢ | < ¢ for |§] large. This follows from
the following calculations:

) (
= og
Ate, 1) Alte,1)

te1 = |§|—P/(ﬁ—01/(1—06)) (log

“ 1
pl—a) P —
) &1 , A()IE|Y = Nlog !(tg)’

3

|\ /U
A(%,l))
<1
L\ B+
A(ts)> ‘

>1

te = |§|—1?/(ﬁ+1) Nl/(ﬂ+1)<10g

The definition of #¢ 1 yields that for 0 < ¢ < #¢ ; the number 1 is dominant in the def-

1
inition of p(t, &) whereas for ;| <t < t¢ the second part %(log %)“ |g|PU—e)
is dominant. With this it holds

/' laj (@ /é laj@IEE / @I
0 p(-’:’g)l—l—./ 0 10(7:7%-)1_1_] e 1 10(7:7%-)1_1_]

As remarked before, we only have to consider the case of finite degeneracy. For
A1) = 1P we get dp = % Now we consider the first integral on the right-hand
side. With assumption (15) it holds

/,5,, laj i ()EF
0

t§71
——————dr <C kdr =t k
P /0 €] £118]

)»(fg,l)[ 1 aN\ —k/(p(l—a))
< Ctg A p log A
(te.1) (te.1)
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andwitha:l% — & we get
k
1 Jajk(D]IE] dr < Ct(pl—pa—ﬂkl+(ﬁ+l)kot)/(p(l—oz))(10 |E|)—ak/(p(l—a))
o p@ &)l T ] s '

Now with ¢ < #, see (21), the exponent of #¢ ; is positive. Because of the negative
exponent of log |£] it holds

/’fvl |a,-,k<r>||s|’fdr -
0o p(t, &)1

For the second integral we get

L@ =G G A log(1 /AT

/’f laj (D& g laj k()] |EF dr
lg

and for do = &7 it holds

e , , 1\ —e(U=1=)/D ,
- C/ LB+ @=1=))/D=pU=1-)) (log _) g [k P (=) =1=))/D g
tE,l T

log — |§|k—l7((l—06)(l—1—j)/l)

e 1
< Ct1+(ﬂ+])(a(1*1*J’)/l)*ﬂ(lfl*j)*k((ﬂJr])/P)+(ﬂ+1)(1*0!)(1*1*j)/1
— ¢

. . ~a(U-1-))/1)
- Ctél+(ﬂ+1)(a(l1/)/1)/3(111)( )

—a((I—1-j)/D+k/p—(1—a)(I-1—j)/1
< Cté_j_(k/p)(ﬂ+1)(log |E|)k/[’_l+l+j
S Cté_J_(k/p)(ﬂ"Fl) 10g|§-|

This gives an estimate for an at most finite loss of derivatives if the exponent of ¢
is non negative. So, we have to guarantee

—j-Sp+n=0
P

which is always satisfied for a; () with do(l —1—j) <l —1—j — %. Conse-
quently, we have shown that

t . k
/0 %dr < C(1+1loglé]) @7)

forall 0 <t < ¢ and all coefficients a; ;(t) withdo(l =1 —j) <I—1—j— %. This
completes the explanations for the part of lower order terms satisfying assumption
(15). Left is the procedure for the other part. We need to estimate
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/t laje@IlEr C(1+log 1) (28)
0 p(T,O)1=1 "~
by using assumption (12). We can estimate as follows:
lajkOIEF _ M0 (og(1/A@0) /AW~ ~H/P ||
p(t, )11 7 (1+ (! /AD*) (og(1/ A1) & [PU=en)I=1=D/1

)\(t)lfjf(lflfj) 1 I—j—k/p—a((U-1=j)/])
=& A @)=+ —k]p ( 08 A(;)>

x |%-|k—l7(l—0t)(l—1—j)/l

A1) 1 I—j—k/p—a+ta/l4aj/l
< ‘ — | log
A(t)l*]*k/p701+0[/l+a]/l A()
X |$|k—pl+p+pj+ap—(xp/l—ajp/l’ (29)

which leads to
_ k
/[ |a],k(7:?”1§| _dr < A(r)\ Ik pra=1/1= /D g p( =1tk pra(=1/1= /1)
o p(T, &7/ 7
( 1 \/“J—k/p—al=1/i=j/D
lo g—)

A1)
< Cn(loglg]) (30)

for all 0 <t < f¢ by using the definition of the pseudo-differential zone. The last

step only holds true for 1 — 7+ j + % +oa(l — % — %) > 0. With our definition of
a and & < [dy — aj« g+, see (21), the condition is always satisfied. So we obtain an
estimate for (25)

t
|E.s,8)| gexp( /0 ||A(T,g>||df)

gexp<C(/l Mdr +ftp(r,$)dr
o p(T,8) 0

k
T e )
i< P(T:8) J
j<l

Sexp(C(1+loglgl)).

We complete the proof by using our fundamental solution E

V(t,&) = E(t,0,£)V(0,£),
p(t, &) o, &)| < exp(C(1+loglél))(Jvo@©)] + [viE)] +...

),
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),

p(t, &) 72 D(t, &) < exp(C(1+1loglél))(Jvo@®)] + |vi@E)] +... + [v—1©)

|DI7N(r, )] < exp(C(1+1og€1)) (Jvo@)| + [v1®)] + ... + [u—1()]).

Here we used p(0, £) = 1. In this way the proof of Lemma 4 is completed. 0

6.3.4 Treatment in the Evolution Zone

In the evolution zone Z,,,(M, N) we define the micro-energy
-1 -2 — T
V=((Ax0IEP) v, (A0IE1) T Dyv,..., D)
Lemma 5 Forall (t,&) € Z,,0(M, N) it holds

A@IEN v, &)l _

S exp(C (1 +log D) (X )€1'~ 1D] ™ w(te, ),
A@IEIP) 2 Dyv(r, 8)] 4

S exp(C (1 +log £ D) (X )€1~ 1D] ™ vz, ),

ID; (e, £)] S exp(C(1L+log |ED) (X (At [E1PY =T 1D}~ u ez, £)).

Proof First we want to consider the roots of the symbol containing the transformed
extended principal part together with the real part of the terms of Levi size. They
are given as the solutions to the characteristic equation

= Y MajEtT =0. (31)
I—=1<j+k/p<I
j<l

The following proposition shows how the roots of (31) inherit the properties for
the roots of (9).

Proposition 1 We consider the roots t1, ..., 7y of (31). With assumption (10) for the
roots of the principal part in the sense of Petrowsky and with the definition of the
zone we get real roots satisfying

|ti(t, &) —1j(t,&)| = CA(D)E|”  fori # j,

A() )m (32)

| D} Df7j(1.8)] fcmx(msw—k(/l(t)

forall (t,&) € Zeyo(M,N) and fori,j=1,2,...,1, ke Nandm =0, 1.



140 T. Herrmann et al.

Proof We rewrite the assumption for the coefficients in the following way:

/1 1/A l—j—k/PN
aj () =r) (W) aj k(1)

with ?ij,k(t) € B(0, T']. We apply the transformation t = A(t)£”z. The transforma-
tion yields

) I—j—k/p
. Z 5],,]((1‘)2] _ Z ma‘j’k(t)<w) 7/ =0.

jtk/p=l I-1<j+k/p<l AMEP
j<l j<l
(33)
If we consider the transformation T = A(z)£ 77 for (9) we obtain
27— > @umzl =0 (34)
J+k/p=l
j<l

and from assumption (10) we know that equation (34) has real and distinct roots. It
holds

Zi(1,6) =Z;(1,6)| = C fori#j,(t,€) €[0,T] x (R\ {0}).

Equation (33) is a perturbed equation (34), so the roots 7y, ..., 7; are in a small
neighborhood of the respective roots 7y, ..., 7; if the perturbation is sufficiently
small. We know that the coefficients of the extended principal part are real. This
and the distinctness of the roots 71, ..., 7; yields that roots z1,..., z; are real and
distinct, because the smallness of the real perturbations is given by

with C*(N) — oo for N — oo.

~ log(1/A @)\ =/ =*/p
|§){aj k(l)| M <
’ A)EP C*(N)
And this holds true for any sufficiently large constant N in the definition of the
zones. Backward transformation yields the first statement of the proposition. Fur-
thermore, due to Vieta’s formulas we have

prpf M r,-l(t,g)...z,-,j(t,s)‘z\D;"Dfa,,k(z)gk\

i <..<ij—j
Ciek=g MO\
I=jg k=8 2221
< CpuA(t) 78| (A(t))

fork=p({—j)and j=0,...,1—1.
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So we know that the roots of the extended principal part satisfy Proposition 1.

O

Using the micro-energy in the evolution zone for our Fourier transformed Cauchy
problem (17) this leads to the system of first order D,V = A(t, )V with

O 0
P25 MoP
0
0

Yo<k/p=i—1 a1k 8"

(-1 V(1)
0]
0
A, 8) = O
0
2 0<k/p=i 90,k )&k
OTHR

OHR

0 0

0 0
B ol :

0 150 Mo)IENP

Z()fk/pfl al—l,k(t)é:k

Now we split matrix A(z, &) into several parts. We introduce

0 A()E]P
Ai(t,§) = 0 0
0 0
i 1<k/p=l Rag x (HEF D i_o<k/p<i—1 Nay k(&
(A(0)[g|P)—1 (A(0)|gIP) 2
0
r@)EP ,
0 A(0)|EIP
ZOSk/pSl ERal—l,k(t)gk
(=D »@®
YO 0 0 0 0
(1=2) Mt
0 YO 0 0 0
A e = e 28
21 (1)
0 0 Y] 0 0
1A (@)
0 0 0 770 0
0 0 0
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0 0
A3 (t» %—) = O 0
Sap pa-1yOEPTVLY L ackOEY  Sar pa—ny0EPTD Y g ank(0EF
ROERE (g2
0
0
Saj—1,0(r)

We are interested in the symbol classes for A;(¢, &) and Asz(¢, £). It is obvious
that A, (t, &) € S0{0,0, 1,0} and for A3(z, &) the assumptions (12) and (16) and
straight forward calculations yield A3(z, &) € So{0, 0,0, 0} + So{—%, 1,0,1+ %}.

Remark 7 Let us come back to the assumptions (12) and (16) for the terms of Levi
size. The real parts are included in the matrix A1, this allows a log A(¢) term. The
imaginary parts are included in the matrix A3. To stay in the correct symbol classes
we are not able to allow a log A(#) term for the imaginary parts.

Using the system ;e ..., {7 We form the Vandermonde matrix
1 1 - 1
T Ol oLl
f NIENP nIENP
M@, 5) = : : : :
N (1 (D -1 mE) i
Gaoer) ™ Gaor) -+ Gorer)

and apply the transformation V := M (¢, )V to our system
D, V=A1V+ AV + A3V. 35)

The matrix M is chosen as a diagonalizer of A;. The determinant of M is given by

‘L"(Lé) — ‘L'i(t,g)
de(Mt.0)= [T =252

I<i<j<n

Because of the separation condition from (32) the determinant of M (¢, &) satisfies
|det(M(t,£))| = C > 0 and so the inverse matrix M@, &) exists for all (z,&) €
Zevo(M, N).

Lemma 6 After the first step of diagonalization we obtain from system (35) the new
system

DVi=DVi+RVi, Vi(t,&) =Vio@) :=M"V(, &) (36)
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with a diagonal matrix

T(1,) 0
D=D(t.§ = S
0 u(t, €)

and a matrix
1 1
R=R(,§) € 5{0,0,0,0} + S{0,0, 1,0} +So{——, 1,0,1+ —}. 37
p p

Proof System (35) transforms to
DV =M "A\MVi + M AoMVy + M AsMVy — M7 (DM)V (38)
with the diagonal matrix D = M~' A; M. The matrix R is defined by
R:=M""A,M — M~ (D,M) + M~ A3 M.

For the entries of M it holds

J
‘(m(hé)) <c
A)IE]P
for j=0,...,]—1landk=1,...,1l. With this M (z, &) and its inverse M"(t,é)e

S0{0, 0,0, 0}. So the calculus of the symbol classes yields the statement of the
lemma. O

The function
eifr‘ 71(s,8)ds 0
Ey(t,r, &)= .
0 ol I} s, 6)ds

solves the Cauchy problem (D; — D)E(t,r,§) =0, E(r,r,§) = I . Itholds for r > t¢

P
exp(i/ Zrﬂs,&)ds)

k=1

|E2.r ] = max -

because the roots of (31) are all real. Here we feel the dispersive character of our
Cauchy problem and the dominance condition from Lemma 2. We define the matrix-
valued function H = H(t,r,&) with t,r > 1;:

H(t,r.§):=Ey(r.t,§)R(t,§) Ex(t, 1. §).
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Because E(r,1,€) = Ey ' (1,1, 8), | E2(r, 1, §)[ = | E; ' (1,r,£)| = 1, and due to
(37) the following estimate holds:

HH(t . g)” <C+C)L(t) L AD) (log 1 >1+1//7 39)
T A(1) A(n)H+1/pig| A(t) '

We will consider log % to be positive for all # < T, because we are only interested
in times close to the degeneracy t = 0. Now

Vi, 8) = Ex(t,1:,86)0(, 1, 5) V1,0(8)
solves (36) if D;Q = H(t,r, &) Q. This follows from
Di(E2Q) — DE2Q — RE>Q =0,

(DiE2)Q — DE2Q +E2D; Q = RE>Q.
=0

Knowing that H(t,r, £) can be estimated by (39) we are able to estimate Q =
o(t,r, &). We see that

' L) A(s) 1o\
<
/ls #6156 s ”/zg Ae T am g (k’g A<s>> @

13 1+1/p .
) 13
3

> < Cevologl&]. (40)

t

< 1, +log

— A(s)”V/P (log

1
A(s) A(s)

t

SC(I—i—logA(t)
&

This leads to

o 1. 6| ,Sexp<C(1 +log A(ltg)>) < C|£|Cevo,

Now we will estimate |V (t, £)| and with the backward transformation we obtain an
estimate for |V (z, &)|:

Vi(t,8) = Ea(t,16,5) 01, 15, 6) Vi,0(5),

|V1(t,$)‘ < Cexp(C(l—i—log A ))) V

|V, 6)] =M@, Vi, 8)|

1
< Cexp(C(l + log A([g)))|M_l(té§,§')V(t§,§')|

o)) veol

< Cexp<C<1 +10g
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Summarizing we arrive in the evolution zone at the following estimates:

|V(t,6)] <C|g|Ce

1
(117) " v, )] 5C|s|%<2 w10 1E17) | D) utre, s)|)

(41)

~

}Dg_lv(t,$)| SC|$|CEW<Z )»(tg)|%'|pl J|Dj lv(lg §)|>

j=1

With this Lemma 5 is proved. g

6.3.5 Verification

Now we want to use the estimates of both zones to get an estimate for an arbitrary
t €[0,T]. For t <t we get an estimate in the pseudo-differential zone. Using the
initial conditions we obtain

|D"o(t,&)| < Cp(t, &) exp(C (1 + log [£]))
x (Jvo®)] + ...+ v—1®)]) (42)
form =0,...,I—1.In the case t >tz we use the estimates from the evolution zone

| D" v(t.8)]

<C(r@)EI7)

—l+m+1 exp(C(l + log |§|))

1
" (Z(M@)isi")""lDt"v(ts,s>|)

j=1

C(M0)IE1") " exp(C (1 +log [£]))

1
<Z (ho)1817) ™ p(rs,§>—’+f(|vo(s>|+...+|vl_1(s>|)> (43)

form =0,...,] — 1. Now we use that p(¢, £) is larger 1 and the monotonicity of
A(?). So it holds

|D"u(t, &)| < Cexp(C(1 +log£]))
Xi (M) [EP)/

WUvo@)H G
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(A(te)l§1")'!
(A (te)[E]PY =T

< CIEP~ D7 (@) IE1P)" (Jvo@®)| + ... + |vi-1©)])

< Clg 0P (Jug(&)] + ... + [u—1(8)])

< CIEPP (117 DP|uo@) | +... + 16172 w1 ©)])
< CIEPP (Jo@)| + ...+ 1617 VP w1 ®)])

< Clg[o=U=br (Jvo@® |+ ...+ |u—1®)])

form =0,...,] — 1 and a constant sy which gives an (at most) finite loss of regu-
larity. So our solution D}u(t, -) is in H*~%0~"P(RR) if and only if

/ | D, &) 16O 0 dg < oo,
R
It holds

fR | DI, &) 21260 g

5A|5|2S(|vo<s>|2+...+|s|—2“‘”"|vz-1<$>|2)dé <00

by taking account of the regularity of the data. The continuity of solutions and their
derivatives with respect to ¢ follows from the continuity of V = V (¢, &) with respect
to t in suitable function spaces in the phase space. This completes the proof of
Theorem 1.

6.4 Outlook

This last section gives an outlook about further research and open problems.

6.4.1 About Optimality—C'-Theory

One could pose the question, whether the assumptions on the degeneracy or the as-
sumptions on the behavior of coefficients of the extended principal part near to r = 0
or on their oscillating behavior are sharp. Whether a loss really appears, whether this
result is optimal. But there is not much to say about optimality results in C!-theory.
There are no results to prove the sharpness of the assumptions and there are no ex-
amples that show that this loss really appears. The control of the first derivative in ¢
allows us to diagonalize the Fourier transformed system once. This yields a diagonal
part and a remainder. But this remainder belongs to a symbol class which does not
allow to apply methods for proving optimality. Another approach to show optimality
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for the C'-theory is the a priori knowledge of reflection points or maximum points
to get some kind of classification of oscillations. This is an attempt by Prof. Hi-
rosawa from Yamaguchi University ([8], unpublished notes). For the x-dependent
case there are no results about the sharpness of the decay rates for a p-evolution
Cauchy problem. In [10] sharpness for decay rates has only been shown for the
Cauchy problem to Schrodinger equations with time-independent coefficients of the
form

i0pu + 82u —a(x)du=0, u(0,x)=uyx). (44)

An open problem that might be attackable is the sharpness of the decay rates using
the ideas of the mentioned paper.

6.4.2 About Optimality—C*-theory

The advantage of a C2-theory would be that we can diagonalize twice so that we
get a remainder which is better in some hierarchies of symbol classes. A paper
about C2-theory for the p-evolution Cauchy problem of second order in D; is in
preparation, see [6] and [7].

6.4.3 About x-Dependence—C'-Theory

Here we want to consider the p-evolution Cauchy problem (2), where the coeffi-
cients a; may depend on space and time. The first thing we can do is to try to
include x-dependence in a way that we can generalize the result for the pure time-
dependent model without the need of more assumptions on the coefficients except
the boundedness of the coefficients and of its derivatives with respect to the spa-
tial variable. This is only possible for the coefficients a; ; of the extended principal
part with the lowest order j + % =l-1+ % and for the terms of lower order. We
consider the p-evolution Cauchy problem of higher order in D, with coefficients
depending on space and time as follows:

Dfu— Z aj,k(t)D/;Dt]u
I—1+1/p<j+k/p<l
j<l
- > ajx(t,x)DD]u=0, (45)

0<j+k/p<i—1+1/p
DM"u(0,x) =uy form=0,...,]—1andl>2.

All coefficients are real and in B (R) with respect to x.
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Theorem 2 Let us consider the Cauchy problem (45) under the assumptions (8)
and (10) to (16). For initial data u,, € HS"""(R), m =0,...,1 — 1, there ex-
ists a non-negative constant so and a unique solution u € C([0, T], H*79(R)) N
Cl([0, T, H=0~=PR)) N ... N C=1(0, T], H*~50~U=DP(R)). An a priori esti-
mate for the solution is given by

1Dy, )| ys-so-mr < C(luollars + -+ lur—1 1l gro—a-15)

form=0,...,1—1.

Remark 8 It is important to understand that the only difference in the Theorems 1
and 2 is the x-dependence of some coefficients, but this brings a complete change
in the proof. We can not use the partial Fourier transformation with respect to x. We
need cut-off functions techniques which help to localize the considerations to the
needed zones. Moreover, we should apply methods basing on a pseudo-differential
calculus.

If we include decay conditions of the coefficients with respect to x, then we can
consider x-dependence for almost all coefficients. We can consider

Dfu — Z aj,k(t)DfD,]u — Z aj,k(t,x)D];D,]u =0,
J+k/p=l 0<j+k/p<l—1/p
j<l (46)

D"u(0,x) =upm(x) form=0,...,]—1andl>2.

We propose the following decay conditions which are related to the conditions
in [2]:

|Dyajajyp-i(t, x)| < Cae) = (x)~P==DI=D),
' . 47
|D£aj,(l—j)p—k(ts x)| < C)»(t)li] <x)*(P*k*[ﬂ/2])/(P*1)

for2<pB<2(p—k),j=0,...,]1—landk=1,...,p—2.

Hypothesis Let us consider the Cauchy problem (46) under the assumptions (8),
(10) to (16) and (47). For initial data u,, € H*"™P(R), m =0, ..., — 1 there ex-
ists a non-negative constant sop and a unique solution u € C([0, T], H*~0(R)) N
Cl([0, T, H=0"PR)) N ... N C'=1([0, T], H*~0~(=DP(R)). An a priori esti-
mate for the solution is given by

” D[mu(tv 2) ” HS—S50—mp =< C(”M()”HV +...+ ||Ml,] ”HS*(I*I)I))

form=0,...,1—1.

Remark 9 We can also extend the calculus to Cauchy problem (46) with complex-
valued coefficients depending on ¢ and x. For the theorem to hold we need a decay
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for the imaginary part. We would propose the following assumptions:

~ I—j —(p—k -1

|3aj,0-jyp—k(t, )| < CA@)' ™ {x) PO/ 27D (48)

for j=0,...,—1land k=2,..., p — 1. Furthermore we pose an assumption for
the imaginary part of a; ;_j)p—1 in the following way:

|3aj,a—jyp—1(t, )| < CaB) 7 g((x)). (49)
where the function g = g(s) € L! (R4) N C[O, 00) is a strictly decreasing function.

For a better understanding of the influence coming from the imaginary parts of
the coefficients see [4].

6.4.4 About x-Dependence—C*-Theory

If we merge the last results we can get a result for a Cauchy problem similar to (46).
We want to propose a hypothesis for the following Cauchy problem:

Dlu—0)'b@) D u — > ajt.x)DEDlu=0,
0<j+k/p=<l=1/p (50)
D"u(0,x) =upy(x) form=0,...,]—1land!>2.
We have a special choice for the principal part in the sense of Petrowsky due to the
interactions in the principal part in the sense of Petrowsky shown in [9] for a strictly

hyperbolic problem. The coefficients a; (¢, x) are considered to be complex. We
consider a shape function A(¢) which satisfies

A(0) =0, AN(@)>0 fort>0,

A A Ar) -1

) < 0 < TR d0>T, (5D
> A0\

| D7 ()| 5d2k(t)<—A(t)) .

The function b(¢) describes the oscillating behavior of the coefficient and we assume

co:= inf b)) <b(t)<ci:= sup b(t), te€(0,T], co,c1 >0,
te(0,T] t€(0,T]
(52)

m A1) "
|D; b(r)\gC(A(t)v(t)> , m=1,2.
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For the coefficients we pose the assumptions
I—j—k/p m
—if v A1)
D"a; v (t,x)| < Cur() 7 | —= v 53
|D"aj i (1, )| < Cu(r) (A(t)) <A(z)v() (53)

for m =0, 1, 2. For the terms of Levi size we need the additional Levi conditions
N )»(t) m+1
D*Saj—1-kypx()] < cmx(r)"/f’<mv(t>) (54)

form =0, 1, 2. In some of the assumptions we used a function v = v(¢), which is a
positive and strictly decreasing function. Furthermore, for the function v(¢) we need
the assumption

2 s - (55)
A '

Furthermore, we propose decay conditions
| DY Dyatj g jyp—k(t, )| < CA@)! ™ () =077, (56)
|D;meClj,(l—j)p—k(f7 x)\ < C)»(t)lij <x>*(P*k*[/3/2])/(p*1) (57)
for2<B<2(p—k),j=0,....1—1,k=1,...,p—2,m=0,1and
|DI"Saj (- jyp—k (t, x)| < CA@) I (x) =70/ P=D] (58)
|DI"Saj - jyp-1(t, )| < Cr@0) ™ g((x)) (59)

for j=0,....1—1,k=2,...,p— 1, m =0, 1, where the function g = g(s) €
Ll(R+) N CI0, oo) is a strictly decreasing function.

Hypothesis Let us consider the Cauchy problem (50) under the assumptions (51)

to (59). For initial data ug € H* and u,,, m = 1,...,1l — 1 in appropriate spaces,
then there exists a unique solution u = u(z, x) with the properties

ANV ON )
rcen(e((3) () e

where N is a suitable positive constant. The loss of regularity of the solution is

described by
ANV oN
exp(c"«?) ((D >P>>)'
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