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Preface

The volume is a result of the very fruitful and vivid discussions during the MedDec-
Sup’2012 International Workshop at which the participants decided to put together this
volume to collect relevant body of knowledge, and new developments in this increas-
ingly important field of medical informatics. A natural decision was made to base this
volume on relevant papers presented at the Workshop, predominantly in their extended
versions which have been prepared by taking into account the discussions and newest
developments. The basic trend in these publications is the creation of new ideas aimed
at the development of intelligent processing of various kinds of medical information
and the perfection of the contemporary computer systems for medical decision support.
The advance of the medical information systems for intelligent archiving, processing,
analysis and search-by-content will improve without question the quality of the medical
services for every patient and of the global healthcare system in all countries. This goal
will certainly be facilitated by a general attitude adopted in the volume that combines
in a synergistic way theoretical developments with implementability of the approaches
developed.

The basic purpose of this book is to present the last developments and achievements
in the research activity of the authors in the area of the medical informatics to wide
range of readers: mathematicians, engineers, physicians, PhD students and other spe-
cialists.

In the book there are included 21 papers, covering topics in the areas mentioned
above. The basic trends could be grouped as follows:

— Novelties in the application of the machine learning and data interpretation methods
in the medical informatics;

— New approaches for improvement the quality of ultrasound, CT, X-ray, etc. medical
images;

— New methods for decorrelation of groups of CT images, and for compression and
filtration of US images;

— New descriptors for enhancement the efficiency of the search-by-content in medical
image databases;



VI Preface

— New algorithms for early diagnostics through processing and analysis of various
kinds of patients’ medical images and the related text documents, which describe
the history of the sickness;

— New applications of the theory of graphs used for solving some problems of the
medical services;

— New generation of bio-medical equipment for signal processing, based on the FPGA,
and on special software architecture for efficient processing of medical images.

The presented papers do not cover all aspects of the intelligent processing of the med-
ical information and of the systems for medical decision support, but shall undoubtedly
contribute for their further successful development.

We express our sincere thanks to all plenary speakers, section chairs, reviewers, and
authors for their significant contribution for the preparation of this book. We thank also
the Organizing committee of the MedDecSup’2012 workshop, the Technical University
of Sofia, and our sponsor Smartcom-AD, who provided us with everything we needed
for the successful performance of the workshop. We also express special thanks to the
publishing board of Springer, who made this book possible.

We hope that this book will stimulate the development of new ideas and efficient
solutions in the area of the medical systems for intelligent data processing and medical
decision support.

December 2012 The Editors
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Machine Learning Applications in Cancer Informatics

Abdel-Badeeh M. Salem

BioMedical Informatics and Knowledge Engineering Research Lab.,
Faculty of Computer and Information Sciences,
Ain Shams University, Abbasia, Cairo-Egypt
abmsalem@yahoo.com, asalem@eun.eg
http://elearn.shams.edu.eg/absalem/27.htm

Abstract. Cancer informatics is a multidisciplinary field of research. It includes
oncology, pathology, radiology, computational biology, physical chemistry,
computer science, information systems, biostatistics, machine learning, artificial
intelligence (Al), data mining and many others. Machine learning (ML) offers
potentially powerful tools, intelligent methods, and algorithms that can help in
solving many medical and biological problems. The variety of ML algorithms
enable the design of a robust techniques and new methodologies for managing,
representing, accumulating, changing ,discovering ,and updating knowledge in
cancer-based systems. Moreover it supports learning and understanding the
mechanisms that will help oncologists, radiologists and pathologists to induce
knowledge from cancer information databases. This paper presents the research
results of the author and his colleagues that have been carried out in recent
years on using machine learning in cancer informatics. In addition the talk dis-
cusses several directions for future research.

Keywords: Machine Learning, Cancer Informatics, Case-Based Reasoning (CBR),
Ontological Engineering, Genetic Algorithms, Medical Knowledge Management.

1 Introduction

Cancer is a group of more than 200 different diseases; it occurs when cells become
abnormal and keep dividing and forming either benign or malignant tumors. Cancer
has initial signs or symptoms if any is observed, the patient should perform complete
blood count and other clinical examinations. Then to specify cancer type, patient
need to perform special lab-tests. Benign tumors can usually be removed and do not
spread to other parts of the body. Malignant tumors, on the other hand, grow aggres-
sively and invade other tissues of the body, allowing entry of tumor cells into the
bloodstream or lymphatic system which spread the tumor to other sites in the body.
This process of spread is termed metastasis; the areas of tumor growth at these distant
sites are called metastasis.

From the informatics point of view, breast cancer classification, diagnosis and pre-
diction techniques have been a widely researched area in the past decade in the world
of medical informatics. Several articles have been published which tries to classify
breast cancer data sets using various techniques such as fuzzy logic, support vector

R. Kountchev & B. lantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SC1 473, pp. 1-[[4.
DOI: 10.1007/978-3-319-00029-9_1 © Springer-Verlag Berlin Heidelberg 2013
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machines, Bayesian classifiers, decision trees, neural networks, and case-based rea-
soning[1,2,3,4]. CBR researchers agree that the best way to satisfy the increasing
demand of developing CBR applications is by development of CBR-based frame-
works. CBR frameworks are provided by research groups to overcome the problem of
disturbing the concentration of the researchers in different domains with program-
ming of Al applications, and help researches focusing on building components that
directly address key concepts on a provided infrastructure that facilitates application
to large scale projects [4,5,6].

This paper discusses the application of machine learning techniques in cancer in-
formatics. The paper describes the following applications; (a) Case-Based Reasoning
for diagnosis of cancer diseases, (b) Ontological engineering for lung and breast
cancer knowledge management, (c) data mining for assessing diagnosis of breast
cancer, and(d) genetic algorithms based classifier for breast cancer disease.

2 Case-Based Reasoning Approach for Diagnosis of Cancer
Diseases

This section presents a CBR-based expert system prototype for diagnosis of cancer
diseases developed at Medical Informatics Group at Ain Shams University, Cairo [7, 8].
The main purpose of the system is to serve as doctor diagnostic assistant. The system
provides recommendation for controlling pain and providing symptom relief in ad-
vanced cancer. It can be used as a tool to aid and hopefully improve the quality of care
given for those suffering intractable pain. The system is very useful in the management
of the problem, and its task to aid the young physicians to check their diagnosis.

2.1  Case-Based Reasoning Methodology

CBR receives increasing attention within the AI community [4]. CBR is an analogical
reasoning method provides both a methodology for problem solving and a cognitive
model of people. CBR means reasoning from experiences or "old cases" in an effort
to solve problems, critique solutions, and explain anomalous situations. It is consis-
tent with much that psychologist have observed in the natural problem solving that
people do. People tend to be comfortable using CBR methodology for decision mak-
ing, in dynamically changing situations and other situations were much is unknown
and when solutions are not clear. CBR refers to a number of concepts and techniques
that can be used to record and index cases and then search them to identify the ones
that might be useful in solving new cases when they are presented. In addition, there
are techniques that can be used to modify earlier cases to better match new cases and
other techniques to synthesize new cases when they are needed.

Following to the CBR methodology, the algorithm of interpreting and assimilating a
new case can be summarized in the following processes [4]:

1. Assign Indexes: the features of the new case are assigned as indexes characteriz-
ing the event.
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2. Retrieve: the indexes are used to retrieve a similar past case from the case
memory.

3. Modify: the old solution is modified to conform to the new situation, resulting in
a proposed solution.

4. Test: the proposed solution is tried out. It either succeeds or fails.

5. Assign and Store: If the solution succeeds, then assign indexes and stores a work-
ing solution. The successful plan is then incorporated into the case memory.

6. Explain, Repair and Test: If the solution fails, then explain the failure, repair the
working solution, and test again. The explanation process identifies the source
of the problem. The predictive features of the problem are incorporated into the
indexing rules knowledge structure to anticipate this problem in the future.
The failed plan is repaired to fix the problem, and the revised solution is then
tested.

To perform the CBR process, the following knowledge structures (KSs) are very
essential:

1. Indexing Rules KS: These rules identify the predictive features in the input that
provides appropriate indexes into the case memory.

2. Case Memory KS: Case memory is the episodic memory, which comprises of
database of experience.

3. Similarity Rules KS: If more than one case is retrieved form episodic memory,
the similarity rules (or metrics) can be used to decide which case is more like
the current situation.

4. Modification Rules KS: If no old case is going to be an exact match for a new
situation, the old case must be modified to fit. We require knowledge about
what kinds of factors can be changed and how to change them.

5. Repair Rules KS: Once we identify and explain an expectation failure, we must
try to alter our plan to fit the new situation. Again we have rules for what kinds
of changes are permissible.

2.2  Technical Aspects of the Case-Based Expert System

The system consists of three main modules; user interface, case base reasoning mod-
ule and computational module all are interacted with the main environment of cancer
diseases [7, 8]. The user is cancer expert doctor, the interaction is through menus and
dialogues that simulate the patient text sheet contain symptoms and lab examinations.
Computational module uses rule-based inference to give diagnostic decision and new
case is stored in case library. Patient cases are retrieved in dialogue with similarity
matches using the nearest neighbor matching technique. Frame knowledge representa-
tion technique is used for patient case indexing, storage and retrieval.

Fig. 1 shows the architecture of the CBR-based system. The system’s knowledge
base is diverse and linked through a number of indices, frames and relationships. The
bulk of this knowledge consists of actual case histories and includes 70 cancer patient
cases; some are real Egyptian cases and some from virtual hospitals on the internet.
Fig.2 shows example of an Egyptian liver cancer case description of old women.
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User Interface Module

Envionment Quering Quering
Car'lcer Case Symptoms Inference
Institute
Lab tests analysis Diagnostic case
CBR Module Computational
Case _ .| Module
e BN
Case Library I?etrlevlal Rule based
similarity .
inference
matches

Fig. 1. Architecture of the CBR-based system for cancer diagnosis

Patient: 65-years old female not working, with nausea and vomiting.

Medical History: cancer head of pancreas

Physical Exam: tender hepatomgaly liver, large amount of inflammatory about 3
liters, multiple liver pyogenic abscesses and large pancreatic head mass.

Laboratory Findings: total bilrubin 1.3 mg/dl, direct bilrubin 0.4 mg/dl, sgot (ast)
28 TU/L, sgpt (alt) 26 TU/L.

Fig. 2. Egyptian liver cancer case

3 Ontological Engineering Approach for Cancer Knowledge
Management

The term “ontology” is inherited from philosophy, in which it is a branch of meta-
physics concerned with the nature of being. It began being used in Artificial Intelli-
gence (Al) in the 1980s, and is now frequently used by computing and information
science audiences. In Al ontology can be defined simply as a common vocabulary for
describing a domain that can be used by humans as well as computer applications.
Ontology is a formal explicit description of concepts in a domain of discourse (classes
(sometimes called concepts)), properties of each concept describing various features
and attributes of the concept (slots (sometimes called roles or properties)), and restric-
tions on slots (facets (sometimes called role restrictions)). Ontology together with a
set of individual instances of classes constitutes a knowledge base. In reality, there is
a fine line where the ontology ends and the knowledge base begins. Ontologies have a
range of potential benefits and applications in medical domain including the sharing
of medical information across medical systems, enabling reuse of medical knowledge
and providing intelligent and personalized researcher support [9, 10].
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This section presents the developed two web-based ontologies for lung and breast
cancers [11, 12]. The two ontologies; were built using the Protégé-OWL editing envi-
ronment. The main goals behind building these ontologies are to allow finding and
locating information about lung and breast cancers needed for interested users and
domain experts, integrating information about lung and breast cancers to be accessed
in an easy manner and providing the availability and accessibility of lung and breast
cancers knowledge over the web.

3.1 Web-Based Lung Cancer Ontology

The lung cancer ontology was encoded in OWL-DL format using the Protégé-OWL
editing environment [11]. The knowledge concerning breast cancer is collected from
many sources including: Cancerbackup , American Cancer Society, American Lung
Association. In this ontology ( Figure 3) we have the following four main super
classes ;

People, which has the sub classes; male and female.

Medical_Interventions which has sub classes; Treatment, Staging and Diagnosis.
Disease which has sub class cancer which has sub class; lung_cancers.
Disease_attributes which has sub classes; Causes, Disease_stage, Pathologi-
cal_category, Staging_systems and Symptoms

The lung cancers are described in terms of its symptoms, causes, stages, pathological
category, diagnosis and treatment. In this context, we described causes, stages, patho-
logical category and symptoms as disease attributes. While diagnosis (including de-
termining the stage of the lung cancer) and treatment are described as medical inter-
ventions.

3.2  Web-Based Breast Cancer Ontology

Breast cancer ontology was encoded in OWL-DL format using the Protégé-OWL
editing environment [12]. The knowledge concerning breast cancer is collected from
many sources including: MedicineNet ,The World Health Organization (WHO) , The
breastcancer.org , The ehealthMD and The National Comprehensive Cancer Network
(NCCN) .

In this ontology we have two main super classes

e MedicalThings which has sub classes Diseases, Medical_Interventions, Patholog-
ical_Category, References.
e People which has the sub classes; men and women.

The class Diseases has a subclass Cancers which has a subclass Breast_Cancer. The
class Medical_Interventions has subclasses Diagnostic and Therapeutic. The class
References has subclasses Causes, Disease_Stage, Staging, Symptoms and
TNM_Stage. Some of the subclasses motioned above may has its own sub classes as
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shown in figure 4. These entire sub classes are related with is-a link. The breast can-
cers are described in terms of its symptoms, causes, stages, pathological category,
diagnosis and treatment. In this context, we described causes, stages, and symptoms
as references. While diagnosis and treatment are described as medical interventions as
shown on figure 4.

f,_’ Radiothera py:"

iPeop\e

fTEancer_uromh_mmbnor;:‘

o
([ Monaclanal_antibodies )

amous_cell_earcin

{‘Medical_‘

" =

n_Small_Gell_Lung_Cancer ]

&2

=
‘D\seasa e el

S B

[ Stagmg !ystems '"r-
P

jea

AT

{ Disease_stage K}
s = = o
W e

LN ( thhu\aglcal catagw g Neaplasm Malignant |
\Q\a e ds""'-‘?j TR e et
N\ i e
\ | Benign )
b e T
N— —
§ Symptums g}—“— Lung_cancerwmptums )

b -

f\ General_sympto ms‘Lf‘

Fig. 3. The Lung Cancer Class Hierarchy



Machine Learning Applications in Cancer Informatics 7

. | Women )
A Peaple : ] :
= ‘; Men £i
: . - Q:.Ductal_calcinoma‘:"
'leiseases % ( Gancen X .,'lBreast_Ganw if- i
N e e R
{_ Lobular_carcinoma
e = = P s g -_ — SR
- ‘5\_./"' :\fathological_tategor{fl.<2I—<; Neaplasm J;ﬁl—f\l‘dalignant‘; ( Mastectomy )
I‘MechcaIThmgs b : : i : : " g d : B B -' ;
"& \lfluﬂedicaI_Interveniions‘.‘_.{}—i\.DiagnosliclfJ LllEemgn ] _3_.Su|gery FZZI—.‘?reast-sparing_surgergi_.
\ Therapeuﬂc K. }— Local therapv x }— Rad|at|on therapy S Intemal_radiation )
\\ [ l.Dlsease_Stagel..‘ '\._.Sys‘lem\c_theupy ,-t.l—'\\l.Emlogwal_thelap;i ) '\‘Fxternal_rad|at|ojl..!
\\ __,""'-’!. — ”_.— - \ -"“-._:___. —
\ ,Y, 3 | Causes | | Ritage | \ [ Chemotherapy )
A— N, i e 2 Y
L e \ S
Re1erences : >
e (1‘» e . \"\ o
K S [ TNMR_Stage s<——— TSatge | {_ Hormane_therapy |
NN M iy LTy
\ -
5
\\

o, R
| Staging | | M3tage |

Fig. 4. The Developed Breast Cancer Ontology

In the breast cancer ontology, we described the diagnosis of the breast cancer as in-
stances of the class Diagnostic. Also causes, stages, staging (how to determine the
stage of the cancer) and symptoms of the breast cancer are described as instances. In
the breast cancer ontology, the classes M_stage, N_stage and T_stage are defined as
enumerated classes. Each one of these classes is described in terms of its instances.

4 Breast Cancer Classification Using a Combination
of Ontology and Case-Based Reasoning

In our research [13, 14], we developed a new technique in the field of breast cancer
classification. It uses a combination of ontology and case-based reasoning methodol-
ogies. Two recent frameworks are examined building the classifier. One is the open
source jJCOLIBRI system developed by GAIA group and provides a framework for
building CBR systems. The other is the novel open source CBR tool, myCBR, devel-
oped at the German Research Center for Artificial Intelligence (DFKI). The objective
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of this classifier is to classify the patient based on his/her electronic record whether
he/she is benign or malignant.

4.1 Breast Cancer Domain

Breast cancer is the form of cancer that either originates in the breast or is primarily
present in the breast cells. The disease occurs mostly in women but a small population
of men is also affected by it. Early detection of breast cancer saves many thousands of
lives each year. Many more could be saved if the patients are offered accurate, timely
analysis of their particular type of cancer and the available treatment options. Since
the breast tumors whether malignant or benign share structural similarities, it becomes
an extremely tedious and time consuming task to manually differentiate them. As seen
in Figure 5 there is no visually significant difference between the fine needle biopsy
image of the malignant and benign tumor for an untrained eye.

Fig. 5. Fine needle biopsies of breast. Malignant (left) and Benign (right) [15].

Accurate classification is very important as the potency of the cytotoxic drugs ad-
ministered during the treatment can be life threatening or may develop into another
cancer. Laboratory analysis or biopsies of the tumor is a manual, time consuming yet
accurate system of prediction. It is however prone to human errors, creating a need for
an automated system to provide a faster and more reliable method of diagnosis and
prediction for the patients.

4.2  The Open Source jCOLIBRI Framework

JCOLIBRI framework is an evolution of the COLIBRI architecture [16], that con-
sisted of a library of problem solving methods (PSMs) for solving the tasks of a
knowledge-intensive CBR system along with ontology, CBROnto [8], with common
CBR terminology. COLIBRI was prototyped in LISP using LOOM as knowledge
representation technology. The design of the jJCOLIBRI framework comprises a hie-
rarchy of Java classes plus a number of XML files. The framework is organized
around the following elements:

Tasks and Methods: The tasks supported by the framework and the methods that
solve them are all stored in a set of XML files.
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Case Base: Different connectors are defined to support several types of case de-
termination, from the file system to a database.

Cases: A number of interfaces and classes are included in the framework to pro-
vide an abstract representation of cases that support any type of actual case structure.

Problem Solving Methods: The actual code that supports the methods included in
the framework.

4.3  The Open Source myCBR Framework

myCBR is an open-source plug-in for the open-source ontology editor Protégé.
Protégé is based on Java, is extensible, and provides a plug-and-play environment
that makes it a flexible base for rapid prototyping and application development [17].
Protégé allows defining classes and attributes in an object-oriented way. Furthermore,
it manages instances of these classes, which myCBR interprets as cases. So the
handling of vocabulary and case base is already provided by Protégé. The myCBR
plug-in provides several editors to define similarity measures for an ontology and a
retrieval interface for testing. As the main goal of myCBR is to minimize the effort for
building CBR applications that require knowledge-intensive similarity measures,
myCBR provides comfortable GUIs for modeling various kinds of attribute specific
similarity measures and for evaluating the resulting retrieval quality. In order to
reduce also the effort of the preceding step of defining an appropriate case representa-
tion, it includes tools for generating the case representation automatically from exist-
ing raw data. The novice as well as the expert knowledge engineer are supported
during the development of a myCBR project through intelligent support approaches
and advanced GUI functionality. Knowledge engineer can go through the following
four steps to develop a CBR System; (a) Generation of case representations, (b) Mod-
eling similarity measures, (c) Testing of retrieval functionality, and (d) Implementa-
tion of a stand-alone application.

4.4  Experimental Results of Breast Cancer Classifications

In our study, the two mentioned CBR frameworks are tested by developing a CBR
application that classifies the condition of the breast cancer tumor whether it is benign
or malignant. Wisconsin breast cancer data set was used for building the case-bases. It
is obtained from the University of Wisconsin Hospitals, Madison from Dr. William H.
Wolberg [14]. Samples inside the data set arrive periodically as Dr. Wolberg reports
his clinical cases. The number of instances inside the dataset is 699 (as of 15 July
1992). Each record contains ten attributes plus the class attribute.

During the implantation of the breast cancer diagnostic application using jCOLI-
BRI we found that JCOLIBRI is user-friendly and efficient to develop a quick appli-
cation. The classifier was successful in classification of the selected data set. Results
given by the testing of the developed application are quite satisfactory. The system
can precisely retrieve most similar cases although the input query has a missing
attribute value. Deployment of a standalone application is completely failed.
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During the implantation of the breast cancer classifier using myCBR we noticed
that myCBR is a really a tool for rapid prototyping of a new CBR application. In
seconds, users may have a running standalone CBR application by using the CSV
importing feature. myCBR is intelligent enough to build the case structure and the
case base by parsing the provided CSV file. myCBR avoids reinventing the wheel by
making the development of a new CBR application done inside Protégé. The classifier
was successful in classification of the selected data set.

MyCBR - Breast Cancer

File
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Fig. 6. Breast Cancer as a Stand-Alone Application

5 Genetic Algorithms Approach for Data Mining Breast
Cancer Classification

5.1 Genetic Algorithms Approach

Genetic Algorithms (GA) provide an approach to learning that based loosely on simu-
lated evolution. The GA methodology hinges on a population of potential solutions,
and as such exploits the mechanisms of natural selection well known in evolution.
Rather than searching from general to specific hypothesis or from simple to complex
GA generates successive hypotheses by repeatedly mutating and recombining parts of
the best currently known hypotheses. The GA algorithm operates by iteratively updat-
ing a poll of hypotheses (population). One each iteration, old members of the popula-
tion are evaluated according a fitness function. A new generation is then generated by
probabilistically selecting the fittest individuals form the current population. Some of
these selected individuals are carried forward into the next generation population
others are used as the bases for creating new off springs individuals by applying
genetic operations such as crossover and mutation.
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This section presents an application of genetic algorithms approach for data mining
classification task [18,19]. Actually two C4.5 based classifiers were developed, the
first classifier; RFC4.5 uses the RainForest framework approach while the second;
GARFC4.5 is a hybrid classifier uses Genetic Algorithm. The role of C4.5 classifier is
to construct a simple decision tree. The role of RainForest is to keep the scalability
aspects in constructing the classifier. The role of Genetic algorithms is working as
online or dynamic training. In what follow a brief description of both classifiers is
given [17].

5.2  Breast Cancer Database

The Breast cancer database contains special laboratory examinations for breast cancer
diseases. The problem is to predict whether a tissue sample taken from a patient’s
breast is malignant or benign. The original data tables have been imported and con-
verted into access format. The database includes a number of instances (about 699
patients). The 16 instances with missing attribute values are removed from the data-
base, leaving 683 instances. The main goal was to discover some sensitive and specif-
ic patterns as well as achieving a high prediction rate for breast cancer disease. The
data record has 11 numerical attributes, attributes namely Clump Thickness, Unifor-
mity of Cell Size, Uniformity of Cell Shape, Marginal Adhesion, Single Epithelial
Cell Size, Bare Nuclei, Bland Chromatin, Normal Nucleoli, Mitoses and Class. These
attributes are used to represent patient instances. The target attribute is the class
attribute that has two possible values: benign or malignant. Class distribution: Benign:
458 (65.5%) and Malignant: 241 (34.5%).

5.3  Experimental Results of GAFRC4.5 Classifier

The GARFCA4.5 hybrid classifier has two main components. The first one, RFC4.5
classifier, combines the previous described advantage of RainForest with the tradi-
tional C4.5 algorithm. RFC4.5 takes a set of training records from the database and
produces a decision tree according to the randomly selected set of records. The
second component, GA, performs the following operations: (a) taking, as input, the
generated trees by RFC4.5, and (b) performs the GA operations. Crossover takes two
generated trees from two different training data sets by RFC4.5, exchange two or
more sub-tree, and produce another two different trees with different fitness function
value (classification accuracy). Mutation operation takes one generated tree by first
component RFC4.5, exchange two or more sub-tree of the same given tree or convert
one or more subtree to a leaf then produce a new tree with different fitness function
value. The GA operation proceed until the best tree is obtained from all the decision
trees generated from randomly selected set of training data by RFC4.5 classifier
component [20].

In our GARFC4.5 experiments, the probability of crossover is set to 0.9 and muta-
tion rate to 0.02 after trying some other values and discovering that the previous
values are the best (as known this value are problem specific). Twenty generation as
the stopping criterion as noticed that the fitness of the individuals doesn’t improve
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anymore. The sampling percentages vary from 5% to 40% of the original dataset and
the population size from 10 to 50. The database was divided randomly into 70% for
training and 30% for testing.

Figure 7 shows the computational results for our genetic algorithms based classifi-
er from different combination of population size and the sampling percentages com-
parative to RFC4.5 classifier (classifier without the genetic algorithms component).
The result curves at figure 7 show that the genetic algorithms based classifier vibrates
between high and low classification accuracy and this is due to the numerical nature
of the breast cancer database attributes. The results show that GARFC4.5 was not
good with numerical nature databases. The results showed that genetic algorithms
approach improves the classification accuracy over the traditional decision tree ap-
proach. The classification rates are 94% and 81% for our genetic classifier and deci-
sion tree algorithm respectively. Moreover the genetic classifier has the privilege of
online learning over traditional decision tree C4.5 algorithm.

Cancer databasse Cancerdatabase Cancer database
Population Slzem20 population size=40 Population Size=10
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Fig. 7. Computational results of the classifiers GARFC4.5 and RFC4.5 for different population
size

6 Conclusions

1. Machine Learning algorithms offer intelligent computational methods for accumu-
lating, changing and updating knowledge in intelligent systems, and in particular
learning mechanisms that will help us to induce knowledge from information or
data.

2. CBR processes and techniques are very useful to develop CBR-based applica-
tions in medical domains but extensive effort is required to enhance their learning
curve, usability and understandability.

3. Ontology-based CBR frameworks are very useful to develop robust CBR-based
breast cancer classifiers that can play a very important role to help for early detect-
ing the disease and hence right medications can be used to save lives

4. Ontological engineering approach is an effective methodology to manage and
represent cancer knowledge.
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Cancer ontologies are very useful in medical knowledge-based systems to facili-
tate knowledge sharing, refine, search and reuse.

The application of genetic algorithms approach improves the cancer classification
accuracy over the traditional decision tree approach.
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Abstract. An outline of a few methods in an emerging field of data analysis,
“data interpretation”, is given as pertaining to medical informatics and being
parts of a general interpretation issue. Specifically, the following subjects are
covered: measuring correlation between categories, conceptual clustering, and
generalization and interpretation of empirically derived concepts in taxonomies.
It will be shown that all of these can be put as parts of the same inquiry.

Keywords: data analysis, association between categories, clustering, hierar-
chical ontology, taxonomy, computational interpretation.

1 Introduction

In spite of the fact that medical informatics is one of the fastest growing areas both in
research and in practice, as of this moment, there is no well developed system for the
medical informatics domain. However, a number of focus areas are of interest to med-
ical informatics:

- patient-centered systems: medical records and images;

- patient safety: error prevention and handling;

- clinical research informatics including new drugs and treatment methods;
- healthcare organization and administration;

- knowledge organization, updating and use.

So far most efforts and results have been related to the personal health support sys-
tems. However, each of the subjects is important in the health related efforts and can
benefit significantly of informatics tools. Moreover, one cannot help but see the med-
ical informatics as a pathfinder, a leader, in such computer-intensive areas of current
interest as knowledge organization, updating, and use (see SNOMED CT ontologies
development [12] and related efforts).

Currently, the issues of organization and maintenance of e-records are of urgent
priority in medical informatics. Possibly, even more urgent are matters of reorganiza-
tion of health services such as developing classifications of diseases and disorders

R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SC1473, pp. 15-p21
DOI: 10.1007/978-3-319-00029-9_2 © Springer-Verlag Berlin Heidelberg 2013
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matching the common treatment practices. Yet there is a permanent need in automat-
ing of all aspects of data interpretation, which will become much apparent after the
organizational issues have been addressed.

These are the subject of this presentation. Data of a set of patients may comprise
tables, texts, and images. This paper refers mostly to the tabular data format corres-
ponding to results of various tests over a set of patients, and, further down, to the
author’s attempts at developing methods for data interpretation. The current level of
digitalization leads to growing popularity of exploratory data analysis and data mining
approaches oriented towards finding patterns in data rather than testing hypotheses;
the latter are prevailing in classical statistics frameworks still dominating many areas
of the medical informatics discourse. Yet finding patterns is just an intermediate goal,
the real challenge lies in developing data analysis methods in such a way that the
result can be formulated in a way that a medical practitioner may find acceptable,
understandable and reasonable. This is the niche I like to focus at.

I am going to present here a few data analysis methods oriented towards data inter-
pretation issues:

(a) measuring correlation between categories,
(b) conceptual clustering and
(c) generalization and interpretation of empirically derived concepts in taxonomies.

It will be apparent in the end that these three are not as diverse as they seem to be. In
fact, they are parts of the same inquiry.

2 Exploring Correlation between Categories: Interpretation
Versus Statistics

This subject is of finding those sets of categories that are most correlated with each
other. A simplest would be finding just pairs of correlated categories. First of all, I'd
like to bring in an example showing the difference between the mathematical statistics
and data interpretation approaches. A case for mathematical statistics: a lung cancer
sufferer making a claim against an industrial company plant that they are responsible
for the condition. To support their claim, the lung cancer sufferer’s team refer to a
statistical table (in the left part of Table 1).This table brings forward statistical testing
of the plant company claim that the proportions of the condition near the plant and
faraway from it, 0.05 and 0.03 on the sample, differ only because of the sampling bias
and are, in fact, equal in the population. A two-sided z-test, like that in [4], would
show that, under the assumption that the sampling has been random and independent,
the hypothesis that the proportions are equal should be rejected, at 95% confidence
level. Data analysis relates to a very different data and problem setting. The data
comes from a database which has been collected from various sources, not necessarily
independent or similar. There are many features in the database of which those men-
tioned in Table 1 could be just a couple. Moreover, the data may be much less ba-
lanced than in a goal-oriented sample. This is the case of data on the right in Table 1:
only 60 cases from near the plant are in the dataset while the number of far-away-
from-plant cases remains a thousand. Because of such a bias in the sample, the very
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same z-test now decidedly supports the idea that the hypothesis that the proportions of
the condition on the sample are the same cannot be rejected anymore, even in spite of
the fact that they remain very much the same: 0.05 and 0.03. This is because the
near-plant dwellers sample size is greatly reduced here so that the uncertainty of the
situation increases.

Table 1. An illustrative example of contingency data in health statistics: (a) testing proportions,
on the left side; (b) as happens in a data base, on the right side

Classical statistics case Data interpretation case
Residence No LC LC | Total No LC LC Total
Near plant 950 50 1000 57 3 60
Far from plant 970 30 1000 970 30 1000
Total 1920 80 2000 1027 33 1060

In contrast, the data interpretation view pays no attention to the classical mathe-
matical statistics cause (except sometimes for the lip service only). The goal here is to
capture the extent of correlation on the sample, rather than to see how the sample
differs from the population — the latter is of no concern at all. The conditional proba-
bilities, like those mentioned, 0.05 and 0.03 could be a good choice sometimes. Yet
they can be used only in the case at which one subsample is compared to the other.
A more universal measure has been proposed by the founding father of statistics A.
Quetelet almost 200 years ago. Quetelet index compares the conditional probability
of the event [ at a given category k, with that on the entire set, not at a different
subsample [8,9]:

P(l/k)y—P()

q(l/k)= P() (1)

That is, Quetelet index expresses correlation between categories k and [ as the relative
change in the probability of / when k is taken into account. In our case,
q(LC/Near_Plant) = 3*1060/ (33*60) -1 = 0.606. That means that living near the plant
increases the chances of acquiring LC by 60.6% - this should be taken into account in
the court whatever considerations of the statistical significance are! (As one can no-
tice, both parts of Table 1 are subject to this interpretation, not just the part on the
left!)

It appears, the average Quetelet index, that is, the sum of ¢(//k) weighted by their
probabilities, P(k,l), coincides with the value of the well-known Pearson’s chi-square
coefficient which is widely used for assessing statistical independence, but not associ-
ation, between categorical features (e.g., Daniel 1998 [1]). This sheds a different light
over the Pearson’s coefficient — that is an association measure, after all — and this is
exactly the criterion for deriving a decision classification tree in some packages such
as SPSS. A similar meaning can be assigned to other popular association measures
such as Gini index.
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3 Hierarchical Grouping: Conceptual Clustering

Hierarchical grouping with conceptual clustering was developed in 80es and recently
has enjoyed some revival due to the emergence of ontologies and other conceptual
structures (see, for example, Fanizzi et al. 2009 [2]). Our experience is based on the
original developments in Russia in 80es for the analysis of data of large-scale socio-
logical and health related surveys [7].

{1...10}
F10=158 F10<1.58
(1.5 (6,10}
F1022.09 / \ F10<209  F1620.89 \ F16 < 0.89
0.3 (24,5 {6.10) (7.8.9)

Fig. 1. An illustrative example of a conceptual grouping hierarchy

The result of application of a hierarchical grouping algorithm can be represented
by a hierarchy resembling that of a decision tree [6]. Yet it is built automatically by
sequential divisions of clusters, starting from the entire dataset, over features from a
specified subset according to a criterion that is much similar to those used in cluster-
ing. Yet, in contrast to the classical cluster analysis, the clusters are split not over a
multidimensional distance between entities but rather over just one of the features. If
the feature x is quantitative, then the two split parts correspond to predicates “x>a”
and “x<a” for some feature value a. For a categorical feature, the split parts corres-
pond to predicates “x=a” and “x#a” for a category a. The algorithm tests all the can-
didate clusters and all the candidate features and chooses the split maximizing the
summary association of that with all the features or, equivalently, the Ward’s distance
between the split parts’ centroids [Mirkin 2011]. The obtained conceptual tree is
much intuitive and, also, serves as an informative features selector (those actually
used in the splits). The association of the hierarchic partition with the features is
measured with the so-called correlation ratio, for quantitative features, or the Pearson
chi square association coefficient, for categorical features [9]. The latter is to be mod-
ified to Gini coefficient depending on the data normalization, to keep the mathemati-
cal equivalence of the criterion to the so-called quadratic error criterion of k-means
and similar clustering approaches. This is based on representation of the categories by
the corresponding dummy variables with a follow-up standardization of them [8, 9].

In a large-scale survey conducted at Novosibirsk area (Russia) in early 80-es with
regard to pneumonia, tuberculosis and other respiratory diseases, more than a dozen
altogether, P. Rostovtsev and I built a hierarchical classification of the sample of more
than 50000 individuals over the respiratory diseases and related features to find a final
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conceptual clustering respiratory disease partition of about 20 clusters/disease types
[11]. This partition was further used to find those features of the individuals’ condi-
tions that have been most correlated with it. The medical researchers were thinking of
alcohol consumption and smoking as the two most important risk factors. In fact, the
found partition of the individuals over respiratory conditions had no correlation with
these whatsoever, which was very unfortunate because our findings could not be pub-
lished at that time as being at odds with the dominating paradigm. Instead, we found
two other features: “bad housing” and “the same disease in the family”, as the real
risk factors. The Quetelet coefficient for the former was about 600%.

4 Interpretation of Clusters over a Hierarchical Ontology of the
Domain

Hierarchical ontologies, or taxonomies, are currently becoming a major format for
computationally handling, maintaining and updating knowledge. A very recent inter-
national effort is being resulted in a set of hierarchical ontologies for the medicine
SNOMED CT [12]. In fact, this is the very first example of the concept of ontology
being developed as a device for practical purposes.

A hierarchical ontology is a set of concepts related by a tree-like hierarchical rela-
tion such as “A is a B” or “A is part of B”. Of course, ontology of a domain may con-
tain a rather small number of the domain concepts while many others, especially those
new ones, remain out of the tree. The concept of ontology is much relevant to the
medicine domains because it can encompass the mechanism of a disease and related
disorders. The medical diagnostics process can frequently be put in terms of a deci-
sion tree related to a hierarchical ontology. The Manual [6] is an example of such an
approach applied in the mental health domain.

Therefore, a problem of interpretation of concepts -“outsiders” in terms of the
“insider” concepts emerges. Take, for instance, the International Association for
Computing Machinery (ACM) classification of computing subjects — a hierarchical
four-layer taxonomy of the computing world ACM-CCS. I realize that this may be
considered as somewhat far from the medicine, but at this moment I have no applica-
tion of the approach to be presented in the medical domain.

A recently emerged concept P, say “intuitionist programming”, does not belong to
the current ACM_CCS. To interpret that in terms of ACM_CCS take a look through a
search engine like Yahoo! (because Yahoo was so much research-friendly) to find a
profile of P.

Fuzzy profile of P (illustrative):

F.1 Computation by abstract devices - 0.60

F.3 Logics and meaning of programs - 0.60

F.4 Mathematical logic and formal languages - 0.50
D.1 Programming languages - 0.17.
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(A fuzzy set, unconventionally normed in Euclidean metric so that the squares of the
membership values sum to unity, because of another development by the author and
S. Nascimento [10].)

Comp. Sci
\ ™S D.Software
F. Theory of D2
Computation C. CS, . C2.CC
Organization| \Networks
/ = I D1. Prog.
C1. Processor [Lirpuaizes
F1. Comp. architectures
Abstract F4. Mathem.
Logic C3. SP Svstems
F3. Logics of
Programs C4.

Fig. 2. A fragment of ACM-CCS taxonomy, along with the contents of a fuzzy topic set
mapped to it (gray)

Mapped to ACM-CCS taxonomy as is (see Fig. 2), the contents of the fuzzy profile
can be looked at through the taxonomy structure. Yet, when the contents counts a
dozen or more topics well dispersed through the taxonomy tree, the mapping has
some obvious drawbacks as being: (a) fragmentary, (b) not scalable, and (c) not quite
cognition-friendly.

This is why we propose to interpret such a profile (fuzzy topic set) by lifting it to
higher ranks of the hierarchy to minimize the number of subjects it embraces (Fig. 3).
However, the lifting may make apparent some discrepancies, namely, gaps and off-
shoots. Therefore, the lifting penalty function should involve three types of elements:
the “head subjects”, the “gaps” and the “offshoots” so that their total, appropriately
weighted, should be minimized at the interpretable result.

An algorithm, PARL, has been developed for optimally lifting a fuzzy topic set
over a hierarchical ontology by recursively moving from the leaves to the root [10].
At each tree node, the algorithm specifies parsimonious events according to each of
the two different scenarios: (a) the head subject has been inherited from the node’s
parent; (b) the head subject has not been inherited from the node’s parent. The parsi-
mony criterion is but an operational expression of the celebrated Occam’s Razor prin-
ciple of simplicity. To make the choice of the weights of different elements of the
optimal scenario meaningful in a substantive domain, as many as possible concepts
should be interpreted via the lifting process so that the probabilities of “gain” and
“loss” of head subjects could be derived for the nodes. Then the “maximum parsimo-
ny” criterion can be changed for a “maximum likelihood” criterion at which the
weights are defined by the maximum likelihood principle.
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Fig. 3. Interpretation of the topic set by lifting it to “Head subject” F. Theory of computation
(highlighted by a darker filling), with the price of having a “gap”, F2, and an “offshoot”, D1.

5 Conclusion

The discipline of computationally handling both data and knowledge is emerging as
driven, to a large extent, by the medical informatics needs. The models and methods
for interpretation of various patterns and facts will be an integral part to it. A few
topics I just outlined are related quite closely: a topic set to be interpreted by lifting in
a hierarchical ontology (section 4) can be derived with a conceptual clustering ap-
proach (section 3) which itself heavily relies on the ways for scoring category-to-
category correlation (section 2).
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Abstract. Training visual systems have significant role for people with limited
physical abilities. In this paper, the task of sign alphabet learning by poorly-
hearing children was discussed using advanced recognition methods. Such in-
telligent system is an additional instrument for cultural development of children
who can not learn alphabet in the usual way. The novelty of the method consists
in proposed technique of features extraction and building vector models of outer
contours for following identification of gestures which are associated with
letters. The high variability of gestures in 3D space causes ambiguous segmen-
tation, which makes the visual normalization necessary. The corresponding
software has two modes: a learning mode (building of etalon models) and a test-
ing mode (recognition of a current gesture). The Visual system of Russian sign
alphabet learning is a real-time application and does not need high computer
resources.

Keywords: Sign alphabet, gesture recognition, features extraction, spatio-
temporal segmentation, skin classifiers.

1 Introduction

Human gestures are the universal instrument for non-verbal interaction, communica-
tion, and information exchange among people. At the latest years we see another type
of communication — the so called interactive communication between man and com-
puter. In this aspect, we need special devices, automated algorithms and procedures,
and perhaps, another performance of interactive information [1-3]. In this paper, the
main discussion will be related to visual system having a single video camera which
can process and recognize hand gestures (signs) associating with letters of national
alphabet. The limited number of letters in the alphabet determines the limited set of
signs that simplifies the assigned task. In this case, the task of recognition becomes
the task of identification with a pre-determined set of typical 3D objects.

Dactylology is a specific form of speech or communication that reproduces a spel-
ling form of a word by fingers by using a sign alphabet. Dactylology includes the
features of oral speech for operative communication and the specialties of writing
speech having a form of sequential symbols according to spelling rules. Sometimes
hearing people consider a sign alphabet as a symbol alphabet of deaf-mute people.

R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SCI1 473, pp. 2339
DOI: 10.1007/978-3-319-00029-9_3 © Springer-Verlag Berlin Heidelberg 2013
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However, there are two different things: sounds of speech (letter by letter) are propa-
gated by a sign alphabet and gesture symbols perform the words. At the initial stage
of computer processing there is no difference between performances of sounds of
speech and gesture symbols. The great difference will be on the last stage — a stage of
a result interpretation.

An ideal gesture recognition system must be robust to handle and palm variations
over a wide range. In common case, we have three main issues: (1) the start and the
end of gesture definition in temporal domain (in sequence of continuous gestures); (2)
2D segmentation of 3D palms localization in spatial domain (overlapping images of
fingers, warping transformations in 3D space); (3) feature extraction and recognition.
A gesture that any human can quickly recognize may be the complex problem for
machine-vision application. On the basic of existing intelligent technologies, some
constraints and simplifications were introduced that permitted to solve the task and to
design the corresponding software. Classification of a limited set of gestures permits
to find a set of essential geometrical features according to which we may simulta-
neously identify most gestures; similar gestures are classified according to their vector
models in selected frames.

The rest of the paper is organized as follows: related work will be discussed in Sec-
tion 2; Section 3 describes the proposed classification of gesture associating with the
letters of alphabet; in Section 4 the algorithms of segmentation, vectorization and
identification will be discussed; Section 5 presents the experimental software “Rus-
sian Sign Language” and some experimental results, and the conclusions are given in
Section 6.

2 Related Work

All methods which have been proposed for gesture segmentation and recognition in
the literature can be classified into two major categories: separate segmenta-
tion/recognition [4, 5] and simultaneous segmentation/recognition [6, 7]. The methods
from the first category detect the gesture boundaries for segmentation and extract
various features for recognition, so the segmentation procedure precedes the
recognition procedure. The methods from the second category execute segmentation
and recognition procedures simultaneously. Most methods from both categories are
based on various modifications of Hidden Markov Model (HMM), a Dynamic Pro-
gramming technique (DP), Dynamic Time Warping (DTW), Continuous Dynamic
Programming (CDP), Dynamic Bayesian Network (DBN), Artificial Neuron Network
(ANN), etc.

2.1  Overview of Gesture Segmentation and Recognition Methods

Let’s discuss briefly the basic methods of visual gesture segmentation and recognition
using video sequences. Kim et al. [6] proposed the simultaneous gestures segmenta-
tion and recognition based on forward spotting accumulative HMMs. Firstly the start
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and end points of gesture are determined as zero-crossed points of proposed probabili-
ty function; secondly they are specified by using local maximums of gesture and non-
gesture. The output scores are accumulated, and a current gesture is associated with
the model which has a majority vote of all intermediate recognition results.

The HMM-based approach for dynamic hand gestures in video sequences was pro-
posed in [9]. The output scores of every HMM are continuously observed at every
time step using an improved normalized Viterbi algorithm which increased the output
score of an HMM: peaks in the output scores of the respective models indicated the
presence of gestures. Lee et al. [10] proposed a HMM-based threshold model for
end points of gesture recognition using matched gesture patterns. The likelihood
of all Gesture Models and the threshold models is calculated for candidate end
points consideration. The start points of a gesture can be traced back using the Viterbi
algorithm.

The DP technique combines motion detection and an explicit multi-scale search to
find the start and end times of a gesture [8]. Kang et al. [11] proposed to detect possi-
ble start and end points of a gesture according to three criteria: abnormal velocity, a
static gesture, and severe curvature. Then the segments between those candidate cuts
were evaluated using DTW. Alon et al. [2] proposed an unified framework for spatio-
temporal gesture segmentation and recognition. Multiple candidate hand locations are
firstly detected; then by using CDP the feature vectors are matched to the model. Dur-
ing this stage a large number of hand gesture hypotheses are eliminated according to
classifiers received from a training data set. The end point of a gesture is detected
when the model gives the lowest matching cost in the interval.

In [12], Suk et al. proposed DBN model for hand gesture recognition that can be
used to control media players or slides presentation. The suggested DBN model is
preceded by steps of skin extraction, modeling, and motion tracking. Such gesture
model is developed for one-hand or two-hands gestures and is based on a cyclic ges-
ture network for modeling continuous gesture stream. Also authors had developed a
DP-based real-time decoding algorithm for continuous gesture recognition. Some
authors researched architecture on neural networks with different numbers of hidden
layer neurons and different numbers of layers and built ANN [13]. They found the
relationship between the interior parameters and the performance of ANNs having
various numbers of hidden layers, neurons, model training parameters, and epoch size
affects. If a large learning rate and small momentum of the model differ are achieved,
the result is more precise.

2.2 Overview of Sign Languages Methods

Some recognition systems for national sign language are already well-known. In
[14], Liang et al. proposed a gesture recognition system for Taiwanese sign lan-
guage by using hand movements. Four parameters are used: posture, position,
orientation and motion. A 3D tracker was also used to find the hand and fingers
position. The end point of a gesture is detected by a time-varying parameter. When
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the value of a time-varying parameter drops below a threshold, the motion be-
comes quasi-stationary, and the corresponding frame is considered as end point.
Then HMM is used for the recognition of Taiwanese Sign Language at the syntax
level.

In [5], a 48-dimensional vector is used to describe a Chinese sign language, includ-
ing 36 hand shapes, six positions, and six orientations. To obtain these data, two cy-
ber-gloves are used to collect the variation information of hand shape and fingers
position. Three 3D-position trackers, where two of them are situated on the wrist of
each hand and the third tracker is mounted at the signer’s back, are used to collect the
information of hands orientation and position. Segmentation and recognition of large-
vocabulary continuous sign language are based on transition-movement models
(TMMs). The transition movements between two adjacent signs are temporary clus-
tered using the k-means algorithm. The iterative TMMs training algorithm is used for
automatic segmentation of signs in a video sequence. The training algorithm of conti-
nuous sign language recognition is enhanced by new TMMs of sign models using the
Viterbi algorithm.

Hand motion in German sign language has been described by hand shape, orienta-
tion and location in work [15]. To obtain these data, the signer is required to wear
colored gloves on each hand, with dominant and non-dominant hands marked by dif-
ferent colors. While the glove for the non-dominant hand is one uniform color, the
glove for the dominant hand has seven different colors, marking each finger, the palm
and the back of the hand.

Bobick et al. [16] proposed to use a set of motion-energy image (MEI) (binary cu-
mulative motion images) and motion-history image (MHI) (scalar-valued images,
where more recently moving pixels are brighter) to represent a human movement for
each view/movement combination. Seven Hu moments are calculated to describe the
shapes of MEI and MHI under affine transitions (translation and scale). In a real-time
American Sign Language (ASL) recognition system, hand blobs had been extracted
and tracked based on skin color instead of a hand shape detailed description [17]. A
sixteen-element feature vector contains information about following parameters:
hand’s position, change in position between frames, area, angle of axis of least inertia
(founded from the first eigenvector of the blob), length of this eigenvector, and eccen-
tricity of bounding ellipse. The effectiveness of the hand gesture descriptor provides
high recognition accuracy of ASL at the sentence level.

In work [18], skin color blobs are extracted from each frame and then a relational
distribution of edge pixels in the skin blobs is obtained for automatic signs extraction
from continuous sign language. The sign is represented as a trajectory in a low-
dimensional space called Space of Relation Distribution (SoRD), which implicitly
captures the shape and motion of the sign.

Various national sign alphabets have different signs associating with the same
letter. Examples can be seen on Fig. 1, where three letters A, F, and T are shown ac-
cording to four classifications: American, German, International, and Spanish sign
alphabets.
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A ® @ T By

B % b D

rg N F ]

Fig. 1. Examples of some signs: 1st column — American, 2nd column — German, 3rd column —
International, and 4th column — Spanish sign alphabets

3 Signs Classification

Dactylology statements influence significantly the segmentation and recognition
processes. The rules of signs demonstration are identical in many sign alphabets. Rus-
sian sign alphabet underlies in the basic of this research. In Section 3.1, dactylology
statements will be represented. In Section 3.2, the process of sign features extraction
for Russian sign alphabet will be commented.

3.1 Dactylology Statements

The gesture communication of poorly-hearing people has a complex structure and
comprises speaking, tracing (gestures and signs), and combined gesture speech. In our
case, motions of hands are a special kinetic system in which gestures indicate the
letters of national alphabets but not events of visual environment. We may call such
speech as a speech by a sign notation of letters. Using a set of signs, a signer follows
to a verbal language grammar (English, Russian, etc.). So motions of hands are a
singular kinetic form of the verbal communication. The functions of hands motions
are quite a few: from communication between hearing (teachers, parents) and non-
hearing people to interpersonal communication of non-hearing people by a gesture
speech.

The designers of the first national sign alphabets chose such positions of fingers
that makes signs looking like letters. The main criterion was the similarity paradigm.
Later, one can find other criteria suggested by I. Geilman in 1981: a configuration
(one-hand, two-hands, and combined), a forming mode (tracing and variant), and a
notation (alphabetic, syllabic, and integrated). According to this classification, Rus-
sian, Spain and some other sign alphabets are one-handed, tracing and alphabetic;
English sign alphabet is a two-hands, tracing and alphabetic (apart from the letter
“C”). Chinese sign alphabet is determined as combined, variant, and integrated, and is
presented as two sets of signs: the first set is for the initial syllables, and the second
set is for the last syllables. The elements of sign alphabet are similar to letters of writ-
ten language, and they distantly recall the letters of type font.

As writing, reading and spelling, this process requires a verbal speech observance
and is executed by following rules:
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Writing sign process is realized according to spelling rules.

Sign speech is mandatory tracing by articulation (sentences spelling).

Signs are shown exactly and clearly.

The learning process is a smooth and unified process. Sharp and break learning
process is a rough mistake.

Sign words are separated by pause; phrases are separated by stopping.

The hand is not close to face.

The learning process is realized by the right hand.

During the learning process the hand is bended, situated forward on hand level and
tended by palm to a signer.

e The hand is shifted left to avoid of mirror writing.

e In the case of mistake or non-understanding, all words are multiply repeated.

e The signer is seeing on his pupil.

During communication, the signer shows the letters as signs and a pupil follows vi-
sually the hand motion. If a pupil can not see vision symbols, than he senses them by
touch (so called sign-contact speech). If during communication with blind deaf-mute
man, the character outline is represented on the palm then it will be not dactylology,
but dermography.

3.2  Signs Features Extraction

Let’s discuss the process of gesture features extraction using the Russian sign alpha-
bet, shown on Fig. 2. For robust recognition of signs from Russian sign alphabet, the
advanced technique based on fingers position estimations was used. We analyze such
features as fingers position relatively each other, fingers orientation relatively the
horizontal axis of the image, the hand skewing position, the presence of inner closed
contour (circle or ellipse), the shifting hand motion, and the number of separated fin-
gers. A set of proposed features is determined by possibilities of 2D video sequence
received from a single video camera. The determined parameters of signs classifica-
tion are situated in Table 1.

ry RN
By IRLSE
@ ? 1] 1 b bl fﬁl%ﬁ §\

Fig. 2. The Russian sign alphabet (arrows are pointed the directions of motion)
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The main features such as fingers position and orientation, position of hand skew-
ing, inner closed contour, shifting hand motion, and number of separated fingers were
chosen for building of classification rules. Each feature is coded as normalized para-
meter into previously determined values interval. As one can see, some letters have

Table 1. Extracted features for signs recognition

Letter Fingers Fingers Hand skewing Inner closed Shifting Number of
position orientation position, ° contour motion  separated fingers
A closed left ¢=0 - - non-defined
b closed up ¢ € [90, 120] + + non-defined
B closed up ¢ € [75, 105] - - 1
r open-ended  down ¢ € [210,240] - - 2
bl closed up ¢ € [90, 120] - + non-defined
E closed left ¢ € [120, 150] + - non-defined
E closed left ¢ e [120,150] + + non-defined
XK closed left ¢ € [120, 150] + - non-defined
3 open-ended  up ¢ € [120,150] - + 1
" closed up ¢ € [75,105] - - non-defined
71 closed up ¢ € [90, 120] - + non-defined
K closed up ¢ € [90, 120] - + non-defined
Ja open-ended  down ¢ € [255,285] - - 2
M open-ended  down ¢ € [255, 285] - - 3
H open-ended  up ¢ € [90, 120] - - 3
(6] closed up ¢ € [120, 150] + - non-defined
I closed down ¢ € [255, 285] - - non-defined
P open-ended  up ¢ € [90, 120] - - 1
C open-ended  left ¢ € [120,150] - - 1
T closed down ¢ € [255, 285] - - non-defined
v closed up ¢ € [120, 150] - - 2
(0] closed left ¢ € [90, 120] - - non-defined
X open-ended  up ¢ € [90, 120] - - 1
0 closed up ¢ € [75,105] - + non-defined
q closed left ¢ € [120, 150] + - non-defined
i1 closed up ¢ € [75,105] - - non-defined
111 closed up ¢ € [75,105] - + non-defined
b open-ended  up ¢ € [90, 120] - 2
bl open-ended  left ¢ € [210,240] - - 2
b open-ended  up ¢ € [90, 120] - + 2
€] open-ended  left ¢ € [120,150] - - 2
(0] open-ended  up ¢ € [120, 150] + - 1
s open-ended  up ¢ € [120, 150] + — 1
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identical features according to Table 1 (for example, two last letters); that’s why we
need in following vector models based on outer contours of signs. Because of the
continuity of video sequences, the mentioned features would not be extracted without
some additional criteria. Let’s lay down three criteria for definition of concrete time
moment when a gesture is taking place, as follows:

Criterion 1. The hand position ought to be rigid, at least it has to be fixed during
the interval f,. In practice, the minimal duration ¢, = 0.5 s. If frequency of frames
equals 25 frame/s then it means that the hand position ought to be rigid during 12
sequential frames and more.

Criterion 2. The hand which shows a gesture ought to be in a stationary position.
Such requirement is provided by additional constraint on the center of gravity posi-
tion. This center ought to be in limited threshold radius r, at least during the interval
t,. Experiments show that value r, = 30 (pixels) is enough for carrying out the Crite-
rion 2 when a square of hand image is 10-14 % of frame sizes.

Criterion 3. The speed of hand motion ought to have the minimal value. For mi-
nimal value definition, let’s introduce delay #. In experiments this value was equal
= 0.3s.

Based on extracted features of signs and determined main and additional criteria,
algorithms of segmentation, vectorization, and identification were designed. The algo-
rithm for sign segmentation uses the spatial and temporal domains: in the spatial do-
main, methods of skin segmentation are applied, and in the temporal domain, the
active contour method is tracking hand shifts.

4 Proposed Algorithms of Segmentation, Vectorization and
Identification

The aim of sign alphabet recognition comprises the interpretation of extracted features
for semantic matching of a current hand shape from video sequence and a sign shape
from a knowledge database. The main methods for hand shape detection are the pat-
tern and model matching. In the first case, the prototype is matched on a pixel level;
an enumerative technique is usually used with all corresponding disadvantages con-
necting with a non-invariance to shifts, rotation and scale, and high computational
cost. The second case is more acceptable, but the complexity of the task is determined
by possible warping transformations which are not described by any transformation
model. That’s why we simplified the assigned task and used a representation of com-
plex 3D motion by affine motion model.

The success of hand segmentation algorithm determines the efficiency of following
object identification. The hand segmentation algorithm is not a trivial sub-task be-
cause of a continuous hand movement in the 3D space and its mapping in the 2D
video stream. The complex segmentation algorithms were not used because of the
requirement for real-time application. Let’s discuss the proposed algorithms for seg-
mentation, vectorization and identification of signs which are represented by a set of
sequential frames in a video sequence.
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4.1 Spatio-Temporal Segmentation of Gestures

The spatial segmentation algorithm contains following steps: (1) receiving of current
frame, (2) detection of skin region, (3) morphological processing, and (4) hand seg-
mentation. The temporal segmentation algorithm executes (1) the tracking of detected
hand during sequential frames and (2) the detection of moments (start and end points)
when a current sign is shown to a pupil. Let’s consider primarily the spatial segmenta-
tion of gestures.

Detection of skin region is based on its characteristic hue that permits to segment
successfully a skin in color images. Such characteristic hue does not depend on
brightness and race color, and has low computational cost. This approach proposes
the choice of a color space and application of some classifiers, i.e. rules according to
which the current pixel will or will not be considered as a pixel of skin image. Skin
classifiers for most popular color spaces are presented in Table 2 [19]. Experiments
show that the use of the skin color as a feature of gesture in the image is the effective
method for automatic localization in real-time applications. Sometimes “broken” skin
regions and “holes” into skin region appear. The following morphological processing
removes this disadvantage. Also one can mention another restriction: the background
color must differ from the skin color; otherwise the system will detect all regions
looking as skin image in the color space.

Table 2. Skin classifiers for color spaces

Color space Skin classifier

RGB-color space (R, G, B) is classified as skin if: R > 95 and G > 40 and B > 20
and max{R, G, B} —min{R, G, B} > 15 and (10)

IR-Gl>15andR>Gand R>B
YUV-color space (Y, U, V) is classified as skin if:
-10< U< 8and 15 < V<32, where U, V=10, 255]
YCbCr -color space (Y, Cb, Cr) is classified as skin if:
Y >80 and 85 < Ch < 135 and 135 < Cr < 180,
where Y, Cb, Cr = [0, 255]

HSV-color space (H, S, V) is classified as skin if:
0<H<50and 0.23 <5< 0.68,
where H = [0, 360] and S, V=10, 1]
Normalized (Normalized R, G, B) is classified as skin if:
RGB-color space g < guand g > gsand W > 0.0004,

where u is a top boundary, d is a bottom boundary,
gu:Jur2+Kur+Lu,gd:Jdr2+Kdr+Ld,
W=(r—033)+(g—0,33), J,=-1,377, K, = 1,074,
L,=0,145,J,=-0,776, K, = 0,560, L, = 0,177

Log opponent (hue, saturation) is classified as skin if:

IRgBy-color space 110 < hue < 180 and 0 < saturation < 130,

hue = arctanz(Rg/By) , saturation = ‘[Rgz +By* .
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The morphological processing is a sequential series of erosion and dilatation op-
erators which permits to joint “broken” skin regions and to destroy “holes” into skin
region. For both operators (erosion and dilatation), the structured element (so called
the mask of morphological filter) is determined. Non-zero values in the mask show
which one from adjacent pixels will be considered during the morphological
processing. Erosion and dilatation operators have a view:

A@B:{ae A be B,(a+b)eR2}, A@B:(AC®B)C, (1

where A is an initial image; B is a structured element; a and b are elements of A and B
sets correspondingly; A€ is a complement of a set A; @and 6 are the symbols of ero-
sion and dilatation operators correspondingly; R” is a 2D space of an initial image.

Such rules are applied non-recursively for all pixels. During erosion, the structured
element is one of the masks of size 3x3 or 5x5 pixels; as a result “broken” skin re-
gions and “holes” into skin region disappear. During following dilatation, the mask of
size 3x3 pixels is used for outer edges smoothing of connected regions. The morpho-
logical operators may be used repeatedly for more effective skin regions merginf.

The hand segmentation is based on a term — pixels “connectivity”. It is well known
in two variants: 4-connectivity and 8-connectivity (permits to find the contour more
accurately). The algorithm of “immersion” firstly creates the connection table for
labeled pixels; secondly after the algorithm pass, common regions are relabeled and
merged according to 4-connectivity. The proposed algorithm of “immersion” has
following steps:

Step 1. The beginning from the dark pixels — the points on initial “basins™ (re-
gions from which streams from all points drain to a single common point).

Step 2. For each brightness level k: for each connected component, (a) if a current
pixel belongs to one existing basin only, then adds it to basin; (b) if a current pixel
belongs to more than one existing basin, then labels it as a watershed; (c) in other
case, create a new basin.

Step 3. The transition to next pixel.

Step 4. The recycling of Steps 2 and 3 until all pixels are processed.

However we may receive “false” skin regions. The segmentation algorithm calculates
such geometrical features as a square of a hand image S (sum of skin region, near 0.3 —
2.5 % pixels of whole image) and coordinates of a mass center R, (average of coordi-
nates of the skin region). Also we may use the assumption that a gesture will be in pre-
determined screen area, so coordinates of a mass center R. can not be less then 1/3 of
the image height. Such algorithms and conditions permit to realize the spatial segmenta-
tion of a hand image. The following stage is the temporal segmentation of gestures.

In temporal domain, there are two categories of segmentation methods: motion
segmentation and contour detection. Motion segmentation methods include block-
matching method and its modifications, method of phase correlation, feature points
tracking, and method of optical flow [20]. Contour detection methods contain gradient
methods and active contour methods. Active contours (shakes) are widely used in the
tasks connecting with image segmentation and boundary extraction. For boundary
detection on images, curves with minimal energy are applied. It is supposed that a
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target boundary is a smooth closed line [21]. Such assumptions well fit with hand
segmentation process.

The initial contour is accepted as a simple figure (for example, a circle). Then the
contour is distorted, and contour points tend to object boundary by minimization of
contour energy. For each point p; in neighborhood, energy is determined as

Ei(pi)za'Eint(pi)+ﬂ'Eext(pi)’ (2)

where E;,(p;) is an energy function which is determined by contour shape; E, . (p;) is
an energy function which is determined by image properties, in particular a gradient
in the neighborhood of point p;; oo and B are the constants which correct the energy
value. For each point p;, p; — p; that corresponds the minimal value E(p;).

Thereby the active contour method includes three main stages: the forming of ini-
tial contour, anchor points detection, and tracking of anchor points. The algorithm of
initial contour forming is as follows:

Step 1. The region of interest is checked up to the first transition between back-
ground and object (skin region).

Step 2. When the transition is detected, the algorithm finds a following neighbor-
ing pixel with the determined connectivity. Only pixels on boundary are analyzed,
which prevents contour propagation into the object.

Step 3. The total contour is outlined in the same manner clockwise or anticlock-
wise (the direction is remained persistent).

Step 4. The edge-point linking is finished when algorithm achieves its initial
point from Step 1.

The second stage of active contour method is the anchor points’ detection on the re-
ceived contour. The anchor point is a point, where a knee curve is watched. For this
purpose, the Douglas-Peucker algorithm may be used, as given below:

Step 1. The single rib is considered connecting the first and the last contour
points (for closed contour it will be a single point).

Step 2. We search a point which is at the maximal distance from the considered
segment.

Step 3. If the distance from this point to the segment is less then the threshold
value € then all points on this segment are rejected; otherwise we remember this point,
and the segment from the previous step is divided into two parts.

Step 4. We recursively repeat Step 3 for a new polyline building. As a result, the
curve containing only the saved points will be received.

The last stage of tracking of anchor points is executed for each frame:

Step 1. The initial object image fy(x, y) is received.

Step 2. The active contour is located near to a moving object fy(x, V), fue (X, y) =
Jo(x, ¥).

Step 3. Until shake does not lose the object, the external energy E.,, is calculated
from the function f,(x, y). Then we find the energy minimum E(p) (Eq. 2) until a
shake is converged. Function f,.(x, y) ought to be such that the shake center of gravity
is situated in the center of image region.
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The detection of moments (start and end points) of a current sign is searched as pause
in hand motions according to dactylology rules from Section 3.1.

4.2  Vector Model of Gesture

The gesture vector model is based on the anchor points of the outer contour which
were detected during hand tracking (Section 4.1). The vector model VM is a set of
sequentially connected vectors Vi, i=1,..., n:

VM ={V,,V,,...,V,V.,,,...,V,}. 3)

Here the beginning of each following vector V,,; is the ending of the previous vector
V;; so we form a closed contour. Each vector V; includes two components: a length L;
and an angle v; (between a vector direction and the axis OX) in relative coordinates:

L=yx7+y} ., v =arctan(y;/x;), @)

where x; and y; are the relative coordinates of the vector V;: x; = Xj,1 — X, ¥, = Yju1 — Vs
(%, ¥;) and (xj,;, ¥;+;) are the coordinates of current and following anchor points cor-
respondingly.

Then a vector model VM (Eq. 3) is reconstructed by procedures of compression
and normalization for the purpose of invariance to affine transforms (shifts, rotation,
and scale). The compression procedure permits to reject non-essential vectors which
connect the adjacent anchor points by a sequential comparison of the vectors length
with experimentally predetermined threshold value. The normalization procedure
executes a normalization of vectors lengths (sum of all vectors lengths becomes equal
to 1) according to a following expression:

L = L,-/ > L, )
i=1

and a normalization of vectors directions when the current vector direction is replaced
by one of normalized directions from the unit vectors set. Such unit vector has a view:

U ={Lyr), wr=ioengz, (©)

where Z is a number of directions (usually Z = § or Z = 16).
Thereby we receive a set of normalized vector models according to the starting
point of the contour:

vy = {vp v v
vMy = VvV (7)
VM”N’={V:’,V1"’,...,V,-”’,..., s :11}’

where N is the set power.
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However the sequential search of all received vector models VM," requires addi-
tional computer resources. It is more rational to design a vector model with invariance
to the choice of a starting vector. If a vector V" with a minimal length will be a sin-
gle element then this vector model is accepted; otherwise the search of the “best”
vector is realized according to a following procedure:

Step 1. The first determined vector of a minimal length is chosen.

Step 2. The sum of lengths of all following vectors of minimal length is calculated.

Step 3. The following determined vector of a minimal length is chosen.

Step 4. If not all vectors of minimal lengths are processed, then jump to Step 2.

Step 5. Finally such vector is chosen (the “best” vector) the total length of which has
the minimal value.

During the training stage, algorithms and procedures from Sections 4.1 and 4.2 are
applied to all gestures represented in Table 1. As a result, we have a designed vector
models for each gesture (etalon vector models). During working stage, the current
gesture is processed in the same manner (current vector model). Additionally other
essential features are calculated for the identification procedure.

4.3  Identification and Decision Marking

All parameters, presented in Table 1, are coded in a numerical form; additionally we
built the “best” vector model of the outer gesture contour. These data are the input
features for the identification procedure. There are various well known approaches for
recognition such as the PCA-based (Principal Component Analysis), the HMM-based
(Hidden Markov Models), and the NN-based (Neural Networks) recognition. Each
approach has many modifications aimed at various tasks. Their main disadvantage is
the high computational cost. That’s why a method with fewer resources was chosen,
and it is the maximum likelihood method.

By using blob-detectors [22] we may determine fingers position and orientation,
and the number of separated fingers. Also we can calculate the hand skewing position,
inner closed contours and the shifting motion during gesture demonstration applying
well known image processing methods. For these six parameters we built a set of
decision rules based on Table 1 as a production knowledge model. Mostly the appli-
cation of such decision rules is enough for sign identification. In these cases, a com-
parative analysis of vector models (etalon and current) is an additional possibility of
decision marking confirmation. In other cases, we use the maximum likelihood me-
thod for the final decision which calculates a maximum of similarity DM between
etalon description E and the current description VM™":

DM = arg max max P(E,,VM'}r ), 8)
il
where P is a probability function between the etalon and current descriptions
(calculated during a training stage), / is a number of signs, / = 33 for Russian sign
alphabet.
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The similarity measure D; between the etalon j and current descriptions is deter-
mined in the Euclidian metric as a sum of vectors differences:

N
D, = ZQL?V’%'"
i=1

where L/ is one of normalized vector length; yj’ is one of normalized vector directions.

| ©)

5 Software ‘“Russian Sign Language” and Experimental Results

The software “Russian Sign Language” includes five main modules: the module
“Frame Extraction” contains functions for frames extraction from video sequences
in various formats; the module “Hand Detection” includes functions for hand detec-
tion; the module “Hand Tracking” executes hand tracking considering the actions
when a hand appears or disappears in the frame; the module “Recognition” has
functions and procedures for gesture identification; the module “Interface Control”
provides interaction between user and application. The software has some addition-
al functions such as embedded video sequences player, speed control, and editor of
signs vocabulary.

User may create, replace, and remove a sign pushing the correspondence button.
All signs are listed in a list “Value” where we can replace an old value by a new val-
ue. If a sign image was loaded from the main screen of application then its contour
will be automatically calculated and displayed. If a sign image was loaded from a file
then a manual mode is used as lasso with pointing anchor points of hand contour.
Additional image processing includes some filters: correction filter “Grey world”,
median filter, inverse filter, grey-scale transformation, and binary filter.

The work begins if a user initiated the process of recognition; otherwise the appli-
cation will be in a waiting mode. If a hand image is successfully detected in a se-
quence of frames, then these data pass to the tracking module. If a hand disappears in
a frame, then the tracking process will be restarted. During recognition, a module
“Recognition” holds the identification process and writes the results in a journal file.
The main screen of the experimental software “Russian Sign Language” is
represented on Fig. 3. The software is realized in the environment of Rapid Applica-
tion Design “Borland Delphi 7” with using the utility “DirectShow” for working with
video stream.

During experiments own test video sequences with frame sizes 360x238 pixels
were used. Segmentation of skin regions was accomplished in the YUV-color space.
The probability of sign identification had been calculated by using four own test video
sequences on which several signers show the same sign. Such test demonstrates the
invariance of gesture recognition for sizes and shapes of different hands. One can see
results on Fig. 4. The non-skin similar background color is the main condition. Also it
is desirable that the background intensity will be homogeneous. Conditions of hand
motion are situated in Section 3.2.
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Fig. 3. The main screen of system “Russian Sign Alphabet” in learning mode
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Fig. 4. Results of correct and false recognition of sign “F” by four signers
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Average probability value of the correct recognition is near 88-90 % and this of the
false recognition is less than 13-15 %. Sometimes during a hand displacement, soft-
ware makes mistakes and tries to recognize a sign, that’s why the average value of the

false recognition is increased.

Also some signs from different video sequences were tested for checking vector
models. The probability of their correct recognition is presented on Fig. 5. Average
probability value equals 82-87 %. The worse results were achieved for dynamic signs

and static signs had the better results.
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Fig. 5. Results of recognition probability of signs vector models

6 Conclusions

The intelligent system for sign alphabet learning includes advanced technique for
segmentation and recognition of 3D visual objects. The Russian sign alphabet was
analyzed in detail that permits to extract more essential gesture features. Based on
dactylology statements, the main and additional criteria were formulated and used in
segmentation and recognition procedures. The hand segmentation algorithm is not a
trivial task and requires the design of complex segmentation in a spatio-temporal
domain. Vectorization algorithm increases the efficiency of following object
identification from the limited set of signs.

Software “Russian Sign Language” includes modules which realize frame extrac-
tion from video sequences, hand detection and tracking, recognition, and interface
control. During experiments, it was find out that the average probability value for the
correct recognition is near 88-90 % and this of the false recognition less than 13-
15 %. Such test demonstrates the invariance of gesture recognition for sizes and
shapes of signers’ hands. Also some signs were tested for checking vector models.
Average probability value achieved was 82-87 %; worse results were achieved for
dynamic signs and static signs had better results.
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Abstract. In this work is presented one new approach for processing of se-
quences of medical CT images, called Hierarchical Adaptive Karhunen-Loeve
Transform (HAKLT). The aim is to achieve high decorrelation for each group
of 9 consecutive CT images, obtained from the original larger sequence. In re-
sult, the main part of the energy of all images in one group is concentrated in a
relatively small number of eigen images. This result could be obtained using the
well-known Karhunen-Loeve Transform (KLT) with transformation matrix of
size 9x9. However, for the implementation of the 2-levels HAKLT in each level
are used 3 transform matrices of size 3x3, in result of which the computational
complexity of the new algorithm is reduced in average 2 times, when compared
to that of KLT with 9x9 matrix. One more advantage is that the algorithm per-
mits parallel processing for each group of 3 images in every hierarchical level.
In this work are also included the results of the algorithm modeling for se-
quences of real CT images, which confirm its ability to carry out efficient
decorrelation. The HAKLT algorithm could be farther used as a basis for the
creation of algorithms for efficient compression of sequences of CT images and
for features space minimization in the regions of interest, which contain various
classes of searched objects.

Keywords: Decorrelation of medical CT image sequences, Hierarchical Adap-
tive Karhunen-Loeve Transform (HAKLT), Group of Medical Images.

1 Introduction

In the last years, large number of new technologies and systems for digital processing
of medical images had been created [1, 2, 3], such as: the standard Digital Imaging
and Communication in Medicine (DICOM) [4] used for storage, transfer and visuali-
zation of images, obtained from computer tomographic systems, MRI and ultrasound
scanners; Picture Archiving and Communication System (PACS); systems for digital
radiography, teleradiology, etc. Medical images could be still or moving, such as
Magnetic Resonance Image (MRI), Nuclear Magnetic Resonance Image (NMRI),
Magnetic Resonance Tomography Image (MRTI), etc. Moving images are
represented by sequences of still images, obtained in consecutive time moments, or

R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SC1473, pp. 418.
DOI: 10.1007/978-3-319-00029-9_4 © Springer-Verlag Berlin Heidelberg 2013
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spatial positions of the Computer Tomography (CT) scanner. Because of the large
volume of the visual medical information, various algorithms are used for its com-
pression. For still MRI are usually used algorithms based on the DCT, wavelet de-
composition for prediction or zero-tree/block coding [5, 6, 7], etc. For compression of
CT images sequences are used: interframe decorrelation based on hierarchical inter-
polation (HINT) [8, 9], spatial active appearance model [10], JPEG-LS and
JPEG2000 with interframe motion compensated prediction [11, 12] and distributed
representation of image sets based on Slepian-Wolf coding [13].

One of the most efficient methods for decorrelation and compression of groups
of images is based on the KLT, also known as transform of Hotelling, or Principal
Component Analysis (PCA) [14] - [23]. For its implementation the pixels with the
same spatial position in a group of N images compose the corresponding N-
dimensional vector. The basic difficulty of the KL'T implementation is related to the
large size of the covariance matrix. For the calculation of its eigenvectors is neces-
sary to calculate the roots of a polynomial of n™ degree (characteristic equation) and
to solve a linear system of N equations. For large values of N, the computational
complexity of the algorithm for calculation of the transform matrix is significantly
increased.

One of the possible approaches for reduction of the computational complexity of
KLT for N-dimensional group of medical images is based on the “Hierarchical Adap-
tive KLT” (HAKLT), offered in this work. Unlike the famous hierarchical KLT
(HKLT) [18], this transform is not related to the image sub-blocks, but to the whole
image from one group. For this, the HAKLT is implemented through dividing the
image sequence into sub-groups of 3 images each, on which is applied Adaptive KLT
(AKLT), of size 3x3. This transform is performed using equations, which are not
based on iterative calculations, and as a result, they have lower computational com-
plexity. To decorrelate the whole group of medical images is necessary to use AKLT
of size 3x3, which to be applied in several consecutive stages (hierarchical levels),
with rearranging of the obtained intermediate eigen images after each stage. In result
is obtained a decorrelated group of 9 eigen medical images.

The paper comprises the following: the principle for decorrelation of CT im-
ages group through HAKLT, the calculation of eigen images through AKLT with
3x3 matrix, experimental results, evaluation of the computational complexity and
conclusions.

2 Principle for Decorrelation of a Group of CT Images
through Hierarchical AKLT

The sequence of medical images is divided into Groups of 9 Images (GMI), for which
is supposed that they are highly correlated. On the other hand, each GMI is further
divided into 3 sub-groups.
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Fig. 1. Algorithm for 2-levels Hierarchical Adaptive KLT for Group of 9 Medical Images

The algorithm for 2-levels HAKLT for one GMI is shown on Fig. 1. As it is easily
seen there, on each sub-group of 3 images from the first hierarchical level of HAKLT
is applied AKLT with matrix of size 3x3. In result are obtained 3 eigen images, co-
lored in yellow, blue and green correspondingly. After that, the eigen images are rear-
ranged so that the first sub-group of 3 eigen images to comprise the first images from
each group, the second group of 3 eigen images — the second images from each group,
etc. For each GMI of 9 intermediate eigen images in the first hierarchical level is
applied in similar way the next AKLT, with a 3x3 matrix, on each sub-group of 3
eigen values. In result are obtained 3 new eigen images (i.e. the eigen images of the
group of 3 intermediate eigen images), colored in yellow, blue, and green correspon-
dingly in the second hierarchical level. Then the eigen images are rearranged again so,
that the first group of 3 eigen images to contain the first images from each group
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before the rearrangement; the second group of 3 eigen images - the second image
before the rearrangement, etc. At the end of the processing is obtained a decorrelated
sequence of eigen images, using which and through inverse HAKLT could be restored
the original sequence.

3 Calculation of Eigen Images through AKLT with 3x3 Matrix

For the calculation of eigen images through AKLT with 3%3 matrix for GMI sub-
group is used the approach, given in [24] for the representation of the 3D color vector
in the KLT space. From each sub-group with 3 medical images of S pixels each,

shown on Fig. 2, are calculated the vectors 5S =[C,,,C,,,C;,]" fors=1,2,..,S (on
the figure are shown the vectors for the first 4 pixels only, resp.
C#‘F [C11C21C5] 1’62=[C12’C22’C32 I, é3= [C15.Ca3 ’C33]l’é4= [C14C24C341"). Each
vector is then transformed into corresponding vectors Zs =[L,,,L,,,L;,]' through
APCA with the matrix [ @] of size 3X3. Its elements @, are defined below:

CylD CoilD b Ci ¢
(= O et zé
G S Cas™ = €z~ S 3(“1
C1A CZA r\dd 74
[Ci] [C2] [Cs]

Fig. 2. Sub-group of 3 images from the GMI

o,

o5 The covariance matrix [K¢] of size 3x3 for vectors C; is calculated:

18- -, - ki ki ks
[Kc]: Ezcscs —mem, =k ky  kys | (D
5=l ks k3 ks

o N

where . =[C,;,C,,C;]" is the mean vector. Here )?=E(xs)=inS; E() -
s=1

operator for calculation of the mean value of x; fors =1, 2, .., S.

< The elements of the mean vector m, and of the matrix [Kc] are defined in

accordance with the relations:

5; =E(Cy) 52 =E(Cyy) 53 =E(Csy ), (2)
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ky=k=E(C},)~(C; P kyy=k,=E(C3, )~(Cy )/, k3= ks=E(C3, )-(C; ), (3)
kjy=kyy=ky=E(C;,Cs; ) =(C; ) C; )ky3= ksp=ks=E(C5,C3,)=(C, )(C;), ()
kjz=ksz=ks=E(C;,Cs, )—(51 )(53 )- )

% The eigen values A;,4,,4; of the matrix [K(] are defined in accordance to the

solution of the characteristic equation:

detl k; ;= A0, ; |1=X +aX +bA+c =0, (©6)

s L=
where: 5!‘/“{0, i)
a=—(kpkytky), b=kkyt kst koky—(ki+ki+ k] ),

(7
=k kZ+ kok 2+ kki— (k koyky+ 2k kskg ),

Since the matrix [Kc] is symmetric, its eigen values are real numbers. For their calcu-
lation could be used the equations of Cardano for “casus irreducibilis” (i.e., the so-
called “trigonometric solution”):

A,=2 Mws[ﬂj_ﬁ;%z_z M60S£¢+7rj_g;
3 3) 3 3 3 3

7 ®)
p -\ a
/13=—2 ?COS((DTJ—E fOV /11 > /12 > /13 > 0,

qg=2(a/3)—(ab)/3+c, p=-(a’/3)+b<0,
9)
go:arccos[—q/Z/\/(lpl/S)j }, (

&  The eigen vectors @,,®,,®; of the covariance matrix [Kc] are the solution of

the system of equations below:

[K C ] d_sm = //i'lném and ‘ém

2 3
=Y @,,=1,form=12,3. (10)
i=1

Eq. 10 follows from the condition for orthogonality and normalization of all 3 eigen-
vectors:

3
FtE |1 for s=k; _
DD, = ;(Dmcbik = {0 for sk, fors, k= 1,2,3. an



46 R. Kountchev and P. Ivanov

The solution of the system of equations (10) is used to calculate components of m™

eigenvector ém =[D,, ,¢2m,¢3m]’, which corresponds to the eigen value 4,,:

¢]171= Am /Rn; ¢2m= Bm/Pm; ¢3m= Dm/Pm ’ form = 1,2,3; (12)
Am:( k3_ﬂm )[k5(k2_ ﬂ'm )_k4k6]’ Bm:(k.?_ﬂm )[k6(k1_lm )= k4k5 I (13)
D, =ks[2k,ks—ks(k— A, N—kZ(k,— A, ), P,=A2+B2+ D> #0. (14)

The KLT matrix [@] comprises the eigenvectors cﬁmz (D}, Dy D3] :

?Ir ¢11 ¢21 ¢31
[@]= By |=| @), Py Py | form=123. (15)
@} D3 D3 Dy

The direct AKLT for vectors C‘s =[C,,,C,,,C;,]", from which are obtained vectors
L, =[Ly, Ly, Ls,0 . is:

L, D Dy Py | (Co _g )
L2S = ¢12 ¢22 ¢32 (CZY _92 ) fors :],2,...,S. (16)
Ly, D;; Dy Py ||(Cs,—C5)

s

The components of vectors I:s =[L,,,L,,,L;,]' could be processed in various way
(such as for example: orthogonal transforms, quantization, decimation and interpola-
tion, etc.). In result are obtained the corresponding  vectors
Li=y(L,) =y L Ws( Ly )ws(Ls, ) with  components LI =y;(L,, ),
LI =y,(L,, ), L% =w;3(Ls, ), where w,(.),w,(.),y;3(.) are the functions of the
used transform. For the restoration of the vectors 1:3 are used the functions for in-

verse transform of the components L, =’ L) L, =w5'( Li ),

£3S =3l L% ) and in result are obtained the decoded vectors lA,S = [lA,IS,ﬁZS,ﬁﬁ]t .

A

Using the inverse AKLT, the vectors L, are transformed into vectors

és Z[éls’ éZs’é3s]t :

Co| [@, @, @) Ls| |C
CZS = ¢2I ¢22 ¢23 L2 + C2 fOI‘S = 1,2,...,S. (17)
C;, D3 Dy Dy L, C;



Decorrelation of Sequences of Medical CT Images 47

Here the matrix of the inverse APCA is:

D, P, P y B S
D, Dy, P =[o]'=[o] =[¢1,¢2,¢3]- (18)
D; Dy, Dy

For the restoration of vectors C, =[C,,,C,,,C;,] through inverse AKLT are needed

not only the vectors is = [i,s,i,z s’i‘j’s]t , but also the elements @;; of the matrix [D],
and the values of C,,C,,C; as well. The total number of these elements could be
reduced representing the matrix [@] as the product of matrices
(D, )],[D,;(B)],[@,(y)], and rotation around coordinate axes for each trans-

formed vector in Euler angles ¢, fand ycorrespondingly:

D, Py Py
[@]=|@, @5, @y |=[@i()lDs( Bl D57 )= D 57)]. (19)
D3 Dy; Dy
where
[cosa —sina 0] cosfB 0 —sinf
[@(a)l=| sinae  cosar O|;[D(B)]=| 0 1 0 |;
0 0 i sinff 0 cosf
- : (20)
cosy —siny 0
[®5(7)]=| siny  cosy 0
| 0 0 1]
In this case the elements of the matrix [@] are represented by the relations:
@D, ,=cosocos fcosy—sino siny;
D,,=—(cos acos Bsiny+sinacosy ), @;=—cos asin f5;
@, ,=sinacos fcosy+cosasiny; Dyy=—sinccos B siny+cosxcosy;
@ ;,=—sina sinff; @,;=sinfi cosy; @,;=—sin fsiny; P3;=cos f. (21)
The matrix of the inverse AKLT is defined by the relation:
(@1 =Dy~ N Po(~-B N @)(~0)] (22)

Then, for the calculation of the elements of the inverse matrix [di]_] is enough to
know the values of the 3 rotation angles ¢ £ and ¥ defined by the relations:

a= —arcsin(éﬂ/w/] -3, ); B = arccos(®3;); ¥ = arccos (¢13/\” e ) (23)
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In result, the number of the needed values for the calculation of the matrix [@]™ is
reduced from 9 down to 3, i.e. 3 times reduction. The elements L;,,L,,,L;, for
s=1,2,...,S comprise the pixels of the first, second and third eigen image in the sub-

group of medical images C,;,C,,,C;,.

4 Experimental Results

On the basis of the 2-levels HAKLT algorithm, shown on Fig. 1, were done experi-
ments with sequences of CT images of size 512x512 pixels, 8 bpp. The sequence was
divided into groups (Set 1,..,Set R), each containing 9 consecutive CT images. As an
example, on Fig. 3 is shown one of the groups - Set 3, which contains CT Image 1,..,

Image 9.

Image 7

Image 8

Image 9

Fig. 3. Group of 9 consecutive CT images in Set 3
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On Fig. 4 are shown the corresponding eigen images, obtained in result of applying

the 2-levels HAKLT algorithm on the group of images (Set 3).

Eigen Image 1

Eigen Image 2

Eigen Image 3

Eigen Image 4

Eigen Image 5

Eigen Image 6

Eigen Image 7

Eigen Image 8

Eigen Image 9

Fig. 4. Eigen images, obtained for Set 3 after performing 2-levels HAKLT

As it could be seen from the results on Fig. 4, on the first eigen image is concen-
trated the main part of the energy of all 9 images, and the energy of each next eigen
image decreases quickly. This conclusion is confirmed by the data given in Table 2,
where is given the power distribution of pixels of eigen images from Set 3 after first
and second level of HAKLT, before and after their rearrangement in correspondence
to Fig. 1. In Table 1 is given the power distribution of all eigen images in Set 3 be-
fore and after each operation and the relative mean power distribution. On the basis of
data given in Table 1 are build the corresponding graphics, representing the power
distribution of all 9 eigen images, shown correspondingly on Figs. 5 - 7.
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Table 1. Power distribution of all eigen images in Set 3 before and after each operation and
relative mean power distribution

Name Level 1 Level 1 Level 2 Level 2 | Relative
(not arranged) (arranged) (not arranged) | (arranged) mean
Eigen Im. 1 18170 18170 53041 53041 219
Eigen Im. 2 715 18056 686 1100 5
Eigen Im. 3 341 18029 316 686 3
Eigen Im. 4 18056 715 1100 710 3
Eigen Im. 5 748 389 710 316 1
Eigen Im. 6 389 694 305 305 1
Eigen Im. 7 18029 341 523 523 2
Eigen Im. 8 694 389 326 326 1
Eigen Im. 9 394 394 242 242 1

Fig. 5. Power distribution for Set 3, level 1: a - not arranged, b - arranged
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Fig. 6. Power distibution for Set 3, level 2: a - not arranged, b - arranged
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Fig. 7. Relative mean power distribution for Set 3, level 2 (arranged)

In Table 2 are given the mean and relative mean power distribution of pixels of all
9 eigen images in Set 1,.., Set 7 (R=7), and on Fig. 8 a, b - their corresponding graphic
distributions. The data in the last column of Table 2 show, that in the first 3 eigen
images are concentrated 95,7 % of the total mean power of all 9 images in GMI.

Table 2. Power Distribution, Mean Power Distribution, Relative Mean Power Distribution and
Relative Mean % of Power Distribution for all eigen images in Set 1,.., Set 7

Relative|Reltive
Name Set1| Set2 | Set3 | Set4 | Set5 | Set6 | Set7 | Mean | mean |mean %

Eigen Im.1 {49992 | 49749 | 53041 | 53547 | 53774 | 43272 |37701 #8725 | 259.6 914
EigenIm.2 | 949 | 811 | 1100 | 875 | 2331 | 1770 | 1094 | 1276 | 6.8 93.8
Eigen Im.3 | 683 | 2325 | 686 | 1062 | 625 834 | 1144 | 1051 | 5.6 95.7
EigenIm.4 | 808 | 710 | 710 | 512 | 460 811 | 950 | 709 3.8 97.1
EigenIm.5 | 522 | 566 | 316 | 425 300 | 442 | 364 | 419 2.2 97.8
EigenIm.6 | 350 | 529 | 305 | 306 317 | 402 | 435 | 378 2.0 98.6
Eigen Im.7 | 206 | 222 | 523 | 317 554 306 | 430 | 365 1.9 99.2
EigenIm.8 | 172 | 198 | 326 | 261 312 | 251 | 218 | 248 1.3

99.6
EigenIm.9 | 130 | 171 242 173 254 167 | 177 | 188 1.0
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Fig. 8. a. Mean Power Distribution; b. Relative Mean Power Distribution for all sets of eigen
images
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Fig. 9. Quality evaluation (through PSNR in dB) of the restored images from Set 3 after Inverse
2-level HAKLT on the eigen images from Fig. 4

From Fig. 8 b follows that the mean power of the first eigen image for all sets is
more than 250 times larger than that of each of the next 8§ eigen images.

The values for pixels of the eigen images, obtained in result of the direct 2-level
HAKLT, were calculated with full accuracy, and after corresponding rounding could
be transformed into 8-bit numbers. Then, if on the 8 bpp eigen images is applied the
inverse 2-level HAKLT, the quality of corresponding restored images in GMI, eva-
luated by their peak signal-to-noise ratio (PSNR), is = 45 dB. This was confirmed by
the results from Fig. 9, obtained for the eigen images in Set 3 of Fig. 4 after inverse
HAKLT in correspondence with the algorithm, shown on Fig.1. Hence, the sequence
of 9 images could be restored with retained visual quality. This result illustrates the
ability for efficient compression of a sequence of CT images, when HAKLT is used.

The experimental results were obtained with the software implementation of
HAKLT, in Visual C.

5 Evaluation of the Computational Complexity

The computational complexity of the 2-level HAKLT algorithm, based on 3x3 ma-
trices will be compared with that of the KLT algorithm with a matrix of size 9x9,
because 2-level HAKLT is equivalent of the KLT for 9-component vector. For this,
both algorithms are compared in respect to the performed number of operations
S (additions and multiplications) [25] needed for the calculation of the following
components:

e covariance matrices [K¢] — in total 6 for the first algorithm, each of size 3x3, and
one matrix [K¢] of size 9x9 — for the second algorithm;

e cigen values and eigen vectors of the corresponding matrices [Kc];

e eigen images of each GMI, obtained using both algorithms.

On the basis of the computational complexity analysis given in [24] for AKLT with
matrix of size 3x3 and for KL T with a matrix of size NxN follows, that for the 2-level
HAKLT with 3x3 matrices and for the KLLT with a 9x9 matrix we have:
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- The number of operations needed for the calculation of all elements k; for all 6 ma-
trices [K¢] of size 3x3 (for the 2-level HAKLT) and for one matrix [K.] of size 9x9
(for the KLT) is:

Se(NJ|y_;=3N(N+I)N(N—-1)+2(N+2)|=576. (24)
Se(N |yo=(1/2)N(N+1)JN(N —1)+2(N +2 )] = 4230 (25)

- The number of operations needed for the calculation of the eigenvalues of matrices
[Kc] for the 2-level HAKLT and of the [K] matrix for KT, when the QR decompo-
sition and the Householder transform of (N-1) steps [24] were used, is:

Syl N )| y_; =282. (26)
Svat( N )y =(N—1)(§N2+ %N+7) =1124. 27

- The number of operations needed for the calculation of the eigen vectors of matrices
[K(] for the 2-level HAKLT and for the matrix [K-] of KLT, in case that iterative
algorithm with 4 iterations is used, is correspondingly:

Sveel N ) y_; = 275. (28)

Syeel N )| y_y = NI2N(4N +5 ) - I] = 6633. (29)

- The number of operations needed for the calculation of a group of 9 eigen images
(each of P pixels), obtained in result of the direct 2-level HAKLT and of KLT for
zero mean vectors, is correspondingly:

SHAKLT(N)|N=3 =6PN(2N —-1)=90P. (30)

Skir(N )|y_y=PN(2N —1)=153P. G1)

Then the total number of operations SS for the 2-level HAKLT and for KLT is corres-
pondingly:

SS1(3)=LS (3)+S,u(3) +S e 3HS gaxrr(3)] =
=576+282+275+90P =1133+90P,

(32)

SS5(9)=S,(9)+S,4(9) +S 0l O HS krr(9)] =

33)
=4239+1124+6633+153P=11996+153P. (
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The reduction of the total number of operations needed for the 2-level HAKLT, com-
pared to that of the KL T could be evaluated using the coefficient 7:
SS,(9) 11996 +153P

8S,(3) 1133+90P

nePy (34)

For example, for P=100 1n(100)=2.96; for P=1000 correspondingly
n(1000)=1.81 and n(e)— 1.7. Hence, SS;(P) is at least 1.7 times smaller than

SS,(P) for each value of P (in average, about 2 times).

6 Conclusions

The basic qualities of the offered HAKLT for processing a group of sequential medi-
cal images are:

1. Lower computational complexity than KLT for the whole GMI, due to the lower
complexity of AKLT compared to the case, for which for the calculation of the
KLT matrix are used numerical methods [15, 16];

2. Ability for efficient lossy compression of GMI with retained visual quality of the
restored images and for lossless compression also;

3. Ability for minimization of features space in the regions of interest in a group of
medical images, which contain searched objects of various kinds;

4. There is also a possibility for further development of the HAKLT algorithm,
through: use of Integer KLT for lossless coding of medical images by analogy
approach with [23]; compression of video sequences from stationary TV camera;
sequences of multispectral and multi-view images, etc.
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Abstract. In the paper is presented one new approach for efficient processing of
ultrasound medical images. The application of the algorithm for image com-
pression based on the inverse difference pyramid (IDP) permits together with
considerable compression ratio to achieve suppression of the specific (speckle)
noise in ultrasound medical images. The paper describes the principle of image
decomposition and its modification, designed for this medical application. Spe-
cial attention is paid to achieve relatively low computational complexity of the
used algorithms. Besides, an adaptive filtration aimed at the visual quality im-
provement of the restored image is also included. At the end of the paper are
given experimental results and comparison with other contemporary methods
for image archiving based on the JPEG and JPEG 2000 standards.

Keywords: Image compression, Speckle noise suppression, Digital adaptive
fuzzy filter.

1 Introduction

Contemporary medical information comprises different kinds of documents: texts,
images, biomedical data, etc. Significant attention require the visual information,
obtained through various technologies, such as radiography, magnetic resonance im-
aging, fiduciary markers, nuclear medicine, photo acoustic imaging, breast thermo-
graphy, tomography, and ultrasound, because it needs large volumes of computer
memory and in together with this — special tools for image quality improvement. For
medical images archiving is used DICOM, which is based on the JPEG standard [1,2].
This approach offers significant image data compression and retained visual quality.
Together with these advantages, there also exist some difficulties. For example, there
are no special tools for image content protection and for large images (for example,
X-ray chest images) — no tools for selection and fast access to pre-selected regions of
interest. In [3, 4] are introduced methods based on the Laplacian and wavelet decom-
positions. They all have very high computational complexity because of the use of the
wavelets, which require longer time for processing of the visual information.

Most medical images are of low contrast and possess some specific noises.
Ultrasound images are relatively large part of this information. They give significant

R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SC1473, pp. 5768
DOI: 10.1007/978-3-319-00029-9_5 © Springer-Verlag Berlin Heidelberg 2013
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information about patients’ body, but togetherr with this, they have many problems
concerning the image quality and processing. Speckle noise is an inherent property of
medical ultrasound imaging. Ultrasound beams propagating in biological tissues
undergo distortions due to local inhomogeneities of the acoustic parameters and the
nonlinearity of the medium. This usually results in reduction of the image resolution
and contrast and as a consequence — in reduction of the diagnostic value of this
imaging modality. So, the speckle noise reduction is an important prerequisite, whose
significance is as high as that of the image compression. Various methods had already
been developed aimed at the speckle noise removal. In [5] is introduced a speckle-
reduction method, based on soft thresholding of the wavelet coefficients of a
logarithmically transformed medical ultrasound image. The method is based on the
generalised Gaussian distributed (GGD) modelling of sub-band coefficients. In [6],
instead of using the multiplicative model of speckled image formation is introduced a
simple preprocessing procedure, which modifies the acquired radio-frequency images,
so that the noise in the log-transformation domain becomes very close in its behavior
to a white Gaussian noise. As a result, the preprocessing allows filtering methods
based on assuming the noise to be white and Gaussian, to perform in nearly optimal
conditions. One more approach is presented in [7], where the logarithmic transform of
the original image is first analyzed into the multiscale wavelet domain and then the
authors design a Bayesian estimator to exploit the specific image statistics. In [8] is
proposed a robust wavelet domain method for noise filtering in medical images. All
these methods have significant computational complexity.

In this paper is introduced a method based on the Inverse Pyramid Decomposition
(IPD), which permits to perform also adaptive suppression of the speckle noise in
ultrasound images. The paper is arranged as follows: in section 2 is given a brief de-
scription of the IPD; in Section 3 is presented the approach used for the speckle noise
suppression; Section 4 presents an adaptive fuzzy filter for image quality enhance-
ment; in Section 5 are given some experimental results and Section 6 contains the
Conclusions.

2 Basic Principles of IPD

The essence of the IPD is explained here in brief for 8-bit grayscale images. The im-
age matrix is processed with two-dimensional, orthogonal transform using a limited
number of coefficients only. The values of the transform coefficients build the first
(lowest) pyramid level. Then, using these values, the image is restored with inverse
orthogonal transform and subtracted pixel by pixel from the original. The difference
image, which is of same size as the original, is divided into four equal parts (sub-
images) and each is then processed with the two-dimensional, orthogonal transform
again. Then each sub-image is restored and subtracted from the preceding difference
image. Afterwards, it is divided into four new sub-images, which are processed in
similar way as the already described preceding levels. In this way, all pyramid levels,
consisting of coefficients values only, are calculated. The set of the selected coeffi-
cients of the orthogonal transform for every pyramid level could be different. The last
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pyramid level is reached when the size of constituting sub-images remains only 2x2
pixels. In practice, the image decomposition stops when the required image quality is
reached - usually earlier than the last possible pyramid level. The coefficients result-
ing from the orthogonal transform from all pyramid levels are sorted in accordance
with their frequency, and losslessly compressed. The lossless compression technique,
used here, is developed by taking into account the specific features of the data,
obtained in result of the IPD.

High image quality is obtained using large number of spectrum coefficients and
pyramid levels. The image quality deteriorates together with the reduction of the
number of the used coefficients, but the compression ratio is higher. To restore the
image, all the operations have to be performed in reverse order.

The algorithm is suitable for processing 24-bit color bmp images, as well. In this
case, for each of the color components (for example, Y, U and V) is built individual
pyramid.

The processing could be explained as follows. Let the input image be represented

by the matrix [B (i, j)] of size 2"x2" fori, j =0, I, 2,..., 2" -1, and the luminance of
every pixel is B (i, j)e [0,1, 2, ..., 255]. The image element B(i, j) is:

~ n-I ~
B(i, j)= By(i, )+ Y E)7 (i j) 0
p=1

where k, =1,2,...4 " is the number of the corresponding sub-image W, consisting
»

of 2"Px2"" pixels in pyramid level p, divided into 4”7 equal blocks (sub-images).
The term EO( i, j) is the “zero” IPD component, which corresponds to the top of the
inverse pyramid and is represented as:

(d/2)-1(d/2)-1

By(i, j)=47"Y > s(kl)t(kLi, j) for p=0, )
k=0 [1=0
where
2"—12"-1
stkl)=> > B(i,j)(k,li,j) for k=01, ..,(d2)-1. (3)
i=0 j=0

Here #(k, I, i, j) is the two-dimensional function with spatial frequency (k, /), defined
by the selected orthogonal transform; s(k, 1) is the spectrum coefficient obtained after
the orthogonal transform; d is the number of the spectrum coefficients used for the
inverse orthogonal transform.

The term E k

soi(6,j) in Eq. (1) is the IPD component obtained after low-

frequency filtration of each block Elli’l ;(i,J) in the difference E,_;(i,j) from pyra-

mid level p, when p=I. The difference is defined as follows:
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Eo(i,j)=B(i,j)-By(i,j) for p=1, 4)
E, (i.j)=E, 5(i.j)—E,,(i,j),forp=23, ... n-I )

~k .. L . .
The term E ,,’_ ;(1,j) is defined in the same way as the “zero” component, using the

_ . . k, ,. . . .
low-frequency coefficients in the spectrum of sub-images E”,(i,j), obtained in

result of dividing differences E p,,( i,j) into 4” blocks Wkp 1. e.

. (d,/2)-1(d,2)-1
E; (i,j)=4"" 3 Ys (k) (kLij),
k=0 [=0

where (6)

s, (k)= ZZEI;”_I(i,j)tkp(k,l,i,j) for ki1=0,1,...(d,/2)-1.
(i, )Wy,

In order to decrease the information excess in the decomposition, statistic features of
the image and especially — the correlation between the neighbor pixels is used. In the
case of same resolution in horizontal and vertical direction, the correlation interval for
natural images in each direction is about 30-40 pixels. The fact that the human eye is
less sensitive to luminance transitions with diagonal orientation ensures additional
information excess. This permits decomposition reduction without noticeable deteri-
orations in the restored image, performing the following:

e The pyramid is “truncated” from the bottom. For this, the number of levels is limited.
e The number of coefficients in the spectrum for the sub-images W, in the next
P

pyramid levels is decreased removing these with small amplitudes.

After pyramid levels truncation retaining levels from 4 up to (n-1), for Eq. (1) is
obtained:

n-1
.. =k .. ~k . .
By i(ij) =By (i,j)+> E (ij) %
p=5

The compression ratio for image, represented with a reduced pyramid with levels 4,
5,...,(n-1), using 4 coefficients for every sub-image up to the level (n-2) and 2 coeffi-
cients for the last level (n-1), is defined in correspondence with the equation:

K(p)=4”/Np , ®)
where N » is the total number of used coefficients, and for N » is obtained:
n-2

Ny =424 +2.4""=§45(§4”'5 —1):‘24" for n >9. )
i=4
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3 Modified IPD for Speckle Noise Suppression

The application of the IDP method for US medical images requires adaptation to their
statistical properties. In research works [9,10] is investigated that speckles mean sta-
tistical size for most frequently used ultrasound images, is smaller than 8 pixels. On
the other hand, this size (8 pixels) is big enough to ensure successful boundary resto-
ration in the speckled US medical images. For these reasons, in this work is offered a
modification of the IDP decomposition, which consists of two levels only. The initial
level (““0”) is calculated for sub-images of size 8x8, and the next level (“1”) - for sub-
images of size 4x4. This selection permits speckle suppression, together with retain-
ing the image boundaries. The choice of pyramid of two levels was made taking into
consideration the ability to achieve maximum compression ratio. Specific for this
approach is that the two pyramid levels use different orthogonal transforms: in the
lower is used DCT and in the higher level — Walsh-Hadamard transform (WHT). The
DCT transform ensures the highest energy concentration in the low-frequency coeffi-
cients of the spectrum compared with other determinated transforms; the WHT trans-
form has lower computational complexity and for small sizes (4x4), it is practically
equivalent to DCT in respect to approximation efficiency [11].

The description of the modified method is given below. Let us assume that the im-
age matrix [B] of size MxN pixels is divided into blocks of 8x8 pixels. Then the B(i,j)
pixel of each block is approximated with the pixel B'(i,j) from the restored image, in
accordance with the relation:

B'(i, j)= By(i, j)+ E\(i, j) for i, j=0,1,..,7. (10)

The two components in Eq. (10) correspond to decomposition levels 0 and 1. The first
component is calculated using inverse DCT:

A , ..
By(irj)=7 2. 2 CNCWSy (kD (kLij), b
k=01=0
]/\/5 for n=0;
o Cn)= /
where (n) {] for n= ],2,..,7.

The 2D transform functions in Eq. (11) are represented using two-dimensional co-
sine functions [11]:

.. _ (2i+1)mk | (2j+1)md
t.(i, j,k,l)—cos{—lé } ; cos{—]é } (12)

Here s}( k) is the filtered coefficient of the block transform, obtained after quanti-

zation/dequantization of s; (k,1), i.e.:

Spkl)=sp(kDgy( k1), (13)

qu(k:l): [Sf(krl)/('h)(krl)]integer . (14)
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The coefficient g,( k1) is from the quantization matrix [Q)] of size 8x8, applied

at level p=0, and used to reduce the number of “meaning” coefficients, i.e. — to en-
hance the compression. The quantization matrix was selected in correspondence with
results obtained from experiments with medical ultrasound images. On the other hand,

the coefficient s}( k,l') in Eq. (14) is defined as:

kl) i kl)=1;
sf(k,l)=5(k,l)mo(krl)={(s)( Loz (>

where gy( k1) is one element from the binary filtering matrix [Q,] with dimensions
8x8, used for IDP level p=0. This matrix defines the place of the retained coefficients
sf( k,1') in the transform of each block. The matrix was chosen in result of investigat-

ing the compression ratio and filtration efficiency for the specific ultrasound image
noise (speckles). The coefficient sf( k) in Eq. (15) is defined using direct DCT,

applied on the original image B (i, j):
bi 7 7
stk1)==>">"C(k)C(1)B(i, j)(i, k1) for ki=0,1,..,7. (16)
i=0 j=0
The second component in Eq. (10), corresponding to pyramid level p=1, is:
E)(i,j)=B(i,j)-By(i,j) for i, j=0,1,..,7. (17)

Each block is divided into 4 sub-blocks of 4x4 pixels and is processed with WHT.
The transform coefficients are:

1S s
sthi)=—= SN Ey(i (i jkl)  for ki=0,1,2,3, (18)
i=0 j=0

where the basic image is a two-dimensional Walsh-Hadamard function:

2
2 1q,(0)i, ®q,(1)j, ] ! 1
lw(i; j)k)l)=(_1)l=0 N f0r k=zkr2r and l=21r2r 5 (19)
r=0 r=0

q1(k)=k,;®k, , qok)=k;, , q,(D)=1,®l, , qy))=1,.

The WHT coefficients are filtered in similar way as in the preceding level:

_ stk Dif my(kl)=1;
sf(k,z)-s(k,l)m,(k,l)—{o =0, (20)

where m;( k) is one element of the binary matrix [M;], which defines the places of

retained coefficients for each sub-block. The matrix was chosen in a way, similar
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to[M,]. The coefficients of the blocks (sub-blocks) from each pyramid level are ar-
ranged in accordance to their spatial frequencies, quantizated and losslessly coded.

4 Fuzzy Adaptive Digital Filter

Here is given one approach for post-processing of decompressed still images, based
on the use of fuzzy digital filters [12, 13], which became very popular recently.

The algorithm, which describes the performance of the presented two-dimensional
adaptive fuzzy filter (2DAFF), specially developed for the visual quality enhancement
of restored images after IPD, is given by Eq. (21). The filter uses a sliding window of
size MxN pixels (M=2R+1 and N=2S+1):

R S
D D x(dras) |
=ReS for - u(i+r,j+s 2T,
Xif)=| 2L Dl js) s @D
r=—R s=-§
R S
(I/MN) Z Zx( Hr,j+s) - in all other cases
r=—R s=—S

where LoJ is the rounding operator; T - a threshold; and x(i,j) and xy(i,j) are pixels
belonging correspondingly to the input and to the filtered image;

)i for A (i, j+s)<o;
w [(iHr, j+s)] = Al jrs)- B fora <A (itr,j+s)< f; (22)
0 for A(Hr,j+s)= b,

is the selected membership function with parameters o and f (f > o), which define
the fuzziness area. The argument 4 is the module of the difference between the central
pixel x(i, j) in the filter window and the pixel x(i+r, j+s), which is at a distance (7, s)
from this pixel:

A(itr, j4s )= x(i,j J-x(i+r,j+s )| for r=—R,Rand s=-5.,S . (23)

The values of parameters a and f are defined in accordance to image contents and to
distortions, which should be corrected. In the case, when they are block artifacts, a
and £ are defined in accordance with the compression strength and the kind of the
used compression algorithm. Here the 2DAFF filter is applied on images, with block
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artifacts, due to IPD decomposition. The image quality improvement starts from CR
higher than 10. As a rule, the filter parameters should not be too small so that the noi-
sy edges can be sufficiently smoothed. The basic filter parameters were set as fol-
lows: filter fuzziness center equal to %2 of the maximum difference and filter width
was 5 (experimentally the center of the filter fuzziness was set to be 65, i.e. approx-
imately, equal to half of the maximum error in the approximating image).

5 Experimental Results

The compression ratio for an image, coded with the modified IDP without using
lossless coding for coefficients’ values, was calculated in accordance with the equa-
tion:

7. 7 3 3
K:64/[22m0(k,l)+§ZZmo(k,l)] : (24)

k=01=0 k=01=0

7 7 3 3
As an example, for M=N=512, and ZZmo(i,j)= 8, ZZml(i,j) =3, from Eq.
k=01=0 k=01=0
(24) was obtained K=7.31. After lossless coding of s(k,[) coefficients, this ratio is
increased 4-6 times.

Advantage of the described method is that it permits easy removal of certain
spectral coefficients, eliminating this way the corresponding most significant noise
components in the restored image. The investigations show that the predominant part
of the specific noises existing in ultrasound images (speckles), are of size 2x1, X2,
2x2, 2x3 or 2x0, 0x2 pixels or their enlarged (scaled) equivalents. When the values
of the corresponding spectral components are made equal to zero in conformity with
Egs. (15) and (20), the visual quality of the restored medical image is noticeably
improved. In this case, the best evaluation of the image quality is the visual one -
when the peak mean square error is calculated (or if some other evaluation technique
is used) the calculated error will be large because the noise removal will be assumed
as quality deterioration.

The noise suppression depends on the choice of the filtrating matrices [M,] and

[M;], of size 8x8 and 4x4 respectively. On Fig. la,b are shown several matrices,

which were selected in result of experiments with big number of ultrasound medical
images.

On Fig. 2 are shown two-dimensional orthogonal functions with highest
correlation with the speckle noise structure, suppressed in accordance with Matrix
[My]-1 selection (Fig.1a).

The ability to select different combinations of two-dimensional coefficients for
the filtration permits to suppress speckles with different size and shape. In case when
the original image contains bigger speckles, it is possible to use pyramid with three or
even more levels in order to increase the size of the filtered patterns and to suppress
bigger forms. Usually this does not decrease significantly the compression ratio.
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[My] -1 [My] -2 [M] -3 [My] - 4 [Mo] -5

60123 0123 01 2 3 0123 01 23

Fig. 1.a. Five matrices [My]-1,2,..,5 of size 8x8 elements (here are shown only the 16 low-
frequency coefficients of these matrices; the remaining 48 are assumed equal to zero). Black
square - retained coefficient; white square - suppressed coefficient.

0 1 2 3

Fig. 1.b. Matrix [M;] of size 4x4 elements

o= =

(1,2)  (1,3) 2,1) (2,2) (2,0) 0,2) (3,0) 0,3)

Fig. 2. Examples of basic two-dimensional Walsh-Hadamard functions (k,/) of size 8x8 pixels,
which best correspond to speckle noise characteristics and are suppressed by the matrix [M,] -1.

The modified IPD method for compression and speckle noise suppression of US
medical images was compared with JPEG-based algorithm (version of Microsoft
Photo Editor in Microsoft Office XP Professional). The results obtained show that for
compression ratios up to 50:1 both methods are practically equivalent. The main ad-
vantages of the modified IPD method are that it offers the ability for speckle noise
suppression together with the compression and the lower computational complexity,
because the WHT transform needs smaller number of calculations. Besides, for higher
compression ratios (above 50) the visual quality of restored images after IPD com-
pression is much better than that for JPEG or even for JPEG 2000. For illustration
only on Fig. 3 is shown the restored test image “Axial” after compression of 137:1
with IDP and JPEG, and on Fig.4 — after compression 24:1 (for this compression all
images are visually same).
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Fig. 3.a. Test image “axial” after IDP Fig. 3.b. Test image “axial” after
compression 137:1 JPEG compression 137:1

a. Original image “Axial” b. After IPD with CR=24  c. After JPEG with CR=24
Fig. 4. Comparison of IPD and JPEG obtained for compression ratio (CR) = 24
For the example image on Fig. 4 the PSNR is not calculated, because the suppres-
sion of the speckle noise will result in lower value. The visual quality of the image is

retained. The detailed description of the influence of the digital filter parameters on
the restored image quality is given in earlier publication of the authors [15].

6 Conclusions

A new method for compression and speckle suppression for medical ultrasound imag-
ing is presented. The main advantages of the method are:

e The method permits ultrasound medical images to be compressed with high com-
pression ratio, together with significant speckle noise suppression;
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A set of filter matrices is selected which offers high flexibility for various medi-
cal applications.

The method is suitable for processing and archiving of medical images used in
image databases.

The method could be used successfully for other kinds of medical images (roent-
gen, etc.) as well.

The computational complexity of the new method is much lower than that of
JPEG 2000. Corresponding comparison is given in earlier publications of the au-
thors [14].

The future development of the method could be in the following directions:

Enhancement of the processing efficiency for color images, using the KL trans-
form;

e Enhancement of the noise suppression with pre- and post- image processing.

Acknowledgement. This work was supported by the Joint Research Project Bulgaria-
Romania (2010-2012): “Electronic Health Records for the Next Generation Medical
Decision Support in Romanian and Bulgarian National Healthcare Systems”.
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Adaptive Approach for Enhancement the Visual Quality
of Low-Contrast Medical Images
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Abstract. In the paper is presented one specific approach aimed at improve-
ment of the visual quality of underexposed or low-contrast medical images. For
this are developed adaptive contrast-enhancement algorithms, based on the
segmentation of the image area with relatively high density of dark elements.
The problem is solved changing the brightness intervals of the selected seg-
ments followed by equalization (in particular — linear stretch and skew) of the
corresponding parts of the histogram. The implementation is relatively simple
and permits easy adaptation of the contrasting algorithms to image contents, re-
quiring setting of small number of parameters only. The corresponding software
tools permit to change the image with consecutive steps and to evaluate the vis-
ual quality of the processed images. The original image is also available, which
permits easy comparison and evaluation. The obtained results prove the effi-
ciency of the new methods for image quality enhancement.

Keywords: Image contrast enhancement, Adaptive contrast enhancement, Im-
age segmentation.

1 Introduction

Contemporary medical diagnostic is highly related to image analysis. However, most
of these images are of relatively bad quality, which complicates the diagnostic
process. In most cases these images have low contrast and this makes their under-
standing too difficult. The problem with their quality enhancement is of high impor-
tance and had been explored by many researchers. The usual approach is based on
histogram equalization [1-6]. This method increases the global contrast of the
processed images, especially when the usable data of the image is represented by
close contrast values. In result, the intensities are better distributed on the histogram.
This allows the dark (low-contrast) areas to gain a higher contrast. Histogram equali-
zation accomplishes this by effectively spreading out the most frequent intensity val-
ues. In particular, the method leads to better views of bone structure in x-ray images.
In theory, if the histogram equalization function is known, then the original histogram
can be recovered and the calculation is not computationally intensive. A disadvantage
of the method is that it is indiscriminate. It may increase the contrast of background
noise, while decreasing the usable signal. However the method is very useful for
scientific images like thermal, satellite or x-ray images. Also histogram equalization

R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SCI1 473, pp. 69-F8]
DOI: 10.1007/978-3-319-00029-9_6 © Springer-Verlag Berlin Heidelberg 2013
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can produce undesirable effects (like visible image gradient) when applied to images
with low color depth. For example, if applied to 8-bit image displayed with 8-bit
gray-scale palette it will further reduce color depth (number of unique shades of gray)
of the image. Histogram equalization will work the best when applied to images with
much higher color depth than palette size, for example, for 12- or 16-bit gray-scale
images.

The local contrast enhancement is aimed at modification of the local characteristics
of the processed image. Specific for this approach is that it increases "local" contrast
in smaller regions, while at the same time preventing an increase in "global" contrast
— thereby protecting large-scale shadow/highlight detail. Unfortunately, it achieves
this by making some pixels in the histogram cross over each other, which is not poss-
ible when enhancing contrast using levels or curves. Local contrast enhancement
works similarly to sharpening with an unsharp mask; however the mask is instead
created using an image with a greater blur distance. This results in a local contrast
mask which maps larger-scale transitions than the small-scale edges which are
mapped when sharpening an image. The quality improvement of low-contrast images
is usually performed transforming the brightness of every pixel in accordance with a
function of some kind [1-5]. These functions could be in general classified as follows:

K/

¢ Linear, piecewise linear and non-linear transforms: logarithmic, hyperbolic, ex-
ponential, power-low transformations, etc.

s Statistical (adaptive) transforms: histogram equalization and modification, bi-
histogram transform [6] and transforms, based on local statistics information
(mean value, standard deviation, etc.);

« Membership functions for contrast adaptation by: minimization of image fuzzi-
ness; fuzzy histogram;

« Transforms of the kinds, pointed above, based on the global image histogram
data or on the local histogram, framed by a window, placed around every pixel
[81;

¢ Transforms, based on the local information analysis of the color position in the

color space [9].

The image contents analysis is of high importance when the objects boundaries
should be detected — for example, to define a tumor, or its real size [10-12]. In these
cases the image contrast enhancement is an additional tool for medical decision sup-
port.

The main disadvantage of these methods is their high computational complexity.

Each of the methods for image contrast enhancement offers very good results for
image quality improvement, when certain image classes are concerned, without being
a universal tool for this aim.

In this work is presented one new approach for contrast enhancement in images
with low-contrast areas, modifying their dynamic range. In section 2 are presented the
investigated methods, section 3 contains part of the obtained results and section 4
presents the conclusions. The comparison of the new method with the traditional
approaches for contrast enhancement proves its efficiency for image quality
improvement and medical decision support.
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2 Adaptive Contrast Enhancement

In this section are given 2 algorithms for adaptive contrast enhancement. Each algo-
rithm has its advantages and disadvantages, but bound together in special software,
they turn into an intelligent tool for visual quality enhancement and medical decision
support. All algorithms are based on the image histogram analysis.

2.1  Two-Part Histogram Enhancement

The low-contrast medical ultrasound images usually contain relatively small part of
the possible brightness values - usually, about 30%. The test image “axial” and its
histogram are shown on Fig. 1.a,b.

Fig.1.a. Test ultrasound image “axial” b. The histogram of the test image

The algorithm for two-part histogram enhancement is presented below:
» The image histogram is calculated in accordance with the relation:
Wk)=n(k)n for k=0,1,2, .. Kyax , (1)

where:  n(k ) is the number of the pixels in the discrete brightness level k;

nis the total number of pixels in the image;
Kmax 1S the maximum number of brightness levels.
» The maximum of the histogram is detected.

B = maxth(k)) for k=0,1,2, . . k- 2)

» The ends of the “meaning” histogram values are detected. These are the bright-
ness values, which represent number of points, larger than 0.1% of the pixels in
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the image. The corresponding part of the histogram is defined by the blue lines on
Fig. 2.

» Two points are calculated, which expand the histogram with approximately 30%
in each direction, i.e. - higher or lower than the end “meaning” values (Fig. 2).
The new end points are placed at J; and J, outside the “meaning” area, placed
correspondingly. All other brightness values are excluded from the processing (in
fact, usually there are no pixels of such brightness values in ultrasound images).

8z

Fig. 2. The boundaries of the expanded image histogram

» The brightness of each pixel is then recalculated, using special tables following
the corresponding linear relations.

2.2 Three-Part Histogram Enhancement Based on Histogram-Adaptive
Segmentation

In order to achieve easier processing, the image contrast is first evaluated. For this is
used the contrast coefficient K, calculated in accordance with the relation below [3]:
_k ki

— min 3
kmax+ kmin ( )

max_

where k,,,, and k,,;, are correspondingly the maximum and the minimum brightness
levels in the processed image.

In case, that K<K, (where K is a threshold value), defining the image as one of
low contrast, then its brightness histogram h(k) is strongly distorted and it has an out-
lined maximum, %,,,,. The image histogram is calculated in accordance with Eq. 1.

The method for image contrast enhancement comprises two consecutive steps:
brightness image segmentation (respectively - gray level segmentation) analyzing its
histogram h(k), and brightness transformation for the pixels in the defined segments in
accordance with table, corresponding to the segment histogram.

In the first step for the case, when K<K), is performed image segmentation, using the
thresholds k; and k;, in result of which the brightness range is divided into three seg-
ments (A, B, C). The assumption is that in the second segment B is clustered too big
number of pixels with close brightness values, what distorts the image contrast. In
order to improve the image quality, the dynamic range of this segment should be
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“stretched”, and the dynamic ranges of the two remaining segments — correspondingly
“skewed”. The algorithm for the calculation of the thresholds is presented as follows:

The image histogram is calculated

The maximum of the histogram is defined (Eq.2):

The value of the segmentation boundary is calculated as t=o#,,,,, where o<1,

The values of the thresholds k; and &, are defined in accordance to relations be-
low:

hk)<t for k=0,1,2, .. k-1,
W)=t for k=kot1, ko2, . . Ko o))

In the second step, the gray-level k for every pixel in the three segments A, B and C is
transformed in accordance to individual table, as follows:

galk) i 0<k<ky
g(k)=1gp(k) if KkSk<ky 5)
gC(k) lf k2<k Skmwc'
Here ga(k), gp(k) and gc(k) are the corresponding tables for brightness transformation
for segments A, B and C. In order to improve the image quality of the low-contrast
image areas the thresholds k;, k, of the segment B are widened (stretched) up to
(k;—0;)20 and (k,+0, )< 255 skewing the segments A and C. In this case J; and
0, are parameters, which define the contrast enhancement for the segment B and cor-
respondingly — the change of the contrast range for segments A and C. Each bright-
ness transformation table is defined in accordance to the condition for histogram
equalization for the corresponding image segment A, B or C with modified (stretched
or skewed) dynamic range:

k
galk)=(k=8, )Y hy(l),

=0

k
ga(k)=(ky—k;+6,46, ) D hg(1)+(k;=6; ), (6)
I=k—5,

k
8c(k)=(kpa=ky=8,) D he(1)+(ky+6,).
I=k,+5,
In particular, in case that the histogram of the corresponding segment is constant:
ha(k ):ki ; for k=01,.k—1;
1

hB(k)zﬁ : for k=k, k+1,..k,; (7

2 1

hc(k):ﬁ, for k=ky+1,ky+2,..k

max’
max 2
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The table for the brightness transform for each segment is linear and the relations
are correspondingly defined as:

k—~o
gA(k)=[ Ik IJk;

1

gulk)= k—ky=6,-6, k+ O,k + 6k, . (8)
k]_ k2 kl_ k2
gc(k)z kmax_ k2_ 52 k+ §2kmwc )
kmax_ k2 kmwc_ k2

In this case the brightness levels in the range (k;, k) are stretched in accordance with
a linear relation and corresponding inverse operations are performed for the two re-
maining histogram segments (0, k;-1) and (ky+1, k).

In the case, when k =1 or k,=k,,,, the image histogram is divided into two segments
(A and B) only and the corresponding brightness levels are processed in similar way,
as it was already explained for three-segment (A, B and C) case. For this the dynamic
range of the segment A (or B), which contains the low-contrast objects is stretched,
and the range of the other segment — correspondingly skewed.

The same method is also suitable for processing of color R, G, B images. In this
case, the contrast enhancement is performed after transformation into the Y, Cr, Cb
format, after which the brightness component (Y) is processed in the already described
way. Then the three components Y, Cr, Cb are transformed back into R, G, B
format.

3 Experimental Results

For the experiments was used the still image database of the Laboratory for Image
and Sound Processing of the Technical University of Sofia, Bulgaria. For the experi-
ments were used more than 800 medical images of various sizes (.bmp files) from the
image database of the Laboratory. The software implementation of the method was in
C++, Windows environment. The values of the most important parameters permit
changes, which result in corresponding changes in the restored images. Besides, the
original image is retained and this is a good basis for comparison. Part of the experi-
mental results is shown below.

3.1 Experiments for the Two-Part Histogram Enhancement

The method is suitable for contrast enhancement of low contrast images of any kind,
but it best suits mammographic images (examples shown on Figs. 3 and 4).
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a. Original test image b. After histogram enhancement

Fig. 3. Result obtained after Two-part histogram enhancement

a. Original test image b. After histogram enhancement

Fig. 4. Result obtained after Two-part histogram enhancement

The results obtained for X-ray images are promising also (Fig. 5)

a. Original test image b. After histogram enhancement

Fig. 5. Results for X-ray images obtained after Two-part histogram enhancement

3.2  Experiments for the Three-Part Histogram Enhancement

The test image “axial 2” is of size 350x432 pixels, 8 bpp (Fig.6). The histogram com-
prises brightness values from 33 up to 180. The histogram enhancement was done
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stretching the “meaning” part up to 70% (Fig. 6b); and 80% (Fig. 6¢). Each of the
presented results shows up different parts of the object, depending on the depth,
which corresponds to selected threshold brightness values.

a

Fig. 7. a. The image from Fig. 6.a, after global contrast enhancement; b. After global histogram
equalization

For comparison, on Fig. 7 are shown results obtained after the global contrast en-
hancement (the proposed method) and after global histogram equalization (using Co-
rel Photo Paint).

The same method is suitable for processing of low-contrast images of any kind.
Example is shown on Fig. 8. The original image “Cave” is of size 800 x 600 pixels,
24 bpp. The image is of low contrast (the brightness values are in the range from 0, up
to 110). The histogram is widened up to 70% of the global range and the result is
shown on Fig. 6.b. It is easy to notice, that some objects become visible, retaining the
natural view of the picture.
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Advantage of the method implementation is that the original image is always re-
tained and available for visual comparison. Similar results were obtained for mam-
mographic images.

Fig. 8. a. Original test image “Cave”; b. After 3-part histogram enhancement up to 70%.

4 Conclusions

The methods for contrast enhancement of medical images, presented in this work,
have the following advantages compared to other similar methods:

The contrast enhancement permits to visualize various depths of the image, giving
new visual information.

The computational complexity of the method is relatively low: Compared to me-
thods based on image processing, which comprise wavelet transforms, the offered
method is much faster and permits to perform real-time processing even for remote
diagnostic purposes.

The use of the proposed methods is user-friendly, because the processing depends
on low number of parameters, which could be easily changed by the operator.

The obtained results are of high importance for the efficient compression and arc-
hiving of medical information based on the special format, developed at TUS, be-
cause the contrast enhancement also enhances the compression efficiency.

The computational complexity of the compression method and its efficiency were
compared to famous contemporary standards, JPEG and JPEG 2000 (the medical
DICOM standard is based on JPEG). The advantages of the new format and the com-
parison with JPEG and JPEG 2000 standards were given in detail in earlier publica-
tions of the authors [13-16].
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Abstract. Most of the X-ray images are no truly isotropic and its quality varies
depending on penetration of X-rays in different anatomical structures and on the
technologies of their obtaining. The noise problem arises from the fundamentally
statistical nature of photon production. This paper presents an approach for X-
ray image enhancement based on contrast limited adaptive histogram equaliza-
tion (CLAHE), following by morphological processing and noise reduction,
based on the Wavelet Packet Decomposition and adaptive threshold of wavelet
coefficients in the high frequency sub-bands of the shrinkage decomposition.
Implementation results are given to demonstrate the visual quality and to analyze
some objective estimation parameters in the perspective of clinical diagnosis.

Keywords: X-ray images, CLAHE, Noise reduction, Wavelet Transformations.

1 Introduction

X-rays are especially useful in the detection of pathology of bony structures, as well
as detecting some disease processes in soft tissue. An "artifact” on a diagnostic X-ray
image may appear as light or dark spots, lines, fogging, specks, etc. They can be
caused by motion, poor contact between the film and the cassette that holds the film,
and so on. The quantum noise is dominant and comes from the quantization of energy
into photons. It is Poisson distributed and independent of measurement noise. The
measurement noise is additive Gaussian noise and usually negligible relative to the
quantum noise. It comes from the motion of patient [1].

Many techniques are available to enhance the quality of X-ray images; one of the
most well known image enhancement techniques is the histogram equalization tech-
nique. There are still situations where image enhancement on a uniform histogram
may not be the best approach. So other histogram techniques may need to be used,
such as adaptive histogram equalization. Adaptive histogram equalization has the
disadvantage to enhance not only the image, but also it enhances the noise in the im-
age [2]. The wavelet thresholding scheme [3], which recognizes that by performing a
wavelet transform of a noisy image, random noise will be represented principally as
small coefficients in the high frequency sub-bands. So by setting these small coeffi-
cients to zero, will be eliminated much of the noise in the image.

In this work is presented an integrated approach for increasing contrast of the
X-ray image or of its selected regions of interest (ROI), based on contrast limited
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adaptive histogram equalization (CLAHE) and noise suppression and detail preserva-
tion abilities of the image, based on morphological processing and wavelet transfor-
mations. By properly choosing of opening, closing and top & bottom hat filtration and
suitable form of structuring element, local structures can be eliminated or local geo-
metry of the investigated object can be modified [4]. The reduction of noise compo-
nents is made on the base of 2D wavelet packet transformations. To improve the
diagnostic quality of the medical objects some parameters of the wavelet transforms
are optimized such as: determination of best shrinkage decomposition, threshold of
the wavelet coefficients and value of the penalized parameter of the threshold. This
can be made adaptively for which image on the base of calculation and estimation of
some objective parameters.

The paper is arranged as follows: In Section 2 is given the basics stages of the pro-
posed approach; in Section 3 are presented some experimental results, obtained by
computer simulation and their interpretation and Section 4 - the Conclusion.

2 Basic Stages for X-Ray Image Enhancement

Image enhancement techniques are applied to grayscale X-ray images which exhi-
bited disease processes. We purpose to define a region of interest (ROI) in the image
in the case of very big images, too. It can be selected in interactive procedure from
the operator. The result of ROI image is written in a file format that can be used in
next processing.

The general algorithm consists of three basic stages, used to improve the image
quality.

e Contrast limited adaptive histogram equalization (CLAHE) for contrast
enhancement ;
e  Morphological processing for detail preservation capabilities;

e Noise reduction based on wavelet packet decomposition and adaptive
threshold.

2.1  Contrast Limited Adaptive Histogram Equalization (CLAHE)

Contrast limited adaptive histogram is a technique utilized for improving the local
contrast of images. It is a generalization of ordinary histogram equalization and adap-
tive histogram equalization. CLAHE does not operate on the whole image like ordi-
nary Histogram Equalization (HE), but it works on small areas in images, named tiles.
Each tile's contrast is enhanced, so that the histogram of the output area roughly
matches the histogram determined by the 'Distribution’' parameter. This parameter can
be selected depending on the type of the input image. The adjacent tiles are then com-
bined using bilinear interpolation to eliminate artificially induced boundaries.The
contrast, particularly in homogeneous regions, can be limited to avoid amplifying any
unwanted information like noise which could be existing in images. The algorithm
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CLAHE limits the slope associated with the gray level assignment scheme to prevent
saturation. This process is accomplished by allowing only a maximum number of
pixels in each of the bins associated with the local histograms. After “clipping” the
histogram, the clipped pixels are equally redistributed over the whole histogram to
keep the total histogram count identical. The CLAHE method can be divided into
steps to achieve as following [5]:

e The X-ray image is divided into contextual regions which are continuous and
non-overlapping. Each contextual region size is MxN pixels;

e The histograms of each contextual regions are calculated;

e The histograms of each contextual regions are clipped.

For limiting the maximum slope is to use a clip limit  to clip all histograms. This is a
contrast factor that prevents over-saturation of the image specifically in homogeneous
areas. These areas are characterized by a high peak in the histogram of a particular
image tile due to many pixels falling inside the same gray level range. This clip limit
can be related to what is referred to as clip factor, a in percent, as follows [6]:

_MNYL L 2 g
ﬂ_ L |:]+100(Smax ]):|’ (1)

where MxN are numbers of pixels of each region and L is the number of grayscales.

If the clip factor is equal to zero the clip limit becomes exactly equal to (MN/L),
moreover if clip limit is equal to 100 the maximum allowable slope is S,,,,. Normally
Smax 18 set to four for still X-ray images. However, for any other application, it is rec-
ommended to obtain a good choice for S, by experiment. As clip factor is changing
between zero to hundred, the maximum slope, in each mapping, is changing between
1to S,ax

Finally, cumulative distribution functions (CDF) of the resultant contrast limited
histograms are determined for grayscale mapping. The result mapping at any pixel is
interpolated from the sample mappings at the four surrounding samplegrid pixels.
Pixels in the borders of the image outside of the sample pixels need to be processed
specially. The neighboring tiles were combined using bilinear interpolation and the
gray scale values were altered according to the modified histograms [5].

The procedure of CLAHE can be applied to Y component of the selected image
that is processing in YUV system as more effectiveness.

2.2 Morphological Processing

Mathematical morphology is a powerful tool for the representation and description of
region shape like boundaries, skeletons and the convex hull. Besides there are many
morphological techniques for pre- or post-processing such as erosion, dilatation,
opening, closing, thinning and top & bottom hat filtering. Morphology is based on set
theory.
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Two sets, A and B, are combined by one or more operations such as translation,
reflection, complement or difference. Set A is usually referred to as the image ele-
ment, while set B is referred to as the structuring element.

The next step in the purposed approach included morphological processing by the
operators: opening, closing and top & bottom hat filtering, which are used to detail
preservation capabilities [4].

Opening (Ao B) and closing (A ¢ B), two useful morphological operations, can be
built by combining dilation and erosion as follows:

AoB=(A® B)®B 2
A*B=(A ®B) OB 3)

Both, opening and closing, tend to smooth the contour of an image, but whereas open-
ing breaks narrow isthmuses and eliminates thin protrusions, closing fuses narrow
breaks, eliminates small holes and fills gaps in the contour. The top & bottom hat
filtering extracts the original image from the morphologically closed version of the
image.

Thu(A)=A-(AoB) “
Byu(A)=(A*B)-A &)

One principal application of these transforms is in removing objects from an image by
using a structuring element in the opening and closing that does not fit the objects to
be removed. The difference then yields an image with only the removed objects. The
top-hat is used for light objects on a dark background and the bottom-hat — for dark
objects on a light background. An important use of top-hat transformation is in cor-
recting the effects of non-uniform illumination.

Local structures can be eradicated or local geometry of the inspected object can be
customized by appropriate selection of opening and closing filtration, top and bottom
hat filtration and proper form of structuring elements and its parameters. In addition
each of morphological operation can be used many times. All these elements of the
procedure of morphological processing can be determined on the base of the calcu-
lated estimation parameters. Peak signal to noise ratio (PSNR) and Effectiveness of
filtration (Egg) values are higher for better quality of the X-ray image, where the value
of Noise reduction rate (NRR) is lower.

2.3  Noise Reduction Based on Wavelet Packet Decomposition and Adaptive
Threshold

Noise in X-ray images is a multi-source problem and arises mostly from the
fundamentally statistical nature of photon production. In an image contained Poisson
noise can be presented as an additive noise model for each pixel is as follows (6):

s(x,y)=f(x,y)+n(x,y) (6)

where f(x,y) is the desired image without noise; n(x,y) is the noise.
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The algorithm for noise reduction based on wavelet packet transform contains the
following basic stages:

1) Decomposition of the X-ray image

The wavelet packet methods for noise reduction give a richer presentation of the
image, based on functions with wavelet forms, which consist of 3 parameters:
position, scale and frequency of the fluctuations around a given position. They
propose numerous decompositions of the image, that allows estimate the noise
reduction of different levels of its decomposition. For the given orthogonal wavelet
functions exists library of bases, called wavelet packet bases. Each of these bases
offers a particular way of coding images, preserving global energy, and reconstructing
exact features. Based on the organization of the wavelet packet library, the
decomposition can be determined from a given orthogonal wavelets. An optimal
decomposition is used with respect to a conventional criterion. In case of denoising
the 2D joint entropy of the wavelet co-occurrence matrix is used as the cost function
to determine the optimal threshold. In this case 2D Discrete Wavelet Transform
(DWT) is used to compose the noisy image into wavelet coefficients [3].

We propose in the paper another adaptive approach. The criterion is a minimum of
three different entropy criteria: the energy of the transformed in wavelet domain im-
age, Shannon entropy and the logarithm of energy [7].

Looking for best adaptive shrinkage decomposition to noise reduction, two impor-
tant conditions must be realized together [8]. The conditions are as follows:

E.=min, fork=1,2,3....n @)
where E; is the entropy in the level K for the best tree decomposition of image.

5;=T 8)

ij=

2) Determination of the threshold and thresholding of detail coefficients

By determination of the global threshold it is used the strategy of Birge-Massart [9]. It
uses spatial-adapted threshold, which allows to determinate the thresholds in three
directions: horizontal, vertical and diagonally. The threshold can be hard or soft. The
soft-thresholding function takes the argument and shrinks it toward zero by the thre-
shold. The soft-thresholding method is chosen over hard-thresholding, because it
yields more visually pleasant images over hard-thresholding. To become more pre-
cisely determination of the threshold for noise reduction in the image we can penalize
adaptively the sparsity parameter a. Choosing the threshold too high may lead to visi-
ble loss of image structures, but if the threshold is too low the effect of noise reduc-
tion may be insufficient.

3) Restoration of the image

The restoration of the image is on the base on 2D Inverse Wavelet Packet Transform.
The reconstructions level of the denoised image is dependent on the level of its best
shrinkage decomposition.

4) Estimation of filtration.
The procedure for noise reduction can be determined on the base of the calculated
estimation parameters. All adaptive procedures in the proposed algorithm are made
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automatically, based on calculated estimation parameters. PSNR and Egp values are
higher for better denoised X-ray image where the value of NRR is lower.

3 Experimental Results

The formulated stages of processing are presented by computer simulation in
MATLAB, version 7.14 environment with using the IMAGE PROCESSING and
WAVELET TOOLBOXES. In analysis are used 20 real grayscale X-ray images with
different sizes in cases of bone structures from the head. The original images have
been done in jpeg file format. By post processing they are converted in bmp format.
The results from the experiments are illustrated with X-ray image of the head with
size 2869x3851 pixels, presented in Figurel.

Fig. 1. The original X-ray image

The obtained averaging results by processing of ROI images with size 1220x3260
pixels are shown in Table 1. It presents the values of the objective quantitative estima-
tion parameters such as PSNR, Signal to noise ratio in the noised image (SNRy), Sig-
nal to noise ratio in the filtered image (SNRg), Effectiveness of filtration (Egg) Noise
reduction ratio (NRR) in the different stages of the algorithm.

The best results by contrast enhancement using CLAHE are obtained by bell-
shaped form of histogram (Rayleigh distribution) and clip limit 0.05. In MATLAB
environment the clip limit must be between 0 and 1 and is the normalized value, for
example 0.5 means 127.5 for a uint8 image and 1.0 is 255. Higher clip limit values
will clip fewer values and thus they will be spread out more, hence more contrast.

The best results of morphological processing (MP) are obtained by line structuring
element (LEN=2; DEG=60) using top& bottom hat operator. The values of PSNR and
Effectiveness of filtration (Epg) are maximum and the value of NRR is minimum
(0.5), and shows that the noise is about two times reduced. By using of disk-shaped
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structuring element and especially a diamond-shaped structuring element can be ob-
tained well-defined outlines of some tissues, but the values of the noised components
in the image are greater.

The best results by noise reduction of Poisson noise are obtaining by Coiflet wave-
let packet functions, adaptive shrinkage decomposition (best tree) on the base of the
second level and minimum of the Shannon entropy criteria, by using of hard pena-
lized threshold. By using of the log energy and energy criteria the effectiveness of the
filtration is smaller. In order to quantify how much noise is suppressed by the pro-
posed noise reduction approach, the noise reduction rate is computed. The obtained
average results for NRR are around 0.3 and shows that the noise is three times re-
duced. The values of PSNR and Effectiveness of filtration (Egr) are sufficient.

Table 1. Simulation results for stages of processing of X-ray ROI images

Stage of processing PSNR [dB] SNRy[dB] SNRr [dB] Err [dB]
CLAHE 25.421 - - -
Morph.

Processing (MP) 28.483 10.518 12.301 1.783
Noise

Reduction 29.315 12.301 14.233 1.932

A visual presentation of X-ray ROI image and its modifications as a result of dif-
ferent stages of processing can be seen in Figure 2.

a

Fig. 2. The selected ROI from the original X-ray ROI image and its modifications as a result of
processing: a) original; b) after CLAHE; c) after CLAHE and MP; d) after CLAHE and MP
and noise reduction on the base of WPT
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The so obtained results can be compared with other methods for X-ray image en-
hancement and noise reduction, based on histogram equalization (HE), CLAHE and
wavelet discrete transform (DWT) [2,10,11]. Table 2 contains the averaging results
from the simulation obtained by comparison of the methods: histogram equalization
(HE); histogram equalization following by noise reduction, based on wavelet packet
transformation (HE+WPT); CLAHE, following by noise reduction, based on wavelet
transformation (HE+DWT); Median filtration, following by CLAHE and noise reduc-
tion, based on wavelet transformation (MF+CLAHE+DWT). The best results are
obtained by the proposed approach.

Table 2. Simulation results obtained by different methods for X-ray image enhancement

Method of processing PSNR [dB] SNRy[dB] SNRr [dB] Err [dB]
HE 20.321 - - -
HE+WPT 28.678 9.372 12.188 2.816
CLAHE 25.421 - - -
CLAHE+DWT 28.923 9.372 13.646 3.914
MF+CLAHE+DWT 27.514 9.372 13.110 3.738
CLAHE+MP+WPT 29.815 9.372 14.233 4.861

A visual presentation of the X-ray ROI image and its modifications as a result of
processing by different methods can be seen in Figure 3.

a

Fig. 3. The modifications of a X-ray ROI image as a result of processing: a) HE; b) HE+WPT;
¢) CLAHE; d) CLAHE+DWT; e) MF+CLAHE+DWT; f) proposed approach
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In Figure 4 are presented the calculated original histogram of the X-ray ROI image

and its modifications after histogram equalization (HE), CLAHE and after processing
by proposed approach.

£l ] | 0 w w = 5]

a b c d

Fig. 4. The histograms of the X-ray ROI image: a) original; b) equalized (HE); c) equalized
(CLAHE); d) after processing

The experimental results showed enhancement of the image and increasing of im-

age information in consequence of brightness level restoration.

The implemented studying with X-ray images and the obtained experimental re-

sults has shown that:

4

The proposed approach, based on CLAHE, shows good results when used to
enhance X-ray images. However artifacts are considerably amplified when tiles
are more than 16x16;

CLAHE can enhance not only the contrast of the image but it can also reduce the
noise in the homogenous areas;

The proposed effective approach for contrast increasing and noise reduction
based on WPD can be adaptive applied for every stage of image processing;

A complementary adjustment can be made in the case of the level of wavelet
shrinkage decomposition and the sparsity parameter a of the penalized
threshold.

Conclusions

In the paper is proposed a new and effective adaptive approach for X-ray image en-
hancement. It’s based on CLAHE, morphological processing and wavelet packet
transformation. The implemented algorithm provides a basis for further investigations
in several directions:

The enhanced X-ray images can be post processed with methods for segmenta-
tion, based on adaptive WPD for detection of specifically regions and edges with
more diagnostic information;

The enhanced X-ray images can be used for better visualization in 3D
reconstruction;
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Some statistical characteristics such as histogram of the images and the functions of
noise distribution can be analyzed for full automatically noise reduction.

The obtained image database can be easily implicated for classification of different
diseases.
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Abstract. In this paper a novel approach for medical images transform by the
Multistage Principal Component Analysis (MPCA) algorithm is presented. It
consists of applying PCA over series of pixels grouped two by two in multiple
stages. The process is extremely straightforward and the computation complex-
ity is considerably reduced in comparison to the full PCA performed over the
whole image. Promising results are achieved experimentally over a multitude of
test images and the proposed approach is considered very perspective for both
lossy and lossless compression of medical visual data.

Keywords: Medical image transform, Compression, 2D Multistage PCA.

1 Introduction

The Principal Component Analysis (PCA) [1-6] is one very useful statistical data
transform technique, optimal in relation to energy compacting and mean-squared error
minimization after truncation in the transform domain. By applying PCA to an image,
it creates the image basis vectors, which are orthogonal, and thus, a full decorrelation
of their components is achieved. By assuming the row and column-independent statis-
tics, the generation and implementation of the 2D-PCA are simplified by using two
consecutive 1D-PCA.
The main problems arising when applying the PCA for the image transform are:

e the considerably higher computational complexity compared to those of the deter-
ministic orthogonal transforms, such as the Discrete Fourier Transform (DFT), the
Discrete Cosine Transform (DCT), the Hadamard Transform, etc.

e in the general case, there is no “fast” algorithm for PCA (there is such only for a
class of images which can be represented as First Order Markov Process [1]);

e the criterion for the minimal mean squared error on which the PCA is based, is not
always acceptable for subjective evaluation of the vast majority of real images.

In spite of this, the PCA has been used as a benchmark in evaluating the performance
of other transforms. It has also provided an incentive for the researchers to develop
signal independent (fixed) transforms that not only have fast algorithms but also ap-
proach PCA in terms of performance. In the recent years a number of algorithms for
lossless image compression were proposed, such as the integer reverse PCA [5], the
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stream and parallel faster implementations of PCA [6], the recursive implementation
of PCA [7, 8], the PCA transform with the use of neural networks [11, 12]. For the
last two approaches the calculation of the PCA matrix 2"x2" (n > 2) needs from sever-
al hundred up to several thousand iterations. These algorithms are practically hard to
use in image processing systems with higher demands for execution time. There is a
large amount of practical applications far beyond image compression with such re-
quirements, e.g. numerous GIS [13], text analysis systems [14], etc.

In this paper, a new block-based algorithm is proposed for 2D Multistage PCA
(2D-MPCA) with reduced computational complexity and easy implementation in
streamed fashion. This approach makes use of several stages including PCA with a
transform matrix of size 2x2. The paper continues with the following parts: presenta-
tion of the algebraic method for image transform by PCA with a matrix of size 2x2,
the description of the block-based 2D-MPCA algorithm, the evaluation of its compu-
tational complexity, experimental results for the transformation of test medical images
by 2D-MPCA, and conclusions.

2 Image Transform by PCA with a Matrix of Size 2x2

For each grayscale image represented in a matrix form [C], consisting of P=MxN
pixels, can be defined S=P/2 vectors C‘s = [CIS,CZS]T (s=1,2,..,5). As an example in
Fig. 1 is given the image [C] of 4x4 pixels, forming a group of S=8 vectors:
c=[c,.c, 17, 622 [C12’C22]T , oo s Cg=[Cg,Crg]” (the direction of the vectors
was chosen to be horizontal).

CO1+O |GOTO
CO+0O |cOotO
[Cl=r -
CO1+0O |cO+O
CO+O GO0

Fig. 1. Digital image with P = 16 pixels, consisting of S = 8§ vectors

Each vector is then transformed into the corresponding vectors L, = [LIS , L2s] !

through adaptive PCA, and using the matrix [ @], of size 2x2 (1D-PCA 2x2). Its ele-
ments @, are calculated following the general algorithm for KLT [2, 3], as given
below:

1. The covariance matrix [Kc] of size 2x2 for the vectors C; is calculated:

1 . - = =T kll k12
K .|l=— CcC' - = R 1
[ C] S ss lucluc |:k21 k22 ( )
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= =T _ 1<
where U, = [Cl,CZ]T is the mean vector (X = E( x;) = —sz - mean operator).
s=1
2. The elements of the mean vector f, and the covariance matrix [Kc] are defined by
the relations:

C,=E(C,,), C,=E(Cy,), 2
ky=k=E(C{,)~(C))?, kp=k,=E(C3,)—(C,)*, 3
kip= ko= k3= E(C,,Cy,)—(C, )(C,). 4

3. The eigenvalues A;,4, of the matrix [K(] are the solution of the characteristic equ-
ation:

detl k; ;= A, ; |=A +(ky+ky JA+(kik, —k3 ) =0. (5)

Since the matrix [K(] is symmetric, its eigenvalues are real numbers:
1 ﬁ 1 2 2
/11—5 (ky+ky)++(k—k, )" +4k; /12—5 (ki+ky)—+(k—k, )" +4k; (6)

4. The eigenvectors Q:Jl and @2 of the matrix [K(] are the solutions of the systems of
equations below:

2
2
@, =Y @) =1, forit =1,2. (7
j=1

2
> k@, =P, and
Jj=1

The solution of each system of equations (7) is used to calculate the components of 1™

eigenvector di = [¢1t,¢2t] T which corresponds to the eigenvalue A:

a+y B
V2P +ay) 27+ ay)
D A Y S WY ©)

2-an “ ar-ap)

where a =k—k,, B=2k; and y* =+ >,

In the Eq. (9), in order to satisfy the relation 4/ 2(7/2— ay) #0 it’s necessary to
have satisfied the requirement k; #0 (i.e. the mutual covariation between the vectors

C, should be positive or negative). If the opposite is true (i.e., for k;=0), the

1D-PCA 2x2 is not applied because the vectors C s are decorrelated.
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The matrix [05] for the 1D-PCA2xX2 comprises the eigenvectors (131 = [@11,¢21]T
and @, =[D,,,D,,]":

a+y B
o | [@, @] 1 \/7/2+ ay \/7/2+ ay
[o]=| ! |= =— . (10)
Q)| ([P Pp| V2|_227 B
Jr-ar r-ey
In particular, if =0 (fork,=k,) from Eqgs. (8,9) follows that 431 =L[1, 1]’ and

NG

1 ¢ . 1 I 1 .
[— 1, 1] . Then the matrix for the 1D-PCA 2x2: [¢]=— | coin-

2= \/5 \/E -1
cides with the rotation matrix of size 2x2, by which the right-oriented coordinate
system (C;,C,) is rotated at an angle (774) in the counter-clockwise direction, rela-

@

tive to the right-oriented coordinate system (L;,L,) .
5. The direct form of the 1D-PCA 2x2 for the vectors éS: [Cls,Czs]T, from which
are obtained the vectors L.=[L,,,L,.|" ,is:

{L“} :{djﬂ ¢21}{(C“_9)} fors=12..S85. (11)
L2§ 4512 ¢22 (C2s_C2)

6. The inverse form of the 1D-PCA 2x2 for the vectors ZS , that are transformed into

the vectors Cﬁ’s = [CIS,CZS]T , 18t

C @, &,L C,
[ “}=|: 1 12}[ “}+|:_l} fors=12,...,8. (12)
CZs @21 ¢22 L2s CZ

Here, the matrix of the inverse 1D-PCA 2x2 is:
a+y a-y

D, Dy | el 1 \/7/2"'0‘7 \/?’2—0‘7
{ }-m-@]-ﬁJ ; Jﬂ . (13)
Vray r-ay

Dy Py
7. The elements @, of [®] are functions of @to which the coordinate system (L, Ly)
is rotated in relation to the initial system (C,,C,) , as a result of the 1D-PCA 2x2. If

the coordinate systems (C,,C,) and (L;,L,) are selected to be right-oriented, then
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the matrix [@(#)], used for the rotation at the angle @ in the counter-clockwise direc-
tion, is given by the expression:

[(p(a)]:{@“(é’) @21(9):|:|:CO_.S‘9 sinﬁ}’ (14)
D,(0) Dy(8)| |—sin@ cosl

2k
where 8 = arctg (M] = arctg (LJ = arctg 3
ky=k,y

®,,(0) a+y k) 2+ 4k |

The elements of the rotation matrix [@(6)] are:

cos@zcos[arctg( i j]z ary , (15)

a+y ) \2pety)

sin9=sin[arclg( B J]= B . (16)
a+y ) 2pa+y)

If 19260 =21g@/(1—1g°6) , the rotation angle @can be estimated in the following way:

0 =larctg(£j = larctg i . (17)
2 o) 2 ki—k,
Then from Eq. (14) follows that the rotation matrix for the 1D-PCA 2x2 is:

. B

cos@  sin@ oa+y a+y (18)
DO)|= =t .
[ ( )] —sin@ cos@ J2y(a+y) | _ B 1
a+y

In case that & =0, the rotation angle is #=7/4 and cos@=sinf = l/\/E . In corres-

11
pondence to Eq. (14) the matrix for the 1D-PCA 2x2 is: [@(7/4)]= L{ } .

211

When the initial coordinate system is right-oriented, and the system rotated at an
angle @is left-oriented (the case of rotation with reflection), the rotation matrix is:

B
1
o sin@ oa+y o+
o e |G,
sin@ —cos@ 2y(a+y) B -1

a+y

When a =0, the matrix for 1D-PCA 2x2 coincides with that of Hadamard.
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From Egs. (8), (9), (11) follows:

(a+y)(C— C1)+,B(C2v Cz)
2ra+p)

Ly = (20)

-B(C\— C1)+(0‘+ NGy~ Cz)
V2na+y)

L= en

where L, and L,, are the decorrelated components of the transformed vector L .
In accordance with Eqs. (8), (9), (12) for s = 1,2,...,S, the components C;, and C,,

of the recovered vectors C; are:

(a+ 7/)Llr _ ﬂLQS‘ E]? (22)
\/27/(0(+ 7) \/27/(0(+ 7)
ﬁl’ls (0(+ }/)l’ZS‘ 52- (23)

ety \/27(a+ ?)

From Eqgs. (11)-(12) and (18)-(19) follows that for the direct or inverse 1D-PCA 2x2
is necessary to know 3 parameters only (these are 6, C_‘, and C_’2 ) to execute the trans-
form successfully.

3 The 2D Multistage PCA-Based Algorithm

In order to apply the 2D-PCA over a grayscale image, its matrix should be divided
into blocks and over each one of them the 1D-PCA has to be implemented — at first
horizontally over the rows and then - vertically over the columns. The main difficulty
as suggested in the first part of this paper appears, when rows and columns have sig-
nificant length leading to high computational complexity of the transform. Here a new
approach is revealed in the form of the 2D-MPCA, taking in use the 1D-PCA already
described above. For each block of size 2"x2" (n = 2, 3,...) the 1D-PCA with a matrix
2x2 is performed sequentially n times over the consecutive rows at first and then over
the consecutive columns, where the vectors being processed are two-dimensional.
After each 1D-PCA 2x2, the components of the transformed vectors are rearranged,
and after that - used for the calculation of new covariance and transform matrices. The
goal of the rearrangement is to obtain a new vector with all of its components ar-
ranged in decreasing order - the rearrangement in Fig. 2 is an exemplary. Prior to
performing each 1D-PCA 2x2, the condition k; # O is checked and if it is not satisfied,
the rearrangements of the vectors in the selected direction are ended. After finishing,
all stages of the 2D-PCA decorrelated elements for each block of size 2"x2" are
stored.
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Output
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Fig. 2. Direct 3-level 1D-MPCA for the vectors C,=[C;,,C,,|" .s=12.34

The whole process is illustrated in Fig. 2. There are 4 vectors with two components
C=1¢,,,.c, 1 ...C,=[Cy4,Coy | . In light shades (pink) are shown the L components

of the transformed vectors and in the dark shades (blue) are shown the H components
after each stage. There are 3 stages shown here. When the rotation matrix [D(6 )]

with a reflection is used, the components L and H of the transformed vectors are esti-
mated by the relations:

L, cos®,  sinb, | L—L,
| o — (24)
H,, sing, —cos8, | H—H,



96 I. Draganov, R. Kountchev, and V. Georgieva

where gi:%amg[_% jfori= 1,2,3. (25)

i M2

Here the parameters L;, H,;,8; are calculated from the vectors ES (@) =[L,i),H (i)]T

in the "™ stage of the processing, in accordance to Eqs. (2)-(4) for

L(0)=C,=[C,.C,,]".

4 Evaluation of the Computational Complexity of 2D-MPCA

The computational complexity of the 2D-MPCA, described above, could be evaluated
considering the consecutive steps, and then - compared to the general 2D-PCA algo-
rithm complexity for a matrix of size NxN, when N=2". For this purpose, a notion is
introduces for the total number of operations S (additions and multiplications) when
calculating the covariance matrix [Kc] also NxN, the eigenvalues and the eigenvec-
tors and finally the transformed image itself. The total number of operations, needed
for the calculation of all elements of [K(], is:

Sk(N)=éN(N+I)[N(N—I)+2(N+2)]. (26)

As a case of [K¢] with dimensions 2x2 (N=2) the result is S} (2)=30.

The eigenvalues of [K(] for NN are calculated using the algorithm for QR decom-
position, based on the Householder transformation [16] of (N-7) steps. In this case the

number of operations S, is given by:
= 5 4 5 17
S,a(N)= Z[S(N—m+]) +(N—-m+1)(N—-m)+4] :(N_I)(EN +?N+7). (27)
m=1

In case, that the components @;, of the ™ eigenvector @t of [K(] are calculated by

using the iterative algorithm from [16], then:

1 & .
o\["= ol )_F[ D (k=240 ] forj=12,..Nandl=0,12.. (28
I op=l
where (D%) and Q?J(f“) are the values of the (j,f) component in iterations (/) and (/+1).
From Eq. (22) follows that if for the calculation of @;, are needed L iterations, then
the respective number of operations for a single eigenvector 4—5, is 2LN(N+1). The

cumulative number of operations for the calculation of N eigenvectors is:

S (N)=2LN*(N+1)+N(2N -1)=N[2N(LN +L+1)-1]. (29)

vec
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For the direct PCA, applied over N-component vectors, the number of needed opera-
tions is N(2N-1). This transform needs to be done N times over all rows and in result,
the total number of operations is:

SpcalN)= N[N+ N(N —1)] = N*(2N —1). (30)

For the direct separable 2D-PCA over an image of NxN pixels, the respective number
is:

Sop.pcalN)= 28 pea(N) = 2N*(2N —1). 31)

For the 1D multistage PCA algorithm, applied on the N-component vector, the needed
stages (levels) are n =g, N . The number of operations here is:

Sypea(N) = 6n(N/2)=3Nig,N, (32)

and for the 2D-MPCA - respectively S, ypca(N)=6NIg,N.
All operations SS;(N), needed for the separable 2D-PCA, are:

SSI(N)=N2(N2—1)+2N(N+1)(N+2)+§(N—1)(8N2+17N+42)+4N2(4N+5)+ (33)

+2N%(2N-1)-2N.
Hence, the computational complexity is O;(N *) . Besides the number of operations

needed for the separable 2D-MPCA, including the complexity of the sorting operation
at each level NxIg,N if quick sort is used, are:

SS,(N)=2n[S,(2)+S,,0( 2)+S ypeal N )] = 6(13+N( Ig,N +1))lg, N, (34)

vec

and the computational complexity then is O, (n’N). The speeding up 7 of the decor-

relation, which represents the relation between the corresponding computational com-
plexities of both algorithms, is:

_SS,(N)_3N(N’-3)+2N’(37N+42)-2
SS,(N)  I8(13+N(Ig,N +1))ig,N

nN) (35)

From this follows that the value of the coefficient 77 is increasing together with N.
Besides, the computational complexity of the 2D-MPCA algorithm decreases in
respect to that of the 2D-PCA, and for N—eo the value of 77 approaches N°/n’.

5 Experimental Results

For the experiments were used CT test-images (10 grayscale slices, obtained by a
computer tomography of abdominal areas). The size of all images is MxN = 512x512
pixels, 16 bpp. In Fig. 3.a,b are shown the first and the last image from the test
sequence of 10.



98 I. Draganov, R. Kountchev, and V. Georgieva

Fig. 3. CT test images from a group of 10: a) first; b) tenth

For the experiments all images were separated in blocks 8x8 pixels, and from each,
8 vectors, corresponding to a row of pixels from a block of 8 components, were calcu-
lated. All 8 vectors (block by block) were stored in a matrix of 32768 rows and 8
columns going through the blocks in a progressive scan through the end of the image.

Then over the resulting matrix, the proposed 2D-MPCA of 3 levels (from O to 2),
was applied. For comparison, the general 2D-PCA was also performed. The execution
times were calculated for each test image, being processed by both algorithms. The
test environment was IBM® PC® compatible computer with P4 processor, running at
2 GHz with 2 GB of RAM under MS® Windows® XP® SP3 (32 bit) and Matlab
R2009A workspace.

One more aspect of the experiments was to estimate the decorrelation for the pro-
posed algorithm in each level of the 2D-MPCA. For this, a new parameter was intro-
duced, called Covariance Ratio (CovR) which actually represents the ratio between
the sum of the squared values of all diagonal elements in the covariance matrix and
the sum of the squared values of the non-diagonal elements:

8 8 8 8
_ 2 2
Covke= szm=1) ,;,Z:;k'f(i#n' ' (36)

i=1 j=1

For the general 2D-PCA algorithm this ratio is obviously infinity for any image. In
Table 1 the experimental results are given for all 10 test images. The graphical repre-
sentation of the numerical results from Table 1 is given in Fig. 4.

There is a significant difference among the decorrelation degrees from the level O
up to the level 2 by a factor of a hundred units. It’s obvious that if higher decorrela-
tion is needed and thus - a higher compression within a complete compressing
algorithm, all three levels should be used. In contrast to the general 2D-PCA, the
execution times achieved are lower by a factor of 10, which is in consent with the
theoretically derived reduction of the computational complexity by (N°/n°) times.
Some deviation from the predicted values and the experimental results could be no-
ticed due to the rearrangement of the vector components in each level, which were not
included in the expressions.
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Table 1. The Covariance Ratio and the Execution Times for the 2D-MPCA (levels 0 — 2), vs
the full separable 2D-PCA

Level 0 Level 1 Level 2 2D-PCA
Image CovR E{ecutlon CovR E{cecutlon CovR Ex.ecm‘ton E)fecutlon
Time, sec Time, sec Time, sec  Time, sec
1 0.28 0.0076 16.25 0.0142 68.07 0.0195 0.1624
2 0.17 0.0066 9.94 0.0122 40.99 0.0177 0.1558
3 0.23 0.0057 12.94 0.0126 55.67 0.0176 0.1654
4 0.31 0.0051 17.42 0.0097 74.98 0.0149 0.1471
5 0.25 0.0047 13.96 0.0095 62.31 0.0140 0.1585
6 0.27 0.0055 15.73 0.0102 66.42 0.0152 0.1529
7 0.19 0.0048 10.97 0.0095 46.55 0.0151 0.1353
8 0.29 0.0057 17.10 0.0100 69.99 0.0150 0.1553
9 0.30 0.0060 17.41 0.0137 72.79 0.0194 0.1496
10 0.22 0.0049 13.01 0.0103 54.09 0.0157 0.1350
g0 o 0.2
a
[m] o
% 60 g 06— ===
5% > £
= =
= § 40 E'E 0.1
is I2
& 20 o 0.05
o =
I S—
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Fig. 4. a) Average Covariance Ratio of the MPCA for the levels 0,1,2; b) Comparison of the
average execution times of 2D-MPCA and 2D-PCA

6 Conclusion

The proposed approach 2D-MPCA, which uses a set of low-dimensionality trans-
forms, achieves high enough values for the decorrelation of the intensities of medical
images which result could be easily extended for grayscale images in general. The
reduction of the computational complexity compared to that of the general 2D-PCA
is significant, which can be incorporated in real-time image or video processing
systems. The applications which can make use of the suggested algorithm are: images
compression (video frames) with no visual losses, integer adaptive multistage trans-
forms with different basis, video motion compensation techniques where the intensi-
ties of the pixels are substituted by siftings as input data, fast lossless or lossy
compression of series of medical or multispectral images considering the spatial cor-
relation from slice (band) to slice (band). Lossy compression can be easily achieved
by truncation of some of the low-energy components of the vectors after the last
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transform level. The developed approach is also considered as very promising when
used as a part of algorithms for remote sensing, distant control, pattern recognition,
data mining, machine intelligence, etc.
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Abstract. In this paper, we propose a new approach for designing histogram-
based descriptors. For demonstration purpose, we generate a descriptor based
on the histogram of differential-turning angle scale space (d-TASS) function
and its derived data. We then compare the proposed histogram-based descriptor
with the traditional histogram descriptors in terms of retrieval performance
from image databases. Experiments on three shapes databases demonstrate the
efficiency and the effectiveness of the new technique: the proposed technique of
histogram-based descriptor outperforms the traditional one. These experiments
showed also that the proposed histogram-based descriptor using d-TASS func-
tion and the derived features performs well compared with the state-of-the-art.
When applied to texture images retrieval, the proposed approach yields higher
performance than the traditional histogram-based descriptors. From these
results, we believe that the proposed histogram-based descriptor should perform
efficiently for medical images retrieval so we will focus on this aspect in the
future work.

Keywords: pattern recognition, image description, image retrieval, texture
image, differential-turning angle scale space, turning angle scale space, bull's
eye performance.

1 Introduction

With the extraordinary growth of image databases due to the development of digital
systems, automatic image retrieval within large databases becomes necessary. To
make them more efficient and more easy to use, retrieval systems must be based pref-
erably on images content.

In the present study, we use the d-TASS (differential-Turning Angle Scale Space)
function and two related measurements to generate their corresponding histograms
from which the shape descriptor is built. The d-TASS function introduced in [4] and
[5] is known to yield characteristic properties and to be invariant under translation,
rotation and scale change.

The rest of the paper is organized as follows: after a brief description of the
d-TASS construction and the definition of the related features, in section 2, the

R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SC1 473, pp. 101112
DOI: 10.1007/978-3-319-00029-9_9 © Springer-Verlag Berlin Heidelberg 2013
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proposed descriptor is presented in section 3. Section 4 presents some experimental
results and compares the proposed and the traditional histogram-based descriptor
generation. We also present some comparison of the proposed approach and some
existing techniques of the state of the art. Finally, section 5 gives some discussions
and concludes the paper.

2 Description of the Features

As presented in [5], the input contour is defined by a set of N points ordered counter
clockwise in the plane. Given a starting point Py, the points are numbered from P, to
Py.;. The vector v, originating at P, and oriented towards P,,; makes an angle o,

with the x-axis. This angle is called the turning angle. Figure 1 illustrates the princi-
ple. From this angle, we define the differential turning angle (d-TA) function ¢ :

P = gn _0n71 (1)

Fig. 1. Illustration of the differential-turning angle

The d-TA function yields an expression of the curvature of the contour thus its ze-
ro-crossing corresponds to that obtained from curvature analysis [12, 13].

2.1  Generation of the d-TASS Function

By definition, the d-TASS function is generated, by progressively smoothening the
contour with a Gaussian filter [4, 5, 6]. Given a Gaussian kernel with a standard de-
viation oy, a progressive filtering is performed by iterating the operation so that the
filtering scale » -4,5 is reached after s iterations. In this study, a Gaussian kernel of
size 3 (g=[0.25, 0.50, 0.25]) corresponding to 4, =2/~ is used. After each iteration,

the d-TA function is computed. Thus, given a range of scales (a range of iterations),
one obtains the d-TASS function.
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From the d-TA function, three essential points are derived to give the d-TASS map
[5]. These essential points are:

e (o-points corresponding to local minimums of the d-TA function,
e B-points corresponding to local maximums of the d-TA function,
e y-points corresponding to zero-crossings of the d-TA function.

2.2  Derived Features

Generating the d-TASS function and the corresponding map is done according to the
following procedure. The input contour is resampled to generate 360 equidistant
points [4, 5] ordered counter clockwise. From this input sequence, the d-TA function
is computed to generate corresponding essential points. In this study, we focus on
the ypoints only because they will be used to set the stop condition of the iteration
process. Like in the case of curvature scale space (CSS) [12], the stop condition is that
there is no more j+point at the current scale.

At each scale o (iteration s), ypoints are detected and the following desired fea-
tures are computed:

e an area function: area of the triangle defined by the current point P, the following
one P,,; and the mid-point P, between two consecutive }points (see Fig.2.b).

e a distance function: distance between the current contour point P, and the
mid-point Py, (see Fig.2.c).

a)

Fig. 2. a) original contour and the illustration of b) the area function and c) the distance
function

These measures are characteristic of the contour segment. By iterating the process
for a range of scales (until the stop condition), we obtain the area scale space function
(ASSF) and the distance scale space function (DSSF), respectively, for the area func-
tion and the distance function. Figure 3 illustrates the three corresponding functions
for the contour shown in Fig.2.a. The superimposed red curves represent the map of
y#points. On this figure, the x-axis represents the curvilinear abscissa and the y-axis
the scale (or the iteration number).
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b)

Fig. 3. Illustration of a) d-TASS function, b) ASSF function and c¢) DSSF function

3 Definition of the Proposed Descriptor

As said before, the proposed shape descriptor is based on the histograms of the d-
TASS function and the related ASSF and DSSF functions. The idea of the proposed
technique of histogram generation is based on the approach used in [1] and in [7]. The
histogram of the whole database is generated to produce a reference histogram from
which we calculate decision levels that enable us to generate descriptors. Commonly
and particularly in [7], histogram descriptors are designed by simply uniformly quan-
tizing the feature of interest (say the image grey scale) and then counting the number
of elements having the same value and then taking the number of desired bins. This
approach has proved to provide efficient results.

The proposed technique is borrowed from image coding or image restoration
where histogram equalization is applied. In image processing, it is shown that this
adaptive quantification can help to reduce the bit rate and to enhance signal-to-noise
ratio. Starting from this observation, we propose to design the histogram-based de-
scriptor by defining the histogram bins like in the case of adaptive quantization.

First, the reference histogram of the database is generated and normalized to sum
to the unity. Then the adaptive quantization is designed such a way that the "probabil-
ity" to get a value between any two consecutive decision levels is equal. Knowing the
desired number K of bins, this probability equals PK=1/K. This enables to generate
decision levels that are then used to define the descriptor for the query. Finally, for
each individual histogram, use the generated decision levels and sum up the bins be-
tween two consecutive levels. This leads to the descriptor for the contour under study.
Figure 4 illustrates the principle and indicates the decision levels; it also shows an
example of generated histogram bins.

The proposed descriptor is thus defined by the concatenation of individual descrip-
tors, corresponding to the three features, as follows:

V=[H jzass Hassr Hpssr] (2)

where Hrass, Hassr are Hpgsp are the respective generated histograms descriptors of
d-TASS, ASSF and DSSF functions. Thus the length of the generated descriptor V is
D=3K.
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Fig. 4. a) Reference histogram of the whole database, b) histogram of a contour ("bonefishes"),
and c) its 7-bins' proposed histogram

4 Evaluation of the Proposed Descriptor

To evaluate the ability of the proposed descriptor to discriminate objects, we have
conducted experiments of image retrieval from database of planar objects. In order to
compare our results with those from other methods, the experiments are done on three
well-known databases that are the kimia99 dataset [8], the multi-view curve dataset
(MCD) [10, 11] and that extracted from the SQUID marine animals [12]. The per-
formance of the descriptors is evaluated using the Precision-Recall curve averaged
over the whole database and particularly we present the bull's eye performance (BEP).
The similarity measure is based on Manhattan distance. As proposed in [12], some
global parameters like eccentricity, aspect ratio and circularity are taken into account.
Based on this, a two-steps hierarchical procedure is performed: given a global pa-

rameter g, a threshold A, is set so that all models giving ‘gt’ig”‘)g th, <1 are dis-
8

carded from the retrieval procedure, where g, and gy, are the parameters correspond-
ing, respectively, to query O and model M.

Then we define the similarity measure between the query and a model, represented
by their respective descriptor vectors Vg and Vy, as follows:

G D
Sim(Q M) = Y "[eq(® —gu(®|+B Y [Voli) =~ Vi (i) )
i=1 i=1

where G is the number of global parameters (7 in this case), &z and [ are the weights
applied, respectively, to global parameters distance and to that of the histogram
descriptor.

4.1 Performance Assessment

Precision and Recall are two parameters commonly used to assess the performance of
aretrieval system. They are given by relations (4) and (5)

#(Retrieved Relevant) (4)
# Retrieved

Precision =
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#(Retrieved Relevant) 5)
# Relevant

Recall =

The BEP indicates the percentage of the retrieved relevant contours after we have
retrieved twice the number of relevant contours in the database: this corresponds to
the Recall for the twice the number of relevant contours in the database. It provides an
objective measurement of the efficiency of a retrieval system: the higher it is, the
better is the system.

Results presented in the next sections correspond to the average values all over the
database by using each contour of the database as a query.

4.2  Test Sets

The evaluation was done on three databases. The first one is proposed by Klein and
Kimia [8]. It consists of shapes gathered from different sources to form 9 different
categories. Each category contains 11 shapes leading to variations in form, occlusion,
articulation, missing parts, etc. This gives a total of 99 shapes. Figure 5 illustrates this
dataset. As our method utilizes contour-based analysis, an edge detector is applied to
each of these elements to extract the corresponding contours.
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Fig. 5. Content of the kimia99 dataset

The second dataset is the multi-view curve dataset (MCD) [14]. It consists of 40
classes drawn from the MPEG-7 Core Experiment Shape-1. Each class contains 14
contours corresponding to different perspective distortions of the original one. Figure
6 shows a sample set taken from this database.
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Fig. 6. A sample set of MCD database contours
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The MCD dataset presents realistic perspective transformations that one can en-
counter while creating images of real objects. Indeed, in the construction process, the
authors [10] have printed the 40 original contours on white paper and for each one,
they took images from 7 different view angles using a digital camera and then con-
tours are extracted. By adding random rotations and reflections to these samples, the
number of samples in each class is doubled to 14, leading to a total of 560 shapes in
the database.

The third dataset is the SQUID subset used by F. Mokhtarian and M. Bober in [12]
and by F. Mokhtarian et al. in [13]. It consists of 17 classes containing from 6 to 8
shapes selected from the SQUID marine animals database [15] represented on Fig. 7,
containing 131 shapes.
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Fig. 7. Dataset-1II extracted from the SQUID database

The evaluation on this database is done by using the same procedure as proposed in
[12]. Similar to the concept of Recall, the procedure is as follows:

1. For a given class, use each of the contours as the query and determine the first 15
most similar outputs. Count the number of retrieved relevant contours and com-
pute the ratio of this number to the number of relevant contours in the class. The
mean value of this ratio all over the class is the performance measure for the
concerned class (see individual columns in table 3).

2. Repeat 1 for all the classes in the dataset. The overall performance is then
obtained by averaging the performance provided by the 17 classes. Column
'Overall' in table 3, gives that overall performance for the four involved
methods.
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4.3  Experimental Results

In the experiments we have evaluated the effect of the length of the descriptor. This
led us to observe that, for both histogram generation techniques, the performance
varies a lot at the beginning and then establishes from a limit length above which
there is no gain in performance.

4.3.1 Comparison of the Two Histograms Techniques

Figure 8 demonstrates the BEP performance computed for a range of the number of
bins. This figure shows a performance gap between both techniques of histogram-
based descriptor generation. This gap is observed all over the three tested databases.
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Fig. 8. BEP vs. number of bins for a) kimia99 b) SQUID and c) MCD databases

Table 1 summarizes the retrieval results from the three databases. We present the
mean, the standard deviation and the maximal values of BEP over the number of bins
used. On the right of the table, we give the differences of those respective values be-
tween the two techniques: the value obtained from the new technique minus that of
the traditional technique. From this table, it appears clearly that the proposed tech-
nique gives the best performance with more than 3.58% mean BEP improvement.

Notice also that the proposed technique gives more stable descriptor since the BEP
values vary the least: we obtain negative difference values indicating standard devia-
tion reduction (of more than 0.30).

Table 1. Comparison of the techniques

Traditional histogram generation (THi) | Proposed histogram generation (PHi) Difference (PHi-THi)
kimia99 SQUID MCD kimia99 SQuID MCD kimia99 [ SQUID MCD
Mean 92.82 85.41 93.68 96.70 88.99 97.56 3.88 3.58 3.88
o 0.66 0.97 0.45 0.18 0.29 0.15 -0.48 -0.68 -0.30
Max 94.95 87.63 94.82 97.34 90.35 97.87 2.39 272 3.05

4.3.2 Comparison of the Proposed Approach with Other Approaches
In this subsection, we evaluate the proposed approach and compare it with some
existing methods by applying it to appropriate databases.
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A - Kimia99 Dataset: in this experiment, we retrieve the top 15 most similar for each
query. Figure 9 shows an example of this retrieval. The left column represents the
query contour. As each category (or class) is composed of 11 contours, there are 10
relevant contours for each query: hence columns 1~10 represent the first top 10. This
figure shows that, in most cases, most of the contours from the query category are
among the first 10 retrieved contours. In general, the whole class is retrieved after 15
retrievals except for the 8" category (row 8) that misses one shape. The BEP perform-
ance for this database is of 97.43% for 11 bins (leading to a 33-length descriptor). In a
recent survey, Chandan Singh and Pooja [2] compared their methods with others and
showed that their proposal outperforms the best on this dataset. Their proposed de-
scriptor (ZM+HLTC) is hybrid and consists of two kinds of features: 1) local features
extracted from the contour by using Hough transform and 2) global (region-based)
features extracted from the region of the shape by using Zernike moments (ZM).

Query 1.2 3 .4 5 .6 .7 .8 .9 10 11 12 13 14 15
I RN N e O N B N el
2l D RGP T RO TD
of W (A WA Py D RY Y
4 B |T000T0000 2 00000
sl = N TNl AT TR RN R
ol @ DYV OID OVY| Lo dRNy
TRIRKXREATRRRRAAK| P HALM
8 B PRV IVINARAP Q| SHELY
9, O |-G O- OG- O O O O~ @}:‘E%%ﬁ

Fig. 9. Results of retrieval from kimia99 database

The BEP obtained is 99.55%: this performance is very challenging. The compari-
son reported in [2] is done with methods using local, global or hybrid descriptors.
Table 2 shows the performance of involved methods: as can be observed, the pro-
posed method ranks second just after the challenging ZM+HLTC method. As our
descriptor uses only local features, we can reasonably believe that we could improve
our performance to meet the latter if we integrate global features.

Table 2. Comparison of average BEP with other methods applied to kimia99

FD WLD | CPDH Ml GFD ZMD TCS QLS |ZM+HLTC | Proposed
local local local | global | global | global | hybrid | hybrid hybrid local
84.29 | 74.39 | 90.05 | 8.74 | 87.93 | 92.68 | 84.29 | 82.81 99.55 97.43

B - SQUID Dataset: Table 3 shows the retrieval results from the SQUID database.
For comparison purpose, we use results from the well-known curvature scale space
(CSS) descriptor, the Fourier descriptor (FD) and the moment invariants (MI) re-
ported in [9]. Columns 1~17 indicate the mean success retrieval rate for each class
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and the column "Overall" indicates the mean success retrieval rate over the whole

database. As can be seen on this table, the proposed approach outperforms the FD and
MI descriptors and ranks first (ex aequo with CSS method).

Table 3. Comparison of retrieval rate with other methods applied to SQUID dataset

Class N° 1 2 (3 4 5 6 | 7| 8 [9(10)11] 12 |13[14]| 15 | 16|17 [ Overall

CSss 89 [86( 81 [ 95 |100|100|91| 98 | 75|92 (81100 (9489|100 |95]|69 91

Proposed |88 (91| 96 (100|100 97 | 93| 98 | 75|97 | 74| 96 | 92|85 91 | 99|68 91

Descriptors

FD 100|184 (100 75 [ 78 | 42 [80(100|36 (98 (13| 70 (78 (98| 73 (97 |48 75

Mi 34 |78 91 |100( 88 | 41 (72| 86 |47 (53|23 | 91 [53 (45| 72 (7358 65

C - MCD Dataset: Figure 10 shows the Precision vs. Recall graphs obtained from the
MCD database. Compared to the results reported in recent studies [3] and [11], the
proposed approach performs very well. The Recall-Precision graph indicates more
than 91.86% Recall for more than 92% Precision for the proposed approach. This
outperforms the reported performance that are 86% Recall for 85% Precision for

Helmbholtz curve descriptor (HCD) [11] and 90% Recall for 90% Precision obtained
by Ekombo et al. with the invariant Fourier descriptor [3].

5 Conclusions

The subject of this study is the description of planar objects based on the analysis of
their contours. For this purpose, we introduced two contributions: 1) first, we pro-
posed a new descriptor based on the histograms of three features derived from the
turning angle scale space analysis of the contours and 2) we adopted another tech-

nique for histogram descriptor generation as opposed to traditional histogram-based
descriptors.
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Fig. 10. Example of Precision vs. Recall graphs
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The proposed technique of histogram generation jointly with the new features pro-
vides an efficient and effective descriptor that outperforms the traditional histogram
descriptor. Applied to three databases, the proposed technique gave more than 3.58%
improvement of the bull's eye performance regarding the traditional histogram
descriptors.

Initially designed for d-TASS-based descriptor for shape retrieval, the novel tech-
nique of histogram-based descriptor construction is successfully applied for texture
retrieval. These encouraging results suggest a potential application (using an appro-
priate set of features: DCT, ...) of the novel proposed histogram technique on medical
images retrieval.

Finally, as demonstrated by experimental results, the proposed descriptor allows
reaching state-of-the-art performance. Since this descriptor is based only on contour
information, we believe that the descriptor can be improved by combining it with a
region-based feature.

From the previous observations, the future developments of this study will be of
two main types: the first will be to generate a hybrid descriptor by combining con-
tour-based and region-based features in order to improve the shape descriptor and the
second will be to extend the proposed histogram generation technique to medical
images description for their retrieval from databases.
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Abstract. In this paper we propose an approach for a feature combination help-
ing to distinguish searched images from databases by retrieving relevant im-
ages. The retrieval effectiveness of 11 well known image features, commonly
used in Content Based Image Retrieval (CBIR) systems, is investigated. We
suggest a combined features approach including features’ performance compar-
ison of 57 various medical image categories from IRMA Database. The most
informative 3 features, adaptive to image categories, are defined. Based on
experiments and image similarity accuracy analysis we suggest a set of 3 low
level features Color Layout, Edge Histogram and DCT Coefficients. The devel-
oped approach achieves better similar images retrieval results for more image
classes. The results show an accuracy improvement of 14.49% on Mean Aver-
age Precision (MAP). The comparison is done to the same type performance
measure of the best individual feature in different medical image categories.

Keywords: CBIR, image similarity search, feature selection, query by example,
visual features, medical images.

1 Introduction

New digital technologies in recent years produce a huge amount of images in the
areas of medicine, education, entertainment, Internet libraries, galleries, media ser-
vices, life, etc. In the medical field a large number of images of various imaging mod-
alities e.g., Computer Tomography (CT), Magnetic Resonance Imaging (MRI), Posi-
tron Emission Tomography (PET), etc. are produced daily and used to support clinical
decision making or to develop medical decision support systems.

Many CBIR systems were developed in the last decade for indexing and retrieving
images automatically, using low level features extracted from the images or simple
combinations of them [1]. The main features classification includes color, texture and
shape image characteristics. CBIR systems extract visual features creating a feature
vector and then define the similarities between a query image and images in databas-
es. Next, the system outputs a sequence of images ranked by their decreasing similari-
ty to the search image. Users can get the top-ranked images first, minimizing the time
spent on searching useful images. In general, in conventional CBIR systems, it is

R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SC1473, pp. 113@
DOI: 10.1007/978-3-319-00029-9_10 © Springer-Verlag Berlin Heidelberg 2013
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often observed that images visually similar to a query image are ranked low in the
retrieval results.

In several articles, content-based access to medical images for supporting clinical
decision-making has been proposed that would assist the management of clinical data
and scenarios for the integration of content-based access methods [2].

A “customized-query” image retrieval approach is described in [3]. A query is
classified according to the class labels of the images using the features that best dis-
criminate the classes. Then the most similar images are retrieved within the predicted
class using the features customized to distinguish “subclasses” within that class by
unsupervised learning. The accuracy of high resolution computed tomography lung
images is determined subjectively and they conclude that the suggested approach
retrieval doubled the doctors’ diagnostic accuracy.

Hersh et al. [4] describe a development and use of a medical image test collection
ImageCLEFmed. Such benchmarks are needed by any researcher or developer in
order to evaluate the effectiveness of new tools. The content structure of the test col-
lection consists of multiple collections, organized into cases that represent a group of
related images and annotations. Each case consists of a group of images and an op-
tional annotation.

The authors in [5] evaluate the global descriptors from MPEG7, GIST and Com-
pact Composite Descriptors for medical image retrieval in the IRMA-2007 collection.
First they obtain evaluation results using single descriptors and then combine the
descriptors by sorting the sum of each descriptor image rank.

Shyu et al. [6] suggest an approach using a selection of low-level features for med-
ical image content-based retrieval. They use perceptual categories (defined by expert
physicians) for disease recognition in images, apply operators to detect the presence /
absence of these perceptual categories and develop a retrieval algorithm based on
these perceptual categories. They claim that feature extraction based on physicians’
perceptual categories (linear and reticular opacities, nodular opacities, high / low-
density areas) achieves significantly higher retrieval precision than the traditional
approaches for lung images.

Petrakis [7] propose a method for approximate searching by image content in med-
ical image databases. Image is represented by attributed relational graphs holding
features of objects and relationships between objects. The image objects are divided
to expected ones (e.g., heart, lungs) and unexpected (e.g., tumor, hematoma). The
images are indexed using method R-trees.

The goal of the presented work is to improve the retrieval effectiveness and accu-
racy of image search in huge Databases. We give an in-depth comparison with 11
well known image features. The paper recommends two sets of different feature com-
binations that perform well for medical image categories. For the experiments, IRMA
medical image collection with multiple image categories (57) is used and the retrieval
performance of the features is analyzed in detail.

The paper is organized as follows. Section 2 describes the basic image retrieval
features used in the suggested integration. Section 3 presents the benchmark IRMA
10000 image database. Section 4 provides details of the proposed automatic perfor-
mance evaluation. Section 5 comprises the experimental results of an image retrieval
using the proposed combined features and the particular features in tables and
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diagrams. Section 6 presents output results of ten relevant images using Combined
Features Sets (Set 1 and 2) and an effectiveness comparison when only one feature is
used. Concluding remarks are given in the last section.

2 Features for Image Similarity Search

In our experiments we used an implementation of 11 features available in LIRe: Lu-
cene Image Retrieval (An Extensible Java CBIR Library) [8]. The first five of them
are: Brightness Histogram — 256D (Dimension of the feature vector), Tamura Fea-
tures — 18D, Gabor Features — 60D, Auto Correlogram — 1024D and DCT Coefti-
cients Histogram — 192D. The Brightness Histogram is a well-known image feature
[9]. In represents quantized distribution of color information in the image. The Tamu-
ra Features describe texture distribution using six local statistical measures. The Ga-
bor Features also represent texture by applying Gabor Wavelet filters over the image.
The Auto Correlogram describes both color distribution and spatial correlation of
colors. The DCT Coefficients Histogram represents the distribution of the DCT coef-
ficients for different frequencies in the image.

Another three features used in our experiments are defined in the MPEG-7 stan-
dard [10, 11] namely: Color Layout — 120D, Edge Histogram — 80D and Scalable
Color — 64D. The Color Layout extraction process partitions the image in blocks and
selects a representative color in each of them. Discrete Cosine Transform (DCT) is
then used to represent the spatial color distribution. The Edge Histogram extraction
procedure divides the image into sub-images and classifies the edges found in each
sub-image according to their orientation. An Edge Histogram is then built showing
the count of each edge type. The Scalable Color feature represents a histogram in
HSV (Hue Saturation Value) color space based on the Haar transformation encoding.

The last three tested features belong to a group of so-called Compact Composite
Descriptors (CCD)'. They combine both color and texture information into an appro-
priate compact form. These are Color Edge Directivity Descriptor (CEDD) — 144D,
Fuzzy Color and Texture Histogram (FCTH) — 192D and a combination of them —
Joint Composite Descriptor (JCD) — 168D.

3 Benchmark Image Database

As a benchmark image collection we use the IRMA 10000 database® which consists
of two parts: A training part of 9000 annotated radiographs divided into 57 categories
and a query part of 1000 unclassified radiographs. This database was used for
evaluation of categorization of medical images in the automated annotation task
ImageCLEF2005°. Fig.1 shows some example images from the database and their
corresponding class numbers.

http://chatzichristofis.info/?page_1id=15
http://irma-project.org/
http://ir.shef.ac.uk/imageclef/2005/

2
3
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Fig. 1. Example images from IRMA 10000 database and their class number

Since the test part provided is not class labeled we use each image from the train-
ing part as a query. Then the goal is to find the most similar images to the query
among all remaining 8999 images (Leaving-one-out approach). All images that be-
long to the same class as the query are considered relevant.

4 Automatic Image Retrieval Performance Evaluation

The proposed process of automatic image retrieval and evaluation is accomplished
using the following steps:

1 st. Image Database Indexing. All images from the IRMA database training part are
indexed. That is for each k-th feature (k = I to /1) and for each i-th image (i = I to
9000) a corresponding feature vector f;, is calculated and stored in memory.

2 st. Queries Processing. In the image similarity search process for each k-th feature
and each query image g (¢ = I to 9000) a corresponding query feature fj, vector is
extracted and the distances dy;,(fi,~ fi) to each feature vector f}; is calculated (exclud-
ing the case when g = i, i.e. the query vector is not compared to itself).

3 st. Sorting Images. As output result the Database images for each k-th feature are
sorted / ranked in ascending order with respect to the distances dy;, achieved in the
previous step. For the combined features approach a linear combination of the dis-
tances calculated for each of the features from the set of features considered for com-
bination (Section 5.2) is used to accomplish ranking.

4 st. Image Retrieval Evaluation. Common and well known performance measure-
ments used in the area of information retrieval are the Precision (P) and Recall (R)
metrics. These are also used for evaluation of image retrieval effectiveness of CBIR
systems [12]. The P and R measures are usually presented in a form of precision-
recall curve. Instead of using such curve it is often preferred to use measure parame-
ters. In our experiments the following three parameters are automatically examined
for each feature and for the proposed combined features approach (Section 5):

e  Precision at Ng number of retrieved image results (p @ Ny):
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First the Precision at N results of each n-th query image g, is calculated:

Numberof relevantimages fromthe first Ny retrieved (1)
Ng

Piiu ( NR ) =

Next, the Precision p @ Ny, for all queries is evaluated as:

] 4an.
P@Ny=—D>"P, (Ng)* 2

4N n=1

where gy is the total number of queries for the Database (gy = 9000). In our tests we
calculate the precision of the first 10 retrieved images, i.e. Ng = 10;

e  Mean Average Precision (MAP):

First the Average Precision AP(q,) for each n-th query image g, is calculated:

Nwl
D P, (Ng)rel(Ng ) A3)

rel Np=I

AP(q, )=

where N, is the total number of relevant images in the Database, rel(Ny) takes value
of 1 if the current Ny image is relevant to the query and O otherwise. After all queries
are processed, the value of MAP is given by:

an
map=—"LY ar(q,) )
N n=1
e  Error rate (ER):
] v |1 if the first retrieved imageis relevantto the query 5
ER=—— ®)
qn i=1 |0 otherwise

5 Experimental Comparison and Analysis

In Section 5.1 we give the performance results for each of the features. Section 5.2
deals with the selection of appropriate features for combination and performance
comparison. The suggested algorithm is implemented using JAVA programming
language modifying the open source LIRe for three feature combination approach.

5.1 Feature Performance Comparison

Table 1 presents MAP, Average precision at 10 and Error Rate for each feature and
Retrieval time for one query displayed in descending order by precision at 10 (p@10)
for the IRMA database. It can be seen that Edge Histogram outperforms the other
features by all effectiveness retrieval measures.
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Table 1. Mean Average Precision, Precision at 10 [%] and Error rate [%]and Retrieval time for
one queryfor each feature of the IRMA Database

Feature VSe ith;)r Distance Metric MAP | p@10 ER Retr[s]
Edge Histogram 80 defined by MPEG-7 | 44.27 | 72.60 | 1949 | 0.116
Color Layout 120 defined by MPEG-7 | 41.17 | 67.84 | 23.54 | 0.118
DCT Coefficients 192 Euclidian Distance 24.06 | 54.83 | 36.34 | 1.057
JCD 168 Tanimoto coefficient | 28.37 | 51.81 | 41.97 | 0.297
CEDD 144 Tanimoto coefficient | 27.38 | 51.58 | 42.86 | 0.167
Tamura Features 18 Euclidian Distance 26.77 | 46.63 | 47.90 | 0.572
Brightness Histogram | 256 SAD 22.88 | 39.56 | 57.08 | 0.25

Auto Correlogram 1024 SAD 22.37 | 35.82 | 60.81 | 0.959
FCTH 192 Tanimoto coefficient | 23.32 | 33.39 | 6141 | 0.264
Gabor 60 SAD 18.08 | 25.67 | 7294 | 0.24

Scalable Color 64 defined by MPEG-7 | 18.71 | 20.89 | 79.12 | 0.142

5.2 Analysis and Suggesting Combination of Features

Based on the performance results reached by each feature, we consider two sets of
features for combination: Set 1 contains the top three best features with maximal
Precision at 10 (p@10) from Table 1 (Edge Histogram, Color Layout and DCT
Coefficients). Set 2 contains the first, the second and the forth feature from Table 1
(Edge Histogram, Color Layout and JCD). As explained in Section 4 the combination
approach utilizes linear combination of the distances calculated for each of the three
feature vectors for each set. That is the distance between the query image g and the i-
th image from the database dwme( g, i) for the Combined Features Set 1 is given as:

d( ;" = 5 )+ d(f7E = )+ d (0 - ) )

] .
dcnmb (q’l ) = 3 5

and for the second combined features set dmmhz( q, i) is:

. hz(q e d(quH _fiEH )+d(quL _fiCL )+d(qucn _fiJCD ) ’ )
Con ’ 3

where f, is the query feature vector and f; is the image feature vector and the abbrevia-
tions are: EH — Edge Histogram, CL — Color Layout, JPGC — DCT Coefficients, JCD
— Joint Composite Descriptor.

On Table 2 are summarized the results from the combined features sets (best val-
ues are shown in bold).
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Table 2. Mean Average Precision, Precision at 10 [%], Error rate [%] and Retrieval time for
one query for Edge Histogram and Combined features sets

Feature MAP p@10 | ER Retr.[s]
Edge Histogram — The best single feature 44,27 72,60 19,49 | 0,116
Set 1: Edge Histogram, Color Layout, DCT Coeffs. | 50,68 | 78,30 | 14,39 | 1,2

Set 2: Edge Histogram, Color Layout, JCD 50,53 77,98 14,04 | 0,33
Improvement, % 14,49 | 7,85 -27,96

90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

EMAP Hp@10 HErrorrate

Fig. 2. Comparison of Mean Average Precision, Precision at 10 and Error Rate for each feature
and the Combined Features (Set 1 / Set 2) approach for the IRMA Database

6 Retrieved Image Results

The example below (Fig.3) shows that using the features from the suggested Com-
bined Features Set 1 outputs 10 relevant images (from the first ten retrieved) com-
pared to the effectiveness of the Edge Histogram feature where only 5 relevant images
are extracted. Fig.4 depicts the results of applying the suggested Combined Features
Set 2 where 8 relevant images are extracted, compared to results achieved for
the Color Layout feature where only 4 relevant results are found. In both cases our
combined features approach achieves 2 times better image retrieval accuracy in
comparison to individual features.
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Fig. 3. Top 10 retrieval results for the query (a) from category “x-ray, plain radiography,
coronal, chest” in the IRMA Database using the Edge Histogram feature (b) and the Combined
Features Set 1 (¢)
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Fig. 4. Top 10 retrieval results for the query (a) from category “x-ray, plain radiography, sagit-
tal, chest” from the IRMA Database using the Color Layout feature (b) and the Combined
Features Set 2 (c)

7 Conclusions and Future Work

The paper contributions are as follows:

An evaluation of the individual features for medical radiology image search is
done. Then the 3 top features - Color Layout, Edge Histogram and DCT Coefficients -
are combined for higher image retrieval ranking than that based on the individual
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features. In the experiments we show that our approach can significantly improve the
retrieval effectiveness in CBIR systems. The advantage of our method is that the im-
age sorting is done once for the combined features in contrast to the re-ranking me-
thods [5], where sorting is repeated for all individual features and the combined
features.

The experiment on IRMA medical images using our approach yields 14.49 % im-
provement of the retrieval MAP (50.68 % for Combined Features Set 1) whereas the
best single feature vector approach (Edge Histogram) reaches retrieval MAP of only
44.27.

For future development we intend to include new features and applying appropriate
weights for the particular features used in the combination. For example features with
bigger MAP could have higher weights.
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Abstract. The main aim of this work is semi-automatic ROI positionig in tran-
scranial medical images based on multi-agent systems (MAS) in preprocessing
module. Designed approach is based on image processing and is realized by
means of artifical intelligence, MAS, which has been experimentally designed
in Matlab software environment. Within this processing has been worked with a
set of TCS static images in grayscale and binary representation to experimental
testing to positioning. This designed application is used for diseases classifica-
tion in neurology.

Keywords: Agent, MAS, Ultrasound, TCS, image, ROI, DICOM.

1 Introduction

Medical imaging is very important in modern medicine. The main benefit is using of
DICOM format for all used modalities; such as ultrasound, CT, etc. We developed a
MATLAB-based application for processing of ultrasound TCS images to potential
Parkinson’s disease detection. This application is focused on ROI-based processing
with artificial intelligence elements, more precisely using of a multi-agent system.
This application has been tested for different US devices and artificial intelligence
elements help to semi-automatic detection. Whole processing we can divide into
3 parts:

e loading of an input DICOM image and automatically cut depend on device
(see below)

e using of MAS to intensity threshold detection on blocks

e computing of area inside ROI (defined below)

Within this paper will be described MAS which is used in this application.

R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SC1473, pp. 12541331
DOI: 10.1007/978-3-319-00029-9_11 © Springer-Verlag Berlin Heidelberg 2013
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2 TCS Images, Substantia Nigra and Parkinson’s Disease

We will use a set of TCS images in DICOM format throughout the paper. Using of
diagnostic ultrasound is very important in neurology. Our developed application is
focused on semi-automatic processing of transcranial ultrasound images (TCS), more
precisely brain-stem area only. Generally, this application is useful to potential detec-
tion of Parkinson’s disease which is generally characterized by damaging substantia
nigra (SN) area. SN is an elongated nucleus situated in each cerebral peduncle lateral
to the red nucleus with cells containing melanin' and produce dopamin to correct
function of CNS. From TCS images erudite neurologist can detect parkinsonism, thus
changes of SN. The main criterion is the area of SN, risk threshold is 0.20-0.25 cm’.
So, we will measure risk threshold area to detection PD and non-PD cases. SN is well
recognizable area in TCS images.

Parkinson's disease (PD) is caused by the death of dopaminergic neurons. It is a
degenerative disease of basal ganglias inside the brain. PD has been described by
James Parkinson in 19" century. The main symptoms of PD include muscle rigidity,
tremors and changes in speech and gait, bradykinesia, sleep disorders and more.”
More detailed information about SN and PD symptoms and medical US background
are available in [4, 5, 9, 14].

The following figure shows the brain-stem area’ and corresponding TCS image
with 50x50 mm area which will be automatically cut.

To further processing we will need 50x50 mm area only which is highlighted on
Fig. 1. Application also provides automatically cut the input image depend on device
preset — set of images from the same device has the same resolution and we can simp-
ly cut 50x50 mm area from axis which is computed from Euclidean distance. The
following code shows how to compute distance for window and cut from DICOM
information about resolution:

d=sqgrt ((g2-gl) "2+ (t2-tl1)"2);
imc = imcrop (inpl, [ (xres/2)-50 yres/3 d d]);

For the input image has been designed different options for each US device which we
use with different imc vector and also we can use manual mode of 50x50 mm
windows defined by ginput function.

! http://www.medcyclopaedia.com/library/topics/
volume_ii/s/substantia_nigra.aspx?s=substantia+nigra&
mode=1&syn=&scope=

http://www.mdvu.org/library/disease/pd/

3 http://cdn.innovateus.net/preset_4/substantia_nigra.jpg
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Fig. 1. Position of substantia nigra and TCS image with window
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Fig. 2. Buttons for automatic cut window 50x50 mm of input TCS image and manual select

Furthermore, application automatically converts RGB input into grayscale by
means of the following equation (1).

1=0,299xR+0.587xG +0.114x B (1)

It is necessary to further processing by MAS and also to measuring of the area. The
following flow-chart introduces the main steps of our designed processing.
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load a DICOM TCS image

)

50x50 mm window by device preset or manual

)

divide image into blocks for MAS

)

MAS-based average intensity detection

!

select ROI and computing area to PD/non-PD

Fig. 3. The flow-chart of the whole processing with MAS approach

3 Intensity Criteria Detection by Multi-agent System

Multi-agent systems (MAS)* are strong tool of distributed artificial intelligence for
different scopes include image processing. MAS are interdisciplinary science based
on cognitive science and related scopes in artificial intelligence. Generally we can
describe MAS as a finite set of autonomous agents:

MAS ={ay, ay, ..., a,) 2)

that can communicate and cooperate and are situated in appropriate environment, in
our case agents are situated in 2D image, more precisely image matrix. Each agent is
autonomous and can communicate with other agents within MAS and solve the prob-
lem. In our research we use software agents only, thus MAS is represented as auto-
nomous source code. More information about MAS and using are available in [10].

After the initial processing including load of the input image and cut, we need the
second part which is applicable for MAS. We need to detect local maximal intensity
in block. To this processing image is divided into 8x8 blocks and we construct one
agent for each block. MAS are well applicable within the image processing tasks to
semi-automatic or full automatic processing. In this case we will use the MAS which
have 2-D environment as 2-D discrete image described by matrix.

Whole image is represented as discrete matrix D with mxn elements depending on
resolution. We cannot solve that DICOM image contains special tags about modality,

4 http://multiagent.martinsewell.com/
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tissue, patient, device, etc. To this processing we consider image as 2-D matrix D,
Each matrix element represents the position (pixel) by 2-D coordinates P(x, y). Also
we know that each pixel is represented by 1 value of intensity.

D — | eeeee e eeeee e (3)

Each pixel is represented as P(x, y) up to P(m, n).

We divide the input image, thus matrix D, into 8x8 subregions. Each block
represents the average intensity value of pixels which are inside block, thus we get 64
values; each block has 1 value of intensity. So, agent has environment represented by
2D block from image. Inside each region (block) we constructed independently an
agent which must detect if inside region average intensity exceeds 25, moreover is
computed minimal value of intensity. This value has been MAS is composed by these
agents which operate inside each block independently. The following figure shows an
original input 50x50 mm and divided into blocks for agent detection.

Fig. 4. Blocks 8x8 from input image 50x50 mm with agents / up to n

From blocks we get 64 values
bl, b2, . bm n=64

where b; represents value of computed average intensity of i-th block. Furthermore we
computed minimal value as variable minbl:

minbl = min(by, b, ...,by). @
The algorithm is based on the following steps:

create image divided into 8x8 blocks; each block represents average intensity
each agent in block checks intensity value

from all recognized intensity is computed minimal value

if minimal value exceeds 25, application shows the warning dialog
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We get the simple IF-THEN rule:
IF minbl >25 THEN show_dialog ELSE continue.

In other words, we must check that minimal intensity from blocks does not exceed 25.
If this minimal intensity exceeds 25, input image may be corrupted by manual set of
intensity and lesions may be judged as pathology in spite of that patient is physiologi-
cal (non-PD). The following figure shows an example of manual intensity level —
pathological light lesions can be judged as PD.

TEMFORAL  PA240 I

Fig. 5. Potentially corrupted input file by manual high average intensity

4 Implementation in MATLAB

Practical implementation is composed by described parts. MATLAB with Image
Processing Toolbox provides powerful tool to image processing, not only for medical
imaging. MATLAB has been chosen because provides working with DICOM files as
native format and also provide other useful built-in functions for this application, for
example ROI-based application.

We described the initial phase of loading an image and MAS which is used to de-
tection the local maxima intensity, for details see below.

To further processing after MAS-based detection we need ROI-based processing.
We require the elliptical ROI with area A = 50 mm® with rake angle of 60°, which is
needed to ROI definition. Shape, size and rake angle of ROI were assigned by neurol-
ogist. So, we need the ellipse how shows the following figure. Computing of area
inside ROI is the main function of the application. Phase of main processing is based
on binary thresholding in ROI area and computing of area of defects in this ROI for
all intensity levels T € (0; 255). We will get a graph with computed area which is
computed from block processing 1x1 mm. The area has been computed from binary
image = number of blocks in this 1x1 mm grid will get the real area in mm?®. Initial
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ROI position is showed on the following figure — elliptical ROI inside SN which is
based for area measurement; original and 2x zoom. Inside this ROI will be detected
lesions to PD or non-PD cases with graphical representation.

Fig. 6. The used elliptical ROI to measurement of area for all intensity levels 0 up to 255

Application provides to select a different rake angle of ROI. The main goal of this
ROI processing is computing of area inside ROI to detection pathology or physiology
which is depending on black or light regions inside ROI and we will get the following
graph with 90™ percentile curve which has been computed from a set of non-PD
patients.

In practice we verified a basic rule about decrease of area for T for approximate
distinction — if decrease is gradual, we can assess that patient is probably diseased
(PD features) and if decrease is very fast, patient is probably healthy (small feature-
less areas).

Decreasing area of defects in mm?

o < ;| m—computed area for absolute range 0255 |
E A0 F- :{ — 50 th percentile HQ a
c |oae 90 th percentile LG
E 20k : 4
© RUOURN. T I Wt .
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a a0 100 140 200 250
threshold absolute in intensity 0-255
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T
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E 40 :

£
E 201
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Fig. 7. The result of the measurement with visually comparison with 90" percentile to PD and
non-PD cases
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More information about reproducibility of the used method is available in [4] and
[12].

4.1 MAS-Based Processing

Practical implementation of searching intensity inside subregions is based on block
processing in MATLAB, more precisely blockproc function with preset 8x8
blocks. Inside each block we detect average intensity by agent. Block processing of
image (Fig. 4) is realized by blockproc function where we can set the number of
block. Theoretically background of used algorithm has been described in previous
chapter, practically in MATLAB is the code of agent is constructed:

fun = @(block_struct)

mean?2 (block_struct.data) *
ones (size(block_struct.data)) ;
relg = blockproc (inputim, [d/8 d/8], fun) ;

where mean?2 is 2-D average values of pixels inside block and d is 50 mm dimension
of the window. The following part of code represents the computing of p;=25 criterion
as minbl variable followed by warning dialog if this value is exceeded (4):

minbl = min(relg(:));

if minbl > 25

warndlg ('The minimal intensity exceeded 25, image may be
corrupted. ")

This part of the code represented as agent can be changed for different conditions and
images. For example, we can change number of blocks or minimum limit for another
US images.

5 Conclusions

Designed application based on measurement of lesions from ultrasound TCS images
is useful to classification PD and non-PD patients. The used approach is focused on
automatic ROI-based measurement with artificial intelligence elements.

The role of MAS to detection average intensity is very useful for medical image
processing, in our case of TCS images to PD or non-PD classification. Designed MAS
with agents which detect average intensity is useful as autonomous code with change-
able size of blocks and intensity level. It is applicable not only for TCS images, but
with changes this MAS can be helpful for another images, such from CT, other US
images, etc.

Cooperation among agents within MAS may be extension of functionality. Each
agent can search average intensity inside block and can use communication acts to
send message to other agents within MAS. So, functionality extension is depending
on the following adjustable parameters:



Semi-automatic Ultrasound Medical Image Recognition for Diseases Classification 133

e Dblock size => number of agents for 2D image

e add more conditions => groups of autonomous agents which finds different
conditions

e communication model of agents for interactive sharing of messages

Designed MAS is an autonomous code to detection intensity conditions which is ad-
justable for different images, resolution and condition which are adjustable by user.
We can create fully automatic MAS system to intensity checking as presets for differ-
ent cases such as US device model and image format.

Using of MAS is very helpful to practical implementation, because we can control
the global intensity of the input image. Furthermore, we correctly computed 90" per-
centile from healthy patients as reference curve for PD and non-PD classification.
This application may be usable for different measuring within US image, generally
not only TCS.
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Abstract. Diabetic retinopathy (DR) is the leading cause of blindness in adults
around the world today. Early detection (that is, screening) and timely treatment
have been shown to prevent visual loss and blindness in patients with retinal
complications of diabetes. The basis of the classification of different stages of
diabetic retinopathy is the detection and quantification of blood vessels and
hemorrhages present in the retinal image. In this paper, the four retinal abnor-
malities (microaneurysms, haemorrhages, exudates, and cotton wool spots) are
located in 100 color retinal images, previously graded by an ophthalmologist. A
new automatic algorithm has been developed and applied to 100 retinal images.
Accuracy assessment of the classified output revealed the detection rate of the
microaneurysms was 87% using the thresholding method, whereas the detection
rate for the haemorrhages was 88%. On the other hand, the correct classification
rate for microaneurysms and haemorrhages using the minimum distance classi-
fier was 60% and 94% respectively. The thresholding method resulted in a
correct detection rate for exudates and cotton wool spots of 93% and 89% re-
spectively. The minimum distance classifier gave a correct rate for exudates and
cotton wool spots of 95% and 86% respectively.

Keywords: Diabetic Retinopathy (DR); Blindness; Feature Extraction; Image
Processing; Classification; Minimum Distance Classifier (MDC); Microaneu-
rysms (MA), Hemorrhages (HR), Exudates (EX), Cotton Wool Spots (CWS).

1 Introduction

Vision is the most powerful sense that provides a remarkable amount of information
about surrounding that enables to interact intelligently with the environment, all with-
out direct physical contact. Nine out of ten people with diabetes eventually develop a
complication that affects the eyes known as "diabetic retinopathy" [1] [2]. This com-
plication affects the blood vessels inside the eye and can lead to blindness if untreated
[3] [4]. Screening is vital to preventing visual loss from diabetes because retinopathy
is often asymptomatic early in the course of the disease [5]-[12]. If the retinopathy is
detected in its early stages, blindness can be prevented in more than 50% of the cases
[13] [14]. These patients with diabetes mellitus should have their eyes checked by an
ophthalmologist at least once a year to see if retinopathy is in progress. These exami-
nations are very time and labour consuming. It is therefore of great interest to develop

R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SC1473, pp. 135143
DOI: 10.1007/978-3-319-00029-9_12 © Springer-Verlag Berlin Heidelberg 2013
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an automatic diabetic retinopathy screening system capable of differentiating between
people with no retinal abnormalities and those who have, or might have, some kind of
abnormalities. This would allow more people to be examined per year and the oph-
thalmologist to spend more time on those people who are actually in need for their
expertise. Medical personnel can also immediately schedule appointments for the
patients without further delay for continued diagnosis and follow-up visits at a regular
hospital. The present work considers the localization and classification of the retinal
abnormalities. There are different kinds of abnormal lesions caused by diabetic reti-
nopathy and the focus is on four retinal abnormalities: Microaneurysms (MA), Hem-
orrhages (HR), Exudates (EX), Cotton Wool Spots (CWS) in color images from
diabetic patients. Figure 1 show the retinal image affected by diabetic retinopathy
with Microaneursyms as an abnormal lesion. These abnormalities have been selected
as they are used in gradient the retinopathy of diabetics. An algorithm for automatic
detection of the retinal dark and bright abnormalities has been developed. It depends
on two classification methods; these are thresholding and Minimum Distance Classi-
fier (MDC). It accomplishes several steps for detecting both retinal abnormalities.
These are image processing, image smoothing, feature extraction, labeling of bi-
narized images and classifier. The algorithm determines whether the person fundus
image is normal (not diabetic person), abnormal (diabetic person), and gives an accu-
rate classification for the two types of abnormalities (dark and bright) automatically
and their subclasses.

Fig. 1. Microaneursym in retinal image

2 Material and Method

The retinal images were acquired using an ophthalmoscope equipped with a 3-ccd
chip RGB-camera from well-known eye hospitals. The image resolution obtained is
640 by 480 in 32 bit RGB. In digital image processing, images are either indexed
images or RGB (Red, Green, Blue) images. An RGB image is an M x N x 3 array of
colour pixels, where each colour pixel is a triplet corresponding to red, green and blue
components of RGB image at specified special location. The range of value of an
RGB is determined by its class. An RGB image of class double, has value in the range
of [0 1], while class of uint8 is [0 255], similarly for the range [0 65535] is called
class uintl6. A trained technician performed the image acquisition 100 images are
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available (see Fig. 2). Every image is taken with field-of-view of using “Topcon Im-
age Net Camera”. The retinal image abnormalities are subdivided basically into two
groups black abnormalities (MAs & HEs) and white abnormalities (EXs & CWSs).
The methodology adopted for the detection techniques is described in the following
subsections.

Fig. 2. Retinal fundus image

2.1 Detection of Dark Abnormalities

Dark abnormalities are, Microaneurysms (MAs) which are small dots of equivalent
diameter about 1-3 pixel with approximately the same colour as blood vessels (the
blood vessels where aneurysm has developed is often visible as the blood vessels are
very small compared with aneurysms and/or located beneath the aneurysms, they
have well defined edges and usually circular), and Haemorrhages (HEs) having a
diameter of about 3-10 pixels, where the diabetic causes structural deformations in the
wall of blood vessels that significantly larger depending on the size of the leak [15]-
[18]. Detection of dark abnormalities (Mas, HEs) has many steps; they are image
preprocessing, feature extraction and classification as shown in Fig. 3.

Feature Extrac-

Retinal Image ﬂ tion and Fea- |:>| Pre-Processing

ture Selection

Classifier

Fig. 3. Classification scheme for retinal images
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2.1.1 Image Pre-processing

A colour or a grey level image is the input to the Pre-Processing phase. In this phase
some problems are corrected such as the illumination variation of the image,
enhancement of the image contrast and detection of image abnormalities. Pre-
Processing phase involves sub-phases such as colour space conversion, zero padding
of image edges, sharpening filtering and histogram equalization.

The original image (see Fig. 2) is resized to 512x480 pixels and Retinal images are
normally captured in full color, using only green band [19] [20]. The green band im-
age is shown in Fig. 4. The raw retinal images are contaminated with noise resulted
from the image acquisition and analog-to digital conversion. This noise was reduced
using 5x5 average filter. Figure 5 shows the output of the average filter but at the
expense of significant image blur as it tends to smear the edges of objects in the
image [21].

Fig. 4. Green band of fundus image Fig. 5. Green band image smoothed using a
5%5 average filter

2.1.2 Feature Extraction

Some potential abnormalities are so small that they can be hard to see. Therefore the
noise from other structures can influence the detection of these abnormalities,
whereas the detection of dark abnormalities can be done using two dimensional
matched filters (TDMF) [22]. It is capable to detect blood vessels with low contrast,
high contrast objects also have a tendency to show up, and this is done by the applica-
tion of TDMF. The filter employs three primary principles. First, pairs of blood vessel
walls may be approximated as linear due to typically small curvature. Second, vessels
appear darker than the background as a result of low reflectance in comparison to
other retinal surfaces. The profile may be modelled as a Gaussian. Finally, the width
of blood vessels is variable [22]. The resulted temple image is thresholded and the
output is a binary image containing the blood vessels and other high contrast
structures (dark abnormalities, edge, optic disc) as illustrated in Fig. 6.
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Fig. 6. Thresholding with TDMF with dark abnormalities

The abnormalities have been appeared on the binary image are all about the same
size. Features used to detect dark abnormalities are listed in Table 1.

Table 1. Features for detecting dark abnormalities

Features (pixel) Microaneurys (ms) Hemorrhages
Equivalent Diameter 1-3 <3-10
Major Axis Length 2-3 <3-15
Minor Axis Length 2-3 <34
Area 4-6 < 6-40

Computing these features indicate the presence of dark abnormalities in the pre-
processed image. Since in normal retinal images mostly there are not counted fea-
tures, while in other diseased retinal images, the number of detected regions in the
images with certain features proportional to the state of the diabetic patient. Because
of some complications in detecting such as a clear differentiation between MA & HE
is not obtained and a tendency for HEs to be classified as MAs, According to these
interferences, a threshold level is used to differentiate among the types of dark ab-
normalities. The automatic detection of Microaneurysms and Hemorrhages are shown
in Fig. 7(a) and Fig. 7(b).

(a) - (b) .

Fig. 7. (a) The automatic detection of Microaneurysms (b) The automatic detection of both
Hemorrhages and Microaneurysms
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2.1.3 Classification of Dark Abnormalities

Application of classification techniques for pattern recognition is very effective me-
thod to differentiate between various objects in a pattern. Two approaches for classi-
fying dark abnormalities were used: Thresholding and a minimum distance classifier.
Thresholding Features used for dark abnormalities are listed in Table 1. They
represent the shape of the dark abnormalities to separate them from the dark noise.
The noise constitutes a major problem, as the retinal abnormalities are small in size so
the noise may be classified as an abnormality and an abnormality may be classified as
noise [23] [24]. The thresholding level plays an important role in differentiating the
retinal abnormalities from the present noise that leads to a precious decision of retinal
images normality. The thresholding levels of dark abnormalities of both MA and HE
were chosen so that the normal and abnormal retinal image is diabetic or not. The
performance of the algorithm is expressed using sensitivities; i.e. the ratio between
the number of correctly classified abnormalities in a class and total number of abnor-
malities multiplied by 100%. Minimum Distance Classifier (MDC) classifies a pattern
based on its distance in a feature space to class prototypes. Although it is one of the
earliest methods suggested, the minimum distance classifier is still effective distance
classifier and still effective tool in solving the pattern classification problem [25] [26].
Euclidian distance was used as a criterion for measuring distance to class prototype.

2.2  Detection of White Abnormalities

White abnormalities are Exudates (EXs) and Cotton Wool Spots (CWSs). Exudates
are similar to Haemorrhages in that the blood vessels leak lipid, bright, with diameter
of 1-10 pixels (this matter is not as this build a bright spots with a well-defined
edges). Exudates tend to build near each other, sometimes creating circles of ex-
udates [11] [12]. Cotton wool spots (CWSs) are largest of these abnormalities and
they are retinal infracts caused by thrombosis and obstruction of the blood vessel.
This leads to damage ischemic to the part of the retina supplied by the damaged ves-
sel [11] [12]. The normal red color of the retina (due to the blood vessels supply)
appears white, when the blood supply is cut off. Due to the overlap of the blood ves-
sels supply, there are no well edges of cotton spots and the shape is very irregular
and the CWSs diameter is about 10- 25 pixels. Detection of bright abnormalities can
be done using several steps; they are image pre-processing, image labeling, feature
extraction and classifier.

2.2.1 Image Pre-processing

The retinal fundus image is resized into 512x480 (Fig. 8.a) and the retinal image is
normally captured in full color, but the green band is only used [9]. The green band
retinal image is smoothed with 5x5 average filter and then thresholded into a binary
image Fig. 8.b.



Classification and Detection of Diabetic Retinopathy 141

(b)

Fig. 8. (a) Original fundus image (b) The automatic detected white abnormalities (Exudates
(EXs) & Cotton wool spots (CWSs)) in the thresholded image

2.2.2 Feature Extraction
White abnormalities features are Equivalent diameter, Major axis Length as shown in
Table 2.

Table 2. Features Used For Bright Abnormalities

Features (pixel) Exudates Cotton wool spots
Equivalent Diameter 1-10 < 10-25
Major Axis Length 1-15 10-15

2.2.3 Classification of Bright Abnormalities

Classification of the two bright abnormalities (i.e.: Exs & CWSs), were performed
using the two methods of thresholding and minimum distance classifier mentioned
previously

3 Results

3.1 Results of Dark Abnormalities

The application of an algorithm to 100 fundus images and the distribution of the
number of detected abnormalities in images with optimum thresholds are shown in
Fig. 9 and Fig. 10.
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Fig. 9. The number of Microaneurysms in retinal image using the optimum thresholding level

The thresholding method gives a detection rate for the micro aneurysms of 87%,
whereas the detection rate for the Haemorrhages was 88%. The minimum distance
classifier gives a correct classification rate for micro aneurysms and Haemorrhages of
60% and 94% respectively.
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Fig. 10. The number of hemorrhages in retinal image using the optimum thresholding level

3.2 Results of White Abnormalities

The distribution of the number of detected abnormalities in images with optimum
thresholds is shown in Fig. 11 and Fig. 12.

The thresholding method results in a correct detection rate for exudates and cotton
wool spots were 93% and 89% respectively. The minimum distance classifier gives a
correct rate for exudates and cotton wool spots of 95% and 86% respectively.
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Fig. 11. The number of exudates in retinal image using the optimum thresholding level
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Fig. 12. The number of cotton wool spots in retinal image using the optimum thresholding level

4 Conclusion

The eye diseases mainly contribute to blindness and often can’t be remedied because
the patients are diagnosed too late with the diseases. The paper presents new auto-
matic approach for detecting retinal abnormalities. The developed algorithm helps in
deciding whether the patients with potential sight threatening retinopathy and needs
further examination or patients not in need of further referral. The latter would be
asked to return in 6-12 months for a new retinal photographing. Classified patients
who need further examination will be examined by an ophthalmologist to perform a
manual examination in order to provide a detailed diagnosis, and decide on further
treatment, e.g. Laser. To facilitate the ophthalmologist decision, the proposed auto-
matic detection algorithm helps in the final decision for the patient infection without
confusion.
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Abstract. The immune system is very important in overcoming the influence of
harmful factors to human organism. This is one of the three integrative systems
of the organism, which provides maintenance of homeostasis together with the
nervous and endocrine systems. In this paper, estimation of human’s immune
system, suffered from allergic rhinosinusopathy, complicated or not compli-
cated by clamidiosis is given. The novelty of method consists in using correla-
tion adaptometry and principal component analysis for this estimation. These
methods allowed estimation of changes of the immune system during stress
adaptation.

Keywords: Principal component analysis, immune system, allergic rhinosinu-
sopathy, correlation adaptometry.

1 Introduction

The increase of allergic diseases is registered around the world. There is evidence that
the prevalence of allergic diseases over the past 50 years has increased by 10 times.
The reasons for this rapid increase in prevalence are not entirely clear. Most often
they are associated with changes in environmental conditions. Incidence rates aller-
gies are much higher in industrial areas. It is no accident that allergic disease is de-
fined as «diseases of the century». Share allergic rhinosinusopathy (AR) is very high
in the structure of allergic diseases (60-70%). It occurs in many countries. Course of
the disease depends on the immune system.

The immune system is a unique natural protective mechanism. Due to the cohe-
rence of the entire functional system of immunity, the organism is able to confront to
a number of factors that have a negative impact. Feature of the immune system is that
it contains a regulatory function, capable on the presence of each specific antigen
(which is the starting point of the disease) to answer by specific immune response in
accordance with its individual characteristics [1, 2, 3].
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We have considered the adaptation response of immune system on the presence of
Chlamydia infection (CI) in organism of patients with allergic rhinosinusopathy.
Mostly young people, who have just entered a period of sexual activity, are ill by
Chlamydia. Strong tendency to increase the etiologic significance of intracellular
pathogens (Chlamydia, mycoplasma, ureaplasma) and fungi Candida, obviously, can
be explained by the evolutionary processes in the microbial world [4-6]. Pathological
process may affect different organs and systems, including the eyes, upper, middle
and lower respiratory tract, genitourinary system, urinary tract, cardiovascular system,
liver and biliary tract, lymph nodes, joints, etc.

The frequency of mucosal lesions CI nasal passages is caused by the rapid increase
in the prevalence of acute and chronic diseases of the nose among the child and the
adult Russian population [7-10].

Given the diversity of peripheral blood cell parameters which characterize the state
of an immune system, it is obvious that statistical mathematical modeling methods
need to be applied (L. White, 1988; Rebrov O.Yu, 2002). Method of adaptive adap-
tometry is one of such approaches. It allows assessing stress changes in functional
systems of a body during adaptive stress not judging by values themselves, but by
extent to which they are co-related.

Other of these approaches can serve as principal component analysis [11, 12], al-
lowing to replace the initial interrelated features on a certain set of uncorrelated para-
meters, and describe the object by a smaller number of indicators.

The rest of this work is organized as follows. Section 2 describes the method of es-
timation of human’s immune system during disease, which is a stress for the human
organism. In Section 3 the results of our research are discussed. Conclusions are given
in Section 4.

2 Description of Methods

In our investigation, a total of 305 people (70 - men and 235 women) from 15 to 79
years old were examined. Those were patients with different pathogenic variants of
allergic rhinosinusopathy (AR). The following groups of AR were distinguished: true
AR (IAR) - 52 cases (17.05%), pseudo-AR (PAR) - 151 (49.5%) and mixed form of
AR (SAR) - 102 cases (33.44%.) Investigations were carried out with the help of
Professor, Doctor of Biology Savchenko, A., and Rodina D.V. There are patients with
AR and CI being present and without it. State of immune system was assessed by the
classic indices of cellular and humoral immunity in patients with different pathogenic
variants of AR during periods of exacerbation and remission.

The method of correlation adaptometry allowed estimating the changes of the im-
mune system during stress adaptation not according to the ideas themselves, but
according to their correlation.

Previously, we studied the adaptive capacity of blood cells patients with the Aller-
gic Rhinosinusopathy (AR), which is increased by chlamydia and without it. The
adaptation processes of blood cells, CD-cells and immunoglobulins in general during
the exacerbation and remission of various pathogenetic forms of AR were investi-
gated by correlation adaptometry. The method is based on the effect of increasing
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variances and the correlations between indicators in the adaptive response to the im-
pact of harmful factors and decreasing successful adaptation or termination (blocking)
of such effects [13-17].

The immune system performance was evaluated by the classical indicators of the
cellular and humoral part of immunities in patients with different pathogenic forms of
AR in the periods of exacerbation and remission.

To clarify relationships between stress indices for venous blood cells, CD-cells and
for immunoglobulins in Eastern Siberia population for groups with different pathoge-
netic forms of allergic rhinosinusopathy, complicated or not complicated with chla-
mydia during periods of exacerbation and remission we used method of correlation
adaptometry.

Values of average, error of the mean, variance, standard deviation have been
computed for each of this group. The hypothesis of normal distribution of the orig-
inal sample (criterion y°) was tested. Correlation coefficients were calculated using
the formula:

cov( X, X
rkl:—( k 1); (D
o, "0,
k ]
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cov(x,x )= Z(xk; =3 (3%, =% )Py (2)
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X, - Average of x;,

x; - Average of x;,

P, ., - Probability of P(x, =x,,x, =x,),
o, - Standard deviation of x,

0, - Standard deviation of x;.

Analysis of cells' parameters pair correlation is carried out for all modified pa-
rameters at each stage of the strain (period of exacerbation and remission) and for
all the groups.

We identified the number of reliable correlations out of all examined correlation
coefficients and also evaluated the intensity of these connections. The extent to
which parameters are connected was estimated using a correlation graph's weight,
calculated as the sum of its edges' weights (the sum of corresponding pair correla-
tion coefficients):

G=lrl 3)

Ir;l2ex

where r;; - the coefficients of correlation between the i-th and j-th performance, o is
determined by the level of confidence r;. We have taken only reliable correlation
coefficients into account, whose values are greater than or equal to a. We took into
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account the correlation coefficients greater than 0.5, thus we considered only the
strong relations (0>0.5).

The principal components define the factor structure of the phenomenon, which is
characterized by the correlation coefficients between features and principal compo-
nents. The internal structure of phenomena does not characterize features themselves,
but characterizes the internal factors and properties, which is inherent of this set of
objects. They are not always directly measurable. Having obtained these coefficients,
we can see what features perform a dominant role under the harmful effects of CI.

The immune system can be represented as a set of interacting subsystems. The
principal components method was used for studying the structure of the relations
between indicators of subsystems immunity tension: peripheral blood cells (first sub-
system), CD-cells (second subsystem), general immunoglobulin (third sub-system)
depending on the presence of CI and without it. When analyzing the groups of adap-
tive systems to the effects of chlamydial infection, we identified patterns of adaptation
and the role of each subsystem (group of cells) with Chlamydia being present and
without it.

According to the method of principal components, each internal factor can also be
represented as a function of the observed symptoms. Thus, we can move on to new
integrated quantitative indicators of generalized properties, which were involved in
this factor. In this case, the functional immune system can be represented as a set of
interacting subsystems of cells.

The relationship between indicators is greater under conditions of extremely harm-
ful factors. With a strong correlation of the initial signs of all the variability is concen-
trated in the first / factors. Therefore, setting the proportion of total variance, which
should be attributed to the first / components (typically 80-95% of the total variance
of symptoms), we can compare the group by the number 1 of the first principal
components.

3 Results of Research

Our studies have shown certain regularities of changes in the correlation graph (with a
total value of the relationship between the indicators were taken into account the cor-
relation coefficients greater than 0.5), being dependant from the pathogenic forms and
stages of AR. The dominant role of lymphocytes and total immunoglobulin compared
with other blood cells is evident in restoring homeostasis of patients with AR mixed
genesis.

Calculated results of pair correlation between the immune system stress indices
have revealed certain regularities in correlation graph changes during periods of ex-
acerbation and remission, irrespective of the pathogenic AR type. The behavior of
correlation graph's weight in all surveyed groups is the same: during remission it de-
creases. In the period of exacerbation the stress increases, enabling recovery of all
morphological and functional blood cell parameters, a body utilizes additional
resources, what is indicated by increased weight of the correlation graph.

Research data on correlation graph weight G for patients with allergic rhinosinuso-
pathy infected with chlamydia, not infected with chlamydia are given in Table 1.
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Table 1. Integrated graph's weight G for patients with allergic rhinosinusopathy infected with
chlamydia, not infected with chlamydia and for the entire sample

Presence of chlamydia infection in nasal Weight G value
mucosa in patients with AR exacerbation remission
G, AR infected with chlamydia 11.68 1.84
G. AR not infected with chlamydia 10.48 1.54

From data in Table 1 it follows that integrated correlation graph's weight G for
venous blood cells parameters, CD-cells and total immunoglobulins in different clini-
cal groups behaves similarly, i.e. decreases in remission.

In patients with AR who are infected with chlamydia correlation graph weight G,
changes in the following way: from 11.68 to 1.84 (p <0.5). In patients with allergic
rhinosinusopathy not infected with chlamydia, correlation graph weight G. decreased
from 10.48 down to 1.54 (p <0.5). This suggests that Chlamydia infection is an addi-
tional stress for the body and contributes to homeostasis disruption (structural and
functional abnormalities of cells). Also it suggests that in this group of patients, an
additional suppression of immune cells' functional activity and accumulation of meta-
bolic wastes takes place (increasing body intoxication).

We have also studied a correlation graph weight for venous blood cells parameters,
CD-cells and total immunoglobulins in patients with AR who are infected with
chlamydia. The results are shown in Table 2.

Table 2. Correlation graph weight for venous blood cells parameters, CD-cells and total
immunoglobulins in patients with AR who are infected with chlamydia

G-weight value
Blood parameters - —
exacerbation remission
Venous blood 1.34 0.93
CD-cells and total immunoglobulins 6.99 0.53

Looking at data presented in Table 2 it can be said that correlation graph weight G
for venous blood cell parameters is less than (p <0.5) G-values for CD-cells and total
immunoglobulins in patients with AR who are infected with chlamydia. The obtained
G-values for venous blood cells, CD-cells and the total immunoglobulins in patients
with AR who are not infected with chlamydia are given in Table 3.

Table 3. Correlation graph weight value for venous blood cells, CD - cells and total
immunoglobulins in patients with AR who are not infected with chlamydia

G-weight value
exacerbation remission
G, venous blood cells 0.93 0.91

Gcp CD-cells and total immunoglobulins 9.10 0.64

Blood parameters
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Based on data in Table 3, one might conjecture that correlation graph weight G, for
venous blood cells' parameters, as well as G¢p value for CD-cells and total immunog-
lobulins is reduced during remission in patients with AR who are not infected with
chlamydia. Correlation graph weight G, decreased from 0.93 down to 0.9 (p> 0.5),
and G¢p value went from 9.1 down to 0.64 (p <0.5). Thus, this indicates that immune
cells play a key role in this sample of patients as well.

Our studies have shown that chlamydial infection contributes an additional burden
for the organism and contributes to the state of homeostasis (structural and functional
abnormalities of cells). There is an additional suppression of the functional activity of
immunocompetent cells in these patients.

Organism involves adaptive resources, ensuring the restoration of all the morpho-
logical and functional parameters of blood cells, so it shows the increase of the corre-
lation graph weight when AR is complicating by the chlamydial infection. Restoration
of normal functioning of all blood cells leads to decrease of the correlation graph
weight. Consequently, the removal of the above pathological processes leads to sig-
nificant improvement in the status and tension release in the body's immune system.

The analysis of the correlation graph dynamics of blood cells, CD — cells and total
immunoglobulins in patients with AR, non-infected by Chlamydia, showed a signifi-
cant decrease in its weight to the indicators of CD-cells and total immunoglobulin
(p <0.05).

The correlation graph reflects the degree of accumulation of metabolic toxins with-
in the cells and, consequently, the degree of structural and functional abnormalities of
blood cells as well as CD-cells. The organism of the patients with chlamydia is caused
by (involves) additional resources, ensuring the restoration of all the morphological
and functional parameters of blood cells, the tension increases, and so the value of the
weight of the correlation graph increases.

The investigation has shown that the AR chlamydial infection, although it is not
the primary etiologic agent of the AR, but implies extra stress on the organism, add-
ing to the disruption of homeostasis (the structural and functional abnormalities of
cells).

We calculated the total variance of all components and the contribution of each
component in the total variance were, estimated the number 1 of the first principal
component and calculated the variance explained by these components for all groups.

The most significant contribution is the first principal component (its contribution
to the overall variability is 30%).

The first principal component correlates with all treatment of the symptoms, but
the greatest influence on its magnitude (strong correlation - positive and negative)
presupposes the presence of CD-cells (lymphocytes). The biggest factors are peri-
pheral blood cells in the second main component.

In general, the projection of multidimensional data onto the plane of the first two
principal components is presented as a data cloud (Fig.1).



Principal Component Analysis Used in Estimation of Human’s Immune System 153

Factor 1

Factor 1

Fig. 1. The projection of multidimensional data (patients with RA) to the plane of the first two
principal components (Factor 1: 30.06%, Factor 2: 13.29%)

On Fig.2 below is shown the leading role of CD-cells in the adaptive process of the
immune system in patients AR without CI.
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Fig. 2. The integration of individual subsystems of immune system for the first (1 PC) and the
second principal component (2 PC) in patients with AR. 1 - a subsystem of peripheral blood
cells, 2 - Subsystem of cell lymphocytes, 3 - Subsystem of cell immunoglobulins

The picture changes dramatically when burdening AR by Chlamydia infection. For
this group, the proportion variance explained by the first seven principal components
is equal to 94.4%.

The share of the first principal component is 31.3% for this period. The correlation
of the main component of CD-cells increases.

In the second principal component with the largest correlation coefficients included
indicators IgA, IgM and IgG.

While applying the projections of multidimensional data onto the plane of the first
two principal components (Figure 3), they are stretched along the second factor.
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Fig. 3. The projection of multidimensional data (patients with AR, increased by CI) to the plane
of the first two principal components (Factor 1: 31.30%, Factor 2: 20.74%)

The dominated role belongs to the subsystem of immunoglobulins (Fig. 4). It should
ensure the adaptation process and the resources to overcome 