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Preface

The volume is a result of the very fruitful and vivid discussions during the MedDec-
Sup’2012 International Workshop at which the participants decided to put together this
volume to collect relevant body of knowledge, and new developments in this increas-
ingly important field of medical informatics. A natural decision was made to base this
volume on relevant papers presented at the Workshop, predominantly in their extended
versions which have been prepared by taking into account the discussions and newest
developments. The basic trend in these publications is the creation of new ideas aimed
at the development of intelligent processing of various kinds of medical information
and the perfection of the contemporary computer systems for medical decision support.
The advance of the medical information systems for intelligent archiving, processing,
analysis and search-by-content will improve without question the quality of the medical
services for every patient and of the global healthcare system in all countries. This goal
will certainly be facilitated by a general attitude adopted in the volume that combines
in a synergistic way theoretical developments with implementability of the approaches
developed.

The basic purpose of this book is to present the last developments and achievements
in the research activity of the authors in the area of the medical informatics to wide
range of readers: mathematicians, engineers, physicians, PhD students and other spe-
cialists.

In the book there are included 21 papers, covering topics in the areas mentioned
above. The basic trends could be grouped as follows:

– Novelties in the application of the machine learning and data interpretation methods
in the medical informatics;

– New approaches for improvement the quality of ultrasound, CT, X-ray, etc. medical
images;

– New methods for decorrelation of groups of CT images, and for compression and
filtration of US images;

– New descriptors for enhancement the efficiency of the search-by-content in medical
image databases;
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– New algorithms for early diagnostics through processing and analysis of various
kinds of patients’ medical images and the related text documents, which describe
the history of the sickness;

– New applications of the theory of graphs used for solving some problems of the
medical services;

– New generation of bio-medical equipment for signal processing, based on the FPGA,
and on special software architecture for efficient processing of medical images.

The presented papers do not cover all aspects of the intelligent processing of the med-
ical information and of the systems for medical decision support, but shall undoubtedly
contribute for their further successful development.

We express our sincere thanks to all plenary speakers, section chairs, reviewers, and
authors for their significant contribution for the preparation of this book. We thank also
the Organizing committee of the MedDecSup’2012 workshop, the Technical University
of Sofia, and our sponsor Smartcom-AD, who provided us with everything we needed
for the successful performance of the workshop. We also express special thanks to the
publishing board of Springer, who made this book possible.

We hope that this book will stimulate the development of new ideas and efficient
solutions in the area of the medical systems for intelligent data processing and medical
decision support.

December 2012 The Editors
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Abstract. Cancer informatics is a multidisciplinary field of research. It includes 
oncology, pathology, radiology, computational biology, physical chemistry, 
computer science, information systems, biostatistics, machine learning, artificial 
intelligence (AI), data mining and many others. Machine learning (ML) offers 
potentially powerful tools, intelligent methods, and algorithms that can help in 
solving many medical and biological problems. The variety of ML algorithms  
enable the design of a robust  techniques and new methodologies for managing, 
representing, accumulating, changing ,discovering ,and  updating knowledge in 
cancer-based  systems. Moreover it supports learning and understanding the 
mechanisms that will help oncologists, radiologists and pathologists to induce 
knowledge from cancer information databases.  This paper presents the research 
results of the author and his colleagues that have been carried out in recent 
years on using machine learning in cancer informatics. In addition the talk dis-
cusses several directions for future research. 

Keywords: Machine Learning, Cancer Informatics, Case-Based Reasoning (CBR), 
Ontological Engineering, Genetic Algorithms, Medical Knowledge Management. 

1 Introduction 

Cancer is a group of more than 200 different diseases; it occurs when cells become 
abnormal and keep dividing and forming either benign or malignant tumors. Cancer 
has initial signs or symptoms if any is observed, the patient should perform complete 
blood count and other clinical examinations. Then to specify cancer type,  patient 
need to perform special lab-tests. Benign tumors can usually be removed and do not 
spread to other parts of the body. Malignant tumors, on the other hand, grow aggres-
sively and invade other tissues of the body, allowing entry of tumor cells into the 
bloodstream or lymphatic system which spread the tumor to other sites in the body. 
This process of spread is termed metastasis; the areas of tumor growth at these distant 
sites are called metastasis. 

From the informatics point of view, breast cancer classification, diagnosis and pre-
diction techniques have been a widely researched area in the past decade in the world 
of medical informatics. Several articles have been published which tries to classify 
breast cancer data sets using various techniques such as fuzzy logic, support vector 
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machines, Bayesian classifiers, decision trees, neural networks, and case-based rea-
soning[1,2,3,4]. CBR researchers agree that the best way to satisfy the increasing 
demand of developing CBR applications is by development of CBR-based frame-
works. CBR frameworks are provided by research groups to overcome the problem of 
disturbing the concentration of the researchers in different domains with program-
ming of AI applications, and help researches focusing on building components that 
directly address key concepts on a provided infrastructure that facilitates application 
to large scale projects [4,5,6]. 

This paper discusses the application of machine learning techniques in cancer in-
formatics. The paper describes the following applications; (a) Case-Based Reasoning   
for diagnosis of cancer diseases, (b)  Ontological engineering  for lung and  breast 
cancer knowledge management, (c)  data mining for assessing diagnosis of breast 
cancer, and(d) genetic algorithms based classifier for breast cancer disease. 

2 Case-Based Reasoning Approach for Diagnosis of Cancer 
Diseases 

This section presents a CBR-based expert system prototype for diagnosis of cancer 
diseases developed at Medical Informatics Group at Ain Shams University, Cairo [7, 8]. 
The main purpose of the system is to serve as doctor diagnostic assistant. The system 
provides recommendation for controlling pain and providing symptom relief in ad-
vanced cancer. It can be used as a tool to aid and hopefully improve the quality of care 
given for those suffering intractable pain. The system is very useful in the management 
of the problem, and its task to aid the young physicians to check their diagnosis. 

2.1 Case-Based Reasoning Methodology 

CBR receives increasing attention within the AI community [4]. CBR is an analogical 
reasoning method provides both a methodology for problem solving and a cognitive 
model of people. CBR means reasoning from experiences or "old cases" in an effort 
to solve problems, critique solutions, and explain anomalous situations. It is consis-
tent with much that psychologist have observed in the natural problem solving that 
people do. People tend to be comfortable using CBR methodology for decision mak-
ing, in dynamically changing situations and other situations were much is unknown 
and when solutions are not clear. CBR refers to a number of concepts and techniques 
that can be used to record and index cases and then search them to identify the ones 
that might be useful in solving new cases when they are presented. In addition, there 
are techniques that can be used to modify earlier cases to better match new cases and 
other techniques to synthesize new cases when they are needed. 
Following to the CBR methodology, the algorithm of interpreting and assimilating a 
new case can be summarized in the following processes [4]:  

1. Assign Indexes:  the features of the new case are assigned as indexes characteriz-
ing the event. 
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2. Retrieve:  the indexes are used to retrieve a similar past case from the case  
memory. 

3. Modify:  the old solution is modified to conform to the new situation, resulting in 
a proposed solution. 

4. Test:  the proposed solution is tried out. It either succeeds or fails. 
5. Assign and Store: If the solution succeeds, then assign indexes and stores a work-

ing solution. The successful plan is then incorporated into the case memory. 
6. Explain, Repair and Test: If the solution fails, then explain the failure, repair the 

working solution, and test again. The explanation process identifies the source  
of the problem. The predictive features of the problem are incorporated into the 
indexing rules knowledge structure to anticipate this problem in the future.  
The failed plan is repaired to fix the problem, and the revised solution is then 
tested. 

To perform the CBR process, the following knowledge structures (KSs) are very  
essential: 

1. Indexing Rules KS: These rules identify the predictive features in the input that 
provides appropriate indexes into the case memory. 

2. Case Memory KS: Case memory is the episodic memory, which comprises of 
database of experience. 

3. Similarity Rules KS: If more than one case is retrieved form episodic memory, 
the similarity rules (or metrics) can be used to decide which case is more like 
the current situation. 

4. Modification Rules KS: If no old case is going to be an exact match for a new 
situation, the old case must be modified to fit. We require knowledge about 
what kinds of factors can be changed and how to change them. 

5. Repair Rules KS: Once we identify and explain an expectation failure, we must 
try to alter our plan to fit the new situation. Again we have rules for what kinds 
of changes are permissible. 

2.2 Technical Aspects of the Case-Based Expert System 

The system consists of three main modules; user interface, case base reasoning mod-
ule and computational module all are interacted with the main environment of cancer 
diseases [7, 8]. The user is cancer expert doctor, the interaction is through menus and 
dialogues that simulate the patient text sheet contain symptoms and lab examinations. 
Computational module uses rule-based inference to give diagnostic decision and new 
case is stored in case library. Patient cases are retrieved in dialogue with similarity 
matches using the nearest neighbor matching technique. Frame knowledge representa-
tion technique is used  for patient case indexing, storage and retrieval.  

Fig. 1 shows the architecture of the CBR-based system. The system’s knowledge 
base is diverse and linked through a number of indices, frames and relationships. The 
bulk of this knowledge consists of actual case histories and includes 70 cancer patient 
cases; some are real Egyptian cases and some from virtual hospitals on the internet. 
Fig.2 shows example of an Egyptian liver cancer case description of old women. 
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Fig. 1. Architecture of the CBR-based system for cancer diagnosis 

Patient: 65-years old female not working, with nausea and vomiting. 
Medical History: cancer head of pancreas  
Physical Exam: tender hepatomgaly liver, large amount of inflammatory about 3 

liters, multiple liver pyogenic abscesses and large pancreatic head mass.  
Laboratory Findings: total bilrubin 1.3 mg/dl, direct bilrubin 0.4 mg/dl, sgot (ast) 

28 IU/L, sgpt (alt) 26 IU/L. 

Fig. 2. Egyptian liver cancer case 

3 Ontological Engineering Approach for Cancer Knowledge 
Management 

The term “ontology” is inherited from philosophy, in which it is a branch of meta-
physics concerned with the nature of being. It began being used in Artificial Intelli-
gence (AI) in the 1980s, and is now frequently used by computing and information 
science audiences. In AI ontology can be defined simply as a common vocabulary for 
describing a domain that can be used by humans as well as computer applications. 
Ontology is a formal explicit description of concepts in a domain of discourse (classes 
(sometimes called concepts)), properties of each concept describing various features 
and attributes of the concept (slots (sometimes called roles or properties)), and restric-
tions on slots (facets (sometimes called role restrictions)). Ontology together with a 
set of individual instances of classes constitutes a knowledge base. In reality, there is 
a fine line where the ontology ends and the knowledge base begins. Ontologies have a 
range of potential benefits and applications in medical domain including the sharing 
of medical information across medical systems, enabling reuse of medical knowledge 
and providing intelligent and personalized researcher support [9, 10]. 
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This section presents the developed two web-based ontologies for lung and breast 
cancers [11, 12]. The two ontologies; were built using the Protégé-OWL editing envi-
ronment. The main goals behind building these ontologies are to allow finding and 
locating information about lung and breast cancers needed for interested users and 
domain experts, integrating information about lung and breast cancers to be accessed 
in an easy manner and providing the availability and accessibility of lung and breast 
cancers knowledge over the web. 

3.1 Web-Based Lung Cancer Ontology 

The lung cancer ontology was encoded in OWL-DL format using the Protégé-OWL 
editing environment [11]. The knowledge concerning breast cancer is collected from 
many sources including:  Cancerbackup , American Cancer Society, American Lung 
Association. In this ontology ( Figure 3) we have the following four main super 
classes ; 

• People, which has the sub classes; male and female. 
• Medical_Interventions which has sub classes; Treatment, Staging and Diagnosis. 
• Disease which has sub class cancer which has sub class; lung_cancers. 
• Disease_attributes which has sub classes; Causes, Disease_stage, Pathologi-

cal_category, Staging_systems and Symptoms 

The lung cancers are described in terms of its symptoms, causes, stages, pathological 
category, diagnosis and treatment. In this context, we described causes, stages, patho-
logical category and symptoms as disease attributes. While diagnosis (including de-
termining the stage of the lung cancer) and treatment are described as medical inter-
ventions. 

3.2 Web-Based Breast Cancer Ontology 

Breast cancer ontology was encoded in OWL-DL format using the Protégé-OWL 
editing environment [12]. The knowledge concerning breast cancer is collected from 
many sources including: MedicineNet ,The World Health Organization (WHO) , The 
breastcancer.org , The ehealthMD  and The National Comprehensive Cancer Network 
(NCCN) .  

In this ontology we have two main super classes 

• MedicalThings which has sub classes Diseases, Medical_Interventions, Patholog-
ical_Category, References. 

• People which has the sub classes; men and women. 

The class Diseases has a subclass Cancers which has a subclass Breast_Cancer. The 
class Medical_Interventions has subclasses Diagnostic and Therapeutic. The class 
References has subclasses Causes, Disease_Stage, Staging, Symptoms and 
TNM_Stage. Some of the subclasses motioned above may has its own sub classes as  
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shown in figure 4. These entire sub classes are related with is-a link. The breast can-
cers are described in terms of its symptoms, causes, stages, pathological category, 
diagnosis and treatment. In this context, we described causes, stages, and symptoms 
as references. While diagnosis and treatment are described as medical interventions as 
shown on figure 4. 

 

 

Fig. 3. The Lung Cancer Class Hierarchy 
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Fig. 4. The Developed Breast Cancer Ontology 

In the breast cancer ontology, we described the diagnosis of the breast cancer as in-
stances of the class Diagnostic. Also causes, stages, staging (how to determine the 
stage of the cancer) and symptoms of the breast cancer are described as instances.  In 
the breast cancer ontology, the classes M_stage, N_stage and T_stage are defined as 
enumerated classes. Each one of these classes is described in terms of its instances. 

4 Breast Cancer Classification Using a Combination 
of Ontology and Case-Based Reasoning 

In our research [13, 14], we developed a new technique in the field of breast cancer 
classification. It uses a combination of ontology and case-based reasoning methodol-
ogies. Two recent frameworks are examined building the classifier. One is the open 
source jCOLIBRI system developed by GAIA group and provides a framework for 
building CBR systems. The other is the novel open source CBR tool, myCBR, devel-
oped at the German Research Center for Artificial Intelligence (DFKI). The objective 
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of this classifier is to classify the patient based on his/her electronic record whether 
he/she is benign or malignant. 

4.1 Breast Cancer Domain 

Breast cancer is the form of cancer that either originates in the breast or is primarily 
present in the breast cells. The disease occurs mostly in women but a small population 
of men is also affected by it. Early detection of breast cancer saves many thousands of 
lives each year. Many more could be saved if the patients are offered accurate, timely 
analysis of their particular type of cancer and the available treatment options. Since 
the breast tumors whether malignant or benign share structural similarities, it becomes 
an extremely tedious and time consuming task to manually differentiate them. As seen 
in Figure 5 there is no visually significant difference between the fine needle biopsy 
image of the malignant and benign tumor for an untrained eye. 

 

Fig. 5. Fine needle biopsies of breast. Malignant (left) and Benign (right) [15]. 

Accurate classification is very important as the potency of the cytotoxic drugs ad-
ministered during the treatment can be life threatening or may develop into another 
cancer. Laboratory analysis or biopsies of the tumor is a manual, time consuming yet 
accurate system of prediction. It is however prone to human errors, creating a need for 
an automated system to provide a faster and more reliable method of diagnosis and 
prediction for the patients. 

4.2 The Open Source jCOLIBRI Framework 

jCOLIBRI framework  is an evolution of the COLIBRI architecture [16], that con-
sisted of a library of problem solving methods (PSMs) for solving the tasks of a 
knowledge-intensive CBR system along with ontology, CBROnto [8], with common 
CBR terminology. COLIBRI was prototyped in LISP using LOOM as knowledge 
representation technology. The design of the jCOLIBRI framework comprises a hie-
rarchy of Java classes plus a number of XML files. The framework is organized 
around the following elements: 

Tasks and Methods: The tasks supported by the framework and the methods that 
solve them are all stored in a set of XML files. 
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Case Base: Different connectors are defined to support several types of case de-
termination, from the file system to a database. 

Cases: A number of interfaces and classes are included in the framework to pro-
vide an abstract representation of cases that support any type of actual case structure. 

Problem Solving Methods: The actual code that supports the methods included in 
the framework. 

4.3 The Open Source myCBR Framework 

myCBR is an open-source plug-in for the open-source ontology editor Protégé. 
Protégé is based on Java, is extensible, and provides a plug-and-play environment 
that makes it a flexible base for rapid prototyping and application development [17]. 
Protégé allows defining classes and attributes in an object-oriented way. Furthermore, 
it manages instances of these classes, which myCBR interprets as cases. So the  
handling of vocabulary and case base is already provided by Protégé. The myCBR 
plug-in provides several editors to define similarity measures for an ontology and a 
retrieval interface for testing. As the main goal of myCBR is to minimize the effort for 
building CBR applications that require knowledge-intensive similarity measures, 
myCBR provides comfortable GUIs for modeling various kinds of attribute specific 
similarity measures and for evaluating the resulting retrieval quality. In order to  
reduce also the effort of the preceding step of defining an appropriate case representa-
tion, it includes tools for generating the case representation automatically from exist-
ing raw data. The novice as well as the expert knowledge engineer are supported  
during the development of a myCBR project through intelligent support approaches 
and advanced GUI functionality. Knowledge engineer can go through the following 
four steps to develop a CBR System; (a) Generation of case representations, (b) Mod-
eling similarity measures, (c) Testing of retrieval functionality, and (d) Implementa-
tion of a stand-alone application. 

4.4 Experimental Results of Breast Cancer Classifications 

In our study, the two mentioned CBR frameworks are tested by developing a CBR 
application that classifies the condition of the breast cancer tumor whether it is benign 
or malignant. Wisconsin breast cancer data set was used for building the case-bases. It 
is obtained from the University of Wisconsin Hospitals, Madison from Dr. William H. 
Wolberg [14]. Samples inside the data set arrive periodically as Dr. Wolberg reports 
his clinical cases. The number of instances inside the dataset is 699 (as of 15 July 
1992). Each record contains ten attributes plus the class attribute.  

During the implantation of the breast cancer diagnostic application using jCOLI-
BRI we found that jCOLIBRI is user-friendly and efficient to develop a quick appli-
cation. The classifier was successful in classification of the selected data set. Results 
given by the testing of the developed application are quite satisfactory. The system 
can precisely retrieve most similar cases although the input query has a missing 
attribute value. Deployment of a standalone application is completely failed. 
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During the implantation of the breast cancer classifier using myCBR we noticed 
that myCBR is a really a tool for rapid prototyping of a new CBR application. In 
seconds, users may have a running standalone CBR application by using the CSV 
importing feature. myCBR is intelligent enough to build the case structure and the 
case base by parsing the provided CSV file. myCBR avoids reinventing the wheel by 
making the development of a new CBR application done inside Protégé. The classifier 
was successful in classification of the selected data set. 

  

Fig. 6. Breast Cancer as a Stand-Alone Application 

5 Genetic Algorithms Approach for Data Mining  Breast 
Cancer Classification 

5.1 Genetic Algorithms Approach 

Genetic Algorithms (GA) provide an approach to learning that based loosely on simu-
lated evolution. The GA methodology hinges on a population of potential solutions, 
and as such exploits the mechanisms of natural selection well known in evolution. 
Rather than searching from general to specific hypothesis or from simple to complex 
GA generates successive hypotheses by repeatedly mutating and recombining parts of 
the best currently known hypotheses. The GA algorithm operates by iteratively updat-
ing a poll of hypotheses (population). One each iteration, old members of the popula-
tion are evaluated according a fitness function. A new generation is then generated by 
probabilistically selecting the fittest individuals form the current population. Some of 
these selected individuals are carried forward into the next generation population 
others are used as the bases for creating new off springs individuals by applying  
genetic operations such as crossover and mutation. 
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This section presents an application of genetic algorithms approach for data mining 
classification task [18,19]. Actually two C4.5 based classifiers were developed, the 
first classifier; RFC4.5 uses the RainForest framework approach while the second; 
GARFC4.5 is a hybrid classifier uses Genetic Algorithm. The role of C4.5 classifier is 
to construct a simple decision tree. The role of RainForest is to keep the scalability 
aspects in constructing the classifier. The role of Genetic algorithms is working as 
online or dynamic training. In what follow a brief description of both classifiers is 
given [17]. 

5.2 Breast Cancer Database 

The Breast cancer database contains special laboratory examinations for breast cancer 
diseases. The problem is to predict whether a tissue sample taken from a patient’s 
breast is malignant or benign. The original data tables have been imported and con-
verted into access format. The database includes a number of instances (about 699 
patients). The 16 instances with missing attribute values are removed from the data-
base, leaving 683 instances. The main goal was to discover some sensitive and specif-
ic patterns as well as achieving a high prediction rate for breast cancer disease. The 
data record has 11 numerical attributes, attributes namely Clump Thickness, Unifor-
mity of Cell Size, Uniformity of Cell Shape, Marginal Adhesion, Single Epithelial 
Cell Size, Bare Nuclei, Bland Chromatin, Normal Nucleoli, Mitoses and Class. These 
attributes are used to represent patient instances. The target attribute is the class 
attribute that has two possible values: benign or malignant. Class distribution: Benign: 
458 (65.5%) and Malignant: 241 (34.5%). 

5.3 Experimental Results of GAFRC4.5 Classifier 

The GARFC4.5 hybrid classifier has two main components. The first one, RFC4.5 
classifier, combines the previous described advantage of RainForest with the tradi-
tional C4.5 algorithm. RFC4.5 takes a set of training records from the database and 
produces a decision tree according to the randomly selected set of records. The 
second component, GA, performs the following operations: (a) taking, as input, the 
generated trees by RFC4.5, and (b) performs the GA operations. Crossover takes two 
generated trees from two different training data sets by RFC4.5, exchange two or 
more sub-tree, and produce another two different trees with different fitness function 
value (classification accuracy). Mutation operation takes one generated tree by first 
component RFC4.5, exchange two or more sub-tree of the same given tree or convert 
one or more subtree to a leaf then produce a new tree with different fitness function 
value. The GA operation proceed until the best tree is obtained from all the decision 
trees generated from randomly selected set of training data by RFC4.5 classifier  
component [20]. 

In our GARFC4.5 experiments, the probability of crossover is set to 0.9 and muta-
tion rate to 0.02 after trying some other values and discovering that the previous  
values are the best (as known this value are problem specific). Twenty generation as 
the stopping criterion as noticed that the fitness of the individuals doesn’t improve 
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anymore. The sampling percentages vary from 5% to 40% of the original dataset and 
the population size from 10 to 50. The database was divided randomly into 70% for  
training and 30% for testing.                                                                                                                             

Figure 7 shows the computational results for our genetic algorithms based classifi-
er from different combination of population size and the sampling percentages com-
parative to RFC4.5 classifier (classifier without the genetic algorithms component).  
The result curves at figure 7 show that the genetic algorithms based classifier vibrates 
between high and low classification accuracy and this is due to the numerical nature 
of the breast cancer database attributes. The results show that GARFC4.5 was not 
good with numerical nature databases. The results showed that genetic algorithms 
approach improves the classification accuracy over the traditional decision tree ap-
proach. The classification rates are 94% and 81% for our genetic classifier and deci-
sion tree algorithm respectively. Moreover the genetic classifier has the privilege of 
online learning over traditional decision tree C4.5 algorithm. 

 
 

     
 
 

Fig. 7. Computational results of the classifiers GARFC4.5 and RFC4.5 for different population 
size 

6 Conclusions 

1. Machine Learning algorithms offer intelligent computational methods for accumu-
lating, changing and updating knowledge in intelligent systems, and in particular 
learning mechanisms that will help us to induce knowledge from information or 
data.   

2. CBR processes and techniques   are very useful to develop CBR-based applica-
tions in medical domains but extensive effort is required to enhance their learning 
curve, usability and understandability.             

3. Ontology-based CBR frameworks are very useful to develop robust CBR-based 
breast cancer classifiers that can play a very important role to help for early detect-
ing the disease and hence right medications can be used to save lives 

4. Ontological engineering approach is an effective methodology to manage and 
represent cancer knowledge. 

(a) (b) (c)
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5.  Cancer ontologies are very useful in medical knowledge-based systems to facili-
tate knowledge sharing, refine, search and reuse. 

6. The application of genetic algorithms approach improves the cancer classification 
accuracy over the traditional decision tree approach. 
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Abstract. An outline of a few methods in an emerging field of data analysis, 
“data interpretation”, is given as pertaining to medical informatics and being 
parts of a general interpretation issue. Specifically, the following subjects are 
covered: measuring correlation between categories, conceptual clustering, and 
generalization and interpretation of empirically derived concepts in taxonomies. 
It will be shown that all of these can be put as parts of the same inquiry. 

Keywords: data analysis, association between categories, clustering, hierar-
chical ontology, taxonomy, computational interpretation. 

1 Introduction 

In spite of the fact that medical informatics is one of the fastest growing areas both in 
research and in practice, as of this moment, there is no well developed system for the 
medical informatics domain. However, a number of focus areas are of interest to med-
ical informatics:  

- patient-centered systems: medical records and images;  
- patient safety: error prevention and handling;   
- clinical research informatics including new drugs and treatment methods; 
- healthcare organization and administration;  
- knowledge organization, updating and use.    

So far most efforts and results have been related to the personal health support sys-
tems. However, each of the subjects is important in the health related efforts and can 
benefit significantly of informatics tools. Moreover, one cannot help but see the med-
ical informatics as a pathfinder, a leader, in such computer-intensive areas of current 
interest as knowledge organization, updating, and use (see SNOMED CT ontologies 
development [12] and related efforts). 

Currently, the issues of organization and maintenance of e-records are of urgent 
priority in medical informatics. Possibly, even more urgent are matters of reorganiza-
tion of health services such as developing classifications of diseases and disorders 
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matching the common treatment practices. Yet there is a permanent need in automat-
ing of all aspects of data interpretation, which will become much apparent after the 
organizational issues have been addressed. 

These are the subject of this presentation. Data of a set of patients may comprise 
tables, texts, and images. This paper refers mostly to the tabular data format corres-
ponding to results of various tests over a set of patients, and, further down, to the 
author’s attempts at developing methods for data interpretation. The current level of 
digitalization leads to growing popularity of exploratory data analysis and data mining 
approaches oriented towards finding patterns in data rather than testing hypotheses; 
the latter are prevailing in classical statistics frameworks still dominating many areas 
of the medical informatics discourse. Yet finding patterns is just an intermediate goal, 
the real challenge lies in developing data analysis methods in such a way that the 
result can be formulated in a way that a medical practitioner may find acceptable, 
understandable and reasonable. This is the niche I like to focus at. 

I am going to present here a few data analysis methods oriented towards data inter-
pretation issues:  

(a)  measuring correlation between categories,  
(b) conceptual clustering and  
(c) generalization and interpretation of empirically derived concepts in taxonomies.  

It will be apparent in the end that these three are not as diverse as they seem to be. In 
fact, they are parts of the same inquiry. 

2 Exploring Correlation between Categories: Interpretation 
Versus Statistics 

This subject is of finding those sets of categories that are most correlated with each 
other. A simplest would be finding just pairs of correlated categories. First of all, I’d 
like to bring in an example showing the difference between the mathematical statistics 
and data interpretation approaches.  A case for mathematical statistics: a lung cancer 
sufferer making a claim against an industrial company plant that they are responsible 
for the condition. To support their claim, the lung cancer sufferer’s team refer to a 
statistical table (in the left part of Table 1).This table brings forward statistical testing 
of the plant company claim that the proportions of the condition near the plant and 
faraway from it, 0.05 and 0.03 on the sample, differ only because of the sampling bias 
and are, in fact, equal in the population. A two-sided z-test, like that in [4], would 
show that, under the assumption that the sampling has been random and independent, 
the hypothesis that the proportions are equal should be rejected, at 95% confidence 
level. Data analysis relates to a very different data and problem setting. The data 
comes from a database which has been collected from various sources, not necessarily 
independent or similar. There are many features in the database of which those men-
tioned in Table 1 could be just a couple. Moreover, the data may be much less ba-
lanced than in a goal-oriented sample. This is the case of data on the right in Table 1: 
only 60 cases from near the plant are in the dataset while the number of far-away-
from-plant cases remains a thousand. Because of such a bias in the sample, the very 
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same z-test now decidedly supports the idea that the hypothesis that the proportions of 
the condition on the sample are the same cannot be rejected anymore, even in spite of 
the fact that they remain very much the same: 0.05 and 0.03. This is because the  
near-plant dwellers sample size is greatly reduced here so that the uncertainty of the 
situation increases. 

Table 1. An illustrative example of contingency data in health statistics: (a) testing proportions, 
on the left side; (b) as happens in a data base, on the right side 

 Classical statistics case Data interpretation case 

Residence No LC LC Total No LC LC Total 
Near plant   950 50 1000 57  3 60 
Far from plant   970 30 1000 970 30 1000 

Total 1920 80 2000 1027 33 1060 

In contrast, the data interpretation view pays no attention to the classical mathe-
matical statistics cause (except sometimes for the lip service only). The goal here is to 
capture the extent of correlation on the sample, rather than to see how the sample 
differs from the population – the latter is of no concern at all. The conditional proba-
bilities, like those mentioned, 0.05 and 0.03 could be a good choice sometimes. Yet 
they can be used only in the case at which one subsample is compared to the other.  
A more universal measure has been proposed by the founding father of statistics A. 
Quetelet almost 200 years ago. Quetelet index compares the conditional probability  
of the event l at a given category k, with that on the entire set, not at a different  
subsample [8,9]:  

( / ) ( )
( / )

( )

P l k P l
q l k

P l

−=
 

(1)

That is, Quetelet index expresses correlation between categories k and l as the relative 
change in the probability of l when k is taken into account. In our case, 
q(LC/Near_Plant) = 3*1060/ (33*60) -1 = 0.606. That means that living near the plant 
increases the chances of acquiring LC by 60.6% - this should be taken into account in 
the court whatever considerations of the statistical significance are! (As one can no-
tice, both parts of Table 1 are subject to this interpretation, not just the part on the 
left!) 

It appears, the average Quetelet index, that is, the sum of q(l/k) weighted by their 
probabilities, P(k,l), coincides with the value of the well-known Pearson’s chi-square 
coefficient which is widely used for assessing statistical independence, but not associ-
ation, between categorical features (e.g., Daniel 1998 [1]). This sheds a different light 
over the Pearson’s coefficient – that is an association measure, after all – and this is 
exactly the criterion for deriving a decision classification tree in some packages such 
as SPSS. A similar meaning can be assigned to other popular association measures 
such as Gini index. 
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3 Hierarchical Grouping: Conceptual Clustering 

Hierarchical grouping with conceptual clustering was developed in 80es and recently 
has enjoyed some revival due to the emergence of ontologies and other conceptual 
structures (see, for example, Fanizzi et al. 2009 [2]). Our experience is based on the 
original developments in Russia in 80es for the analysis of data of large-scale socio-
logical and health related surveys [7].  

 

Fig. 1. An illustrative example of a conceptual grouping hierarchy 

The result of application of a hierarchical grouping algorithm can be represented 
by a hierarchy resembling that of a decision tree [6]. Yet it is built automatically by 
sequential divisions of clusters, starting from the entire dataset, over features from a 
specified subset according to a criterion that is much similar to those used in cluster-
ing.  Yet, in contrast to the classical cluster analysis, the clusters are split not over a 
multidimensional distance between entities but rather over just one of the features. If 
the feature x is quantitative, then the two split parts correspond to predicates “x>a” 
and “x≤a” for some feature value a. For a categorical feature, the split parts corres-
pond to predicates “x=a” and “x≠a” for a category а. The algorithm tests all the can-
didate clusters and all the candidate features and chooses the split maximizing the 
summary association of that with all the features or, equivalently, the Ward’s distance 
between the split parts’ centroids [Mirkin 2011]. The obtained conceptual tree is 
much intuitive and, also, serves as an informative features selector (those actually 
used in the splits). The association of the hierarchic partition with the features is 
measured with the so-called correlation ratio, for quantitative features, or the Pearson 
chi square association coefficient, for categorical features [9].  The latter is to be mod-
ified to Gini coefficient depending on the data normalization, to keep the mathemati-
cal equivalence of the criterion to the so-called quadratic error criterion of k-means 
and similar clustering approaches. This is based on representation of the categories by 
the corresponding dummy variables with a follow-up standardization of them [8, 9].  

In a large-scale survey conducted at Novosibirsk area (Russia) in early 80-es with 
regard to pneumonia, tuberculosis and other respiratory diseases, more than a dozen 
altogether, P. Rostovtsev and I built a hierarchical classification of the sample of more 
than 50000 individuals over the respiratory diseases and related features to find a final 
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conceptual clustering respiratory disease partition of about 20 clusters/disease types 
[11]. This partition was further used to find those features of the individuals’ condi-
tions that have been most correlated with it. The medical researchers were thinking of 
alcohol consumption and smoking as the two most important risk factors. In fact, the 
found partition of the individuals over respiratory conditions had no correlation with 
these whatsoever, which was very unfortunate because our findings could not be pub-
lished at that time as being at odds with the dominating paradigm. Instead, we found 
two other features: “bad housing” and “the same disease in the family”, as the real 
risk factors. The Quetelet coefficient for the former was about 600%. 

4 Interpretation of Clusters over a Hierarchical Ontology of the 
Domain   

Hierarchical ontologies, or taxonomies, are currently becoming a major format for 
computationally handling, maintaining and updating knowledge. A very recent inter-
national effort is being resulted in a set of hierarchical ontologies for the medicine 
SNOMED CT [12]. In fact, this is the very first example of the concept of ontology 
being developed as a device for practical purposes.   

A hierarchical ontology is a set of concepts related by a tree-like hierarchical rela-
tion such as “A is a B” or “A is part of B”. Of course, ontology of a domain may con-
tain a rather small number of the domain concepts while many others, especially those 
new ones, remain out of the tree. The concept of ontology is much relevant to the 
medicine domains because it can encompass the mechanism of a disease and related 
disorders. The medical diagnostics process can frequently be put in terms of a deci-
sion tree related to a hierarchical ontology. The Manual [6] is an example of such an 
approach applied in the mental health domain. 

Therefore, a problem of interpretation of concepts -“outsiders” in terms of the  
“insider” concepts emerges. Take, for instance, the International Association for 
Computing Machinery (ACM) classification of computing subjects – a hierarchical 
four-layer taxonomy of the computing world ACM-CCS. I realize that this may be 
considered as somewhat far from the medicine, but at this moment I have no applica-
tion of the approach to be presented in the medical domain.  

A recently emerged concept P, say “intuitionist programming”, does not belong to 
the current ACM_CCS. To interpret that in terms of ACM_CCS take a look through a 
search engine like Yahoo! (because Yahoo was so much research-friendly) to find a 
profile of P. 

Fuzzy profile of P (illustrative): 

F.1 Computation by abstract devices - 0.60 
F.3 Logics and meaning of programs - 0.60 
F.4 Mathematical logic and formal languages - 0.50 
D.1 Programming languages - 0.17.  
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(A fuzzy set, unconventionally normed in Euclidean metric so that the squares of the 
membership values sum to unity, because of another development by the author and 
S. Nascimento [10].)  

 

Fig. 2. A fragment of ACM-CCS taxonomy, along with the contents of a fuzzy topic set 
mapped to it (gray) 

Mapped to ACM-CCS taxonomy as is (see Fig. 2), the contents of the fuzzy profile 
can be looked at through the taxonomy structure. Yet, when the contents counts a 
dozen or more topics well dispersed through the taxonomy tree, the mapping has 
some obvious drawbacks as being: (a) fragmentary, (b) not scalable, and (c) not quite 
cognition-friendly. 

This is why we propose to interpret such a profile (fuzzy topic set) by lifting it to 
higher ranks of the hierarchy to minimize the number of subjects it embraces (Fig. 3). 
However, the lifting may make apparent some discrepancies, namely, gaps and off-
shoots. Therefore, the lifting penalty function should involve three types of elements: 
the “head subjects”, the “gaps” and the “offshoots” so that their total, appropriately 
weighted, should be minimized at the interpretable result.  

An algorithm, PARL, has been developed for optimally lifting a fuzzy topic set 
over a hierarchical ontology by recursively moving from the leaves to the root [10]. 
At each tree node, the algorithm specifies parsimonious events according to each of 
the two different scenarios: (a) the head subject has been inherited from the node’s 
parent; (b) the head subject has not been inherited from the node’s parent. The parsi-
mony criterion is but an operational expression of the celebrated Occam’s Razor prin-
ciple of simplicity. To make the choice of the weights of different elements of the 
optimal scenario meaningful in a substantive domain, as many as possible concepts 
should be interpreted via the lifting process so that the probabilities of “gain” and 
“loss” of head subjects could be derived for the nodes. Then the “maximum parsimo-
ny” criterion can be changed for a “maximum  likelihood” criterion at which the 
weights are defined by the maximum likelihood principle.  
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Fig. 3. Interpretation of the topic set by lifting it to “Head subject” F. Theory of computation 
(highlighted by a darker filling), with the price of having a “gap”, F2, and an “offshoot”, D1. 

5 Conclusion 

The discipline of computationally handling both data and knowledge is emerging as 
driven, to a large extent, by the medical informatics needs. The models and methods 
for interpretation of various patterns and facts will be an integral part to it.  A few 
topics I just outlined are related quite closely: a topic set to be interpreted by lifting in 
a hierarchical ontology (section 4) can be derived with a conceptual clustering ap-
proach (section 3) which itself heavily relies on the ways for scoring category-to-
category correlation (section 2). 
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Abstract. Training visual systems have significant role for people with limited 
physical abilities. In this paper, the task of sign alphabet learning by poorly-
hearing children was discussed using advanced recognition methods. Such in-
telligent system is an additional instrument for cultural development of children 
who can not learn alphabet in the usual way. The novelty of the method consists 
in proposed technique of features extraction and building vector models of outer 
contours for following identification of gestures which are associated with  
letters. The high variability of gestures in 3D space causes ambiguous segmen-
tation, which makes the visual normalization necessary. The corresponding 
software has two modes: a learning mode (building of etalon models) and a test-
ing mode (recognition of a current gesture). The Visual system of Russian sign 
alphabet learning is a real-time application and does not need high computer  
resources. 

Keywords: Sign alphabet, gesture recognition, features extraction, spatio-
temporal segmentation, skin classifiers. 

1 Introduction 

Human gestures are the universal instrument for non-verbal interaction, communica-
tion, and information exchange among people. At the latest years we see another type 
of communication – the so called interactive communication between man and com-
puter. In this aspect, we need special devices, automated algorithms and procedures, 
and perhaps, another performance of interactive information [1-3]. In this paper, the 
main discussion will be related to visual system having a single video camera which 
can process and recognize hand gestures (signs) associating with letters of national 
alphabet. The limited number of letters in the alphabet determines the limited set of 
signs that simplifies the assigned task. In this case, the task of recognition becomes 
the task of identification with a pre-determined set of typical 3D objects. 

Dactylology is a specific form of speech or communication that reproduces a spel-
ling form of a word by fingers by using a sign alphabet. Dactylology includes the 
features of oral speech for operative communication and the specialties of writing 
speech having a form of sequential symbols according to spelling rules. Sometimes 
hearing people consider a sign alphabet as a symbol alphabet of deaf-mute people. 
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However, there are two different things: sounds of speech (letter by letter) are propa-
gated by a sign alphabet and gesture symbols perform the words. At the initial stage 
of computer processing there is no difference between performances of sounds of 
speech and gesture symbols. The great difference will be on the last stage – a stage of 
a result interpretation. 

An ideal gesture recognition system must be robust to handle and palm variations 
over a wide range. In common case, we have three main issues: (1) the start and the 
end of gesture definition in temporal domain (in sequence of continuous gestures); (2) 
2D segmentation of 3D palms localization in spatial domain (overlapping images of 
fingers, warping transformations in 3D space); (3) feature extraction and recognition. 
A gesture that any human can quickly recognize may be the complex problem for 
machine-vision application. On the basic of existing intelligent technologies, some 
constraints and simplifications were introduced that permitted to solve the task and to 
design the corresponding software. Classification of a limited set of gestures permits 
to find a set of essential geometrical features according to which we may simulta-
neously identify most gestures; similar gestures are classified according to their vector 
models in selected frames. 

The rest of the paper is organized as follows: related work will be discussed in Sec-
tion 2; Section 3 describes the proposed classification of gesture associating with the 
letters of alphabet; in Section 4 the algorithms of segmentation, vectorization and 
identification will be discussed; Section 5 presents the experimental software “Rus-
sian Sign Language” and some experimental results, and the conclusions are given in 
Section 6. 

2 Related Work 

All methods which have been proposed for gesture segmentation and recognition in 
the literature can be classified into two major categories: separate segmenta-
tion/recognition [4, 5] and simultaneous segmentation/recognition [6, 7]. The methods 
from the first category detect the gesture boundaries for segmentation and extract 
various features for recognition, so the segmentation procedure precedes the  
recognition procedure. The methods from the second category execute segmentation 
and recognition procedures simultaneously. Most methods from both categories are 
based on various modifications of Hidden Markov Model (HMM), a Dynamic Pro-
gramming technique (DP), Dynamic Time Warping (DTW), Continuous Dynamic 
Programming (CDP), Dynamic Bayesian Network (DBN), Artificial Neuron Network 
(ANN), etc. 

2.1 Overview of Gesture Segmentation and Recognition Methods 

Let’s discuss briefly the basic methods of visual gesture segmentation and recognition 
using video sequences. Kim et al. [6] proposed the simultaneous gestures segmenta-
tion and recognition based on forward spotting accumulative HMMs. Firstly the start  
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and end points of gesture are determined as zero-crossed points of proposed probabili-
ty function; secondly they are specified by using local maximums of gesture and non-
gesture. The output scores are accumulated, and a current gesture is associated with 
the model which has a majority vote of all intermediate recognition results.  

The HMM-based approach for dynamic hand gestures in video sequences was pro-
posed in [9]. The output scores of every HMM are continuously observed at every 
time step using an improved normalized Viterbi algorithm which increased the output 
score of an HMM: peaks in the output scores of the respective models indicated the 
presence of gestures. Lee et al. [10] proposed a HMM-based threshold model for  
end points of gesture recognition using matched gesture patterns. The likelihood  
of all Gesture Models and the threshold models is calculated for candidate end  
points consideration. The start points of a gesture can be traced back using the Viterbi 
algorithm. 

The DP technique combines motion detection and an explicit multi-scale search to 
find the start and end times of a gesture [8]. Kang et al. [11] proposed to detect possi-
ble start and end points of a gesture according to three criteria: abnormal velocity, a 
static gesture, and severe curvature. Then the segments between those candidate cuts 
were evaluated using DTW. Alon et al. [2] proposed an unified framework for spatio-
temporal gesture segmentation and recognition. Multiple candidate hand locations are 
firstly detected; then by using CDP the feature vectors are matched to the model. Dur-
ing this stage a large number of hand gesture hypotheses are eliminated according to 
classifiers received from a training data set. The end point of a gesture is detected 
when the model gives the lowest matching cost in the interval. 

In [12], Suk et al. proposed DBN model for hand gesture recognition that can be 
used to control media players or slides presentation. The suggested DBN model is 
preceded by steps of skin extraction, modeling, and motion tracking. Such gesture 
model is developed for one-hand or two-hands gestures and is based on a cyclic ges-
ture network for modeling continuous gesture stream. Also authors had developed a 
DP-based real-time decoding algorithm for continuous gesture recognition. Some 
authors researched architecture on neural networks with different numbers of hidden 
layer neurons and different numbers of layers and built ANN [13]. They found the 
relationship between the interior parameters and the performance of ANNs having 
various numbers of hidden layers, neurons, model training parameters, and epoch size 
affects. If a large learning rate and small momentum of the model differ are achieved, 
the result is more precise. 

2.2 Overview of Sign Languages Methods 

Some recognition systems for national sign language are already well-known. In 
[14], Liang et al. proposed a gesture recognition system for Taiwanese sign lan-
guage by using hand movements. Four parameters are used: posture, position, 
orientation and motion. A 3D tracker was also used to find the hand and fingers 
position. The end point of a gesture is detected by a time-varying parameter. When  
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the value of a time-varying parameter drops below a threshold, the motion be-
comes quasi-stationary, and the corresponding frame is considered as end point. 
Then HMM is used for the recognition of Taiwanese Sign Language at the syntax 
level. 

In [5], a 48-dimensional vector is used to describe a Chinese sign language, includ-
ing 36 hand shapes, six positions, and six orientations. To obtain these data, two cy-
ber-gloves are used to collect the variation information of hand shape and fingers 
position. Three 3D-position trackers, where two of them are situated on the wrist of 
each hand and the third tracker is mounted at the signer’s back, are used to collect the 
information of hands orientation and position. Segmentation and recognition of large-
vocabulary continuous sign language are based on transition-movement models 
(TMMs). The transition movements between two adjacent signs are temporary clus-
tered using the k-means algorithm. The iterative TMMs training algorithm is used for 
automatic segmentation of signs in a video sequence. The training algorithm of conti-
nuous sign language recognition is enhanced by new TMMs of sign models using the 
Viterbi algorithm. 

Hand motion in German sign language has been described by hand shape, orienta-
tion and location in work [15]. To obtain these data, the signer is required to wear 
colored gloves on each hand, with dominant and non-dominant hands marked by dif-
ferent colors. While the glove for the non-dominant hand is one uniform color, the 
glove for the dominant hand has seven different colors, marking each finger, the palm 
and the back of the hand. 

Bobick et al. [16] proposed to use a set of motion-energy image (MEI) (binary cu-
mulative motion images) and motion-history image (MHI) (scalar-valued images, 
where more recently moving pixels are brighter) to represent a human movement for 
each view/movement combination. Seven Hu moments are calculated to describe the 
shapes of MEI and MHI under affine transitions (translation and scale). In a real-time 
American Sign Language (ASL) recognition system, hand blobs had been extracted 
and tracked based on skin color instead of a hand shape detailed description [17]. A 
sixteen-element feature vector contains information about following parameters: 
hand’s position, change in position between frames, area, angle of axis of least inertia 
(founded from the first eigenvector of the blob), length of this eigenvector, and eccen-
tricity of bounding ellipse. The effectiveness of the hand gesture descriptor provides 
high recognition accuracy of ASL at the sentence level. 

In work [18], skin color blobs are extracted from each frame and then a relational 
distribution of edge pixels in the skin blobs is obtained for automatic signs extraction 
from continuous sign language. The sign is represented as a trajectory in a low-
dimensional space called Space of Relation Distribution (SoRD), which implicitly 
captures the shape and motion of the sign. 

Various national sign alphabets have different signs associating with the same  
letter. Examples can be seen on Fig. 1, where three letters A, F, and T are shown ac-
cording to four classifications: American, German, International, and Spanish sign 
alphabets. 
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Fig. 1. Examples of some signs: 1st column – American, 2nd column – German, 3rd column – 
International, and 4th column – Spanish sign alphabets 

3 Signs Classification 

Dactylology statements influence significantly the segmentation and recognition 
processes. The rules of signs demonstration are identical in many sign alphabets. Rus-
sian sign alphabet underlies in the basic of this research. In Section 3.1, dactylology 
statements will be represented. In Section 3.2, the process of sign features extraction 
for Russian sign alphabet will be commented. 

3.1 Dactylology Statements 

The gesture communication of poorly-hearing people has a complex structure and 
comprises speaking, tracing (gestures and signs), and combined gesture speech. In our 
case, motions of hands are a special kinetic system in which gestures indicate the 
letters of national alphabets but not events of visual environment. We may call such 
speech as a speech by a sign notation of letters. Using a set of signs, a signer follows 
to a verbal language grammar (English, Russian, etc.). So motions of hands are a 
singular kinetic form of the verbal communication. The functions of hands motions 
are quite a few: from communication between hearing (teachers, parents) and non-
hearing people to interpersonal communication of non-hearing people by a gesture 
speech. 

The designers of the first national sign alphabets chose such positions of fingers 
that makes signs looking like letters. The main criterion was the similarity paradigm. 
Later, one can find other criteria suggested by I. Geilman in 1981: a configuration 
(one-hand, two-hands, and combined), a forming mode (tracing and variant), and a 
notation (alphabetic, syllabic, and integrated). According to this classification, Rus-
sian, Spain and some other sign alphabets are one-handed, tracing and alphabetic; 
English sign alphabet is a two-hands, tracing and alphabetic (apart from the letter 
“C”). Chinese sign alphabet is determined as combined, variant, and integrated, and is 
presented as two sets of signs: the first set is for the initial syllables,  and the second 
set is for the last syllables. The elements of sign alphabet are similar to letters of writ-
ten language, and they distantly recall the letters of type font. 

As writing, reading and spelling, this process requires a verbal speech observance 
and is executed by following rules: 
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• Writing sign process is realized according to spelling rules. 
• Sign speech is mandatory tracing by articulation (sentences spelling). 
• Signs are shown exactly and clearly. 
• The learning process is a smooth and unified process. Sharp and break learning 

process is a rough mistake. 
• Sign words are separated by pause; phrases are separated by stopping. 
• The hand is not close to face. 
• The learning process is realized by the right hand. 
• During the learning process the hand is bended, situated forward on hand level and 

tended by palm to a signer. 
• The hand is shifted left to avoid of mirror writing. 
• In the case of mistake or non-understanding, all words are multiply repeated. 
• The signer is seeing on his pupil. 

During communication, the signer shows the letters as signs and a pupil follows vi-
sually the hand motion. If a pupil can not see vision symbols, than he senses them by 
touch (so called sign-contact speech). If during communication with blind deaf-mute 
man, the character outline is represented on the palm then it will be not dactylology, 
but dermography. 

3.2 Signs Features Extraction 

Let’s discuss the process of gesture features extraction using the Russian sign alpha-
bet, shown on Fig. 2. For robust recognition of signs from Russian sign alphabet, the 
advanced technique based on fingers position estimations was used. We analyze such 
features as fingers position relatively each other, fingers orientation relatively the 
horizontal axis of the image, the hand skewing position, the presence of inner closed 
contour (circle or ellipse), the shifting hand motion, and the number of separated fin-
gers. A set of proposed features is determined by possibilities of 2D video sequence 
received from a single video camera. The determined parameters of signs classifica-
tion are situated in Table 1. 

 

Fig. 2. The Russian sign alphabet (arrows are pointed the directions of motion) 
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The main features such as fingers position and orientation, position of hand skew-
ing, inner closed contour, shifting hand motion, and number of separated fingers were 
chosen for building of classification rules. Each feature is coded as normalized para-
meter into previously determined values interval. As one can see, some letters have  
 

Table 1. Extracted features for signs recognition 

Letter Fingers  
position 

Fingers  
orientation 

Hand skewing  
position, ° 

Inner closed 
contour 

Shifting 
motion 

Number of  
separated fingers 

А closed left φ = 0 – – non-defined 

Б closed up φ ∈ [90, 120] + + non-defined 

В closed up φ ∈ [75, 105] – – 1 

Г open-ended down φ ∈ [210, 240] – – 2 

Д closed up φ ∈ [90, 120] – + non-defined 

Е closed left φ ∈ [120, 150] + – non-defined 

Ё closed left φ ∈ [120, 150] + + non-defined 

Ж closed left φ ∈ [120, 150] + – non-defined 

З open-ended up φ ∈ [120, 150] – + 1 

И closed up φ ∈ [75, 105] – – non-defined 

Й closed up φ ∈ [90, 120] – + non-defined 

К closed up φ ∈ [90, 120] – + non-defined 

Л open-ended down φ ∈ [255, 285] – – 2 

М open-ended down φ ∈ [255, 285] – – 3 

Н open-ended up φ ∈ [90, 120] – – 3 

О closed up φ ∈ [120, 150] + – non-defined 

П closed down φ ∈ [255, 285] – – non-defined 

Р open-ended up φ ∈ [90, 120] – – 1 

С open-ended left φ ∈ [120, 150] – – 1 

Т closed down φ ∈ [255, 285] – – non-defined 

У closed up φ ∈ [120, 150] – – 2 

Ф closed left φ ∈ [90, 120] – – non-defined 

Х open-ended up φ ∈ [90, 120] – – 1 

Ц closed up φ ∈ [75, 105] – + non-defined 

Ч closed left φ ∈ [120, 150] + – non-defined 

Ш closed up φ ∈ [75, 105] – – non-defined 

Щ closed up φ ∈ [75, 105] – + non-defined 

Ъ open-ended up φ ∈ [90, 120] – + 2 

Ы open-ended left φ ∈ [210, 240] – – 2 

Ь open-ended up φ ∈ [90, 120] – + 2 

Э open-ended left φ ∈ [120, 150] – – 2 

Ю open-ended up φ ∈ [120, 150] + – 1 

Я open-ended up φ ∈ [120, 150] + – 1 
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identical features according to Table 1 (for example, two last letters); that’s why we 
need in following vector models based on outer contours of signs. Because of the 
continuity of video sequences, the mentioned features would not be extracted without 
some additional criteria. Let’s lay down three criteria for definition of concrete time 
moment when a gesture is taking place, as follows: 

Criterion 1. The hand position ought to be rigid, at least it has to be fixed during 
the interval tg. In practice, the minimal duration tg = 0.5 s. If frequency of frames 
equals 25 frame/s then it means that the hand position ought to be rigid during 12 
sequential frames and more. 

Criterion 2. The hand which shows a gesture ought to be in a stationary position. 
Such requirement is provided by additional constraint on the center of gravity posi-
tion. This center ought to be in limited threshold radius rg at least during the interval 
tg. Experiments show that value rg = 30 (pixels) is enough for carrying out the Crite-
rion 2 when a square of hand image is 10–14 % of frame sizes. 

Criterion 3. The speed of hand motion ought to have the minimal value. For mi-
nimal value definition, let’s introduce delay tl. In experiments this value was equal 
tl = 0.3 s. 

Based on extracted features of signs and determined main and additional criteria, 
algorithms of segmentation, vectorization, and identification were designed. The algo-
rithm for sign segmentation uses the spatial and temporal domains: in the spatial do-
main, methods of skin segmentation are applied, and in the temporal domain, the 
active contour method is tracking hand shifts. 

4 Proposed Algorithms of Segmentation, Vectorization and 
Identification 

The aim of sign alphabet recognition comprises the interpretation of extracted features 
for semantic matching of a current hand shape from video sequence and a sign shape 
from a knowledge database. The main methods for hand shape detection are the pat-
tern and model matching. In the first case, the prototype is matched on a pixel level; 
an enumerative technique is usually used with all corresponding disadvantages con-
necting with a non-invariance to shifts, rotation and scale, and high computational 
cost. The second case is more acceptable, but the complexity of the task is determined 
by possible warping transformations which are not described by any transformation 
model. That’s why we simplified the assigned task and used a representation of com-
plex 3D motion by affine motion model. 

The success of hand segmentation algorithm determines the efficiency of following 
object identification. The hand segmentation algorithm is not a trivial sub-task be-
cause of a continuous hand movement in the 3D space and its mapping in the 2D 
video stream. The complex segmentation algorithms were not used because of the 
requirement for real-time application. Let’s discuss the proposed algorithms for seg-
mentation, vectorization and identification of signs which are represented by a set of 
sequential frames in a video sequence. 
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4.1 Spatio-Temporal Segmentation of Gestures 

The spatial segmentation algorithm contains following steps: (1) receiving of current 
frame, (2) detection of skin region, (3) morphological processing, and (4) hand seg-
mentation. The temporal segmentation algorithm executes (1) the tracking of detected 
hand during sequential frames and (2) the detection of moments (start and end points) 
when a current sign is shown to a pupil. Let’s consider primarily the spatial segmenta-
tion of gestures. 

Detection of skin region is based on its characteristic hue that permits to segment 
successfully a skin in color images. Such characteristic hue does not depend on 
brightness and race color, and has low computational cost. This approach proposes 
the choice of a color space and application of some classifiers, i.e. rules according to 
which the current pixel will or will not be considered as a pixel of skin image. Skin 
classifiers for most popular color spaces are presented in Table 2 [19]. Experiments 
show that the use of the skin color as a feature of gesture in the image is the effective 
method for automatic localization in real-time applications. Sometimes “broken” skin 
regions and “holes” into skin region appear. The following morphological processing 
removes this disadvantage. Also one can mention another restriction: the background 
color must differ from the skin color; otherwise the system will detect all regions 
looking as skin image in the color space. 

Table 2. Skin classifiers for color spaces 

Color space Skin classifier 

RGB-color space (R, G, B) is classified as skin if: R > 95 and G > 40 and B > 20 
and max{R, G, B} − min{R, G, B} > 15 and (10) 

|R − G| > 15 and R > G and R > B 

YUV-color space (Y, U, V) is classified as skin if:  

–10 < U < 8 and 15 < V < 32, where U, V = [0, 255] 

YCbCr -color space (Y, Cb, Cr) is classified as skin if: 

Y > 80 and 85 < Cb < 135 and 135 < Cr  < 180, 

where Y, Cb, Cr = [0, 255] 

HSV-color space (H, S, V) is classified as skin if: 

0 < H < 50 and 0.23 < S < 0.68,   

where H = [0, 360] and S, V = [0, 1] 

Normalized  
RGB-color space 

(Normalized R, G, B) is classified as skin if: 

g < gu and g > gd and W > 0.0004, 

where u is a top boundary, d is a bottom boundary,  
gu = Ju r

2 + Ku r + Lu , gd = Jd r
2 + Kd r + Ld ,  

W = (r – 0,33)2 + (g – 0,33)2 , Ju = –1,377, Ku = 1,074,  
Lu = 0,145, Jd = –0,776, Kd = 0,560, Ld = 0,177 

Log opponent  
IRgBy-color space 

(hue, saturation) is classified as skin if: 

110 ≤ hue ≤ 180 and 0 ≤ saturation ≤ 130, 

( )ByRghue 2arctan= , 22 ByRgsaturation += . 
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The morphological processing is a sequential series of erosion and dilatation op-
erators which permits to joint “broken” skin regions and to destroy “holes” into skin 
region. For both operators (erosion and dilatation), the structured element (so called 
the mask of morphological filter) is determined. Non-zero values in the mask show 
which one from adjacent pixels will be considered during the morphological 
processing. Erosion and dilatation operators have a view: 

( ){ } ( ) ,,ba,b,a
CC2 BABARBABA ⊕=∈+∈∈=⊕ θ  (1)

where A is an initial image; B is a structured element; a and b are elements of A and B 
sets correspondingly; AC is a complement of a set A; ⊕ and θ are the symbols of ero-
sion and dilatation operators correspondingly; R2 is a 2D space of an initial image. 

Such rules are applied non-recursively for all pixels. During erosion, the structured 
element is one of the masks of size 3×3 or 5×5 pixels; as a result “broken” skin re-
gions and “holes” into skin region disappear. During following dilatation, the mask of 
size 3×3 pixels is used for outer edges smoothing of connected regions. The morpho-
logical operators may be used repeatedly for more effective skin regions merginf. 

The hand segmentation is based on a term – pixels “connectivity”. It is well known 
in two variants: 4-connectivity and 8-connectivity (permits to find the contour more 
accurately). The algorithm of “immersion” firstly creates the connection table for 
labeled pixels; secondly after the algorithm pass, common regions are relabeled and 
merged according to 4-connectivity. The proposed algorithm of “immersion” has 
following steps: 

Step 1. The beginning from the dark pixels – the points on initial “basins” (re-
gions from which streams from all points drain to a single common point). 

Step 2. For each brightness level k: for each connected component, (a) if a current 
pixel belongs to one existing basin only, then adds it to basin; (b) if a current pixel 
belongs to more than one existing basin, then labels it as a watershed; (c) in other 
case, create a new basin. 

Step 3. The transition to next pixel. 
Step 4. The recycling of Steps 2 and 3 until all pixels are processed. 

However we may receive “false” skin regions. The segmentation algorithm calculates 
such geometrical features as a square of a hand image S (sum of skin region, near 0.3 –
 2.5 % pixels of whole image) and coordinates of a mass center Rc (average of coordi-
nates of the skin region). Also we may use the assumption that a gesture will be in pre-
determined screen area, so coordinates of a mass center Rc can not be less then 1/3 of 
the image height. Such algorithms and conditions permit to realize the spatial segmenta-
tion of a hand image. The following stage is the temporal segmentation of gestures. 

In temporal domain, there are two categories of segmentation methods: motion 
segmentation and contour detection. Motion segmentation methods include block-
matching method and its modifications, method of phase correlation, feature points 
tracking, and method of optical flow [20]. Contour detection methods contain gradient 
methods and active contour methods. Active contours (shakes) are widely used in the 
tasks connecting with image segmentation and boundary extraction. For boundary 
detection on images, curves with minimal energy are applied. It is supposed that a 
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target boundary is a smooth closed line [21]. Such assumptions well fit with hand 
segmentation process. 

The initial contour is accepted as a simple figure (for example, a circle). Then the 
contour is distorted, and contour points tend to object boundary by minimization of 
contour energy. For each point pi in neighborhood, energy is determined as 

( ) ( ) ( ) ,pEpEpE iextiintii ⋅+⋅= βα   (2)

where Eint(pi) is an energy function which is determined by contour shape; Eext(pi) is 
an energy function which is determined by image properties, in particular a gradient 
in the neighborhood of point pi; α and β are the constants which correct the energy 
value. For each point pi, pi → pi′ that corresponds the minimal value E(pi). 

Thereby the active contour method includes three main stages: the forming of ini-
tial contour, anchor points detection, and tracking of anchor points. The algorithm of 
initial contour forming is as follows: 

Step 1. The region of interest is checked up to the first transition between back-
ground and object (skin region). 

Step 2. When the transition is detected, the algorithm finds a following neighbor-
ing pixel with the determined connectivity. Only pixels on boundary are analyzed, 
which prevents contour propagation into the object. 

Step 3. The total contour is outlined in the same manner clockwise or anticlock-
wise (the direction is remained persistent). 

Step 4. The edge-point linking is finished when algorithm achieves its initial 
point from Step 1. 

The second stage of active contour method is the anchor points’ detection on the re-
ceived contour. The anchor point is a point, where a knee curve is watched. For this 
purpose, the Douglas-Peucker algorithm may be used, as given below: 

Step 1. The single rib is considered connecting the first and the last contour 
points (for closed contour it will be a single point). 

Step 2. We search a point which is at the maximal distance from the considered 
segment. 

Step 3. If the distance from this point to the segment is less then the threshold 
value ε then all points on this segment are rejected; otherwise we remember this point, 
and the segment from the previous step is divided into two parts. 

Step 4. We recursively repeat Step 3 for a new polyline building. As a result, the 
curve containing only the saved points will be received. 

The last stage of tracking of anchor points is executed for each frame: 

Step 1. The initial object image f0(x, y) is received. 
Step 2. The active contour is located near to a moving object f0(x, y), fact(x, y) = 

f0(x, y). 
Step 3. Until shake does not lose the object, the external energy Eext is calculated 

from the function fact(x, y). Then we find the energy minimum E(p) (Eq. 2) until a 
shake is converged. Function fact(x, y) ought to be such that the shake center of gravity 
is situated in the center of image region. 
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The detection of moments (start and end points) of a current sign is searched as pause 
in hand motions according to dactylology rules from Section 3.1. 

4.2 Vector Model of Gesture 

The gesture vector model is based on the anchor points of the outer contour which 
were detected during hand tracking (Section 4.1). The vector model VM is a set of 
sequentially connected vectors Vi, i=1,…, n: 

{ } .,,,,,, n1ii21 VVVVVVM  +=  (3)

Here the beginning of each following vector Vi+1 is the ending of the previous vector 
Vi; so we form a closed contour. Each vector Vi includes two components: a length Li 
and an angle γi (between a vector direction and the axis OX) in relative coordinates:  

( ) ,xyarctan,yxL iii
2
i

2
ii =+= γ  (4)

where xi and yi are the relative coordinates of the vector Vi: xi = xj+1 – xj, yj = yj+1 – yj; 
(xj, yj) and (xj+1, yj+1) are the coordinates of current and following anchor points cor-
respondingly. 

Then a vector model VM (Eq. 3) is reconstructed by procedures of compression 
and normalization for the purpose of invariance to affine transforms (shifts, rotation, 
and scale). The compression procedure permits to reject non-essential vectors which 
connect the adjacent anchor points by a sequential comparison of the vectors length 
with experimentally predetermined threshold value. The normalization procedure 
executes a normalization of vectors lengths (sum of all vectors lengths becomes equal 
to 1) according to a following expression: 

,LLL
n
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ii
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i 

=
=  (5)

and a normalization of vectors directions when the current vector direction is replaced 
by one of normalized directions from the unit vectors set. Such unit vector has a view: 

{ } ,Z2i,,1 nr
i

nr
ii πγγ ⋅==U  (6)

where Z is a number of directions (usually Z = 8 or Z = 16). 
Thereby we receive a set of normalized vector models according to the starting 

point of the contour: 
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where N is the set power. 
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However the sequential search of all received vector models VMi
nr requires addi-

tional computer resources. It is more rational to design a vector model with invariance 
to the choice of a starting vector. If a vector Vk

nr with a minimal length will be a sin-
gle element then this vector model is accepted; otherwise the search of the “best” 
vector is realized according to a following procedure:  

Step 1. The first determined vector of a minimal length is chosen. 
Step 2. The sum of lengths of all following vectors of minimal length is calculated. 
Step 3. The following determined vector of a minimal length is chosen. 
Step 4. If not all vectors of minimal lengths are processed, then jump to Step 2. 
Step 5. Finally such vector is chosen (the “best” vector) the total length of which has 
the minimal value. 

During the training stage, algorithms and procedures from Sections 4.1 and 4.2 are 
applied to all gestures represented in Table 1. As a result, we have a designed vector 
models for each gesture (etalon vector models). During working stage, the current 
gesture is processed in the same manner (current vector model). Additionally other 
essential features are calculated for the identification procedure.  

4.3 Identification and Decision Marking 

All parameters, presented in Table 1, are coded in a numerical form; additionally we 
built the “best” vector model of the outer gesture contour. These data are the input 
features for the identification procedure. There are various well known approaches for 
recognition such as the PCA-based (Principal Component Analysis), the HMM-based 
(Hidden Markov Models), and the NN-based (Neural Networks) recognition. Each 
approach has many modifications aimed at various tasks. Their main disadvantage is 
the high computational cost. That’s why a method with fewer resources was chosen, 
and it is the maximum likelihood method. 

By using blob-detectors [22] we may determine fingers position and orientation, 
and the number of separated fingers. Also we can calculate the hand skewing position, 
inner closed contours and the shifting motion during gesture demonstration applying 
well known image processing methods. For these six parameters we built a set of 
decision rules based on Table 1 as a production knowledge model. Mostly the appli-
cation of such decision rules is enough for sign identification. In these cases, a com-
parative analysis of vector models (etalon and current) is an additional possibility of 
decision marking confirmation. In other cases, we use the maximum likelihood me-
thod for the final decision which calculates a maximum of similarity DM between 
etalon description E and the current description VMnr: 

( ) ,,PmaxmaxargDM nr
jl

lj
VME=  (8)

where P is a probability function between the etalon and current descriptions  
(calculated during a training stage), l is a number of signs, l = 33 for Russian sign 
alphabet. 
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The similarity measure Dj between the etalon j and current descriptions is deter-
mined in the Euclidian metric as a sum of vectors differences: 

( ) ,,L,LD
N

1i

2j
i

j
i

nr
i

nr
ij 

=
−= γγ  (9)

where Li
j is one of normalized vector length; γj

i is one of normalized vector directions. 

5 Software “Russian Sign Language” and Experimental Results 

The software “Russian Sign Language” includes five main modules: the module 
“Frame Extraction” contains functions for frames extraction from video sequences 
in various formats; the module “Hand Detection” includes functions for hand detec-
tion; the module “Hand Tracking” executes hand tracking considering the actions 
when a hand appears or disappears in the frame; the module “Recognition” has 
functions and procedures for gesture identification; the module “Interface Control” 
provides interaction between user and application. The software has some addition-
al functions such as embedded video sequences player, speed control, and editor of 
signs vocabulary.  

User may create, replace, and remove a sign pushing the correspondence button. 
All signs are listed in a list “Value” where we can replace an old value by a new val-
ue. If a sign image was loaded from the main screen of application then its contour 
will be automatically calculated and displayed. If a sign image was loaded from a file 
then a manual mode is used as lasso with pointing anchor points of hand contour. 
Additional image processing includes some filters: correction filter “Grey world”, 
median filter, inverse filter, grey-scale transformation, and binary filter.  

The work begins if a user initiated the process of recognition; otherwise the appli-
cation will be in a waiting mode. If a hand image is successfully detected in a se-
quence of frames, then these data pass to the tracking module. If a hand disappears in 
a frame, then the tracking process will be restarted. During recognition, a module 
“Recognition” holds the identification process and writes the results in a journal file. 
The main screen of the experimental software “Russian Sign Language” is 
represented on Fig. 3. The software is realized in the environment of Rapid Applica-
tion Design “Borland Delphi 7” with using the utility “DirectShow” for working with 
video stream. 

During experiments own test video sequences with frame sizes 360×238 pixels 
were used. Segmentation of skin regions was accomplished in the YUV-color space. 
The probability of sign identification had been calculated by using four own test video 
sequences on which several signers show the same sign. Such test demonstrates the 
invariance of gesture recognition for sizes and shapes of different hands. One can see 
results on Fig. 4. The non-skin similar background color is the main condition. Also it 
is desirable that the background intensity will be homogeneous. Conditions of hand 
motion are situated in Section 3.2. 
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Fig. 3. The main screen of system “Russian Sign Alphabet” in learning mode 
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Fig. 4. Results of correct and false recognition of sign “F” by four signers 

Average probability value of the correct recognition is near 88-90 % and this of the 
false recognition is less than 13-15 %. Sometimes during a hand displacement, soft-
ware makes mistakes and tries to recognize a sign, that’s why the average value of the 
false recognition is increased. 

Also some signs from different video sequences were tested for checking vector 
models. The probability of their correct recognition is presented on Fig. 5. Average 
probability value equals 82-87 %. The worse results were achieved for dynamic signs 
and static signs had the better results. 



38 M. Favorskaya 

 

50

55

60

65

70

75

80

85

90

95

100

А В Г К Л О Т Щ

Signs

P
ro

b
ab

il
it

y,
 %

 

Fig. 5. Results of recognition probability of signs vector models 

6 Conclusions 

The intelligent system for sign alphabet learning includes advanced technique for 
segmentation and recognition of 3D visual objects. The Russian sign alphabet was 
analyzed in detail that permits to extract more essential gesture features. Based on 
dactylology statements, the main and additional criteria were formulated and used in 
segmentation and recognition procedures. The hand segmentation algorithm is not a 
trivial task and requires the design of complex segmentation in a spatio-temporal 
domain. Vectorization algorithm increases the efficiency of following object 
identification from the limited set of signs. 

Software “Russian Sign Language” includes modules which realize frame extrac-
tion from video sequences, hand detection and tracking, recognition, and interface 
control. During experiments, it was find out that the average probability value for the 
correct recognition is near 88-90 % and this of the false recognition less than 13-
15 %. Such test demonstrates the invariance of gesture recognition for sizes and 
shapes of signers’ hands. Also some signs were tested for checking vector models. 
Average probability value achieved was 82-87 %; worse results were achieved for 
dynamic signs and static signs had better results. 
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Abstract. In this work is presented one new approach for processing of se-
quences of medical CT images, called Hierarchical Adaptive Karhunen-Loeve 
Transform (HAKLT). The aim is to achieve high decorrelation for each group 
of 9 consecutive CT images, obtained from the original larger sequence. In re-
sult, the main part of the energy of all images in one group is concentrated in a 
relatively small number of eigen images. This result could be obtained using the 
well-known Karhunen-Loeve Transform (KLT) with transformation matrix of 
size 9×9. However, for the implementation of the 2-levels HAKLT in each level 
are used 3 transform matrices of size 3×3, in result of which the computational 
complexity of the new algorithm  is reduced in average 2 times, when compared 
to that of KLT with 9×9 matrix. One more advantage is that the algorithm per-
mits parallel processing for each group of 3 images in every hierarchical level. 
In this work are also included the results of the algorithm modeling for se-
quences of real CT images, which confirm its ability to carry out efficient  
decorrelation. The HAKLT algorithm could be farther used as a basis for the 
creation of algorithms for efficient compression of sequences of CT images and 
for features space minimization in the regions of interest, which contain various 
classes of searched objects. 

Keywords: Decorrelation of medical CT image sequences, Hierarchical Adap-
tive Karhunen-Loeve Transform (HAKLT), Group of Medical Images. 

1 Introduction 

In the last years, large number of new technologies and systems for digital processing 
of medical images had been created [1, 2, 3], such as: the standard Digital Imaging 
and Communication in Medicine (DICOM) [4] used for storage, transfer and visuali-
zation of images, obtained from computer tomographic systems, MRI and ultrasound 
scanners; Picture Archiving and Communication System (PACS); systems for digital 
radiography, teleradiology, etc. Medical images could be still or moving, such as 
Magnetic Resonance Image (MRI), Nuclear Magnetic Resonance Image (NMRI), 
Magnetic Resonance Tomography Image (MRTI), etc. Moving images are 
represented by sequences of still images, obtained in consecutive time moments, or 
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spatial positions of the Computer Tomography (CT) scanner. Because of the large 
volume of the visual medical information, various algorithms are used for its com-
pression. For still MRI are usually used algorithms based on the DCT, wavelet de-
composition for prediction or zero-tree/block coding [5, 6, 7], etc. For compression of 
CT images sequences are used: interframe decorrelation based on hierarchical inter-
polation (HINT) [8, 9], spatial active appearance model [10], JPEG-LS and 
JPEG2000 with interframe motion compensated prediction [11, 12] and distributed 
representation of image sets based on Slepian-Wolf coding [13]. 

One of the most efficient methods for decorrelation and compression of groups 
of images is based on the KLT, also known as transform of Hotelling, or Principal 
Component Analysis (PCA) [14] - [23]. For its implementation the pixels with the 
same spatial position in a group of N images compose the corresponding N-
dimensional vector. The basic difficulty of the KLT implementation is related to the 
large size of the covariance matrix. For the calculation of its eigenvectors is neces-
sary to calculate the roots of a polynomial of nth degree (characteristic equation) and 
to solve a linear system of N equations. For large values of N, the computational 
complexity of the algorithm for calculation of the transform matrix is significantly 
increased.  

One of the possible approaches for reduction of the computational complexity of 
KLT for N-dimensional group of medical images is based on the “Hierarchical Adap-
tive KLT” (HAKLT), offered in this work.  Unlike the famous hierarchical KLT 
(HKLT) [18], this transform is not related to the image sub-blocks, but to the whole 
image from one group. For this, the HAKLT is implemented through dividing the 
image sequence into sub-groups of 3 images each, on which is applied Adaptive KLT 
(AKLT), of size 3×3. This transform is performed using equations, which are not 
based on iterative calculations, and as a result, they have lower computational com-
plexity. To decorrelate the whole group of medical images is necessary to use АKLT 
of size 3×3, which to be applied in several consecutive stages (hierarchical levels), 
with rearranging of the obtained intermediate eigen images after each stage. In result 
is obtained a decorrelated group of 9 eigen medical images.  

The paper comprises the following: the principle for decorrelation of CT im-
ages group through HAKLT, the calculation of eigen images through АKLT with 
3×3 matrix, experimental results, evaluation of the computational complexity and 
conclusions. 

2 Principle for Decorrelation of a Group of CT Images  
through Hierarchical AKLT 

The sequence of medical images is divided into Groups of 9 Images (GMI), for which 
is supposed that they are highly correlated. On the other hand, each GMI is further 
divided into 3 sub-groups. 
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Fig. 1. Algorithm for 2-levels Hierarchical Adaptive KLT for Group of 9 Medical Images 

The algorithm for 2-levels HAKLT for one GMI is shown on Fig. 1. As it is easily 
seen there, on each sub-group of 3 images from the first hierarchical level of HAKLT 
is applied АKLT with matrix of size 3×3. In result are obtained 3 eigen images, co-
lored in yellow, blue and green correspondingly. After that, the eigen images are rear-
ranged so that the first sub-group of 3 eigen images to comprise the first images from 
each group, the second group of 3 eigen images – the second images from each group, 
etc. For each GMI of 9 intermediate eigen images in the first hierarchical level is 
applied in similar way the next AKLT, with a 3×3 matrix, on each sub-group of 3 
eigen values.  In result are obtained 3 new eigen images (i.e. the eigen images of the 
group of 3 intermediate eigen images), colored in yellow, blue, and green correspon-
dingly in the second hierarchical level. Then the eigen images are rearranged again so, 
that the first group of 3 eigen images to contain the first images from each group  
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before the rearrangement; the second group of 3 eigen images - the second image 
before the rearrangement, etc. At the end of the processing is obtained a decorrelated 
sequence of eigen images, using which and through inverse НАKLT could be restored 
the original sequence. 

3 Calculation of Eigen Images through AKLT with 3×3 Matrix 

For the calculation of eigen images through АKLT with 3×3 matrix for GМI sub-
group is used the approach, given in [24] for the representation of the 3D color vector 
in the KLT space. From each sub-group with 3 medical images of S pixels each, 

shown on Fig. 2, are calculated the vectors t
s3s2s1s C,C,CC ][=


 for s=1, 2, . . , S (on 

the figure are shown the vectors for the first 4 pixels only, resp. 
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АPCA with the matrix [Φ] of size 3×3. Its elements Φij are defined below:  
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Fig. 2. Sub-group of 3 images from the GМI  
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 The eigen values 321 ,, λλλ  of the matrix [KC] are defined in accordance to the 

solution of the characteristic equation: 
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Since the matrix [KC] is symmetric, its eigen values are real numbers. For their calcu-
lation could be used the equations of Cardano for “casus irreducibilis” (i.e., the so-
called “trigonometric solution”): 
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 The eigen vectors 321 ,, ΦΦΦ


 of the covariance matrix [KC] are the solution of 

the system of equations below: 
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Eq. 10 follows from the condition for orthogonality and normalization of all 3 eigen-
vectors: 
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The solution of the system of equations (10) is used to calculate components of mth 

eigenvector ,,, t
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 which corresponds to the eigen value mλ : 
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The components of vectors t
s3s2s1s L,L,LL ][=


 could be processed in various way 

(such as for example: orthogonal transforms, quantization, decimation and interpola-
tion, etc.). In result are obtained the corresponding vectors  
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Here the matrix of the inverse AРСА is: 

[ ] [ ] [ ]321
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For the restoration of vectors t
s3s2s1s Ĉ,Ĉ,ĈĈ ][=


 through inverse AKLT are needed 

not only the vectors t
s3s2s1s L̂,L̂,L̂L̂ ][=


, but also the elements Φij of the matrix ][Φ , 

and the values of 321 C,C,C  as well. The total number of these elements could be 

reduced representing the matrix ][Φ  as the product of matrices 

][ )(1 αΦ , ][ )(1 βΦ , ][ )(1 γΦ , and rotation around coordinate axes for each trans-

formed vector in Euler angles  α, β and γ correspondingly: 
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where  
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In this case the elements of the matrix ][Φ  are represented by the relations:           

;sinsincoscoscos11 γαγβαΦ −=
;sincos;)cossinsincos(cos 3121 βαΦγαγβαΦ −=+−=

;sincoscoscossin12 γαγβαΦ += ;coscossincossin22 γαγβαΦ +−=
;sinsin32 βαΦ −= ;cossin13 γβΦ = ;sinsin23 γβΦ −= .cos33 βΦ =      (21)  

The matrix of the inverse АKLT is defined by the relation: 

][][][][ )()()( 123
1 αΦβΦγΦΦ −−−=−   (22)

Then, for the calculation of the elements of the inverse matrix 1−][Φ  is enough to 
know the values of the 3 rotation angles α, β and γ, defined by the relations: 

;Φ1Φarcsinα 2
3332 




 −−= ( );arccos 33Φβ = .1arccos 2

3313 




 −= ΦΦγ   (23)
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In result, the number of the needed values for the calculation of the matrix 1−][Φ  is 

reduced from 9 down to 3, i.e. 3 times reduction. The elements s3s2s1 L,L,L  for 

s=1,2,...,S comprise the pixels of the first, second and third eigen image in the sub-
group of medical images s3s2s1 C,C,C . 

4 Experimental Results 

On the basis of the 2-levels HAKLT algorithm, shown on Fig. 1, were done experi-
ments with sequences of CT images of size 512×512 pixels, 8 bpp. The sequence was 
divided into groups (Set 1,..,Set R), each containing 9 consecutive CT images. As an 
example, on Fig. 3 is shown one of the groups - Set 3, which contains CT Image 1,.., 
Image 9. 

 

 
Image 1 

 
Image 2 

 
Image 3 

 
Image 4 Image 5 

 
Image 6 

 
Image 7 

 
Image 8

 
Image 9

Fig. 3. Group of 9 consecutive CT images in Set 3 
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On Fig. 4 are shown the corresponding eigen images, obtained in result of applying 
the 2-levels HAKLT algorithm on the group of images (Set 3). 

 

 
Eigen Image 1 

 
Eigen Image 2 

 
Eigen Image 3 

 
Eigen Image 4 Eigen Image 5 

 
Eigen Image 6 

 
Eigen Image 7 Eigen Image 8

 
Eigen Image 9 

Fig. 4. Еigen images, obtained for Set 3 after performing 2-levels HAKLT 

As it could be seen from the results on Fig. 4, on the first eigen image is concen-
trated the main part of the energy of all 9 images, and the energy of each next eigen 
image decreases quickly. This conclusion is confirmed by the data given in Table 2, 
where is given the power distribution of pixels of eigen images from Set 3 after first 
and second level of HAKLT, before and after their rearrangement in correspondence 
to Fig. 1.  In Table 1 is given the рower distribution of all eigen images in Set 3 be-
fore and after each operation and the relative mean power distribution. On the basis of 
data given in Table 1 are build the corresponding graphics, representing the power 
distribution of all 9 eigen images, shown correspondingly on Figs. 5 - 7. 
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Table 1. Power distribution of all eigen images in Set 3 before and after each operation and 
relative mean power distribution 

Name Level 1 
(not arranged) 

Level 1  
(arranged) 

Level 2 
(not arranged) 

Level 2 
(arranged)

Relative 
mean 

Eigen Im. 1 18170 18170 53041 53041 219 

Eigen Im. 2 715 18056 686 1100 5 

Eigen Im. 3 341 18029 316 686 3 

Eigen Im. 4 18056 715 1100 710 3 

Eigen Im. 5 748 389 710 316 1 

Eigen Im. 6 389 694 305 305 1 

Eigen Im. 7 18029 341 523 523 2 

Eigen Im. 8 694 389 326 326 1 

Eigen Im. 9 394 394 242 242 1 

 

   
                                        a                                                                       b 

Fig. 5. Power distribution for Set 3, level 1: a - not arranged, b - arranged 

       
                                        a                                                                          b 

Fig. 6. Power distibution for Set 3, level 2: a - not arranged, b - arranged 
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Fig. 7. Relative mean power distribution for Set 3, level 2 (arranged) 

In Table 2 are given the mean and relative mean power distribution of pixels of all 
9 eigen images in Set 1,.., Set 7 (R=7), and on Fig. 8 a, b - their corresponding graphic 
distributions. The data in the last column of Table 2 show, that in the first 3 eigen 
images are concentrated 95,7 % of the total mean power of all 9 images in GMI.  

Table 2. Power Distribution, Mean Power Distribution, Relative Mean Power Distribution and 
Relative Mean % of Power Distribution for all eigen images in Set 1,.., Set 7 

 
Name 

 
Set 1

 
Set 2 

 
Set 3 

 
Set 4 

 
Set 5 

 
Set 6

 
Set 7

 
Mean

Relative 
mean 

Reltive    
mean % 

Eigen Im.1 49992 49749 53041 53547 53774 43272 37701 48725 259.6 91.4 

Eigen Im.2 949 811 1100 875 2331 1770 1094 1276 6.8 93.8 

Eigen Im.3 683 2325 686 1062 625 834 1144 1051 5.6 95.7 

Eigen Im.4 808 710 710 512 460 811 950 709 3.8 97.1 

Eigen Im.5 522 566 316 425 300 442 364 419 2.2 97.8 

Eigen Im.6 350 529 305 306 317 402 435 378 2.0 98.6 

Eigen Im.7 206 222 523 317 554 306 430 365 1.9 99.2 

Eigen Im.8 172 198 326 261 312 251 218 248 1.3 
99.6 

Eigen Im.9 130 171 242 173 254 167 177 188 1.0 
100.0 

 

        
                                    a.                                                                             b. 

Fig. 8. a. Mean Power Distribution; b. Relative Mean Power Distribution for all sets of eigen 
images  
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Fig. 9. Quality evaluation (through PSNR in dB) of the restored images from Set 3 after Inverse 
2-level HAKLT on the еigen images from Fig. 4 

From Fig. 8 b follows that the mean power of the first eigen image for all sets is 
more than 250 times larger than that of each of the next 8 eigen images. 

The values for pixels of the еigen images, obtained in result of the direct 2-level 
HAKLT, were calculated with full accuracy, and after corresponding rounding could 
be transformed into 8-bit numbers. Then, if on the 8 bpp еigen images is applied the 
inverse 2-level HAKLT, the quality of corresponding restored images in GMI, eva-
luated by their peak signal-to-noise ratio (PSNR), is ≥ 45 dB. This was confirmed by 
the results from Fig. 9, obtained for the еigen images in Set 3 of Fig. 4 after inverse 
HAKLT in correspondence with the algorithm, shown on Fig.1. Hence, the sequence 
of 9 images could be restored with retained visual quality. This result illustrates the 
ability for efficient compression of a sequence of CT images, when HAKLT is used. 

The experimental results were obtained with the software implementation of 
HAKLT, in Visual C.  

5 Evaluation of the Computational Complexity 

The computational complexity of the 2-level HAKLT algorithm, based on 3×3 ma-
trices will be compared with that of the KLT algorithm with a matrix of size 9×9, 
because 2-level HAKLT is equivalent of the KLT for 9-component vector. For this, 
both algorithms are compared in respect to the performed number of operations  
S (additions and multiplications) [25] needed for the calculation of the following 
components: 

• covariance matrices [KC] – in total 6 for the first algorithm, each of size 3×3, and 
one matrix [KC] of size 9×9 – for the second algorithm;    

• eigen values and eigen vectors of the corresponding matrices [KC]; 
• eigen images of each GMI, obtained using both algorithms. 

On the basis of the computational complexity analysis given in [24] for AKLT with 
matrix of size 3×3 and for KLT with a matrix of size N×N follows, that for the 2-level 
HAKLT with 3×3 matriсеs and for the KLT with a 9×9 matrix we have: 
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- The number of operations needed for the calculation of all elements kij for all 6 ma-
trices [KC] of size 3×3 (for the 2-level HAKLT) and for one matrix [KC] of size 9×9 
(for the KLT) is:  

.576)2N(2)1N(N)1N(N3)N(S
3Nk =++−+== ][  (24)

.4230)2N(2)1N(N)1N(N)2/1()N(S
9Nk =++−+== ][  (25)

- The number of operations needed for the calculation of the eigenvalues of matrices 
[KC] for the 2-level HAKLT and of the [KC] matrix for KLT, when the QR decompo-
sition and the Householder transform of (N-1) steps [24] were used, is:  

.282)N(S
3Nval ==   (26)

 .1124)7N
6

17
N

3

4
)(1N()N(S 2

9Nval =++−==  (27)

- The number of operations needed for the calculation of the eigen vectors of matrices 
[KC] for the 2-level HAKLT and for the matrix [KC] of KLT, in case that iterative 
algorithm with 4 iterations is used, is correspondingly: 

275.)N(S
3Nvec ==   (28)

.66331-)52N(4NN)N(S
9Nvec =+== ][   (29)

-  The number of operations needed for the calculation of a group of 9 eigen images 
(each of Р pixels), obtained in result of the direct 2-level HAKLT and of  KLT for 
zero mean vectors, is correspondingly: 

.P90)1N2(PN6)N(S
3NHAKLT =−==   (30)

.P153)1N2(PN)N(S
9NKLT =−==  (31)

Then the total number of operations SS for the 2-level HAKLT and for KLT is corres-
pondingly: 

,P901133P90275282576           

)3(S)3(S)3(S)3(S)3(SS HAKLTvecvalk1

+=+++=

=+++= ][
 (32)

 
.P15311996P153663311244239           

)9(S)9(S)9(S)9(S)9(SS KLTvecvalk2

+=+++=

=+++= ][
 (33)
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The reduction of the total number of operations needed for the 2-level HAKLT, com-
pared to that of the KLT could be evaluated using the coefficient η:  

.
P901133

P15311996

)3(SS

)9(SS
)P(

1

2

+
+==η  (34)

For example, for P=100 ;96.2)100( =η  for P=1000 correspondingly 

81.1)1000( =η  and .7.1)( →∞η  Hence, SS1(Р) is at least 1.7 times smaller than 

SS2(Р) for each value of  Р (in average, about 2 times). 

6 Conclusions 

The basic qualities of the offered HAKLT for processing a group of sequential medi-
cal images are: 

1. Lower computational complexity than KLT for the whole GMI, due to the lower 
complexity of AKLT compared to the case, for which for the calculation of the 
KLT matrix are used numerical methods [15, 16]; 

2. Ability for efficient lossy compression of GMI with retained visual quality of the 
restored images and for lossless compression also; 

3. Ability for minimization of features space in the regions of interest in a group of 
medical images, which contain searched objects of various kinds; 

4. There is also a possibility for further development of the HAKLT algorithm, 
through: use of Integer KLT for lossless coding of medical images by analogy  
approach with [23]; compression of video sequences from stationary TV camera; 
sequences of multispectral and multi-view images, etc. 
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Abstract. In the paper is presented one new approach for efficient processing of 
ultrasound medical images. The application of the algorithm for image com-
pression based on the inverse difference pyramid (IDP) permits together with 
considerable compression ratio to achieve suppression of the specific (speckle) 
noise in ultrasound medical images. The paper describes the principle of image 
decomposition and its modification, designed for this medical application. Spe-
cial attention is paid to achieve relatively low computational complexity of the 
used algorithms. Besides, an adaptive filtration aimed at the visual quality im-
provement of the restored image is also included. At the end of the paper are 
given experimental results and comparison with other contemporary methods 
for image archiving based on the JPEG and JPEG 2000 standards.  

Keywords: Image compression, Speckle noise suppression, Digital adaptive 
fuzzy filter. 

1 Introduction  

Contemporary medical information comprises different kinds of documents: texts, 
images, biomedical data, etc. Significant attention require the visual information, 
obtained through various technologies, such as radiography, magnetic resonance im-
aging, fiduciary markers, nuclear medicine, photo acoustic imaging, breast thermo-
graphy, tomography, and ultrasound, because it needs large volumes of computer 
memory and in together with this – special tools for image quality improvement. For 
medical images archiving is used DICOM, which is based on the JPEG standard [1,2]. 
This approach offers significant image data compression and retained visual quality. 
Together with these advantages, there also exist some difficulties. For example, there 
are no special tools for image content protection and for large images (for example, 
X-ray chest images) – no tools for selection and fast access to pre-selected regions of 
interest. In [3, 4] are introduced methods based on the Laplacian and wavelet decom-
positions. They all have very high computational complexity because of the use of the 
wavelets, which require longer time for processing of the visual information.  

Most medical images are of low contrast and possess some specific noises. 
Ultrasound images are relatively large part of this information. They give significant 
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information about patients’ body, but togetherr with this, they have many problems 
concerning the image quality and processing. Speckle noise is an inherent property of 
medical ultrasound imaging. Ultrasound beams propagating in biological tissues 
undergo distortions due to local inhomogeneities of the acoustic parameters and the 
nonlinearity of the medium. This usually results in reduction of the image resolution 
and contrast and as a consequence – in reduction of the diagnostic value of this 
imaging modality. So, the speckle noise reduction is an important prerequisite, whose 
significance is as high as that of the image compression. Various methods had already 
been developed aimed at the speckle noise removal. In [5] is introduced a speckle-
reduction method, based on soft thresholding of the wavelet coefficients of a 
logarithmically transformed medical ultrasound image. The method is based on the 
generalised Gaussian distributed (GGD) modelling of sub-band coefficients.  In [6], 
instead of using the multiplicative model of speckled image formation is introduced a 
simple preprocessing procedure, which modifies the acquired radio-frequency images, 
so that the noise in the log-transformation domain becomes very close in its behavior 
to a white Gaussian noise. As a result, the preprocessing allows filtering methods 
based on assuming the noise to be white and Gaussian, to perform in nearly optimal 
conditions. One more approach is presented in [7], where the logarithmic transform of 
the original image is first analyzed into the multiscale wavelet domain  and then the 
authors design a Bayesian estimator to exploit the specific image statistics.  In [8] is 
proposed a robust wavelet domain method for noise filtering in medical images. All 
these methods have significant computational complexity. 

In this paper is introduced a method based on the Inverse Pyramid Decomposition 
(IPD), which permits to perform also adaptive suppression of the speckle noise in 
ultrasound images. The paper is arranged as follows: in section 2 is given a brief de-
scription of the IPD; in Section 3 is presented the approach used for the speckle noise  
suppression; Section 4 presents an adaptive fuzzy filter for image quality enhance-
ment; in Section 5 are given some experimental results and Section 6 contains the 
Conclusions. 

2 Basic Principles of IPD 

The essence of the IPD is explained here in brief for 8-bit grayscale images. The im-
age matrix is processed with two-dimensional, orthogonal transform using a limited 
number of coefficients only. The values of the transform coefficients build the first 
(lowest) pyramid level. Then, using these values, the image is restored with inverse 
orthogonal transform and subtracted pixel by pixel from the original. The difference 
image, which is of same size as the original, is divided into four equal parts (sub-
images) and each is then processed with the two-dimensional, orthogonal transform 
again. Then each sub-image is restored and subtracted from the preceding difference 
image. Afterwards, it is divided into four new sub-images, which are processed in 
similar way as the already described preceding levels. In this way, all pyramid levels, 
consisting of coefficients values only, are calculated. The set of the selected coeffi-
cients of the orthogonal transform for every pyramid level could be different. The last 
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pyramid level is reached when the size of constituting sub-images remains only 2×2 
pixels. In practice, the image decomposition stops when the required image quality is 
reached - usually earlier than the last possible pyramid level. The coefficients result-
ing from the orthogonal transform from all pyramid levels are sorted in accordance 
with their frequency, and losslessly compressed. The lossless compression technique, 
used here, is developed by taking into account the specific features of the data, 
obtained in result of the IPD.  

High image quality is obtained using large number of spectrum coefficients and 
pyramid levels. The image quality deteriorates together with the reduction of the 
number of the used coefficients, but the compression ratio is higher. To restore the 
image, all the operations have to be performed in reverse order.  

The algorithm is suitable for processing 24-bit color bmp images, as well. In this 
case, for each of the color components (for example, Y, U and V) is built individual 
pyramid.  

The processing could be explained as follows. Let the input image be represented 

by the matrix [B (i, j)] of size nn 2x2  for i, j = 0, 1, 2,..., n2 -1, and the luminance of 

every pixel is B (i, j)∈ [0,1, 2, ..., 255]. The image element B(i, j) is:  

  ,j)(i,E
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of  p-np-n 2 x2  pixels in pyramid level p, divided into p4  equal blocks (sub-images). 
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0 is the “zero” IPD component, which corresponds to the top of the 

inverse pyramid and is represented as:  
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Here t(k, l, i, j) is the two-dimensional function with spatial frequency (k, l), defined 
by the selected orthogonal transform; s(k, l) is the spectrum coefficient obtained after 
the orthogonal transform; d is the number of the spectrum coefficients used for the 
inverse orthogonal transform. 

The term )j,i(E
~ pk

1p−  in Eq. (1) is the IPD component obtained after low-

frequency filtration of each block )j,i(E pk
1p−  in the difference )j,i(E 1p−  from pyra-

mid level p, when p≥1. The difference is defined as follows: 
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low-frequency coefficients in the spectrum of sub-images )j,i(E pk
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In order to decrease the information excess in the decomposition, statistic features of 
the image and especially – the correlation between the neighbor pixels is used. In the 
case of same resolution in horizontal and vertical direction, the correlation interval for 
natural images in each direction is about 30-40 pixels. The fact that the human eye is 
less sensitive to luminance transitions with diagonal orientation ensures additional 
information excess. This permits decomposition reduction without noticeable deteri-
orations in the restored image, performing the following: 

• The pyramid is “truncated” from the bottom. For this, the number of levels is limited.  
• The number of coefficients in the spectrum for the sub-images 

pkW  in the next  

pyramid levels is decreased removing these with small amplitudes. 

After pyramid levels truncation retaining levels from 4 up to (n-1), for Eq. (1) is  
obtained: 
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The compression ratio for image, represented with a reduced pyramid with levels 4, 
5,...,(n-1), using 4 coefficients for every sub-image up to the level (n-2) and 2 coeffi-
cients for the last level (n-1), is defined in correspondence with the equation: 

p
n N/4)p(K =  ,  (8)

where pN  is the total number of used coefficients, and for pN  is obtained: 
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3 Modified IPD for Speckle Noise Suppression  

The application of the IDP method for US medical images requires adaptation to their 
statistical properties. In research works [9,10] is investigated that speckles mean sta-
tistical size for most frequently used ultrasound images, is smaller than 8 pixels. On 
the other hand, this size (8 pixels) is big enough to ensure successful boundary resto-
ration in the speckled US medical images. For these reasons, in this work is offered a 
modification of the IDP decomposition, which consists of two levels only. The initial 
level (“0”) is calculated for sub-images of size 8×8, and the next level (“1”) - for sub-
images of size 4×4. This selection permits speckle suppression, together with retain-
ing the image boundaries. The choice of pyramid of two levels was made taking into 
consideration the ability to achieve maximum compression ratio. Specific for this 
approach is that the two pyramid levels use different orthogonal transforms: in the 
lower is used DCT and in the higher level – Walsh-Hadamard transform (WHT). The 
DCT transform ensures the highest energy concentration in the low-frequency coeffi-
cients of the spectrum compared with other determinated transforms; the WHT trans-
form has lower computational complexity and for small sizes (4×4), it is practically 
equivalent to DCT in respect to approximation efficiency [11].  

The description of the modified method is given below. Let us assume that the im-
age matrix [B] of size M×N pixels is divided into blocks of 8×8 pixels. Then the B(i,j) 
pixel of each block is approximated with the pixel B'(i,j) from the restored image, in 
accordance with the relation: 

j)(i,Ej)(i,B=j)(i,B 00 ′+′′    for  i, j=0, 1, . . , 7.  (10)

The two components in Eq. (10) correspond to decomposition levels 0 and 1. The first 
component is calculated using inverse DCT: 
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The 2D transform functions in Eq. (11) are represented using two-dimensional co-
sine functions [11]: 
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Here )lk,(s f′  is the filtered coefficient of the block transform, obtained after quanti-

zation/dequantization of sf (k,l), i.e.: 

l)k,(l)qk,(s)lk,(s 0fqf =′ ,  (13)

integer0ffq l)]k,(q/l)k,(s[)lk,(s = .                                  (14)
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The coefficient l)k,(q0  is from the quantization matrix ][ 0Q  of size 8×8, applied 

at level p=0, and used to reduce the number of “meaning” coefficients, i.e. – to en-
hance the compression. The quantization matrix was selected in correspondence with 
results obtained from experiments with medical ultrasound images. On the other hand, 
the coefficient )lk,(s f′  in Eq. (14) is defined as:  





=
=

 ,0)lk,(m    if         0
; 1)lk,(m    if   l)s(k,

=l)k,(l)mk,(s=l)k,(s
0

0
0f     (15)

where l)k,(q0  is one element from the binary filtering matrix ][ 0Q  with dimensions 

8×8, used for IDP level p=0. This matrix defines the place of the retained coefficients 
)lk,(s f  in the transform of each block. The matrix was chosen in result of investigat-

ing the compression ratio and filtration efficiency for the specific ultrasound image 
noise (speckles). The coefficient )lk,(s f  in Eq. (15) is defined using direct DCT, 

applied on the original image B (i, j): 
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The second component in Eq. (10), corresponding to pyramid level p=1, is: 

j)i,(B)ji,(B=j)i,(E 00 ′−′       for   i, j=0,1, . . ,7.  (17)

Each block is divided into 4 sub-blocks of 4×4 pixels and is processed with WHT. 
The transform coefficients are:  
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where the basic image is a two-dimensional Walsh-Hadamard function: 


−= =

⊕
2

0t
rrrr ](l)jq(k)i[q

w 1)(l)k,j,(i,t ,  for 
==

=
1

0r

r
r

1

0r

r
r 2l=l2kk    and  , (19) 
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The WHT coefficients are filtered in similar way as in the preceding level: 
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where l)k,(m1  is one element of the binary matrix ][ 1M , which defines the places of 

retained coefficients for each sub-block. The matrix was chosen in a way, similar 
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to ][ 0M . The coefficients of the blocks (sub-blocks) from each pyramid level are ar-

ranged in accordance to their spatial frequencies, quantizated and losslessly coded.  

4 Fuzzy Adaptive Digital Filter 

Here is given one approach for post-processing of decompressed still images, based 
on the use of fuzzy digital filters [12, 13], which became very popular recently.  

The algorithm, which describes the performance of the presented two-dimensional 
adaptive fuzzy filter (2DAFF), specially developed for the visual quality enhancement 
of restored images after IPD, is given by Eq. (21). The filter uses a sliding window of 
size M×N pixels (M=2R+1 and N=2S+1):  
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where    is the rounding operator; T - a threshold; and x(i,j) and xF(i,j) are pixels 

belonging correspondingly to the input and to the filtered image; 
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  (22)

is the selected membership function with parameters α  and β (β > α), which define 
the fuzziness area. The argument Δ is the module of the difference between the central 
pixel x(i, j) in the filter window and the pixel x(i+r, j+s), which is at a distance (r, s) 
from this pixel:   

)sj,ri(x)j,i(x)sj,ri( ++−=++Δ  for SS,- s R,Rr =−= and .    (23)

The values of parameters α and β are defined in accordance to image contents and to 
distortions, which should be corrected. In the case, when they are block artifacts, α 
and β are defined in accordance with the compression strength and the kind of the 
used compression algorithm. Here the 2DAFF filter is applied on images, with block  
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artifacts, due to IPD decomposition. The image quality improvement starts from CR 
higher than 10. As a rule, the filter parameters should not be too small so that the noi-
sy edges can be sufficiently smoothed.  The basic filter parameters were set as fol-
lows: filter fuzziness center equal to ½ of the maximum difference and filter width 
was 5 (experimentally the center of the filter fuzziness was set to be 65, i.e. approx-
imately, equal to half of the maximum error in the approximating image).  

5 Experimental Results  

The compression ratio for an image, coded with the modified IDP without using  
lossless coding for coefficients’ values, was calculated in accordance with the equa-
tion: 
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As an example, for M=N=512, and  3)ji,(m ,8)ji,(m
3
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(24) was obtained K=7.31. After lossless coding of sfq(k,l) coefficients, this ratio is 
increased 4-6 times.   

Advantage of the described method is that it permits easy removal of certain 
spectral coefficients, eliminating this way the corresponding most significant noise 
components in the restored image. The investigations show that the predominant part 
of the specific noises existing in ultrasound images (speckles), are of size 2×1, 1×2, 
2×2, 2×3 or 2×0, 0×2 pixels or their enlarged (scaled) equivalents. When the values 
of the corresponding spectral components are made equal to zero in conformity with 
Eqs. (15) and (20), the visual quality of the restored medical image is noticeably 
improved. In this case, the best evaluation of the image quality is the visual one - 
when the peak mean square error is calculated (or if some other evaluation technique 
is used) the calculated error will be large because the noise removal will be assumed 
as quality deterioration.  

The noise suppression depends on the choice of the filtrating matrices ][ 0M  and 

][ 1M , of size 8×8 and 4×4 respectively. On Fig. 1a,b are shown several matrices, 

which were selected in result of experiments with big number of ultrasound medical 
images.  

On Fig. 2 are shown two-dimensional orthogonal functions with highest 
correlation with the speckle noise structure, suppressed in accordance with Matrix 
[M0]-1 selection (Fig.1a). 

The ability to select different combinations of two-dimensional coefficients for 
the filtration permits to suppress speckles with different size and shape. In case when 
the original image contains bigger speckles, it is possible to use pyramid with three or 
even more levels in order to increase the size of the filtered patterns and to suppress 
bigger forms. Usually this does not decrease significantly the compression ratio. 
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      [M0] -1          [M0] -2             [M0] -3             [M0] - 4                [M0] -5 

     
     0   1    2     3       0    1    2    3      0   1     2     3      0    1    2    3      0    1     2    3 

Fig. 1.a. Five matrices [M0]-1,2,..,5 of size 8×8 elements (here are shown only the 16 low-
frequency coefficients of these matrices; the remaining 48 are assumed equal to zero). Black 
square - retained coefficient; white square - suppressed coefficient. 

 
                                                       0      1      2     3 

Fig. 1.b. Matrix [M1] of size 4×4 elements 

        
    (1,2)       (1,3)         (2,1)         (2,2)        (2,0)         (0,2)        (3,0)         (0,3) 

Fig. 2. Examples of basic two-dimensional Walsh-Hadamard functions (k,l) of size 8×8 pixels, 
which best correspond to speckle noise characteristics and are suppressed by the matrix [M0] -1. 

The modified IPD method for compression and speckle noise suppression of US 
medical images was compared with JPEG-based algorithm (version of Microsoft 
Photo Editor in Microsoft Office XP Professional). The results obtained show that for 
compression ratios up to 50:1 both methods are practically equivalent. The main ad-
vantages of the modified IPD method are that it offers the ability for speckle noise 
suppression together with the compression and the lower computational complexity, 
because the WHT transform needs smaller number of calculations. Besides, for higher 
compression ratios (above 50) the visual quality of restored images after IPD com-
pression is much better than that for JPEG or even for JPEG 2000. For illustration 
only on Fig. 3 is shown the restored test image “Axial” after compression of 137:1 
with IDP and JPEG, and on Fig.4 – after compression 24:1 (for this compression all 
images are visually same).  
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             Fig. 3.a. Test image “axial” after IDP         Fig. 3.b. Test image “axial” after 
             compression 137:1                                      JPEG compression 137:1 

   
        a. Original image “Axial”        b. After IPD with CR=24       c. After JPEG with CR=24 

Fig. 4. Comparison of IPD and JPEG obtained for compression ratio (CR) = 24 

For the example image on Fig. 4 the PSNR is not calculated, because the suppres-
sion of the speckle noise will result in lower value. The visual quality of the image is 
retained. The detailed description of the influence of the digital filter parameters on 
the restored image quality is given in earlier publication of the authors [15]. 

6 Conclusions 

A new method for compression and speckle suppression for medical ultrasound imag-
ing is presented. The main advantages of the method are: 

• The method permits ultrasound medical images to be compressed with high com-
pression ratio, together with significant speckle noise suppression; 
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• A set of filter matrices is selected which offers high flexibility for various medi-
cal applications.  

• The method is suitable for processing and archiving of medical images used in 
image databases. 

• The method could be used successfully for other kinds of medical images (roent-
gen, etc.) as well. 

• The computational complexity of the new method is much lower than that of 
JPEG 2000. Corresponding comparison is given in earlier publications of the au-
thors [14]. 

The future development of the method could be in the following directions: 

• Enhancement of the processing efficiency for color images, using the KL trans-
form;  

• Enhancement of the noise suppression with pre- and post- image processing. 
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Adaptive Approach for Enhancement the Visual Quality 
of Low-Contrast Medical Images  
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Abstract. In the paper is presented one specific approach aimed at improve-
ment of the visual quality of underexposed or low-contrast medical images. For 
this are developed adaptive contrast-enhancement algorithms, based on the 
segmentation of the image area with relatively high density of dark elements. 
The problem is solved changing the brightness intervals of the selected seg-
ments followed by equalization (in particular – linear stretch and skew) of the 
corresponding parts of the histogram. The implementation is relatively simple 
and permits easy adaptation of the contrasting algorithms to image contents, re-
quiring setting of small number of parameters only. The corresponding software 
tools permit to change the image with consecutive steps and to evaluate the vis-
ual quality of the processed images. The original image is also available, which 
permits easy comparison and evaluation. The obtained results prove the effi-
ciency of the new methods for image quality enhancement. 

Keywords: Image contrast enhancement, Adaptive contrast enhancement, Im-
age segmentation. 

1 Introduction 

Contemporary medical diagnostic is highly related to image analysis.  However, most 
of these images are of relatively bad quality, which complicates the diagnostic 
process. In most cases these images have low contrast and this makes their under-
standing too difficult. The problem with their quality enhancement is of high impor-
tance and had been explored by many researchers. The usual approach is based on 
histogram equalization [1-6]. This method increases the global contrast of the 
processed images, especially when the usable data of the image is represented by 
close contrast values. In result, the intensities are better distributed on the histogram. 
This allows the dark (low-contrast) areas to gain a higher contrast. Histogram equali-
zation accomplishes this by effectively spreading out the most frequent intensity val-
ues. In particular, the method leads to better views of bone structure in x-ray images. 
In theory, if the histogram equalization function is known, then the original histogram 
can be recovered and the calculation is not computationally intensive. A disadvantage 
of the method is that it is indiscriminate. It may increase the contrast of background 
noise, while decreasing the usable signal. However the method is very useful for 
scientific images like thermal, satellite or x-ray images. Also histogram equalization 
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can produce undesirable effects (like visible image gradient) when applied to images 
with low color depth. For example, if applied to 8-bit image displayed with 8-bit 
gray-scale palette it will further reduce color depth (number of unique shades of gray) 
of the image. Histogram equalization will work the best when applied to images with 
much higher color depth than palette size, for example, for 12- or 16-bit gray-scale 
images. 

The local contrast enhancement is aimed at modification of the local characteristics 
of the processed image.  Specific for this approach is that it increases "local" contrast 
in smaller regions, while at the same time preventing an increase in "global" contrast 
— thereby protecting large-scale shadow/highlight detail. Unfortunately, it achieves 
this by making some pixels in the histogram cross over each other, which is not poss-
ible when enhancing contrast using levels or curves. Local contrast enhancement 
works similarly to sharpening with an unsharp mask; however the mask is instead 
created using an image with a greater blur distance. This results in a local contrast 
mask which maps larger-scale transitions than the small-scale edges which are 
mapped when sharpening an image. The quality improvement of low-contrast images 
is usually performed transforming the brightness of every pixel in accordance with a 
function of some kind [1-5]. These functions could be in general classified as follows: 

 Linear, piecewise linear and non-linear transforms: logarithmic, hyperbolic, ex-
ponential, power-low transformations, etc. 

 Statistical (adaptive) transforms: histogram equalization and modification, bi-
histogram transform [6] and transforms, based on local statistics information 
(mean value, standard deviation, etc.); 

 Membership functions for contrast adaptation by: minimization of image fuzzi-
ness; fuzzy histogram;  

 Transforms of the kinds, pointed above, based on the global image histogram 
data or on the local histogram, framed by a window, placed around every pixel 
[8]; 

 Transforms, based on the local information analysis of the color position in the 
color space [9]. 

The image contents analysis is of high importance when the objects boundaries 
should be detected – for example, to define a tumor, or its real size [10-12]. In these 
cases the image contrast enhancement is an additional tool for medical decision sup-
port.  

The main disadvantage of these methods is their high computational complexity.  
Each of the methods for image contrast enhancement offers very good results for 

image quality improvement, when certain image classes are concerned, without being 
a universal tool for this aim.  

In this work is presented one new approach for contrast enhancement in images 
with low-contrast areas, modifying their dynamic range. In section 2 are presented the 
investigated methods, section 3 contains part of the obtained results and section 4 
presents the conclusions. The comparison of the new method with the traditional  
approaches for contrast enhancement proves its efficiency for image quality  
improvement and medical decision support. 
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2 Adaptive Contrast Enhancement 

In this section are given 2 algorithms for adaptive contrast enhancement. Each algo-
rithm has its advantages and disadvantages, but bound together in special software, 
they turn into an intelligent tool for visual quality enhancement and medical decision 
support. All algorithms are based on the image histogram analysis.  

2.1 Two-Part Histogram Enhancement 

The low-contrast medical ultrasound images usually contain relatively small part of 
the possible brightness values - usually, about 30%. The test image “axial” and its 
histogram are shown on Fig. 1.a,b. 

       

          Fig.1.a. Test ultrasound image “axial”                    b. The histogram of the test image  

The algorithm for two-part histogram enhancement is presented below: 

 The image histogram is calculated in accordance with the relation:  

n/)k(n)k(h =  for  k=0,1,2, . . ,kmax ,  (1)

where:     )k(n  is the number of the pixels in the discrete brightness level k; 

                 n is the total number of pixels in the image;  
                 kmax is the maximum number of brightness levels. 
 The maximum of the histogram is detected.  

hmax = max{h(k)} for k=0,1,2, . . ,kmax.  (2)

 The ends of the “meaning” histogram values are detected. These are the bright-
ness values, which represent number of points, larger than 0.1% of the pixels in 
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the image. The corresponding part of the histogram is defined by the blue lines on 
Fig. 2. 

 Two points are calculated, which expand the histogram with approximately 30% 
in each direction, i.e. - higher or lower than the end “meaning” values (Fig. 2). 
The new end points are placed at δ1 and δ2 outside the “meaning” area, placed 
correspondingly. All other brightness values are excluded from the processing (in 
fact, usually there are no pixels of such brightness values in ultrasound images). 

 

Fig. 2. The boundaries of the expanded image histogram 

 The brightness of each pixel is then recalculated, using special tables following 
the corresponding linear relations. 

2.2 Three-Part Histogram Enhancement Based on Histogram-Adaptive 
Segmentation 

In order to achieve easier processing, the image contrast is first evaluated. For this is 
used the contrast coefficient K, calculated in accordance with the relation below [3]: 

minmax

minmax

kk

kk
K

+
−=  (3)

where kmax and kmin are correspondingly the maximum and the minimum brightness 
levels in the processed image. 

In case, that K<K0 (where K0 is a threshold value), defining the image as one of 
low contrast, then its brightness histogram h(k) is strongly distorted and it has an out-
lined maximum, hmax. The image histogram is calculated in accordance with Eq. 1. 

The method for image contrast enhancement comprises two consecutive steps: 
brightness image segmentation (respectively - gray level segmentation) analyzing its 
histogram h(k), and brightness transformation for the pixels in the defined segments in 
accordance with table, corresponding to the segment histogram. 

In the first step for the case, when K<K0, is performed image segmentation, using the 
thresholds k1 and k2, in result of which the brightness range is divided into three seg-
ments (A, B, C). The assumption is that in the second segment B is clustered too big 
number of pixels with close brightness values, what distorts the image contrast. In 
order to improve the image quality, the dynamic range of this segment should be 
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“stretched”, and the dynamic ranges of the two remaining segments – correspondingly 
“skewed”. The algorithm for the calculation of the thresholds is presented as follows:  

• The image histogram is calculated 
• The maximum of the histogram is defined (Eq.2): 
• The value of the segmentation boundary is calculated as t=αhmax, where α<1; 
• The values of the thresholds k1 and k2 are defined in accordance to relations be-

low: 

                                      h(k) ≤ t  for   k=0,1,2, . . ,k1-1, 

                                     h(k) ≥ t  for   k=k2+1, k2+2, . . ,kmax,                                     (4) 

In the second step, the gray-level k for every pixel in the three segments A, B and C is 
transformed in accordance to individual table, as follows: 
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Here gA(k), gB(k) and gC(k) are the corresponding tables for brightness transformation 
for segments A, B and C. In order to improve the image quality of the low-contrast 
image areas the thresholds k1, k2 of the segment B are widened (stretched) up to 

0)k( 11 ≥−δ  and 255)k( 22 ≤+δ  skewing the segments A and C. In this case δ1 and 

δ2 are parameters, which define the contrast enhancement for the segment B and cor-
respondingly – the change of the contrast range for segments A and C. Each bright-
ness transformation table is defined in accordance to the condition for histogram 
equalization for the corresponding image segment A, B or C with modified (stretched 
or skewed) dynamic range: 
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In particular, in case that the histogram of the corresponding segment is constant: 
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The table for the brightness transform for each segment is linear and the relations 
are correspondingly defined as: 
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In this case the brightness levels in the range (k1, k2) are stretched in accordance with 
a linear relation and corresponding inverse operations are performed for the two re-
maining histogram segments (0, k1-1) and (k2+1, kmax). 

In the case, when k =1 or k2=kmax the image histogram is divided into two segments 
(A and B) only and the corresponding brightness levels are processed in similar way, 
as it was already explained for three-segment (A, B and C) case. For this the dynamic 
range of the segment A (or B), which contains the low-contrast objects is stretched, 
and the range of the other segment – correspondingly skewed. 

The same method is also suitable for processing of color R, G, B images. In this 
case, the contrast enhancement is performed after transformation into the Y, Cr, Cb 
format, after which the brightness component (Y) is processed in the already described 
way. Then the three components Y, Cr, Cb are transformed back into R, G, B  
format. 

3 Experimental Results  

For the experiments was used the still image database of the Laboratory for Image 
and Sound Processing of the Technical University of Sofia, Bulgaria. For the experi-
ments were used more than 800 medical images of various sizes (.bmp files) from the 
image database of the Laboratory. The software implementation of the method was in 
C++, Windows environment. The values of the most important parameters permit 
changes, which result in corresponding changes in the restored images. Besides, the 
original image is retained and this is a good basis for comparison. Part of the experi-
mental results is shown below.  

3.1 Experiments for the Two-Part Histogram Enhancement  

The method is suitable for contrast enhancement of low contrast images of any kind, 
but it best suits mammographic images (examples shown on Figs. 3 and 4).  
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                                    a. Original test image              b. After histogram enhancement 

Fig. 3. Result obtained after Two-part histogram enhancement 

                
                                    a. Original test image              b. After histogram enhancement 

Fig. 4. Result obtained after Two-part histogram enhancement 

The results obtained for X-ray images are promising also (Fig. 5) 

        
                                    a. Original test image               b. After histogram enhancement 

Fig. 5. Results for X-ray images obtained after Two-part histogram enhancement 

3.2 Experiments for the Three-Part Histogram Enhancement  

The test image “axial 2” is of size 350×432 pixels, 8 bpp (Fig.6). The histogram com-
prises brightness values from 33 up to 180. The histogram enhancement was done 
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stretching the “meaning” part up to 70% (Fig. 6b); and 80% (Fig. 6c). Each of the 
presented results shows up different parts of the object, depending on the depth, 
which corresponds to selected threshold brightness values.  
 

     
                              a                                            b                                              c 

Fig. 6. a. Original image; b. After 3-part histogram enhancement up to 70%; c. up to 80% 

       
                                                a                                                      b 

Fig. 7. a. The image from Fig. 6.a, after global contrast enhancement; b. After global histogram 
equalization 

For comparison, on Fig. 7 are shown results obtained after the global contrast en-
hancement (the proposed method) and after global histogram equalization (using Co-
rel Photo Paint). 

The same method is suitable for processing of low-contrast images of any kind. 
Example is shown on Fig. 8. The original image “Cave” is of size 800 x 600 pixels, 
24 bpp. The image is of low contrast (the brightness values are in the range from 0, up 
to 110). The histogram is widened up to 70% of the global range and the result is 
shown on Fig. 6.b. It is easy to notice, that some objects become visible, retaining the 
natural view of the picture. 
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Advantage of the method implementation is that the original image is always re-
tained and available for visual comparison. Similar results were obtained for mam-
mographic images. 
 

  
                                     a     b 

Fig. 8. a. Original test image “Cave”; b. After 3-part histogram enhancement up to 70%. 

4 Conclusions 

The methods for contrast enhancement of medical images, presented in this work, 
have the following advantages compared to other similar methods: 

The contrast enhancement permits to visualize various depths of the image, giving 
new visual information.  

The computational complexity of the method is relatively low: Compared to me-
thods based on image processing, which comprise wavelet transforms, the offered 
method is much faster and permits to perform real-time processing even for remote 
diagnostic purposes.  

The use of the proposed methods is user-friendly, because the processing depends 
on low number of parameters, which could be easily changed by the operator. 

The obtained results are of high importance for the efficient compression and arc-
hiving of medical information based on the special format, developed at TUS, be-
cause the contrast enhancement also enhances the compression efficiency. 

The computational complexity of the compression method and its efficiency were 
compared to famous contemporary standards, JPEG and JPEG 2000 (the medical 
DICOM standard is based on JPEG). The advantages of the new format and the com-
parison with JPEG and JPEG 2000 standards were given in detail in earlier publica-
tions of the authors [13-16].  
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An Adaptive Enhancement of X-Ray Images 
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Abstract. Most of the X-ray images are no truly isotropic and its quality varies 
depending on penetration of X-rays in different anatomical structures and on the 
technologies of their obtaining. The noise problem arises from the fundamentally 
statistical nature of photon production. This paper presents an approach for X-
ray image enhancement based on contrast limited adaptive histogram equaliza-
tion (CLAHE), following by morphological processing and noise reduction, 
based on the Wavelet Packet Decomposition and adaptive threshold of wavelet 
coefficients in the high frequency sub-bands of the shrinkage decomposition. 
Implementation results are given to demonstrate the visual quality and to analyze 
some objective estimation parameters in the perspective of clinical diagnosis. 

Keywords: X-ray images, CLAHE, Noise reduction, Wavelet Transformations. 

1 Introduction 

X-rays are especially useful in the detection of pathology of bony structures, as well 
as detecting some disease processes in soft tissue.  An "artifact" on a diagnostic X-ray 
image may appear as light or dark spots, lines, fogging, specks, etc.  They can be 
caused by motion, poor contact between the film and the cassette that holds the film, 
and so on. The quantum noise is dominant and comes from the quantization of energy 
into photons. It is Poisson distributed and independent of measurement noise. The 
measurement noise is additive Gaussian noise and usually negligible relative to the 
quantum noise. It comes from the motion of patient [1].   

Many techniques are available to enhance the quality of X-ray images; one of the 
most well known image enhancement techniques is the histogram equalization tech-
nique. There are still situations where image enhancement on a uniform histogram 
may not be the best approach. So other histogram techniques may need to be used, 
such as adaptive histogram equalization. Adaptive histogram equalization has the 
disadvantage to enhance not only the image, but also it enhances the noise in the im-
age [2]. The wavelet thresholding scheme [3], which recognizes that by performing a 
wavelet transform of a noisy image, random noise will be represented principally as 
small coefficients in the high frequency sub-bands. So by setting these small coeffi-
cients to zero, will be eliminated much of the noise in the image. 

In this work is presented an integrated approach for increasing contrast of the  
X-ray image or of its selected regions of interest (ROI), based on contrast limited 
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adaptive histogram equalization (CLAHE) and noise suppression and detail preserva-
tion abilities of the image, based on morphological processing and wavelet transfor-
mations. By properly choosing of opening, closing and top & bottom hat filtration and 
suitable form of structuring element, local structures can be eliminated or local geo-
metry of the investigated object can be modified [4]. The reduction of noise compo-
nents is made on the base of 2D wavelet packet transformations. To improve the  
diagnostic quality of the medical objects some parameters of the wavelet transforms 
are optimized such as: determination of best shrinkage decomposition, threshold of 
the wavelet coefficients and value of the penalized parameter of the threshold. This 
can be made adaptively for which image on the base of calculation and estimation of 
some objective parameters. 

The paper is arranged as follows: In Section 2 is given the basics stages of the pro-
posed approach; in Section 3 are presented some experimental results, obtained by 
computer simulation and their interpretation and Section 4 - the Conclusion. 

2 Basic Stages for X-Ray Image Enhancement 

Image enhancement techniques are applied to grayscale X-ray images which exhi-
bited disease processes. We purpose to define a region of interest (ROI) in the image 
in the case of very big images, too. It can be selected in interactive procedure from 
the operator. The result of ROI image is written in a file format that can be used in 
next processing. 

The general algorithm consists of three basic stages, used to improve the image 
quality.  

• Contrast limited adaptive histogram equalization (CLAHE) for contrast  
enhancement ; 

• Morphological processing for detail preservation capabilities; 
• Noise reduction based on wavelet packet decomposition and adaptive  

threshold. 

2.1 Contrast Limited Adaptive Histogram Equalization (CLAHE) 

Contrast limited adaptive histogram is a technique utilized for improving the local 
contrast of images. It is a generalization of ordinary histogram equalization and adap-
tive histogram equalization. CLAHE does not operate on the whole image like ordi-
nary Histogram Equalization (HE), but it works on small areas in images, named tiles. 
Each tile's contrast is enhanced, so that the histogram of the output area roughly 
matches the histogram determined by the 'Distribution' parameter. This parameter can 
be selected depending on the type of the input image. The adjacent tiles are then com-
bined using bilinear interpolation to eliminate artificially induced boundaries.The 
contrast, particularly in homogeneous regions, can be limited to avoid amplifying any 
unwanted information like noise which could be existing in images. The algorithm  
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CLAHE limits the slope associated with the gray level assignment scheme to prevent 
saturation. This process is accomplished by allowing only a maximum number of 
pixels in each of the bins associated with the local histograms. After “clipping” the 
histogram, the clipped pixels are equally redistributed over the whole histogram to 
keep the total histogram count identical. The CLAHE method can be divided into 
steps to achieve as following [5]: 

• The X-ray image is divided into contextual regions which are continuous and 
non-overlapping. Each contextual region size is M×N pixels; 

• The histograms of each contextual regions are calculated; 
•   The histograms of each contextual regions are clipped. 

For limiting the maximum slope is to use a clip limit β to clip all histograms. This is a 
contrast factor that prevents over-saturation of the image specifically in homogeneous 
areas. These areas are characterized by a high peak in the histogram of a particular 
image tile due to many pixels falling inside the same gray level range. This clip limit 
can be related to what is referred to as clip factor, α in percent, as follows [6]:  

 ( )



 −+= 1S

100
1

L

MN
max

αβ , (1) 

where M×N are numbers of pixels of each region and L is the number of grayscales. 
If the clip factor is equal to zero the clip limit becomes exactly equal to (MN/L), 

moreover if clip limit is equal to 100 the maximum allowable slope is Smax. Normally 
Smax is set to four for still X-ray images. However, for any other application, it is rec-
ommended to obtain a good choice for Smax by experiment. As clip factor is changing 
between zero to hundred, the maximum slope, in each mapping, is changing between 
1 to Smax. 

Finally, cumulative distribution functions (CDF) of the resultant contrast limited 
histograms are determined for grayscale mapping. The result mapping at any pixel is 
interpolated from the sample mappings at the four surrounding samplegrid pixels. 
Pixels in the borders of the image outside of the sample pixels need to be processed 
specially. The neighboring tiles were combined using bilinear   interpolation and the 
gray scale values were altered according to the modified histograms [5]. 

The procedure of CLAHE can be applied to Y component of the selected image 
that is processing in YUV system as more effectiveness. 

2.2 Morphological Processing 

Mathematical morphology is a powerful tool for the representation and description of 
region shape like boundaries, skeletons and the convex hull. Besides there are many 
morphological techniques for pre- or post-processing such as erosion, dilatation, 
opening, closing, thinning and top & bottom hat filtering. Morphology is based on set 
theory.  
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Two sets, A and B, are combined by one or more operations such as translation, 
reflection, complement or difference. Set A is usually referred to as the image ele-
ment, while set B is referred to as the structuring element. 

The next step in the purposed approach included morphological processing by the 
operators: opening, closing and top & bottom hat filtering, which are used to detail 
preservation capabilities [4].  

Opening (A○ B) and closing (A • B), two useful morphological operations, can be 
built by combining dilation and erosion as follows: 

 A ○ B = (A Θ  B) ⊕ B  (2) 

 A • B = (A ⊕ B) Θ B (3) 

Both, opening and closing, tend to smooth the contour of an image, but whereas open-
ing breaks narrow isthmuses and eliminates thin protrusions, closing fuses narrow 
breaks, eliminates small holes and fills gaps in the contour. The top & bottom hat 
filtering extracts the original image from the morphologically closed version of the 
image. 

 That (A) = A – (A ○ B)  (4) 

 Bhat (A) = (A • B) – A  (5) 

One principal application of these transforms is in removing objects from an image by 
using a structuring element in the opening and closing that does not fit the objects to 
be removed. The difference then yields an image with only the removed objects. The 
top-hat is used for light objects on a dark background and the bottom-hat – for dark 
objects on a light background. An important use of top-hat transformation is in cor-
recting the effects of non-uniform illumination.  

Local structures can be eradicated or local geometry of the inspected object can be 
customized by appropriate selection of opening and closing filtration, top and bottom 
hat filtration and proper form of structuring elements and its parameters. In addition 
each of morphological operation can be used many times. All these elements of the 
procedure of morphological processing can be determined on the base of the calcu-
lated estimation parameters. Peak signal to noise ratio (PSNR) and Effectiveness of 
filtration (EFF) values are higher for better quality of the X-ray image, where the value 
of Noise reduction rate (NRR) is lower. 

2.3 Noise Reduction Based on Wavelet Packet Decomposition and Adaptive 
Threshold 

Noise in X-ray images is a multi-source problem and arises mostly from the 
fundamentally statistical nature of photon production. In an image contained Poisson 
noise can be presented as an additive noise model for each pixel is as follows (6): 

 )y,x(n)y,x(f)y,x(s +=  (6) 

where ),( yxf  is the desired image without noise; ),( yxn  is the noise. 
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The algorithm for noise reduction based on wavelet packet transform contains the 
following basic stages: 

1) Decomposition of the X-ray image 
The wavelet packet methods for noise reduction give a richer presentation of the 
image, based on functions with wavelet forms, which consist of 3 parameters: 
position, scale and frequency of the fluctuations around a given position. They 
propose numerous decompositions of the image, that allows estimate the noise 
reduction of different levels of its decomposition. For the given orthogonal wavelet 
functions exists library of bases, called wavelet packet bases. Each of these bases 
offers a particular way of coding images, preserving global energy, and reconstructing 
exact features. Based on the organization of the wavelet packet library, the 
decomposition can be determined from a given orthogonal wavelets. An optimal 
decomposition is used with respect to a conventional criterion. In case of denoising 
the 2D joint entropy of the wavelet co-occurrence matrix is used as the cost function 
to determine the optimal threshold. In this case 2D Discrete Wavelet Transform 
(DWT) is used to compose the noisy image into wavelet coefficients [3]. 

We propose in the paper another adaptive approach. The criterion is a minimum of 
three different entropy criteria: the energy of the transformed in wavelet domain im-
age, Shannon entropy and the logarithm of energy [7]. 

Looking for best adaptive shrinkage decomposition to noise reduction, two impor-
tant conditions must be realized together [8]. The conditions are as follows: 

 Ek=min, for k=1, 2, 3 ….n (7) 

where Ek  is the entropy in the level K for the best tree decomposition of image. 

 sij≥T (8) 

2) Determination of the threshold and thresholding of detail coefficients 
By determination of the global threshold it is used the strategy of Birge-Massart [9]. It 
uses spatial-adapted threshold, which allows to determinate the thresholds in three 
directions: horizontal, vertical and diagonally. The threshold can be hard or soft. The 
soft-thresholding function takes the argument and shrinks it toward zero by the thre-
shold. The soft-thresholding method is chosen over hard-thresholding, because it 
yields more visually pleasant images over hard-thresholding. To become more pre-
cisely determination of the threshold for noise reduction in the image we can penalize 
adaptively the sparsity parameter α. Choosing the threshold too high may lead to visi-
ble loss of image structures, but if the threshold is too low the effect of noise reduc-
tion may be insufficient. 

3) Restoration of the image 
The restoration of the image is on the base on 2D Inverse Wavelet Packet Transform. 
The reconstructions level of the denoised image is dependent on the level of its best 
shrinkage decomposition. 

4) Estimation of filtration. 
The procedure for noise reduction can be determined on the base of the calculated 
estimation parameters. All adaptive procedures in the proposed algorithm are made 
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automatically, based on calculated estimation parameters. PSNR and EFF values are 
higher for better denoised X-ray image where the value of NRR is lower. 

3 Experimental Results 

The formulated stages of processing are presented by computer simulation in 
MATLAB, version 7.14 environment with using the IMAGE PROCESSING and 
WAVELET TOOLBOXES. In analysis are used 20 real grayscale X-ray images with 
different sizes in cases of bone structures from the head. The original images have 
been done in jpeg file format. By post processing they are converted in bmp format. 
The results from the experiments are illustrated with X-ray image of the head with 
size 2869x3851 pixels, presented in Figure1. 

 

Fig. 1. The original X-ray image 

The obtained averaging results by processing of ROI images with size 1220x3260 
pixels are shown in Table 1. It presents the values of the objective quantitative estima-
tion parameters such as PSNR, Signal to noise ratio in the noised image (SNRY), Sig-
nal to noise ratio in the filtered image (SNRF), Effectiveness of filtration (EFF) Noise 
reduction ratio (NRR) in the different stages of the algorithm.  

The best results by contrast enhancement using CLAHE are obtained by bell-
shaped form of histogram (Rayleigh distribution) and clip limit 0.05. In MATLAB 
environment the clip limit must be between 0 and 1 and is the normalized value, for 
example 0.5 means 127.5 for a uint8 image and 1.0 is 255. Higher clip limit values 
will clip fewer values and thus they will be spread out more, hence more contrast. 

The best results of morphological processing (MP) are obtained by line structuring 
element (LEN=2; DEG=60) using top& bottom hat operator. The values of PSNR and 
Effectiveness of filtration (EFF) are maximum and the value of NRR is minimum 
(0.5), and shows that the noise is about two times reduced. By using of disk-shaped 
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structuring element and especially a diamond-shaped structuring element can be ob-
tained well-defined outlines of some tissues, but the values of the noised components 
in the image are greater. 

The best results by noise reduction of Poisson noise are obtaining by Coiflet wave-
let packet functions, adaptive shrinkage decomposition (best tree) on the base of the 
second level and minimum of the Shannon entropy criteria, by using of hard pena-
lized threshold. By using of the log energy and energy criteria the effectiveness of the 
filtration is smaller. In order to quantify how much noise is suppressed by the pro-
posed noise reduction approach, the noise reduction rate is computed. The obtained 
average results for NRR are around 0.3 and shows that the noise is three times re-
duced. The values of PSNR and Effectiveness of filtration (EFF) are sufficient.  

Table 1. Simulation results for stages of processing of X-ray ROI images  

Stage of processing PSNR [dB]         SNRY [dB]          SNRF [dB]                EFF [dB] 

CLAHE       25.421              -                    -                        - 
Morph.  
Processing (MP)     28.483          10.518      12.301     1.783 
Noise  
Reduction    29.315          12.301      14.233     1.932 

 
A visual presentation of X-ray ROI image and its modifications as a result of dif-

ferent stages of processing can be seen in Figure 2. 
 

                       
       a              b                                   c                                 d 

Fig. 2. The selected ROI from the original X-ray ROI image and its modifications as a result of 
processing: a) original; b) after CLAHE; c) after CLAHE and  MP; d) after CLAHE and MP 
and noise reduction on the base of WPT 
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The so obtained results can be compared with other methods for X-ray image en-
hancement and noise reduction, based on histogram equalization (HE), CLAHE and 
wavelet discrete transform (DWT) [2,10,11]. Table 2 contains the averaging results 
from the simulation obtained by comparison of the methods: histogram equalization 
(HE); histogram equalization following by noise reduction, based on wavelet packet 
transformation (HE+WPT); CLAHE, following by noise reduction, based on wavelet 
transformation (HE+DWT); Median filtration, following by CLAHE and noise reduc-
tion, based on wavelet transformation (MF+CLAHE+DWT). The best results are 
obtained by the proposed approach. 

Table 2. Simulation results obtained by different methods for X-ray image enhancement 

Method of processing  PSNR [dB]         SNRY [dB]         SNRF [dB]             EFF [dB] 

HE   20.321      -         -       - 
HE+WPT  28.678  9.372     12.188 2.816 
CLAHE  25.421                      -         -                    - 
CLAHE+DWT  28.923  9.372          13.646 3.914 
MF+CLAHE+DWT 27.514  9.372          13.110               3.738 
CLAHE+MP+WPT 29.815  9.372          14.233               4.861 

 
A visual presentation of the X-ray ROI image and its modifications as a result of 

processing by different methods can be seen in Figure 3. 

 

           
            a        b                c          d      e              f 

Fig. 3. The modifications of a X-ray ROI image as a result of processing: a) HE; b) HE+WPT; 
c) CLAHE; d) CLAHE+DWT; e) MF+CLAHE+DWT; f) proposed approach 
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In Figure 4 are presented the calculated original histogram of the X-ray ROI image 
and its modifications after histogram equalization (HE), CLAHE and after processing 
by proposed approach.  

 

    
       a           b                  c        d 

Fig. 4. The histograms of the X-ray ROI image: a) original; b) equalized (HE); c) equalized 
(CLAHE); d) after processing 

The experimental results showed enhancement of the image and increasing of im-
age information in consequence of brightness level restoration.  

The implemented studying with X-ray images and the obtained experimental re-
sults has shown that: 

• The proposed approach, based on CLAHE, shows good results when used to 
enhance X-ray images. However artifacts are considerably amplified when tiles 
are more than 16×16; 

• CLAHE can enhance not only the contrast of the image but it can also reduce the 
noise in the homogenous areas;  

• The proposed effective approach for contrast increasing and noise reduction 
based on WPD can be adaptive applied for every stage of image processing; 

• A complementary adjustment can be made in the case of the level of wavelet 
shrinkage decomposition and the sparsity parameter α of the penalized  
threshold.  

4 Conclusions 

In the paper is proposed a new and effective adaptive approach for X-ray image en-
hancement. It’s based on CLAHE, morphological processing and wavelet packet 
transformation. The implemented algorithm provides a basis for further investigations 
in several directions: 

• The enhanced X-ray images can be post processed with methods for segmenta-
tion, based on adaptive WPD for detection of specifically regions and edges with 
more diagnostic information; 

• The enhanced X-ray images can be used for better visualization in 3D  
reconstruction;  



88 V. Georgieva, R. Kountchev, and I. Draganov 

• Some statistical characteristics such as histogram of the images and the functions of 
noise distribution can be analyzed for full automatically noise reduction. 

The obtained image database can be easily implicated for classification of different 
diseases. 
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Medical Images Transform by Multistage PCA-Based 
Algorithm 
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Abstract. In this paper a novel approach for medical images transform by the 
Multistage Principal Component Analysis (MPCA) algorithm is presented. It 
consists of applying PCA over series of pixels grouped two by two in multiple 
stages. The process is extremely straightforward and the computation complex-
ity is considerably reduced in comparison to the full PCA performed over the 
whole image. Promising results are achieved experimentally over a multitude of 
test images and the proposed approach is considered very perspective for both 
lossy and lossless compression of medical visual data. 

Keywords: Medical image transform, Compression, 2D Multistage PCA. 

1 Introduction 

The Principal Component Analysis (PCA) [1-6] is one very useful statistical data 
transform technique, optimal in relation to energy compacting and mean-squared error 
minimization after truncation in the transform domain. By applying PCA to an image, 
it creates the image basis vectors, which are orthogonal, and thus, a full decorrelation 
of their components is achieved. By assuming the row and column-independent statis-
tics, the generation and implementation of the 2D-PCA are simplified by using two 
consecutive 1D-PCA. 

The main problems arising when applying the PCA for the image transform are: 

• the considerably higher computational complexity compared to those of the deter-
ministic orthogonal transforms, such as the Discrete Fourier Transform (DFT), the 
Discrete Cosine Transform (DCT), the Hadamard Transform, etc. 

• in the general case, there is no “fast” algorithm for PCA (there is such only for a 
class of images which can be represented as First Order Markov Process [1]); 

• the criterion for the minimal mean squared error on which the PCA is based, is not 
always acceptable for subjective evaluation of the vast majority of real images. 

In spite of this, the PCA has been used as a benchmark in evaluating the performance 
of other transforms. It has also provided an incentive for the researchers to develop 
signal independent (fixed) transforms that not only have fast algorithms but also ap-
proach PCA in terms of performance. In the recent years a number of algorithms for 
lossless image compression were proposed, such as the integer reverse PCA [5], the 
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stream and parallel faster implementations of PCA [6], the recursive implementation 
of PCA [7, 8], the PCA transform with the use of neural networks [11, 12]. For the 
last two approaches the calculation of the PCA matrix 2n×2n (n ≥ 2) needs from sever-
al hundred up to several thousand iterations. These algorithms are practically hard to 
use in image processing systems with higher demands for execution time. There is a 
large amount of practical applications far beyond image compression with such re-
quirements, e.g. numerous GIS [13], text analysis systems [14], etc. 

In this paper, a new block-based algorithm is proposed for 2D Multistage PCA 
(2D-MPCA) with reduced computational complexity and easy implementation in 
streamed fashion. This approach makes use of several stages including PCA with a 
transform matrix of size 2×2. The paper continues with the following parts: presenta-
tion of the algebraic method for image transform by PCA with a matrix of size 2×2, 
the description of the block-based 2D-MPCA algorithm, the evaluation of its compu-
tational complexity, experimental results for the transformation of test medical images 
by 2D-MPCA, and conclusions. 

2 Image Transform by PCA with a Matrix of Size 2×2 

For each grayscale image represented in a matrix form [C], consisting of P=M×N 

pixels, can be defined S=P/2 vectors [ ]T
sss CCC 21 ,=


 (s=1,2,..,S). As an example in 

Fig. 1 is given the image [C] of 4×4 pixels, forming a group of S=8 vectors: 

[ ] ,C,CC T
21111=


 [ ]T

22122 CCC ,=


, ... , [ ] TC,CC 28188=


(the direction of the vectors 

was chosen to be horizontal). 

]C[

5C


1C


2C


3C


4C


7C


8C


6C


 

Fig. 1. Digital image with P = 16 pixels, consisting of S = 8 vectors 

Each vector is then transformed into the corresponding vectors [ ]T
s2s1s LLL ,=


 

through adaptive PCA, and using the matrix [Φ], of size 2×2 (1D-PCA 2×2). Its ele-
ments Φjt are calculated following the general algorithm for KLT [2, 3], as given  
below:  

1. The covariance matrix [KC ] of size 2×2 for the vectors sC


 is calculated: 

 [ ] ,
kk

kk
CC

S
K T

cc

S

s

t
ssC 








=−= 

= 2221

1211

1

1 μμ 
 (1) 
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where T
c CC ],[ 21=μ  is the mean vector ( 

=
==

S

s
ss x

S
)x(Ex

1

1
- mean operator).  

2. The elements of the mean vector cμ  and the covariance matrix [KC ] are defined by 

the relations:  

 ),C(EC s1 1=  ),C(EC s2 2=  (2) 

  ,)()(  ,)()( 2
2

2
2222

2
1

2
1111 CCEkkCCEkk ss −==−==  (3) 

 ).)(()( 212132112 CCCCEkkk ss −===  (4) 

3. The eigenvalues 21,λλ  of the matrix [KC] are the solution of the characteristic equ-

ation: 

 .)kkk()kk(|k|det jiji 02
32121

2 =−+++=− λλλδ  (5) 

Since the matrix [KC] is symmetric, its eigenvalues are real numbers: 

 



 +−−+=



 +−++= 2

3
2

21212
2
3

2
21211 4

2

1
4

2

1
k)kk()kk( , k)kk()kk(λ λ  (6) 

4. The eigenvectors  1Φ


and 2Φ


 of the matrix [KC] are the solutions of the systems of 

equations below: 

 jttjt
j

ijk ΦλΦ =
=

2

1

 and 1
2

1

22
==

=j
jtt ΦΦ


, for i, t  = 1, 2. (7) 

The solution of each system of equations (7) is used to calculate the components of tth 

eigenvector [ ] ,, 21
T

ttt ΦΦΦ =


 which corresponds to the eigenvalue tλ : 

 ,
)(2 2

11
αγγ

γαΦ
+

+=  
)(2 2

21
αγγ

βΦ
+

=  for t = 1,  (8) 

 ,
)(2 2

12
αγγ

γαΦ
−

−=   
)(2 2

22
αγγ

βΦ
−

=  for t = 2, (9) 

where ,21 kk −=α  32k=β  and 222 βαγ += .  

In the Eq. (9), in order to satisfy the relation 0)(2 2 ≠−αγγ  it’s necessary to 

have satisfied the requirement 03 ≠k  (i.e. the mutual covariation between the vectors 

sC


 should be positive or negative). If the opposite is true (i.e., for 03 =k ), the  

1D-PCA 2×2 is not applied because the vectors sC


 are decorrelated. 
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The matrix [ ]Φ  for the 1D-PCA2×2 comprises the eigenvectors T],[ 21111 ΦΦΦ =


 

and T],[ 22122 ΦΦΦ =


: 
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In particular, if  0=α )(for 21 kk =  from Eqs. (8,9) follows that [ ] t1,1
2

1
1 =Φ


 and 

[ ] .1,1
2

1
2

t−=Φ


 Then the matrix for the 1D-PCA 2×2: [ ] 







−

=
11

11

2

1Φ  coin-

cides with the rotation matrix of size 2×2, by which the right-oriented coordinate 
system ),( 21 CC  is rotated at an angle (π/4) in the counter-clockwise direction, rela-

tive to the right-oriented coordinate system ),( 21 LL . 

5. The direct form of the 1D-PCA 2×2 for the vectors [ ] T
sss CCC 21 ,=


, from which 

are obtained the vectors [ ]T
sss LLL 21 ,=


 , is: 
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 for s = 1, 2,..., S. (11) 

6. The inverse form of the 1D-PCA 2×2 for the vectors sL


, that are transformed into 

the vectors [ ]T
sss CCC 21 ,=


, is: 
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 for s = 1, 2,…, S.  (12) 

Here, the matrix of the inverse 1D-PCA 2×2  is: 
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7. The elements Φij of [ ]Φ  are functions of θ to which the coordinate system ),( 21 LL  

is rotated in relation to the initial system ),( 21 CC , as a result of the 1D-PCA 2×2. If 

the coordinate systems ),( 21 CC  and ),( 21 LL  are selected to be right-oriented, then 
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the matrix )]([ θΦ , used for the rotation at the angle θ in the counter-clockwise direc-

tion, is given by the expression:  
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The elements of the rotation matrix )]([ θΦ  are: 
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If )1/(22 2θθθ tgtgtg −= , the rotation angle θ can be estimated in the following way: 
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Then from Eq. (14) follows that the rotation matrix for the 1D-PCA 2×2 is: 
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In case that 0=α , the rotation angle is 4/πθ =  and 2/1sincos == θθ . In corres-

pondence to Eq. (14) the matrix for the 1D-PCA 2×2 is: [ ] 




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
−

=
11

11

2

1
)4/(πΦ .  

When the initial coordinate system is right-oriented, and the system rotated at an 
angle θ is left-oriented (the case of rotation with reflection), the rotation matrix is: 
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When 0=α , the matrix for 1D-PCA 2×2 coincides with that of Hadamard. 
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From Eqs. (8), (9), (11) follows: 
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where s2s1 L and L  are the decorrelated components of the transformed vector sL


. 

In accordance with Eqs. (8), (9), (12) for s = 1,2,...,S, the components ss CC 21  and  

of the recovered vectors sC


are: 
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From Eqs. (11)-(12) and (18)-(19) follows that for the direct or inverse 1D-PCA 2×2 

is necessary to know 3 parameters only (these are θ, 1C  and 2C ) to execute the trans-

form successfully. 

3 The 2D Multistage PCA-Based Algorithm 

In order to apply the 2D-PCA over a grayscale image, its matrix should be divided 
into blocks and over each one of them the 1D-PCA has to be implemented – at first 
horizontally over the rows and then - vertically over the columns. The main difficulty 
as suggested in the first part of this paper appears, when rows and columns have sig-
nificant length leading to high computational complexity of the transform. Here a new 
approach is revealed in the form of the 2D-MPCA, taking in use the 1D-PCA already 
described above. For each block of size 2n×2n (n = 2, 3,...) the 1D-PCA with a matrix 
2×2 is performed sequentially n times over the consecutive rows at first and then over 
the consecutive columns, where the vectors being processed are two-dimensional. 
After each 1D-PCA 2×2, the components of the transformed vectors are rearranged, 
and after that - used for the calculation of new covariance and transform matrices. The 
goal of the rearrangement is to obtain a new vector with all of its components ar-
ranged in decreasing order - the rearrangement in Fig. 2 is an exemplary. Prior to 
performing each 1D-PCA 2×2, the condition k3 ≠ 0 is checked and if it is not satisfied, 
the rearrangements of the vectors in the selected direction are ended. After finishing, 
all stages of the 2D-PCA decorrelated elements for each block of size 2n×2n are 
stored. 
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Fig. 2. Direct 3-level 1D-MPCA for the vectors [ ]Tsss C,CC 21=


, s = 1,2,3,4 

The whole process is illustrated in Fig. 2. There are 4 vectors with two components 

[ ] [ ] .,,..,, 2414421111
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
In light shades (pink) are shown the L components 

of the transformed vectors and in the dark shades (blue) are shown the H components 
after each stage. There are 3 stages shown here. When the rotation matrix ][ )θ(Φ  

with a reflection is used, the components L and H of the transformed vectors are esti-
mated by the relations: 
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 for i = 1,2,3. (25) 

Here the parameters iii HL θ,,  are calculated from the vectors T
sss iHiLiL )](),([)( =


 

in the ith stage of the processing, in accordance to Eqs. (2)-(4) for 
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
. 

4 Evaluation of the Computational Complexity of 2D-MPCA  

The computational complexity of the 2D-MPCA, described above, could be evaluated 
considering the consecutive steps, and then - compared to the general 2D-PCA algo-
rithm complexity for a matrix of size N×N, when N=2n. For this purpose, a notion is 
introduces for the total number of operations S (additions and multiplications) when 
calculating the covariance matrix [KC] also N×N, the eigenvalues and the eigenvec-
tors and finally the transformed image itself. The total number of operations, needed 
for the calculation of all elements of [KC], is: 

  .2)]2(N1)(N1)[NN(N
2

1
N)(Sk ++−+=  (26) 

As a case of [KC] with dimensions 2×2 (N=2) the result is .)( 302Sk =  

The eigenvalues of [KC] for N×N are calculated using the algorithm for QR decom-
position, based on the Householder transformation [16] of (N-1) steps. In this case the 
number of operations valS  is given by: 
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In case, that the components jtΦ  of the tth eigenvector tΦ


 of [KC] are calculated by 

using the iterative algorithm from [16], then:  
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 for j = 1,2,..,N and l = 0,1,2,… (28) 

where )(l
jtΦ  and )1( +l

jtΦ  are the values of the (j,t) component in iterations (l) and (l+1). 

From Eq. (22) follows that if for the calculation of jtΦ  are needed L iterations, then 

the respective number of operations for a single eigenvector tΦ


 is 2LN(N+1). The 

cumulative number of operations for the calculation of N eigenvectors is: 

 1].-1)LN[2N(LN1)-N(2N1)+(N2LN)N(S 2
vec ++=+=  (29) 
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For the direct PCA, applied over N-component vectors, the number of needed opera-
tions is N(2N-1). This transform needs to be done N times over all rows and in result, 
the total number of operations is: 

 1).(2NN1)]N(NN[N(N)S 22
PCA −=−+=  (30) 

For the direct separable 2D-PCA over an image of N×N pixels, the respective number 
is: 

 1).(2N2N(N)2S(N)S 2
PCAPCA-2D −==  (31) 

For the 1D multistage PCA algorithm, applied on the N-component vector, the needed 
stages (levels) are Nlgn 2= . The number of operations here is: 

 ,NNlg =6n(N/2)=(N)S 2MPCA 3  (32) 

and for the 2D-MPCA - respectively .NNlg =(N)S 2MPCA-2D 6                                                                           

All operations SS1(N), needed for the separable 2D-PCA, are: 
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3

1
2)1)(N2N(N1)(NN(N)SS

2

2222
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   (33) 

Hence, the computational complexity is )( 4
1 NO . Besides the number of operations 

needed for the separable 2D-MPCA, including the complexity of the sorting operation 
at each level N×lg2N if quick sort is used, are: 

 N,1))lgNlg(N136()]N(S)2(S)2([S2n)N(SS 22MPCAveck2 ++=++=  (34) 

and the computational complexity then is ).( NnO 2
2  The speeding up η of the decor-

relation, which represents the relation between the corresponding computational com-
plexities of both algorithms, is:  
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22

23

2

1
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−++−==η                    (35) 

From this follows that the value of the coefficient η is increasing together with N. 
Besides, the computational complexity of the 2D-MPCA algorithm decreases in  

respect to that of the 2D-PCA, and for N→∞ the value of η approaches N3/n2. 

5 Experimental Results 

For the experiments were used CT test-images (10 grayscale slices, obtained by a 
computer tomography of abdominal areas). The size of all images is M×N = 512×512 
pixels, 16 bpp. In Fig. 3.a,b are shown the first and the last image from the test  
sequence of 10. 
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                                        a                              b 

Fig. 3. CT test images from a group of 10: a) first; b) tenth   

For the experiments all images were separated in blocks 8×8 pixels, and from each, 
8 vectors, corresponding to a row of pixels from a block of 8 components, were calcu-
lated. All 8 vectors (block by block) were stored in a matrix of 32768 rows and 8 
columns going through the blocks in a progressive scan through the end of the image. 

Then over the resulting matrix, the proposed 2D-MPCA of 3 levels (from 0 to 2), 
was applied. For comparison, the general 2D-PCA was also performed. The execution 
times were calculated for each test image, being processed by both algorithms. The 
test environment was IBM® PC® compatible computer with P4 processor, running at 
2 GHz with 2 GB of RAM under MS® Windows® XP® SP3 (32 bit) and Matlab 
R2009A workspace. 

One more aspect of the experiments was to estimate the decorrelation for the pro-
posed algorithm in each level of the 2D-MPCA. For this, a new parameter was intro-
duced, called Covariance Ratio (CovR) which actually represents the ratio between 
the sum of the squared values of all diagonal elements in the covariance matrix and 
the sum of the squared values of the non-diagonal elements: 

 .kkCovR
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For the general 2D-PCA algorithm this ratio is obviously infinity for any image. In 
Table 1 the experimental results are given for all 10 test images. The graphical repre-
sentation of the numerical results from Table 1 is given in Fig. 4. 

There is a significant difference among the decorrelation degrees from the level 0 
up to the level 2 by a factor of a hundred units. It’s obvious that if higher decorrela-
tion is needed and thus - a higher compression within a complete compressing  
algorithm, all three levels should be used. In contrast to the general 2D-PCA, the  
execution times achieved are lower by a factor of 10, which is in consent with the 
theoretically derived reduction of the computational complexity by (N3/n2) times. 
Some deviation from the predicted values and the experimental results could be no-
ticed due to the rearrangement of the vector components in each level, which were not 
included in the expressions.  
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Table 1. The Covariance Ratio and the Execution Times for the 2D-MPCA (levels 0 – 2), vs 
the full separable 2D-PCA  

  
                                   a                                                                  b 

Fig. 4. a) Average Covariance Ratio of the MPCA for the levels 0,1,2; b) Comparison of the 
average execution times of 2D-MPCA and 2D-PCA 

6 Conclusion 

The proposed approach 2D-MPCA, which uses a set of low-dimensionality trans-
forms, achieves high enough values for the decorrelation of the intensities of medical 
images which result could be easily extended for grayscale images in general. The 
reduction of the computational complexity compared to that of the general 2D-PCA  
is significant, which can be incorporated in real-time image or video processing  
systems. The applications which can make use of the suggested algorithm are: images 
compression (video frames) with no visual losses, integer adaptive multistage trans-
forms with different basis, video motion compensation techniques where the intensi-
ties of the pixels are substituted by siftings as input data, fast lossless or lossy  
compression of series of medical or multispectral images considering the spatial cor-
relation from slice (band) to slice (band). Lossy compression can be easily achieved 
by truncation of some of the low-energy components of the vectors after the last 

Image 
Level 0 Level 1 Level 2 2D-PCA 

CovR 
Execution 
Time, sec 

CovR 
Execution 
Time, sec 

CovR 
Execution 
Time, sec 

Execution 
Time, sec 

1 0.28 0.0076 16.25 0.0142 68.07 0.0195 0.1624 
2 0.17 0.0066 9.94 0.0122 40.99 0.0177 0.1558 
3 0.23 0.0057 12.94    0.0126 55.67 0.0176 0.1654 
4 0.31 0.0051 17.42 0.0097 74.98 0.0149 0.1471 
5 0.25 0.0047 13.96 0.0095 62.31 0.0140 0.1585 
6 0.27 0.0055 15.73 0.0102 66.42 0.0152 0.1529 
7 0.19 0.0048 10.97 0.0095 46.55 0.0151 0.1353 
8 0.29 0.0057 17.10 0.0100 69.99 0.0150 0.1553 
9 0.30 0.0060 17.41 0.0137 72.79 0.0194 0.1496 

10 0.22 0.0049 13.01 0.0103 54.09 0.0157 0.1350 
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transform level. The developed approach is also considered as very promising when 
used as a part of algorithms for remote sensing, distant control, pattern recognition, 
data mining, machine intelligence, etc. 
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cal Decision Support in Romanian and Bulgarian National Healthcare Systems”, 
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Abstract. In this paper, we propose a new approach for designing histogram-
based descriptors. For demonstration purpose, we generate a descriptor based 
on the histogram of differential-turning angle scale space (d-TASS) function 
and its derived data. We then compare the proposed histogram-based descriptor 
with the traditional histogram descriptors in terms of retrieval performance 
from image databases. Experiments on three shapes databases demonstrate the 
efficiency and the effectiveness of the new technique: the proposed technique of 
histogram-based descriptor outperforms the traditional one. These experiments 
showed also that the proposed histogram-based descriptor using d-TASS func-
tion and the derived features performs well compared with the state-of-the-art. 
When applied to texture images retrieval, the proposed approach yields higher 
performance than the traditional histogram-based descriptors. From these  
results, we believe that the proposed histogram-based descriptor should perform 
efficiently for medical images retrieval so we will focus on this aspect in the  
future work.  

Keywords: pattern recognition, image description, image retrieval, texture  
image, differential-turning angle scale space, turning angle scale space, bull's 
eye performance. 

1 Introduction  

With the extraordinary growth of image databases due to the development of digital 
systems, automatic image retrieval within large databases becomes necessary. To 
make them more efficient and more easy to use, retrieval systems must be based pref-
erably on images content. 

In the present study, we use the d-TASS (differential-Turning Angle Scale Space) 
function and two related measurements to generate their corresponding histograms 
from which the shape descriptor is built. The d-TASS function introduced in [4] and 
[5] is known to yield characteristic properties and to be invariant under translation, 
rotation and scale change. 

The rest of the paper is organized as follows: after a brief description of the  
d-TASS construction and the definition of the related features, in section 2, the  
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proposed descriptor is presented in section 3. Section 4 presents some experimental 
results and compares the proposed and the traditional histogram-based descriptor 
generation. We also present some comparison of the proposed approach and some 
existing techniques of the state of the art. Finally, section 5 gives some discussions 
and concludes the paper. 

2 Description of the Features 

As presented in [5], the input contour is defined by a set of N points ordered counter 
clockwise in the plane. Given a starting point P0, the points are numbered from P0 to 
PN-1. The vector nV  originating at Pn and oriented towards Pn+1 makes an angle nθ  

with the x-axis. This angle is called the turning angle. Figure 1 illustrates the princi-
ple. From this angle, we define the differential turning angle (d-TA) function 

nϕ : 

 1nnn −−= θθϕ  (1) 

 

Pn 

Pn-2

Pn-1

Pn+1

Pn+2

nV


1−nV
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2−nV


ϕn 

1−kV


kV


Pk 

Pk-1 

ϕk 
θn 

θn-1

 

Fig. 1. Illustration of the differential-turning angle 

The d-TA function yields an expression of the curvature of the contour thus its ze-
ro-crossing corresponds to that obtained from curvature analysis [12, 13]. 

2.1 Generation of the d-TASS Function 

By definition, the d-TASS function is generated, by progressively smoothening the 
contour with a Gaussian filter [4, 5, 6]. Given a Gaussian kernel with a standard de-
viation σ0, a progressive filtering is performed by iterating the operation so that the 
filtering scale s0s σσ =  is reached after s iterations. In this study, a Gaussian kernel of 

size 3 (g=[0.25, 0.50, 0.25]) corresponding to πσ /20 =  is used. After each iteration, 

the d-TA function is computed. Thus, given a range of scales (a range of iterations), 
one obtains the d-TASS function. 
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From the d-TA function, three essential points are derived to give the d-TASS map 
[5]. These essential points are: 

• α-points corresponding to local minimums of the d-TA function, 
• β-points corresponding to local maximums of the d-TA function, 
• γ-points corresponding to zero-crossings of the d-TA function.  

2.2 Derived Features 

Generating the d-TASS function and the corresponding map is done according to the 
following procedure. The input contour is resampled to generate 360 equidistant 
points [4, 5] ordered counter clockwise. From this input sequence, the d-TA function 
is computed to generate corresponding essential points. In this study, we focus on  
the γ-points only because they will be used to set the stop condition of the iteration 
process. Like in the case of curvature scale space (CSS) [12], the stop condition is that 
there is no more γ-point at the current scale. 

At each scale σs (iteration s), γ-points are detected and the following desired fea-
tures are computed: 

• an area function: area of the triangle defined by the current point Pn, the following 
one Pn+1 and the mid-point PM between two consecutive γ-points (see Fig.2.b). 

• a distance function: distance between the current contour point Pn and the  
mid-point PM (see Fig.2.c). 
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Fig. 2. a) original contour and the illustration of b) the area function and c) the distance  
function 

These measures are characteristic of the contour segment. By iterating the process 
for a range of scales (until the stop condition), we obtain the area scale space function 
(ASSF) and the distance scale space function (DSSF), respectively, for the area func-
tion and the distance function. Figure 3 illustrates the three corresponding functions 
for the contour shown in Fig.2.a. The superimposed red curves represent the map of 
γ-points. On this figure, the x-axis represents the curvilinear abscissa and the y-axis 
the scale (or the iteration number). 
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a) c) b)  

Fig. 3. Illustration of a) d-TASS function, b) ASSF function and c) DSSF function 

3 Definition of the Proposed Descriptor 

As said before, the proposed shape descriptor is based on the histograms of the d-
TASS function and the related ASSF and DSSF functions. The idea of the proposed 
technique of histogram generation is based on the approach used in [1] and in [7]. The 
histogram of the whole database is generated to produce a reference histogram from 
which we calculate decision levels that enable us to generate descriptors. Commonly 
and particularly in [7], histogram descriptors are designed by simply uniformly quan-
tizing the feature of interest (say the image grey scale) and then counting the number 
of elements having the same value and then taking the number of desired bins. This 
approach has proved to provide efficient results. 

The proposed technique is borrowed from image coding or image restoration 
where histogram equalization is applied. In image processing, it is shown that this 
adaptive quantification can help to reduce the bit rate and to enhance signal-to-noise 
ratio. Starting from this observation, we propose to design the histogram-based de-
scriptor by defining the histogram bins like in the case of adaptive quantization. 

First, the reference histogram of the database is generated and normalized to sum 
to the unity. Then the adaptive quantization is designed such a way that the "probabil-
ity" to get a value between any two consecutive decision levels is equal. Knowing the 
desired number K of bins, this probability equals PK=1/K. This enables to generate 
decision levels that are then used to define the descriptor for the query. Finally, for 
each individual histogram, use the generated decision levels and sum up the bins be-
tween two consecutive levels. This leads to the descriptor for the contour under study. 
Figure 4 illustrates the principle and indicates the decision levels; it also shows an 
example of generated histogram bins. 

The proposed descriptor is thus defined by the concatenation of individual descrip-
tors, corresponding to the three features, as follows: 

V=[HdTASS HASSF HDSSF]                                         (2) 

where HdTASS, HASSF are HDSSF are the respective generated histograms descriptors of 
d-TASS, ASSF and DSSF functions. Thus the length of the generated descriptor V is 
D=3K. 
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Fig. 4. a) Reference histogram of the whole database, b) histogram of a contour ("bonefishes"), 
and c) its 7-bins' proposed histogram 

4 Evaluation of the Proposed Descriptor 

To evaluate the ability of the proposed descriptor to discriminate objects, we have 
conducted experiments of image retrieval from database of planar objects. In order to 
compare our results with those from other methods, the experiments are done on three 
well-known databases that are the kimia99 dataset [8], the multi-view curve dataset 
(MCD) [10, 11] and that extracted from the SQUID marine animals [12]. The per-
formance of the descriptors is evaluated using the Precision-Recall curve averaged 
over the whole database and particularly we present the bull's eye performance (BEP). 
The similarity measure is based on Manhattan distance. As proposed in [12], some 
global parameters like eccentricity, aspect ratio and circularity are taken into account. 
Based on this, a two-steps hierarchical procedure is performed: given a global pa-

rameter g, a threshold thg is set so that all models giving 1thggg

gg

MQ

MQ <≤
−

),max(
 are dis-

carded from the retrieval procedure, where gQ and gM are the parameters correspond-
ing, respectively, to query Q and model M. 

Then we define the similarity measure between the query and a model, represented 
by their respective descriptor vectors VQ and VM, as follows: 

 


==

−+−=
D

1i

MQ

G

1i

MQ )i(V)i(V)i(g)i(g)M,Q(Sim βα
 (3) 

where G is the number of global parameters (7 in this case), α and β are the weights 
applied, respectively, to global parameters distance and to that of the histogram  
descriptor. 

4.1 Performance Assessment 

Precision and Recall are two parameters commonly used to assess the performance of 
a retrieval system. They are given by relations (4) and (5) 

 
Retrieved#

Relevant)(Retrieved#
Precision =  (4) 
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Relevant#

Relevant)(Retrieved#
Recall =  (5) 

The BEP indicates the percentage of the retrieved relevant contours after we have 
retrieved twice the number of relevant contours in the database: this corresponds to 
the Recall for the twice the number of relevant contours in the database. It provides an 
objective measurement of the efficiency of a retrieval system: the higher it is, the 
better is the system. 

Results presented in the next sections correspond to the average values all over the 
database by using each contour of the database as a query. 

4.2 Test Sets 

The evaluation was done on three databases. The first one is proposed by Klein and 
Kimia [8]. It consists of shapes gathered from different sources to form 9 different 
categories. Each category contains 11 shapes leading to variations in form, occlusion, 
articulation, missing parts, etc. This gives a total of 99 shapes. Figure 5 illustrates this 
dataset. As our method utilizes contour-based analysis, an edge detector is applied to 
each of these elements to extract the corresponding contours. 

 

 

Fig. 5. Content of the kimia99 dataset 

The second dataset is the multi-view curve dataset (MCD) [14]. It consists of 40 
classes drawn from the MPEG-7 Core Experiment Shape-1. Each class contains 14 
contours corresponding to different perspective distortions of the original one. Figure 
6 shows a sample set taken from this database. 

 
bell01 bell08 bell05 bell09 bell02 bell12 bell03 bell07 bell10 bell14 bell04 bell06 bell11 bell13 
apple01 apple08 apple09 apple02 apple11 apple04 apple12 apple05 apple10 apple03 apple13 apple07 apple14 apple06 
butterfly01 butterfly08 butterfly12 butterfly05 butterfly02 butterfly09 butterfly03 butterfly10 butterfly04 butterfly11 butterfly13 butterfly06 butterfly07 butterfly14 
insect01 insect08 insect10 insect03 insect05 insect12 insect13 insect09 insect02 insect06 insect14 insect07 insect04 insect11 
bat01 bat08 bat02 bat09 bat10 bat03 bat04 bat14 bat11 bat07 bat12 bat05 bat13 bat06 
bone01 bone08 bone09 bone02 bone14 bone07 bone10 bone03 bone05 bone12 bone11 bone04 bone06 bone13 
brick01 brick08 brick04 brick11 brick09 brick02 brick07 brick06 brick14 brick13 brick10 brick03 brick05 brick12 
camel01 camel08 camel14 camel07 camel13 camel06 camel10 camel03 camel02 camel09 camel11 camel04 camel12 camel05  

Fig. 6. A sample set of MCD database contours 
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The MCD dataset presents realistic perspective transformations that one can en-
counter while creating images of real objects. Indeed, in the construction process, the 
authors [10] have printed the 40 original contours on white paper and for each one, 
they took images from 7 different view angles using a digital camera and then con-
tours are extracted. By adding random rotations and reflections to these samples, the 
number of samples in each class is doubled to 14, leading to a total of 560 shapes in 
the database. 

The third dataset is the SQUID subset used by F. Mokhtarian and M. Bober in [12] 
and by F. Mokhtarian et al. in [13]. It consists of 17 classes containing from 6 to 8 
shapes selected from the SQUID marine animals database [15] represented on Fig. 7, 
containing 131 shapes. 

Class 00

Class 01

Class 02

Class 03

Class 04

Class 05

Class 06

Class 07

Class 08

Class 09

Class 10

Class 11

Class 12

Class 13

Class 14

Class 15

Class 16  

Fig. 7. Dataset-III extracted from the SQUID database 

The evaluation on this database is done by using the same procedure as proposed in 
[12]. Similar to the concept of Recall, the procedure is as follows: 

1. For a given class, use each of the contours as the query and determine the first 15 
most similar outputs. Count the number of retrieved relevant contours and com-
pute the ratio of this number to the number of relevant contours in the class. The 
mean value of this ratio all over the class is the performance measure for the  
concerned class (see individual columns in table 3). 

2. Repeat 1 for all the classes in the dataset. The overall performance is then  
obtained by averaging the performance provided by the 17 classes. Column 
'Overall' in table 3, gives that overall performance for the four involved  
methods. 
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4.3 Experimental Results 

In the experiments we have evaluated the effect of the length of the descriptor. This 
led us to observe that, for both histogram generation techniques, the performance 
varies a lot at the beginning and then establishes from a limit length above which 
there is no gain in performance. 

4.3.1    Comparison of the Two Histograms Techniques 
Figure 8 demonstrates the BEP performance computed for a range of the number of 
bins. This figure shows a performance gap between both techniques of histogram-
based descriptor generation. This gap is observed all over the three tested databases. 
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Fig. 8. BEP vs. number of bins for a) kimia99 b) SQUID and c) MCD databases 

Table 1 summarizes the retrieval results from the three databases. We present the 
mean, the standard deviation and the maximal values of BEP over the number of bins 
used. On the right of the table, we give the differences of those respective values be-
tween the two techniques: the value obtained from the new technique minus that of 
the traditional technique. From this table, it appears clearly that the proposed tech-
nique gives the best performance with more than 3.58% mean BEP improvement. 

Notice also that the proposed technique gives more stable descriptor since the BEP 
values vary the least: we obtain negative difference values indicating standard devia-
tion reduction (of more than 0.30). 

Table 1. Comparison of the techniques 

 Traditional histogram generation (THi) Proposed histogram generation (PHi) Difference (PHi-THi) 

 
kimia99 SQUID MCD kimia99 SQUID MCD kimia99 SQUID MCD 

Mean 92.82 85.41 93.68 96.70 88.99 97.56 3.88 3.58 3.88 

σ 0.66 0.97 0.45 0.18 0.29 0.15 -0.48 -0.68 -0.30 

Max 94.95 87.63 94.82 97.34 90.35 97.87 2.39 2.72 3.05 

4.3.2    Comparison of the Proposed Approach with Other Approaches  
In this subsection, we evaluate the proposed approach and compare it with some  
existing methods by applying it to appropriate databases. 
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A - Kimia99 Dataset: in this experiment, we retrieve the top 15 most similar for each 
query. Figure 9 shows an example of this retrieval. The left column represents the 
query contour. As each category (or class) is composed of 11 contours, there are 10 
relevant contours for each query: hence columns 1~10 represent the first top 10. This 
figure shows that, in most cases, most of the contours from the query category are 
among the first 10 retrieved contours. In general, the whole class is retrieved after 15 
retrievals except for the 8th category (row 8) that misses one shape. The BEP perform-
ance for this database is of 97.43% for 11 bins (leading to a 33-length descriptor). In a 
recent survey, Chandan Singh and Pooja [2] compared their methods with others and 
showed that their proposal outperforms the best on this dataset. Their proposed de-
scriptor (ZM+HLTC) is hybrid and consists of two kinds of features: 1) local features 
extracted from the contour by using Hough transform and 2) global (region-based) 
features extracted from the region of the shape by using Zernike moments (ZM). 

 Query 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 

2 

3 

4 

5 

6 

7 

8 

9 

 

Fig. 9. Results of retrieval from kimia99 database 

The BEP obtained is 99.55%: this performance is very challenging. The compari-
son reported in [2] is done with methods using local, global or hybrid descriptors. 
Table 2 shows the performance of involved methods: as can be observed, the pro-
posed method ranks second just after the challenging ZM+HLTC method. As our 
descriptor uses only local features, we can reasonably believe that we could improve 
our performance to meet the latter if we integrate global features. 

Table 2. Comparison of average BEP with other methods applied to kimia99 

FD 
local 

WLD 
local 

CPDH 
local 

MI 
global 

GFD 
global 

ZMD 
global 

TCS 
hybrid 

QLS 
hybrid 

ZM+HLTC 
hybrid 

Proposed 
local 

84.29 74.39 90.05 8.74 87.93 92.68 84.29 82.81 99.55 97.43 

B - SQUID Dataset: Table 3 shows the retrieval results from the SQUID database. 
For comparison purpose, we use results from the well-known curvature scale space 
(CSS) descriptor, the Fourier descriptor (FD) and the moment invariants (MI) re-
ported in [9]. Columns 1~17 indicate the mean success retrieval rate for each class 
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and the column "Overall" indicates the mean success retrieval rate over the whole 
database. As can be seen on this table, the proposed approach outperforms the FD and 
MI descriptors and ranks first (ex aequo with CSS method). 

Table 3. Comparison of retrieval rate with other methods applied to SQUID dataset 

Class N° 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 Overall  

D
es

cr
ip

to
rs

 

CSS 89 86 81 95 100 100 91 98 75 92 81 100 94 89 100 95 69 91 

Proposed 88 91 96 100 100 97 93 98 75 97 74 96 92 85 91 99 68 91 

FD 100 84 100 75 78 42 80 100 36 98 13 70 78 98 73 97 48 75 

MI 34 78 91 100 88 41 72 86 47 53 23 91 53 45 72 73 58 65 

 
C - MCD Dataset: Figure 10 shows the Precision vs. Recall graphs obtained from the 
MCD database. Compared to the results reported in recent studies [3] and [11], the 
proposed approach performs very well. The Recall-Precision graph indicates more 
than 91.86% Recall for more than 92% Precision for the proposed approach. This 
outperforms the reported performance that are 86% Recall for 85% Precision for 
Helmholtz curve descriptor (HCD) [11] and 90% Recall for 90% Precision obtained 
by Ekombo et al. with the invariant Fourier descriptor [3].  

5 Conclusions 

The subject of this study is the description of planar objects based on the analysis of 
their contours. For this purpose, we introduced two contributions: 1) first, we pro-
posed a new descriptor based on the histograms of three features derived from the 
turning angle scale space analysis of the contours and 2) we adopted another tech-
nique for histogram descriptor generation as opposed to traditional histogram-based 
descriptors. 
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Fig. 10. Example of Precision vs. Recall graphs 
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The proposed technique of histogram generation jointly with the new features pro-
vides an efficient and effective descriptor that outperforms the traditional histogram 
descriptor. Applied to three databases, the proposed technique gave more than 3.58% 
improvement of the bull's eye performance regarding the traditional histogram  
descriptors. 

Initially designed for d-TASS-based descriptor for shape retrieval, the novel tech-
nique of histogram-based descriptor construction is successfully applied for texture 
retrieval. These encouraging results suggest a potential application (using an appro-
priate set of features: DCT, ...) of the novel proposed histogram technique on medical 
images retrieval. 

Finally, as demonstrated by experimental results, the proposed descriptor allows 
reaching state-of-the-art performance. Since this descriptor is based only on contour 
information, we believe that the descriptor can be improved by combining it with a 
region-based feature. 

From the previous observations, the future developments of this study will be of 
two main types: the first will be to generate a hybrid descriptor by combining con-
tour-based and region-based features in order to improve the shape descriptor and the 
second will be to extend the proposed histogram generation technique to medical 
images description for their retrieval from databases. 
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Abstract. In this paper we propose an approach for a feature combination help-
ing to distinguish searched images from databases by retrieving relevant im-
ages. The retrieval effectiveness of 11 well known image features, commonly 
used in Content Based Image Retrieval (CBIR) systems, is investigated. We 
suggest a combined features approach including features’ performance compar-
ison of 57 various medical image categories from IRMA Database. The most 
informative 3 features, adaptive to image categories, are defined. Based on  
experiments and image similarity accuracy analysis we suggest a set of 3 low 
level features Color Layout, Edge Histogram and DCT Coefficients. The devel-
oped approach achieves better similar images retrieval results for more image 
classes. The results show an accuracy improvement of 14.49% on Mean Aver-
age Precision (MAP). The comparison is done to the same type performance 
measure of the best individual feature in different medical image categories. 

Keywords: CBIR, image similarity search, feature selection, query by example, 
visual features, medical images. 

1 Introduction 

New digital technologies in recent years produce a huge amount of images in the 
areas of medicine, education, entertainment, Internet libraries, galleries, media ser-
vices, life, etc. In the medical field a large number of images of various imaging mod-
alities e.g., Computer Tomography (CT), Magnetic Resonance Imaging (MRI), Posi-
tron Emission Tomography (PET), etc. are produced daily and used to support clinical 
decision making or to develop medical decision support systems. 

Many CBIR systems were developed in the last decade for indexing and retrieving 
images automatically, using low level features extracted from the images or simple 
combinations of them [1]. The main features classification includes color, texture and 
shape image characteristics. CBIR systems extract visual features creating a feature 
vector and then define the similarities between a query image and images in databas-
es. Next, the system outputs a sequence of images ranked by their decreasing similari-
ty to the search image. Users can get the top-ranked images first, minimizing the time 
spent on searching useful images. In general, in conventional CBIR systems, it is 
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often observed that images visually similar to a query image are ranked low in the 
retrieval results. 

In several articles, content-based access to medical images for supporting clinical 
decision-making has been proposed that would assist the management of clinical data 
and scenarios for the integration of content-based access methods [2]. 

A “customized-query” image retrieval approach is described in [3]. A query is 
classified according to the class labels of the images using the features that best dis-
criminate the classes. Then the most similar images are retrieved within the predicted 
class using the features customized to distinguish “subclasses” within that class by 
unsupervised learning. The accuracy of high resolution computed tomography lung 
images is determined subjectively and they conclude that the suggested approach 
retrieval doubled the doctors’ diagnostic accuracy. 

Hersh et al. [4] describe a development and use of a medical image test collection 
ImageCLEFmed. Such benchmarks are needed by any researcher or developer in 
order to evaluate the effectiveness of new tools. The content structure of the test col-
lection consists of multiple collections, organized into cases that represent a group of 
related images and annotations. Each case consists of a group of images and an op-
tional annotation. 

The authors in [5] evaluate the global descriptors from MPEG7, GIST and Com-
pact Composite Descriptors for medical image retrieval in the IRMA-2007 collection. 
First they obtain evaluation results using single descriptors and then combine the 
descriptors by sorting the sum of each descriptor image rank. 

Shyu et al. [6] suggest an approach using a selection of low-level features for med-
ical image content-based retrieval. They use perceptual categories (defined by expert 
physicians) for disease recognition in images, apply operators to detect the presence / 
absence of these perceptual categories and develop a retrieval algorithm based on 
these perceptual categories. They claim that feature extraction based on physicians’ 
perceptual categories (linear and reticular opacities, nodular opacities, high / low-
density areas) achieves significantly higher retrieval precision than the traditional 
approaches for lung images. 

Petrakis [7] propose a method for approximate searching by image content in med-
ical image databases. Image is represented by attributed relational graphs holding 
features of objects and relationships between objects. The image objects are divided 
to expected ones (e.g., heart, lungs) and unexpected (e.g., tumor, hematoma). The 
images are indexed using method R-trees. 

The goal of the presented work is to improve the retrieval effectiveness and accu-
racy of image search in huge Databases. We give an in-depth comparison with 11 
well known image features. The paper recommends two sets of different feature com-
binations that perform well for medical image categories. For the experiments, IRMA 
medical image collection with multiple image categories (57) is used and the retrieval 
performance of the features is analyzed in detail. 

The paper is organized as follows. Section 2 describes the basic image retrieval 
features used in the suggested integration. Section 3 presents the benchmark IRMA 
10000 image database. Section 4 provides details of the proposed automatic perfor-
mance evaluation. Section 5 comprises the experimental results of an image retrieval 
using the proposed combined features and the particular features in tables and  
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diagrams. Section 6 presents output results of ten relevant images using Combined 
Features Sets (Set 1 and 2) and an effectiveness comparison when only one feature is 
used. Concluding remarks are given in the last section. 

2 Features for Image Similarity Search 

In our experiments we used an implementation of 11 features available in LIRe: Lu-
cene Image Retrieval (An Extensible Java CBIR Library) [8]. The first five of them 
are: Brightness Histogram – 256D (Dimension of the feature vector), Tamura Fea-
tures – 18D, Gabor Features – 60D, Auto Correlogram – 1024D and DCT Coeffi-
cients Histogram – 192D. The Brightness Histogram is a well-known image feature 
[9]. In represents quantized distribution of color information in the image. The Tamu-
ra Features describe texture distribution using six local statistical measures. The Ga-
bor Features also represent texture by applying Gabor Wavelet filters over the image. 
The Auto Correlogram describes both color distribution and spatial correlation of 
colors. The DCT Coefficients Histogram represents the distribution of the DCT coef-
ficients for different frequencies in the image. 

Another three features used in our experiments are defined in the MPEG-7 stan-
dard [10, 11] namely: Color Layout – 120D, Edge Histogram – 80D and Scalable 
Color – 64D. The Color Layout extraction process partitions the image in blocks and 
selects a representative color in each of them. Discrete Cosine Transform (DCT) is 
then used to represent the spatial color distribution. The Edge Histogram extraction 
procedure divides the image into sub-images and classifies the edges found in each 
sub-image according to their orientation. An Edge Histogram is then built showing 
the count of each edge type. The Scalable Color feature represents a histogram in 
HSV (Hue Saturation Value) color space based on the Haar transformation encoding. 

The last three tested features belong to a group of so-called Compact Composite 
Descriptors (CCD)1. They combine both color and texture information into an appro-
priate compact form. These are Color Edge Directivity Descriptor (CEDD) – 144D, 
Fuzzy Color and Texture Histogram (FCTH) – 192D and a combination of them – 
Joint Composite Descriptor (JCD) – 168D. 

3 Benchmark Image Database 

As a benchmark image collection we use the IRMA 10000 database2 which consists 
of two parts: A training part of 9000 annotated radiographs divided into 57 categories 
and a query part of 1000 unclassified radiographs. This database was used for  
evaluation of categorization of medical images in the automated annotation task  
ImageCLEF20053. Fig.1 shows some example images from the database and their 
corresponding class numbers. 

                                                           
1 http://chatzichristofis.info/?page_id=15 
2 http://irma-project.org/ 
3 http://ir.shef.ac.uk/imageclef/2005/ 
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Fig. 1. Example images from IRMA 10000 database and their class number 

Since the test part provided is not class labeled we use each image from the train-
ing part as a query. Then the goal is to find the most similar images to the query 
among all remaining 8999 images (Leaving-one-out approach). All images that be-
long to the same class as the query are considered relevant. 

4 Automatic Image Retrieval Performance Evaluation 

The proposed process of automatic image retrieval and evaluation is accomplished 
using the following steps: 

1 st. Image Database Indexing. All images from the IRMA database training part are 
indexed. That is for each k-th feature (k = 1 to 11) and for each i-th image (i = 1 to 
9000) a corresponding feature vector fki is calculated and stored in memory. 
2 st. Queries Processing. In the image similarity search process for each k-th feature 
and each query image q (q = 1 to 9000) a corresponding query feature fkq vector is 
extracted and the distances dkiq(fkq– fki) to each feature vector fki is calculated (exclud-
ing the case when q = i, i.e. the query vector is not compared to itself). 
3 st. Sorting Images. As output result the Database images for each k-th feature are 
sorted / ranked in ascending order with respect to the distances dkiq achieved in the 
previous step. For the combined features approach a linear combination of the dis-
tances calculated for each of the features from the set of features considered for com-
bination (Section 5.2) is used to accomplish ranking. 
4 st. Image Retrieval Evaluation. Common and well known performance measure-
ments used in the area of information retrieval are the Precision (P) and Recall (R) 
metrics. These are also used for evaluation of image retrieval effectiveness of CBIR 
systems [12]. The P and R measures are usually presented in a form of precision-
recall curve. Instead of using such curve it is often preferred to use measure parame-
ters. In our experiments the following three parameters are automatically examined 
for each feature and for the proposed combined features approach (Section 5): 

• Precision at NR number of retrieved image results (p@NR): 
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First the Precision at NR results of each n-th query image qn is calculated: 
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where qN is the total number of queries for the Database (qN = 9000). In our tests we 
calculate the precision of the first 10 retrieved images, i.e. NR = 10; 

• Mean Average Precision (MAP): 

First the Average Precision AP(qn) for each n-th query image qn is calculated: 
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where Nrel is the total number of relevant images in the Database, rel(NR) takes value 
of 1 if the current NR image is relevant to the query and 0 otherwise. After all queries 
are processed, the value of MAP is given by: 
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• Error rate (ER): 
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5 Experimental Comparison and Analysis 

In Section 5.1 we give the performance results for each of the features. Section 5.2 
deals with the selection of appropriate features for combination and performance 
comparison. The suggested algorithm is implemented using JAVA programming 
language modifying the open source LIRe for three feature combination approach. 

5.1 Feature Performance Comparison 

Table 1 presents MAP, Average precision at 10 and Error Rate for each feature and 
Retrieval time for one query displayed in descending order by precision at 10 (p@10) 
for the IRMA database. It can be seen that Edge Histogram outperforms the other 
features by all effectiveness retrieval measures.  
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Table 1. Mean Average Precision, Precision at 10 [%] and Error rate [%]and Retrieval time for 
one queryfor each feature of the IRMA Database 

Feature 
Vector 

Size 
Distance Metric MAP p@10 ER 

Retr.[s] 

Edge Histogram 80 defined by MPEG-7 44.27 72.60 19.49 0.116 

Color Layout 120 defined by MPEG-7 41.17 67.84 23.54 0.118 

DCT Coefficients 192 Euclidian Distance 24.06 54.83 36.34 1.057 

JCD 168 Tanimoto coefficient 28.37 51.81 41.97 0.297 

CEDD 144 Tanimoto coefficient 27.38 51.58 42.86 0.167 

Tamura Features 18 Euclidian Distance 26.77 46.63 47.90 0.572 

  Brightness Histogram 256 SAD 22.88 39.56 57.08 0.25 

Auto Correlogram 1024 SAD 22.37 35.82 60.81 0.959 

FCTH 192 Tanimoto coefficient 23.32 33.39 61.41 0.264 

Gabor 60 SAD 18.08 25.67 72.94 0.24 

Scalable Color 64 defined by MPEG-7 18.71 20.89 79.12 0.142 
 

5.2 Analysis and Suggesting Combination of Features 

Based on the performance results reached by each feature, we consider two sets of 
features for combination: Set 1 contains the top three best features with maximal  
Precision at 10 (p@10) from Table 1 (Edge Histogram, Color Layout and DCT  
Coefficients). Set 2 contains the first, the second and the forth feature from Table 1 
(Edge Histogram, Color Layout and JCD). As explained in Section 4 the combination 
approach utilizes linear combination of the distances calculated for each of the three 
feature vectors for each set. That is the distance between the query image q and the i-
th image from the database dcomb

1(q, i) for the Combined Features Set 1 is given as: 

3
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and for the second combined features set dcomb
2(q, i) is: 
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where fq is the query feature vector and fi is the image feature vector and the abbrevia-
tions are: EH – Edge Histogram, CL – Color Layout, JPGC – DCT Coefficients, JCD 
– Joint Composite Descriptor. 

On Table 2 are summarized the results from the combined features sets (best val-
ues are shown in bold). 
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Table 2. Mean Average Precision, Precision at 10 [%], Error rate [%] and Retrieval time for 
one query for Edge Histogram and Combined features sets 

Feature MAP p@10 ER Retr.[s] 

Edge Histogram – The best single feature 44,27 72,60 19,49 0,116 

Set 1: Edge Histogram, Color Layout, DCT Coeffs. 50,68 78,30 14,39 1,2 

Set 2: Edge Histogram, Color Layout, JCD 50,53 77,98 14,04 0,33 

Improvement, % 14,49 7,85 -27,96  
 

 

 

Fig. 2. Comparison of Mean Average Precision, Precision at 10 and Error Rate for each feature 
and the Combined Features (Set 1 / Set 2) approach for the IRMA Database 

6 Retrieved Image Results 

The example below (Fig.3) shows that using the features from the suggested Com-
bined Features Set 1 outputs 10 relevant images (from the first ten retrieved) com-
pared to the effectiveness of the Edge Histogram feature where only 5 relevant images 
are extracted. Fig.4 depicts the results of applying the suggested Combined Features 
Set 2 where 8 relevant images are extracted, compared to results achieved for  
the Color Layout feature where only 4 relevant results are found. In both cases our 
combined features approach achieves 2 times better image retrieval accuracy in  
comparison to individual features. 
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Fig. 3. Top 10 retrieval results for the query (a) from category “x-ray, plain radiography,  
coronal, chest” in the IRMA Database using the Edge Histogram feature (b) and the Combined 
Features Set 1 (c) 
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Fig. 4. Top 10 retrieval results for the query (a) from category “x-ray, plain radiography, sagit-
tal, chest” from the IRMA Database using the Color Layout feature (b) and the Combined 
Features Set 2 (c) 

7 Conclusions and Future Work 

The paper contributions are as follows: 
An evaluation of the individual features for medical radiology image search is 

done. Then the 3 top features - Color Layout, Edge Histogram and DCT Coefficients - 
are combined for higher image retrieval ranking than that based on the individual 
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features. In the experiments we show that our approach can significantly improve the 
retrieval effectiveness in CBIR systems. The advantage of our method is that the im-
age sorting is done once for the combined features in contrast to the re-ranking me-
thods [5], where sorting is repeated for all individual features and the combined  
features. 

The experiment on IRMA medical images using our approach yields 14.49 % im-
provement of the retrieval MAP (50.68 % for Combined Features Set 1) whereas the 
best single feature vector approach (Edge Histogram) reaches retrieval MAP of only 
44.27. 

For future development we intend to include new features and applying appropriate 
weights for the particular features used in the combination. For example features with 
bigger MAP could have higher weights. 
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Abstract. The main aim of this work is semi-automatic ROI positionig in tran-
scranial medical images based on multi-agent systems (MAS) in preprocessing 
module. Designed approach is based on image processing and is realized by 
means of artifical intelligence, MAS, which has been experimentally designed 
in Matlab software environment. Within this processing has been worked with a 
set of TCS static images in grayscale and binary representation to experimental 
testing to positioning. This designed application is used for diseases classifica-
tion in neurology. 

Keywords: Agent, MAS, Ultrasound, TCS, image, ROI, DICOM. 

1 Introduction 

Medical imaging is very important in modern medicine. The main benefit is using of 
DICOM format for all used modalities; such as ultrasound, CT, etc. We developed a 
MATLAB-based application for processing of ultrasound TCS images to potential 
Parkinson´s disease detection. This application is focused on ROI-based processing 
with artificial intelligence elements, more precisely using of a multi-agent system. 
This application has been tested for different US devices and artificial intelligence 
elements help to semi-automatic detection. Whole processing we can divide into  
3 parts: 

 
• loading of an input DICOM image and automatically cut depend on device  

(see below) 
• using of MAS to intensity threshold detection on blocks 
• computing of area inside ROI (defined below) 

 
Within this paper will be described MAS which is used in this application. 
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2 TCS Images, Substantia Nigra and Parkinson´s Disease 

We will use a set of TCS images in DICOM format throughout the paper. Using of 
diagnostic ultrasound is very important in neurology. Our developed application is 
focused on semi-automatic processing of transcranial ultrasound images (TCS), more 
precisely brain-stem area only. Generally, this application is useful to potential detec-
tion of Parkinson´s disease which is generally characterized by damaging substantia 
nigra (SN) area. SN is an elongated nucleus situated in each cerebral peduncle lateral 
to the red nucleus with cells containing melanin1 and produce dopamin to correct 
function of CNS. From TCS images erudite neurologist can detect parkinsonism, thus 
changes of SN. The main criterion is the area of SN, risk threshold is 0.20-0.25 cm2. 
So, we will measure risk threshold area to detection PD and non-PD cases. SN is well 
recognizable area in TCS images. 

Parkinson's disease (PD) is caused by the death of dopaminergic neurons. It is a 
degenerative disease of basal ganglias inside the brain. PD has been described by 
James Parkinson in 19th century. The main symptoms of PD include muscle rigidity, 
tremors and changes in speech and gait, bradykinesia, sleep disorders and more.2 
More detailed information about SN and PD symptoms and medical US background 
are available in [4, 5, 9, 14]. 

The following figure shows the brain-stem area3 and corresponding TCS image 
with 50x50 mm area which will be automatically cut. 

To further processing we will need 50×50 mm area only which is highlighted on 
Fig. 1. Application also provides automatically cut the input image depend on device 
preset – set of images from the same device has the same resolution and we can simp-
ly cut 50×50 mm area from axis which is computed from Euclidean distance. The 
following code shows how to compute distance for window and cut from DICOM 
information about resolution: 

d=sqrt((q2-q1)^2+(t2-t1)^2);                  

imc = imcrop(inp1,[(xres/2)-50 yres/3 d d]); 

For the input image has been designed different options for each US device which we 
use with different imc vector and also we can use manual mode of 50×50 mm  
windows defined by ginput function. 

 
 
 

 

                                                           
1 http://www.medcyclopaedia.com/library/topics/ 
volume_ii/s/substantia_nigra.aspx?s=substantia+nigra& 
mode=1&syn=&scope= 

2 http://www.mdvu.org/library/disease/pd/ 
3 http://cdn.innovateus.net/preset_4/substantia_nigra.jpg 
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Fig. 1. Position of substantia nigra and TCS image with window 

 

 

Fig. 2. Buttons for automatic cut window 50x50 mm of input TCS image and manual select 

Furthermore, application automatically converts RGB input into grayscale by 
means of the following equation (1). 

 
               B0.114+ G587.0+R0,299I ×××=                                   (1) 

It is necessary to further processing by MAS and also to measuring of the area. The 
following flow-chart introduces the main steps of our designed processing. 
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Fig. 3. The flow-chart of the whole processing with MAS approach 

3 Intensity Criteria Detection by Multi-agent System 

Multi-agent systems (MAS)4 are strong tool of distributed artificial intelligence for 
different scopes include image processing. MAS are interdisciplinary science based 
on cognitive science and related scopes in artificial intelligence. Generally we can 
describe MAS as a finite set of autonomous agents: 

 MAS = {a1, a2, …, an)  (2) 

that can communicate and cooperate and are situated in appropriate environment, in 
our case agents are situated in 2D image, more precisely image matrix. Each agent is 
autonomous and can communicate with other agents within MAS and solve the prob-
lem. In our research we use software agents only, thus MAS is represented as auto-
nomous source code. More information about MAS and using are available in [10]. 

After the initial processing including load of the input image and cut, we need the 
second part which is applicable for MAS. We need to detect local maximal intensity 
in block. To this processing image is divided into 8×8 blocks and we construct one 
agent for each block. MAS are well applicable within the image processing tasks to 
semi-automatic or full automatic processing. In this case we will use the MAS which 
have 2-D environment as 2-D discrete image described by matrix.  

Whole image is represented as discrete matrix D with m×n elements depending on 
resolution. We cannot solve that DICOM image contains special tags about modality, 

                                                           
4 http://multiagent.martinsewell.com/ 
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tissue, patient, device, etc. To this processing we consider image as 2-D matrix D, 
Each matrix element represents the position (pixel) by 2-D coordinates P(x, y). Also 
we know that each pixel is represented by 1 value of intensity. 

 
















=

),(..........),(
....................
....................

),(..........),(

nmP1mP

n1P11P

D                                        (3) 

Each pixel is represented as P(x, y) up to P(m, n). 
We divide the input image, thus matrix D, into 8×8 subregions. Each block 

represents the average intensity value of pixels which are inside block, thus we get 64 
values; each block has 1 value of intensity. So, agent has environment represented by 
2D block from image. Inside each region (block) we constructed independently an 
agent which must detect if inside region average intensity exceeds 25, moreover is 
computed minimal value of intensity. This value has been MAS is composed by these 
agents which operate inside each block independently. The following figure shows an 
original input 50×50 mm and divided into blocks for agent detection. 

 

                                     

Fig. 4. Blocks 8x8 from input image 50×50 mm with agents 1 up to n 

From blocks we get 64 values  

 b1, b2, …, bn; n=64 

where bi represents value of computed average intensity of i-th block. Furthermore we 
computed minimal value as variable minbl: 

 minbl = min(b1, b2, …,bn). (4) 

The algorithm is based on the following steps: 

• create image divided into 8x8 blocks; each block represents average intensity 
• each agent in block checks intensity value 
• from all recognized intensity is computed minimal value 
• if minimal value exceeds 25, application shows the warning dialog 
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We get the simple IF-THEN rule: 

IF minbl >25 THEN show_dialog ELSE continue. 

In other words, we must check that minimal intensity from blocks does not exceed 25. 
If this minimal intensity exceeds 25, input image may be corrupted by manual set of 
intensity and lesions may be judged as pathology in spite of that patient is physiologi-
cal (non-PD). The following figure shows an example of manual intensity level – 
pathological light lesions can be judged as PD. 

 

 

Fig. 5. Potentially corrupted input file by manual high average intensity 

4 Implementation in MATLAB 

Practical implementation is composed by described parts. MATLAB with Image 
Processing Toolbox provides powerful tool to image processing, not only for medical 
imaging. MATLAB has been chosen because provides working with DICOM files as 
native format and also provide other useful built-in functions for this application, for 
example ROI-based application. 

We described the initial phase of loading an image and MAS which is used to de-
tection the local maxima intensity, for details see below. 

To further processing after MAS-based detection we need ROI-based processing. 
We require the elliptical ROI with area A = 50 mm2 with rake angle of 60°, which is 
needed to ROI definition. Shape, size and rake angle of ROI were assigned by neurol-
ogist. So, we need the ellipse how shows the following figure. Computing of area 
inside ROI is the main function of the application. Phase of main processing is based 
on binary thresholding in ROI area and computing of area of defects in this ROI for 
all intensity levels T ∈ 0; 255. We will get a graph with computed area which is 
computed from block processing 1×1 mm. The area has been computed from binary 
image  number of blocks in this 1×1 mm grid will get the real area in mm2. Initial 
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ROI position is showed on the following figure – elliptical ROI inside SN which is 
based for area measurement; original and 2x zoom. Inside this ROI will be detected 
lesions to PD or non-PD cases with graphical representation. 

 

 

Fig. 6. The used elliptical ROI to measurement of area for all intensity levels 0 up to 255 

Application provides to select a different rake angle of ROI. The main goal of this 
ROI processing is computing of area inside ROI to detection pathology or physiology 
which is depending on black or light regions inside ROI and we will get the following 
graph with 90th percentile curve which has been computed from a set of non-PD  
patients. 

In practice we verified a basic rule about decrease of area for T for approximate 
distinction – if decrease is gradual, we can assess that patient is probably diseased 
(PD features) and if decrease is very fast, patient is probably healthy (small feature-
less areas). 

 
Fig. 7. The result of the measurement with visually comparison with 90th percentile to PD and 
non-PD cases 
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More information about reproducibility of the used method is available in [4] and 
[12]. 

4.1 MAS-Based Processing 

Practical implementation of searching intensity inside subregions is based on block 
processing in MATLAB, more precisely blockproc function with preset 8x8 
blocks. Inside each block we detect average intensity by agent. Block processing of 
image (Fig. 4) is realized by blockproc function where we can set the number of 
block. Theoretically background of used algorithm has been described in previous 
chapter, practically in MATLAB is the code of agent is constructed: 

 
fun = @(block_struct) ... 
   mean2(block_struct.data) * 
ones(size(block_struct.data)); 
relg = blockproc(inputim,[d/8 d/8],fun); 

where mean2 is 2-D average values of pixels inside block and d is 50 mm dimension 
of the window. The following part of code represents the computing of pi=25 criterion 
as minbl variable followed by warning dialog if this value is exceeded (4): 

 
minbl = min(relg(:)); 
if minbl > 25 
warndlg (´The minimal intensity exceeded 25, image may be 
corrupted.´) 
 

This part of the code represented as agent can be changed for different conditions and 
images. For example, we can change number of blocks or minimum limit for another 
US images. 

5 Conclusions 

Designed application based on measurement of lesions from ultrasound TCS images 
is useful to classification PD and non-PD patients. The used approach is focused on 
automatic ROI-based measurement with artificial intelligence elements. 

The role of MAS to detection average intensity is very useful for medical image 
processing, in our case of TCS images to PD or non-PD classification. Designed MAS 
with agents which detect average intensity is useful as autonomous code with change-
able size of blocks and intensity level. It is applicable not only for TCS images, but 
with changes this MAS can be helpful for another images, such from CT, other US 
images, etc.  

Cooperation among agents within MAS may be extension of functionality. Each 
agent can search average intensity inside block and can use communication acts to 
send message to other agents within MAS. So, functionality extension is depending 
on the following adjustable parameters: 
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• block size => number of agents for 2D image 
• add more conditions => groups of autonomous agents which finds different 

conditions 
• communication model of agents for interactive sharing of messages 

 

Designed MAS is an autonomous code to detection intensity conditions which is ad-
justable for different images, resolution and condition which are adjustable by user. 
We can create fully automatic MAS system to intensity checking as presets for differ-
ent cases such as US device model and image format. 

Using of MAS is very helpful to practical implementation, because we can control 
the global intensity of the input image. Furthermore, we correctly computed 90th per-
centile from healthy patients as reference curve for PD and non-PD classification. 
This application may be usable for different measuring within US image, generally 
not only TCS. 
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Abstract. Diabetic retinopathy (DR) is the leading cause of blindness in adults 
around the world today. Early detection (that is, screening) and timely treatment 
have been shown to prevent visual loss and blindness in patients with retinal 
complications of diabetes. The basis of the classification of different stages of 
diabetic retinopathy is the detection and quantification of blood vessels and 
hemorrhages present in the retinal image. In this paper, the four retinal abnor-
malities (microaneurysms, haemorrhages, exudates, and cotton wool spots) are 
located in 100 color retinal images, previously graded by an ophthalmologist. A 
new automatic algorithm has been developed and applied to 100 retinal images. 
Accuracy assessment of the classified output revealed the detection rate of the 
microaneurysms was 87% using the thresholding method, whereas the detection 
rate for the haemorrhages was 88%. On the other hand, the correct classification 
rate for microaneurysms and haemorrhages using the minimum distance classi-
fier was 60% and 94% respectively. The thresholding method resulted in a  
correct detection rate for exudates and cotton wool spots of 93% and 89% re-
spectively. The minimum distance classifier gave a correct rate for exudates and 
cotton wool spots of 95% and 86% respectively. 

Keywords: Diabetic Retinopathy (DR); Blindness; Feature Extraction; Image 
Processing; Classification; Minimum Distance Classifier (MDC); Microaneu-
rysms (MA), Hemorrhages (HR), Exudates (EX), Cotton Wool Spots (CWS). 

1 Introduction 

Vision is the most powerful sense that provides a remarkable amount of information 
about surrounding that enables to interact intelligently with the environment, all with-
out direct physical contact. Nine out of ten people with diabetes eventually develop a 
complication that affects the eyes known as "diabetic retinopathy" [1] [2]. This com-
plication affects the blood vessels inside the eye and can lead to blindness if untreated 
[3] [4]. Screening is vital to preventing visual loss from diabetes because retinopathy 
is often asymptomatic early in the course of the disease [5]-[12]. If the retinopathy is 
detected in its early stages, blindness can be prevented in more than 50% of the cases 
[13] [14]. These patients with diabetes mellitus should have their eyes checked by an 
ophthalmologist at least once a year to see if retinopathy is in progress. These exami-
nations are very time and labour consuming. It is therefore of great interest to develop 
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an automatic diabetic retinopathy screening system capable of differentiating between 
people with no retinal abnormalities and those who have, or might have, some kind of 
abnormalities. This would allow more people to be examined per year and the oph-
thalmologist to spend more time on those people who are actually in need for their 
expertise. Medical personnel can also immediately schedule appointments for the 
patients without further delay for continued diagnosis and follow-up visits at a regular 
hospital. The present work considers the localization and classification of the retinal 
abnormalities. There are different kinds of abnormal lesions caused by diabetic reti-
nopathy and the focus is on four retinal abnormalities: Microaneurysms (MA), Hem-
orrhages (HR), Exudates (EX), Cotton Wool Spots (CWS) in color images from  
diabetic patients. Figure 1 show the retinal image affected by diabetic retinopathy 
with Microaneursyms as an abnormal lesion. These abnormalities have been selected 
as they are used in gradient the retinopathy of diabetics. An algorithm for automatic 
detection of the retinal dark and bright abnormalities has been developed. It depends 
on two classification methods; these are thresholding and Minimum Distance Classi-
fier (MDC). It accomplishes several steps for detecting both retinal abnormalities. 
These are image processing, image smoothing, feature extraction, labeling of bi-
narized images and classifier. The algorithm determines whether the person fundus 
image is normal (not diabetic person), abnormal (diabetic person), and gives an accu-
rate classification for the two types of abnormalities (dark and bright) automatically 
and their subclasses. 

 

Fig. 1. Microaneursym in retinal image 

2 Material and Method 

The retinal images were acquired using an ophthalmoscope equipped with a 3-ccd 
chip RGB-camera from well-known eye hospitals. The image resolution obtained is 
640 by 480 in 32 bit RGB. In digital image processing, images are either indexed 
images or RGB (Red, Green, Blue) images. An RGB image is an M x N x 3 array of 
colour pixels, where each colour pixel is a triplet corresponding to red, green and blue 
components of RGB image at specified special location. The range of value of an 
RGB is determined by its class. An RGB image of class double, has value in the range 
of [0 1], while class of uint8 is [0 255], similarly for the range [0 65535] is called 
class uint16. A trained technician performed the image acquisition 100 images are 
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available (see Fig. 2). Every image is taken with field-of-view of using “Topcon Im-
age Net Camera”. The retinal image abnormalities are subdivided basically into two 
groups black abnormalities (MAs & HEs) and white abnormalities (EXs & CWSs). 
The methodology adopted for the detection techniques is described in the following 
subsections. 

 

Fig. 2. Retinal fundus image 

2.1 Detection of Dark Abnormalities 

Dark abnormalities are, Microaneurysms (MAs) which are small dots of equivalent 
diameter about 1-3 pixel with approximately the same colour as blood vessels (the 
blood vessels where aneurysm has developed is often visible as the blood vessels are 
very small compared with aneurysms and/or located beneath the aneurysms, they 
have well defined edges and usually circular), and Haemorrhages (HEs) having a 
diameter of about 3-10 pixels, where the diabetic causes structural deformations in the 
wall of blood vessels that significantly larger depending on the size of the leak [15]-
[18]. Detection of dark abnormalities (Mas, HEs) has many steps; they are image 
preprocessing, feature extraction and classification as shown in Fig. 3. 

 
   
 
 
 
 

 
 
 
 

Fig. 3. Classification scheme for retinal images 

 
 

Retinal Image Pre-Processing 
Feature Extrac-
tion and Fea-
ture Selection 

Classifier 
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2.1.1    Image Pre-processing  
A colour or a grey level image is the input to the Pre-Processing phase. In this phase 
some problems are corrected such as the illumination variation of the image,  
enhancement of the image contrast and detection of image abnormalities. Pre-
Processing phase involves sub-phases such as colour space conversion, zero padding 
of image edges, sharpening filtering and histogram equalization. 

The original image (see Fig. 2) is resized to 512×480 pixels and Retinal images are 
normally captured in full color, using only green band [19] [20]. The green band im-
age is shown in Fig. 4. The raw retinal images are contaminated with noise resulted 
from the image acquisition and analog-to digital conversion. This noise was reduced 
using 5×5 average filter. Figure 5 shows the output of the average filter but at the 
expense of significant image blur as it tends to smear the edges of objects in the  
image [21]. 

 

 

Fig. 4. Green band of fundus image Fig. 5. Green band image smoothed using a 
5×5 average filter 

2.1.2    Feature Extraction 
Some potential abnormalities are so small that they can be hard to see. Therefore the 
noise from other structures can influence the detection of these abnormalities, 
whereas the detection of dark abnormalities can be done using two dimensional 
matched filters (TDMF) [22]. It is capable to detect blood vessels with low contrast, 
high contrast objects also have a tendency to show up, and this is done by the applica-
tion of TDMF. The filter employs three primary principles. First, pairs of blood vessel 
walls may be approximated as linear due to typically small curvature. Second, vessels 
appear darker than the background as a result of low reflectance in comparison to 
other retinal surfaces. The profile may be modelled as a Gaussian. Finally, the width 
of blood vessels is variable [22]. The resulted temple image is thresholded and the 
output is a binary image containing the blood vessels and other high contrast  
structures (dark abnormalities, edge, optic disc) as illustrated in Fig. 6. 
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Fig. 6. Thresholding with TDMF with dark abnormalities 

The abnormalities have been appeared on the binary image are all about the same 
size. Features used to detect dark abnormalities are listed in Table 1. 

Table 1. Features for detecting dark abnormalities 

Features (pixel) Microaneurys (ms) Hemorrhages 
Equivalent Diameter 1-3 < 3-10 
Major Axis Length 2-3 < 3-15 
Minor Axis Length 2-3              < 3-4 
Area 4-6 < 6-40 

Computing these features indicate the presence of dark abnormalities in the pre-
processed image. Since in normal retinal images mostly there are not counted fea-
tures, while in other diseased retinal images, the number of detected regions in the 
images with certain features proportional to the state of the diabetic patient. Because 
of some complications in detecting such as a clear differentiation between MA & HE 
is not obtained and a tendency for HEs to be classified as MAs, According to these 
interferences, a threshold level is used to differentiate among the types of dark ab-
normalities. The automatic detection of Microaneurysms and Hemorrhages are shown 
in Fig. 7(a) and Fig. 7(b). 

 
 
 
 
 
 
 
 
 

   (a)                                                                (b)  

Fig. 7. (a) The automatic detection of Microaneurysms (b) The automatic detection of both 
Hemorrhages and Microaneurysms   
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2.1.3    Classification of Dark Abnormalities 
Application of classification techniques for pattern recognition is very effective me-
thod to differentiate between various objects in a pattern. Two approaches for classi-
fying dark abnormalities were used: Thresholding and a minimum distance classifier. 
Thresholding Features used for dark abnormalities are listed in Table 1. They 
represent the shape of the dark abnormalities to separate them from the dark noise. 
The noise constitutes a major problem, as the retinal abnormalities are small in size so 
the noise may be classified as an abnormality and an abnormality may be classified as 
noise [23] [24]. The thresholding level plays an important role in differentiating the 
retinal abnormalities from the present noise that leads to a precious decision of retinal 
images normality. The thresholding levels of dark abnormalities of both MA and HE 
were chosen so that the normal and abnormal retinal image is diabetic or not. The 
performance of the algorithm is expressed using sensitivities; i.e. the ratio between 
the number of correctly classified abnormalities in a class and total number of abnor-
malities multiplied by 100%. Minimum Distance Classifier (MDC) classifies a pattern 
based on its distance in a feature space to class prototypes. Although it is one of the 
earliest methods suggested, the minimum distance classifier is still effective distance 
classifier and still effective tool in solving the pattern classification problem [25] [26]. 
Euclidian distance was used as a criterion for measuring distance to class prototype. 

2.2 Detection of White Abnormalities 

White abnormalities are Exudates (EXs) and Cotton Wool Spots (CWSs). Exudates 
are similar to Haemorrhages in that the blood vessels leak lipid, bright, with diameter 
of 1-10 pixels (this matter is not as this build a bright spots with a well-defined 
edges). Exudates tend to build near each other, sometimes creating circles of ex-
udates [11] [12]. Cotton wool spots (CWSs) are largest of these abnormalities and 
they are retinal infracts caused by thrombosis and obstruction of the blood vessel. 
This leads to damage ischemic to the part of the retina supplied by the damaged ves-
sel [11] [12]. The normal red color of the retina (due to the blood vessels supply) 
appears white, when the blood supply is cut off. Due to the overlap of the blood ves-
sels supply, there are no well edges of cotton spots and the shape is very irregular 
and the CWSs diameter is about 10- 25 pixels. Detection of bright abnormalities can 
be done using several steps; they are image pre-processing, image labeling, feature 
extraction and classifier. 

2.2.1    Image Pre-processing 
The retinal fundus image is resized into 512×480 (Fig. 8.a) and the retinal image is 
normally captured in full color, but the green band is only used [9]. The green band 
retinal image is smoothed with 5×5 average filter and then thresholded into a binary 
image Fig. 8.b. 
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(a) (b) 

Fig. 8. (a) Original fundus image (b) The automatic detected white abnormalities (Exudates 
(EXs) & Cotton wool spots (CWSs)) in the thresholded image 

2.2.2    Feature Extraction 
White abnormalities features are Equivalent diameter, Major axis Length as shown in 
Table 2. 

Table 2. Features Used For Bright Abnormalities 

Features (pixel) Exudates Cotton wool  spots 

Equivalent Diameter 1-10 < 10-25 
Major Axis Length 1-15    10-15 

2.2.3    Classification of Bright Abnormalities 
Classification of the two bright abnormalities (i.e.: Exs & CWSs), were performed 
using the two methods of thresholding and minimum distance classifier mentioned 
previously  

3 Results 

3.1 Results of Dark Abnormalities 

The application of an algorithm to 100 fundus images and the distribution of the 
number of detected abnormalities in images with optimum thresholds are shown in 
Fig. 9 and Fig. 10. 
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Fig. 9. The number of Microaneurysms in retinal image using the optimum thresholding level 

The thresholding method gives a detection rate for the micro aneurysms of 87%, 
whereas the detection rate for the Haemorrhages was 88%. The minimum distance 
classifier gives a correct classification rate for micro aneurysms and Haemorrhages of 
60% and 94% respectively. 

 

 

Fig. 10. The number of hemorrhages in retinal image using the optimum thresholding level 

3.2 Results of White Abnormalities 

The distribution of the number of detected abnormalities in images with optimum 
thresholds is shown in Fig. 11 and Fig. 12. 

The thresholding method results in a correct detection rate for exudates and cotton 
wool spots were 93% and 89% respectively. The minimum distance classifier gives a 
correct rate for exudates and cotton wool spots of 95% and 86% respectively. 
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Fig. 11. The number of exudates in retinal image using the optimum thresholding level 

 

Fig. 12. The number of cotton wool spots in retinal image using the optimum thresholding level 

4 Conclusion 

The eye diseases mainly contribute to blindness and often can’t be remedied because 
the patients are diagnosed too late with the diseases. The paper presents new auto-
matic approach for detecting retinal abnormalities. The developed algorithm helps in 
deciding whether the patients with potential sight threatening retinopathy and needs 
further examination or patients not in need of further referral. The latter would be 
asked to return in 6-12 months for a new retinal photographing. Classified patients 
who need further examination will be examined by an ophthalmologist to perform a 
manual examination in order to provide a detailed diagnosis, and decide on further 
treatment, e.g. Laser. To facilitate the ophthalmologist decision, the proposed auto-
matic detection algorithm helps in the final decision for the patient infection without 
confusion. 
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Abstract. The immune system is very important in overcoming the influence of 
harmful factors to human organism. This is one of the three integrative systems 
of the organism, which provides maintenance of homeostasis together with the 
nervous and endocrine systems. In this paper, estimation of human’s immune 
system, suffered from allergic rhinosinusopathy, complicated or not compli-
cated by clamidiosis is given. The novelty of method consists in using correla-
tion adaptometry and principal component analysis for this estimation. These 
methods allowed estimation of changes of the immune system during stress 
adaptation. 

Keywords: Principal component analysis, immune system, allergic rhinosinu-
sopathy, correlation adaptometry. 

1 Introduction 

The increase of allergic diseases is registered around the world. There is evidence that 
the prevalence of allergic diseases over the past 50 years has increased by 10 times. 
The reasons for this rapid increase in prevalence are not entirely clear. Most often 
they are associated with changes in environmental conditions. Incidence rates aller-
gies are much higher in industrial areas. It is no accident that allergic disease is de-
fined as «diseases of the century».  Share allergic rhinosinusopathy (AR) is very high 
in the structure of allergic diseases (60-70%). It occurs in many countries. Course of 
the disease depends on the immune system. 

The immune system is a unique natural protective mechanism. Due to the cohe-
rence of the entire functional system of immunity, the organism is able to confront to 
a number of factors that have a negative impact. Feature of the immune system is that 
it contains a regulatory function, capable on the presence of each specific antigen 
(which is the starting point of the disease) to answer by specific immune response in 
accordance with its individual characteristics [1, 2, 3]. 
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We have considered the adaptation response of immune system on the presence of 
Chlamydia infection (CI) in organism of patients with allergic rhinosinusopathy. 
Mostly young people, who have just entered a period of sexual activity, are ill by 
Chlamydia. Strong tendency to increase the etiologic significance of intracellular 
pathogens (Chlamydia, mycoplasma, ureaplasma) and fungi Candida, obviously, can 
be explained by the evolutionary processes in the microbial world [4-6]. Pathological 
process may affect different organs and systems, including the eyes, upper, middle 
and lower respiratory tract, genitourinary system, urinary tract, cardiovascular system, 
liver and biliary tract, lymph nodes, joints, etc.  

The frequency of mucosal lesions CI nasal passages is caused by the rapid increase 
in the prevalence of acute and chronic diseases of the nose among the child and the 
adult Russian population [7-10]. 

Given the diversity of peripheral blood cell parameters which characterize the state 
of an immune system, it is obvious that statistical mathematical modeling methods 
need to be applied (L. White, 1988; Rebrov O.Yu, 2002). Method of adaptive adap-
tometry is one of such approaches.  It allows assessing stress changes in functional 
systems of a body during adaptive stress not judging by values themselves, but by 
extent to which they are co-related. 

Other of these approaches can serve as principal component analysis [11, 12], al-
lowing to replace the initial interrelated features on a certain set of uncorrelated para-
meters, and describe the object by a smaller number of indicators.  

The rest of this work is organized as follows. Section 2 describes the method of es-
timation of human’s immune system during disease, which is a stress for the human 
organism. In Section 3 the results of our research are discussed. Conclusions are given 
in Section 4. 

2 Description of Methods 

In our investigation, a total of 305 people (70 - men and 235 women) from 15 to 79 
years old were examined. Those were patients with different pathogenic variants of 
allergic rhinosinusopathy (AR). The following groups of AR were distinguished: true 
AR (IAR) - 52 cases (17.05%), pseudo-AR (PAR) - 151 (49.5%) and mixed form of 
AR (SAR) - 102 cases (33.44%.) Investigations were carried out with the help of 
Professor, Doctor of Biology Savchenko, A., and Rodina D.V. There are patients with 
AR and CI being present and without it. State of immune system was assessed by the 
classic indices of cellular and humoral immunity in patients with different pathogenic 
variants of AR during periods of exacerbation and remission. 

The method of correlation adaptometry allowed estimating the changes of the im-
mune system during stress adaptation not according to the ideas themselves, but  
according to their correlation.  

Previously, we studied the adaptive capacity of blood cells patients with the Aller-
gic Rhinosinusopathy (AR), which is increased by chlamydia and without it. The 
adaptation processes of blood cells, CD-cells and immunoglobulins in general during 
the exacerbation and remission of various pathogenetic forms of AR were investi-
gated by correlation adaptometry. The method is based on the effect of increasing 
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variances and the correlations between indicators in the adaptive response to the im-
pact of harmful factors and decreasing successful adaptation or termination (blocking) 
of such effects [13-17].  

The immune system performance was evaluated by the classical indicators of the 
cellular and humoral part of immunities in patients with different pathogenic forms of 
AR in the periods of exacerbation and remission. 

To clarify relationships between stress indices for venous blood cells, CD-cells and 
for immunoglobulins in Eastern Siberia population for groups with different pathoge-
netic forms of allergic rhinosinusopathy, complicated or not complicated with chla-
mydia during periods of exacerbation and remission we used method of correlation 
adaptometry. 

Values of average, error of the mean, variance, standard deviation have been 
computed for each of this group. The hypothesis of normal distribution of the orig-
inal sample (criterion χ2) was tested. Correlation coefficients were calculated using 
the formula: 
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kxσ - Standard deviation of xk,  

lxσ - Standard deviation of xl. 

Analysis of cells' parameters pair correlation is carried out for all modified pa-
rameters at each stage of the strain (period of exacerbation and remission) and for 
all the groups. 

We identified the number of reliable correlations out of all examined correlation 
coefficients and also evaluated the intensity of these connections. The extent to 
which parameters are connected was estimated using a correlation graph's weight, 
calculated as the sum of its edges' weights (the sum of corresponding pair correla-
tion coefficients):  


≥

=
α|r|

ij

ij

|r|G                                 (3) 

where rij - the coefficients of correlation between the i-th and j-th performance, α is 
determined by the level of confidence rij. We have taken only reliable correlation 
coefficients into account, whose values are greater than or equal to α. We took into 
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account the correlation coefficients greater than 0.5, thus we considered only the 
strong relations (α≥0.5). 

The principal components define the factor structure of the phenomenon, which is 
characterized by the correlation coefficients between features and principal compo-
nents. The internal structure of phenomena does not characterize features themselves, 
but characterizes the internal factors and properties, which is inherent of this set of 
objects. They are not always directly measurable. Having obtained these coefficients, 
we can see what features perform a dominant role under the harmful effects of CI.  

The immune system can be represented as a set of interacting subsystems. The 
principal components method was used for studying the structure of the relations 
between indicators of subsystems immunity tension: peripheral blood cells (first sub-
system), CD-cells (second subsystem), general immunoglobulin (third sub-system) 
depending on the presence of CI and without it. When analyzing the groups of adap-
tive systems to the effects of chlamydial infection, we identified patterns of adaptation 
and the role of each subsystem (group of cells) with Chlamydia being present and 
without it.  

According to the method of principal components, each internal factor can also be 
represented as a function of the observed symptoms. Thus, we can move on to new 
integrated quantitative indicators of generalized properties, which were involved in 
this factor. In this case, the functional immune system can be represented as a set of 
interacting subsystems of cells.  

The relationship between indicators is greater under conditions of extremely harm-
ful factors. With a strong correlation of the initial signs of all the variability is concen-
trated in the first l factors. Therefore, setting the proportion of total variance, which 
should be attributed to the first l components (typically 80-95% of the total variance 
of symptoms), we can compare the group by the number l of the first principal  
components. 

3 Results of Research 

Our studies have shown certain regularities of changes in the correlation graph (with a 
total value of the relationship between the indicators were taken into account the cor-
relation coefficients greater than 0.5), being dependant from the pathogenic forms and 
stages of AR. The dominant role of lymphocytes and total immunoglobulin compared 
with other blood cells is evident in restoring homeostasis of patients with AR mixed 
genesis.  

Calculated results of pair correlation between the immune system stress indices 
have revealed certain regularities in correlation graph changes during periods of ex-
acerbation and remission, irrespective of the pathogenic AR type. The behavior of 
correlation graph's weight in all surveyed groups is the same: during remission it de-
creases. In the period of exacerbation the stress increases, enabling recovery of all 
morphological and functional blood cell parameters, a body utilizes additional  
resources, what is indicated by increased weight of the correlation graph. 

Research data on correlation graph weight G for patients with allergic rhinosinuso-
pathy infected with chlamydia, not infected with chlamydia are given in Table 1. 
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Table 1. Integrated graph's weight G for patients with allergic rhinosinusopathy infected with 
chlamydia, not infected with chlamydia and for the entire sample 

Presence of chlamydia infection in nasal 
mucosa in patients with AR 

Weight G value 
exacerbation remission 

G+  AR infected with chlamydia 11.68 1.84 
G-  AR not infected with chlamydia 10.48 1.54 

From data in Table 1 it follows that integrated correlation graph's weight G for 
venous blood cells parameters, CD-cells and total immunoglobulins in different clini-
cal groups behaves similarly, i.e. decreases in remission. 

In patients with AR who are infected with chlamydia correlation graph weight G+ 
changes in the following way: from 11.68 to 1.84 (p <0.5). In patients with allergic 
rhinosinusopathy not infected with chlamydia, correlation graph weight G-  decreased 
from 10.48 down to 1.54 (p <0.5). This suggests that Chlamydia infection is an addi-
tional stress for the body and contributes to homeostasis disruption (structural and 
functional abnormalities of cells). Also it suggests that in this group of patients, an 
additional suppression of immune cells' functional activity and accumulation of meta-
bolic wastes takes place (increasing body intoxication).  

We have also studied a correlation graph weight for venous blood cells parameters, 
CD-cells and total immunoglobulins in patients with AR who are infected with  
chlamydia. The results are shown in Table 2. 

Table 2. Correlation graph weight for venous blood cells parameters, CD-cells and total 
immunoglobulins in patients with AR who are infected with chlamydia 

Blood parameters 
G-weight value 

exacerbation remission 
Venous blood 1.34 0.93 
CD-cells and total immunoglobulins 6.99 0.53 

Looking at data presented in Table 2 it can be said that correlation graph weight G 
for venous blood cell parameters is less than (p <0.5) G-values for CD-cells and total 
immunoglobulins in patients with AR who are infected with chlamydia. The obtained 
G-values for venous blood cells, CD-cells and the total immunoglobulins in patients 
with AR who are not infected with chlamydia are given in Table 3. 

Table 3. Correlation graph weight value for venous blood cells, CD - cells and total 
immunoglobulins in patients with AR who are not infected with chlamydia  

Blood parameters 
G-weight value 

exacerbation remission 
Gv venous blood cells 0.93 0.91 

GCD  CD-cells and total immunoglobulins  9.10 0.64 
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Based on data in Table 3, one might conjecture that correlation graph weight Gv for 
venous blood cells' parameters, as well as GCD value for CD-cells and total immunog-
lobulins is reduced during remission in patients with AR who are not infected with 
chlamydia. Correlation graph weight Gv decreased from 0.93 down to 0.9 (p> 0.5), 
and GCD value went from 9.1 down to 0.64 (p <0.5). Thus, this indicates that immune 
cells play a key role in this sample of patients as well. 

Our studies have shown that chlamydial infection contributes an additional burden 
for the organism and contributes to the state of homeostasis (structural and functional 
abnormalities of cells). There is an additional suppression of the functional activity of 
immunocompetent cells in these patients. 

Organism involves adaptive resources, ensuring the restoration of all the morpho-
logical and functional parameters of blood cells, so it shows the increase of the corre-
lation graph weight when AR is complicating by the chlamydial infection. Restoration 
of normal functioning of all blood cells leads to decrease of the correlation graph 
weight. Consequently, the removal of the above pathological processes leads to sig-
nificant improvement in the status and tension release in the body's immune system.  

The analysis of the correlation graph dynamics of blood cells, CD – cells and total 
immunoglobulins in patients with AR, non-infected by Chlamydia, showed a signifi-
cant decrease in its weight to the indicators of CD-cells and total immunoglobulin  
(p <0.05).  

The correlation graph reflects the degree of accumulation of metabolic toxins with-
in the cells and, consequently, the degree of structural and functional abnormalities of 
blood cells as well as CD-cells. The organism of the patients with chlamydia is caused 
by (involves) additional resources, ensuring the restoration of all the morphological 
and functional parameters of blood cells, the tension increases, and so the value of the 
weight of the correlation graph increases.  

The investigation has shown that the AR chlamydial infection, although it is not 
the primary etiologic agent of the AR, but implies extra stress on the organism, add-
ing to the disruption of homeostasis (the structural and functional abnormalities of 
cells).  

We calculated the total variance of all components and the contribution of each 
component in the total variance were, estimated the number l of the first principal 
component and calculated the variance explained by these components for all groups.  

The most significant contribution is the first principal component (its contribution 
to the overall variability is 30%).  

The first principal component correlates with all treatment of the symptoms, but 
the greatest influence on its magnitude (strong correlation - positive and negative) 
presupposes the presence of CD-cells (lymphocytes). The biggest factors are peri-
pheral blood cells in the second main component.  

In general, the projection of multidimensional data onto the plane of the first two 
principal components is presented as a data cloud (Fig.1). 
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Fig. 1. The projection of multidimensional data (patients with RA) to the plane of the first two 
principal components (Factor 1: 30.06%, Factor 2: 13.29%) 

On Fig.2 below is shown the leading role of CD-cells in the adaptive process of the 
immune system in patients AR without CI.  

 

    

Fig. 2. The integration of individual subsystems of immune system for the first (1 PC) and the 
second principal component (2 PC) in patients with AR. 1 - a subsystem of peripheral blood 
cells, 2 - Subsystem of cell lymphocytes, 3 - Subsystem of cell immunoglobulins 

The picture changes dramatically when burdening AR by Chlamydia infection. For 
this group, the proportion variance explained by the first seven principal components 
is equal to 94.4%. 

The share of the first principal component is 31.3% for this period. The correlation 
of the main component of CD-cells increases.  

In the second principal component with the largest correlation coefficients included 
indicators IgA, IgM and IgG.  

While applying the projections of multidimensional data onto the plane of the first 
two principal components (Figure 3), they are stretched along the second factor.  
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Fig. 3. The projection of multidimensional data (patients with AR, increased by CI) to the plane 
of the first two principal components (Factor 1: 31.30%, Factor 2: 20.74%) 

The dominated role belongs to the subsystem of immunoglobulins (Fig. 4). It should 
ensure the adaptation process and the resources to overcome the stress state of the or-
ganism. The second principal component can be called a factor of immunoglobulins.  

 

 

Fig. 4. The integration of individual subsystems of immune system for the first (1 PC) and 
second (2 PC) of the main component in accordance with AR, increased by CI. 1 – subsystem 
of blood cells, 2 – subsystem of cell lymphocytes, 3 – subsystem of cell immunoglobulins  

4 Conclusion 

For analyzing the values of pair correlations between the indicators we have identified 
certain patterns of voltage changes in immune system cells, as evidenced by the 
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weight dynamics of the correlation graph. The behavior of the correlation graph 
weight in all the surveyed groups is the same: during the exacerbation of the disease 
the organism includes additional resources to the restoration of all the morphological 
and functional parameters of blood cells. The tension increases, which shows the 
increase of correlation graph weight. During the period of remission, the weight of the 
graph decreases. 

These results correlate with earlier studies by the correlation adaptometry [13], but 
it reveals the dominant role of immunoglobulin fractions in the protective adaptation 
processes to Chlamydia in patients with AR. The method of correlation adaptometry 
allowed estimating the strength of the immune system in AR and consider at the me-
chanisms of adaptation at the cellular level deeper. 

The analysis of factor structure revealed the hidden patterns of adaptive mechan-
isms of the immune system of patients with AR with chlamydia and without it.  

Principal component analysis allowed describing the internal factors that determine 
the dominant role of the individual subsystems of immunity at the cellular level, with 
the AP, is burdened by chlamydia, the periods of compensatory interactions.  
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Abstract. In the paper, we present a computer tool supporting a non-invasive 
diagnosis of selected larynx diseases. The tool is created on the basis of the 
LabVIEW environment. LabVIEW enables us to create, in an easy way, a user-
friendly graphical interface facilitating both entering input data and visualizing 
results in order to make the platform ready to use directly in the medical com-
munity. Computer-aided diagnosis of laryngopathies, in the presented tool, is 
based on a family of coefficients reflecting spectrum disturbances around basic 
tones and their multiples for patients' voice signals.  

Keywords: computer-aided diagnosis, laryngopathy, LabVIEW, decision  
support system. 

1 Introduction  

Computer support systems for medical diagnosis become increasingly more popular 
worldwide (cf. [7]). One of their advantages is automation of a diagnosis process. 
Moreover, such systems are based on objective measurements and observations of 
selected parameters. There is a big demand for creation of flexible, effective and user-
friendly platforms for the intelligent support of diagnostic decisions for the medical 
community. Such platforms ought not to require the technical knowledge of medical 
personnel. The relevant element is to design modules of entering and processing med-
ical data as well as modules of data visualization (especially, graphical). These two 
elements of the platform allow using the system without specialized courses for  
personnel.  

A problem of creating decision support systems for diagnosis of laryngeal diseases 
was considered earlier in the literature. One of the approaches was based on an auto-
mated analysis of vocal cord images (color, shape, geometry, contrast, irregularity and 
roughness) [17]. Next, an approach based on color images of vocal folds, a voice 
signal, and questionnaire data was proposed [6]. Our approach is based only on the 
voice signal analysis. Moreover, we concentrate also on a graphical user interface of 
the system. Our main goal of research is to deliver to diagnosticians and clinicians an 
integrated tool supporting a non-invasive diagnosis (based only on voice signal  
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examination) of patients with selected larynx diseases. The prototype of such a tool 
has been created using the LabVIEW environment. LabVIEW is a graphical environ-
ment enabling programmers to develop sophisticated measurement, test and control 
systems using intuitive graphical icons and wires that resemble a flowchart [1]. Lab-
VIEW delivers built-in functions for digital signal processing (e.g., signal preprocess-
ing, Fourier transforms, spectrum analysis, etc.) and data visualization. Moreover, 
LabVIEW enables us to build an application in the modular form due to the so-called 
SubVIs. SubVI is a subprogram that is embedded in or called from the block diagram 
window of another program.  

Computer-aided diagnosis of laryngopathies, proposed by us in our previous pa-
pers, is based on selected parameters of a patient’s voice signal (phonation). There 
exist various approaches to analysis of bio-medical signals (cf. [14]). In general, we 
can distinguish three groups of methods according to a domain of the signal analysis: 
analysis in a time domain, analysis in a frequency domain (spectrum analysis), analy-
sis in a time-frequency domain (e.g., wavelet analysis). We have tested several ap-
proaches for the computer tool being developed both based on the voice spectrum 
analysis (e.g. [10], [11]) and based on voice signal analysis in a time domain  
(e.g. [15], [16]).  

In [11], the approach based on extracting features (parameters) reflecting patient’s 
voice spectrum disturbances around a basic tone and its multiples (harmonics) has 
been presented. That approach has been extended in [10] by adding some new fea-
tures. In this paper, we show implementation of the proposed approach in the comput-
er tool embedded in the LabVIEW environment.  

The rest of the paper is organized as follows. In Section 2, we describe the charac-
ter of laryngopathy data on the basis of which a diagnosis is made. Section 3 reminds 
algorithms proposed by us, in our earlier papers, for a decision support of the classifi-
cation process of laryngopathies and shows their implementation in the LabVIEW 
environment. Section 4 delivers a description of the created tool, its functionality and 
graphical user interface. Finally, Section 5 provides conclusions. 

2 Laryngopathy Data  

Data for testing our tool were extracted from sound samples of the subjects (see an 
example in Figure 1). 

Two groups were taken into consideration [18]. The first group included persons 
without disturbances of phonation - the control group (CG). They were confirmed by 
a phoniatrist opinion. The second group included patients of Otolaryngology Clinic of 
the Medical University of Lublin in Poland. They had clinically confirmed dysphonia 
as a result of Reinke’s edema (RE) or laryngeal polyp (LP). Experiments were carried 
out by a course of breathing exercises with instruction about the way of articulation. 
The task of all examined patients was to utter separately different Polish vowels with 
extended articulation as long as possible, without intonation, and each on separate 
expiration. Clinical experience shows that harmonics in the voice spectrum of a 
healthy patient are distributed approximately steadily. However, larynx diseases may 
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disturb this distribution [18] (see Figure 2 to compare some exemplary spectrums). 
Therefore, the analysis of a degree of disturbances can support diagnosis of larynx 
diseases. 

 
Fig. 1. An exemplary subject’s voice signal 

 
                             a                                                                    b 

Fig. 2. Exemplary spectrums obtained using DTFT (Discrete-Time Fourier Transform) for a 
patient from the control group (a) and for a patient with a laryngeal polyp (b) 

3 Algorithms 

Disturbances are expressed by a family of coefficients computed for neighborhoods of 
a basic tone f

0
 and its four multiples (f

1
, f

2
, f

3
, f

4
). In a real situation, frequencies f

1
, f

2
, 

f
3
, etc. are not distributed steadily (cf. [18]). It means that we need to find a real dis-

tribution of harmonics. In the presented tool, it is done on the basis of the spectrum of 
a selected N-point time window from the original voice signal. For each original fre-
quency f, a maximum magnitude is searched in the range ],[ 11 dfdf +− . This max-

imum value is assumed as a real harmonic. The original basic tone f
0
 has been  

obtained for each patient from histogram created in the Multi-Dimensional Voice  
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Program (MDVP). It is a software tool for the quantitative acoustic assessment of the 
voice quality, calculating various parameters on a single vocalization (see [2]). On the 
basis of  f

0
, its harmonics (for ideal case) have been calculated.  

Each coefficient expresses the distribution of a spectrum around a given frequency 
f. We can distinguish two types of coefficients:  

• the regularity coefficient R determining a degree of slenderness of this distribution 
(see Algorithm 1),  

• the deviation coefficient D determining a relative difference between a real mul-
tiple derived from the spectrum and a multiple calculated on the basis of the basic 
tone f

0
 (see Algorithm 2).  

Calculations of above coefficients are graphically depicted in Figure 3.  

 
Fig. 3. Calculations of coefficients 

Calculating a discrete spectrum Sp of a signal W is based on the Discrete-Time 
Fourier Transform (DTFT), see e.g. [14], i.e.: 
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where 1,...,1,0 −= Nk , N is the number of points (samples) taken for DTFT. The 
spectrum Sp is a vector of magnitudes, i.e.: 
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Below, we remind algorithms proposed by us in [10] for calculating both types  
of coefficients characterizing the spectrum of a patient’s voice signal. Both  
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pseudo-codes and implementations in the LabVIEW environment are given. In the 
implementations, proper operations on arrays are used (e.g., searching for maximum, 
getting subarrays, etc.).  

 
 
In Algorithm 1, we use the following functions (procedures):  

• Harmonics(f
0
) - calculating harmonics (first f

1
, second f

2
, third f

3
, and fourth f

4
) of 

a patient’s basic tone f
0
, i.e., f

1
=2f

0
, f

2
=3f

0
, f

3
=4f

0
, f

4
=5f

0
.  

• ),,( 21 kkSpIntegral - calculating a discrete integral I of a fragment (between points 
k

1
 and k

2
) of the spectrum Sp, i.e.: 
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A procedure used in Algorithm 1 for calculating the regularity coefficient R[i] for a 
given frequency f

i
, where i=0,1,2,3,4, has been implemented in LabVIEW as the 

SubVI (see Figure 4) named RC. This SubVI has the following input terminals:  

• FFT - a discrete spectrum,  
• f0 - a patient’s basic tone,  
• df - a frequency step in the discrete spectrum FFT,  
• d1 - deviation for searching maximum,  
• d2, d3 - deviations for calculating spectrum regularity coefficients,  
• m - a frequency multiplier,  

and output terminals:  

• R - a regularity coefficient calculated for mf
0
,  

• maxfindex - an index of a frequency with the maximal magnitude in the discrete 
spectrum.  
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Fig. 4. The RC SubVI 

 

A procedure used in Algorithm 2 for calculating the deviation coefficient D[i] for a 
given frequency f

i
, where i=1,2,3,4, has been implemented in LabVIEW as the SubVI 

(see Figure 5) named DC. This SubVI has the following input terminals:  

• FFT - a discrete spectrum,  
• f0 - a patient’s basic tone,  
• df - a frequency step in the discrete spectrum FFT,  
• d1 - deviation for searching maximum,  
• m - a frequency multiplier,  

and output terminals:  

• D - a regularity coefficient calculated for mf
0
,  

• maxfindex - an index of a frequency with the maximal magnitude in the discrete 
spectrum.  
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Fig. 5. The DC SubVI 

For experiments, we have tested various combinations of input parameters. The 
best classification results have been obtained for the following parameters: N=8192 - 
the number of points (samples) taken for DTFT, d

1
=12 - deviation for searching max-

imum, d
2
=4, d

3
=8 - deviations for calculating spectrum regularity coefficients. 

4 A Computer Tool Based on LabVIEW  

Our prototype system supporting a non-invasive diagnosis of selected larynx diseases 
is a tool designed for the LabVIEW platform. The main features of the application are 
the following:  

• User-friendly interface (see Figures 6, 7, and 8). The interface is designed in order 
to make it possible to use in the medical environment.  

 
Fig. 6. GUI of the tool - input time signal 
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• Modularity. The project of the application and its implementation takes into con-
sideration modularity in order to make it possible to extend in the future and en-
large its usage on diagnosis based on other approaches. It is obtained using the ar-
chitecture based on SubVIs (see Section 3). 

 

 

Fig. 7. Figure 7: GUI of the tool – spectrum 

 
Fig. 8. GUI of the tool - classification results 

The input is a patient’s voice signal collected in the way described in Section 2 and 
recorded in the wave format. However, in the future, we plan to extend a tool capa-
bility to collecting and examining the subjects’ voice signals in real time (“on-line”). 
The user can set some fundamental parameters like:  

• a patient’s basic tone,  
• a starting point at which the voice signal analysis begins (in order to exclude some 

initial part of the signal which is more deformed),  
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• a length of the time window for which the Discrete-Time Fourier Transform is 
calculated,  
 

as well as can modify advanced parameters used in Algorithms 1 and 2, like deviation 
for searching maximum, deviations for calculating spectrum regularity coefficients. 

A general structure of the tool is shown in Figure 9. We can distinguish four main 
parts of this tool:  

• A signal processing part. In this part, we make some preprocessing operations and 
calculate DTFT.  

• A spectrum analysis part. In this part, we calculate a family of coefficients reflect-
ing spectrum disturbances.  

• A classification part. In this part, a classification process is made on the basis of 
obtained coefficients using a proper classification algorithm.  

• A visualization part. This part supports the idea that visualization plays an impor-
tant role in professional data mining. Some pictures often represent data better than 
expressions or numbers. Visualization is very important in dedicated and specia-
lized software tools used in different communities. 

  
Fig. 9. A general structure of the tool 

The user may visualize, among others:  

• An original input signal, a signal normalized to the interval [−1.0,1.0] as well as a 
selected time window of the signal, see Figure 6.  

• A spectrum of the signal calculated using the Discrete-Time Fourier Transform 
(DTFT), see Figure 7.  

• Calculated regularity and deviation coefficients as well as a decision (diagnosis), 
norm or pathology, proposed by the classification algorithm, see Figure 8.  

The approach presented in [10] has been tested using classification algorithms availa-
ble in the popular data mining and machine learning software tools: WEKA [19], 
Rough Set Exploration System (RSES) [4], NGTS [9]. Four of them are rule-based 
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algorithms: exhaustive (RSES) [3], LEM2 (RSES) [8], Genetic (RSES) [20], and 
NGTS [9]. Two of them are decision-tree based algorithms: J48 (WEKA) - an imple-
mentation of C4.5 [13], CART (WEKA) [5]. 

Exemplary implementation, in the LabVIEW environment, of the classification 
process based on a decision tree generated using the J4.8 algorithm is shown in Figure 
10. For implementation, we have used a formula node, where a decision tree is coded 
in the C-like language. The J4.8 algorithm delivers a relatively good capability for 
achieving satisfactory classification accuracy of examined data [10] together with 
easy implementation. Due to the SubVI architecture, other classification methods can 
be implemented and added in the proposed tool.  

 

 
Fig. 10. The classification SubVI 

5 Conclusions 

In this paper, we have described a computer tool supporting a non-invasive diagnosis 
of selected larynx diseases, created for the LabVIEW environment. This tool is evolv-
ing continuously. So far, algorithms based on the voice spectrum analysis have been 
implemented. In the future, we plan to add algorithms based on voice signal analysis 
in a time domain, especially those using recurrent neural networks proposed by us 
[16]. Hybridization of classification methods of patients with laryngopathies is a main 
direction of further research. The modular architecture, based on SubVIs for the Lab-
VIEW environment, enables us to extend the tool in an easy way.  
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Abstract. Cochlear implant methods are the area of interest and intensive med-
ical and technical efforts for investigations, analysis, implementation, testing 
and finally producing more and more precise and effective cochlear implant 
prosthesis. The goals of this article are first to present the cochlear implant sys-
tem in historical plan, then to analyze some of the existing signal processing 
strategies in cochlear implant systems, which leads to the decision of the impor-
tance of filter bank design for the precision of the signal processing in the coch-
lear implant algorithms and practical implementations. It is presented a detailed 
description and critical comparison of the most useful types of cochlear filter 
banks and as the results from the analysis some useful conclusion are presented 
for the cochlear filter banks characteristics, time consuming in calculation, the 
importance for overall cochlear implants quality of speech sound processing, 
etc. The defined in conclusion assertions are accepted as the basis of future in-
vestigations in area of new cochlear implant model development. 

Keywords: Cochlear implant, Signal processing strategies in cochlear implant, 
Cochlear filter banks, auditory prosthesis, electric stimulation. 

1 Introduction 

In historical plan the cochlear implant devices are developed as it is shown in Table I. 
Three phases defining the major events in the development of cochlear implants [1]. 
The conceptualization phases demonstrated the feasibility of electric stimulation. The 
research and development phase legitimized the utility and safety of electric stimula-
tion. The commercialization phase saw a wide spread use of electric stimulation in 
treating sensor neural hearing loss (Table 1). 
 

Table 1. The development of cochlear implants in historical plan  

YEAR EVENT 

1800 
Volta used his battery to show that electric stimulation can evoke sensa-
tions including hearing 
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Table 1. (continued) 

1937-
1940 

Stevens and colleagues identified three mechanisms underlying electric 
sensations 

1973 First International Conference on Electrical Stimulation-San Francisco 

1983 
First of the Biennial Conferences under the auspices of the Gordon Re-
search Conference 

1985 3M/House became the first FDA approved cochlear implant 

1988 Nucleus 22 became the first FDA approved multi-channel device 

2 Review of Speech Processing Strategies in Cochlear Implants 

In general the speech processing strategies are presented in Fig 1. An external unit, 
also known as the speech processor, consists of a digital signal processing (DSP) unit, 
a power amplifier, and an RF transmitter.  
 

 

Fig. 1. Architecture and functional block diagram of a modern cochlear implant 

Table 2 classifies signal processing used in modern cochlear implants. Most coch-
lear implants discard the fine structure and encode the coarse features only.  

Table 2. Classification for speech processing strategies in cochlear implants 

S pec tra l env e lope  +  
E xp lic it fea ture  

ex trac tion
S pec tra l f ine  structu re

T em poral f ine  
structu re

F 0 &  F 1  W S P -II
S P E A K  n  of  m , low  

ra te  N uc leus

C IS  N on -
sim ultaneous 

pu lsa tile  stim u lation 
C larion , M ed-E l, 

N uc leus

C om pressed  A nalog 
S im ultaneous 

stim u la tion

F 0 , F1  &  F 2  W S P  II

M ulti-peaks M P E A K

A C E  h igh-ra te  
N uc leus

P P S  &  M P S  P a rtia lly  
s im u ltaneous C la rion

S A S  B ipola r 
s im u ltaneous C la rion

V irtua l channels 
H a rm ony H iR es 90k 

C larion

F A M E  O P U S  F S P  
M ed-E l

S peech  P rocessing  S trateg ies
F ine  fea tu resC oarse  featu res

Tem pora l env elope  Im plic it fea tu re ex trac tion

 
 

In the Nucleus MPEAK strategy [5], showed in Fig 2, was added the first formant 
(F1) in the Nucleus WSP III processor and up to six spectral peaks. 
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Fig. 2. Block diagram of the signal processing involved in the MPEAK strategy 

In Continuous-interleaved-sampling (CIS) strategy the sound is first subject to a 
number of bandpass filters with the number being as few as 5 in the original CIS im-
plementation and as many as 20 in the Nucleus Freedom device [4]. Block diagram of 
the signal processing involved in the CIS strategy is shown in Fig.3. 

 

 

Fig. 3. Block diagram of the signal processing involved in the CIS strategy 

At present, signal processing focuses on how to encode spectral and temporal fine 
structure cues in cochlear implants. To encode the spectral fine structure, more inde-
pendent electrodes are needed. One way to encode the fine structure is to increase the 
electric stimulation carrier rate so that the temporal fine structure cue can be 
represented in the waveform domain, e.g., Med El’s FSP processor [2]. A second way 
is to extract frequency modulation from the temporal fine structure and then use it to 
frequency modulate the carrier rate [3]. A third way is to use multiple carriers to en-
code the fine frequency structure. The effectiveness of these new strategies has not 
been demonstrated in actual cochlear implant users. 
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3 The Cochlear Filter Banks 

3.1 Physical Hydrodynamics Fluid 3D - Model of Cochlear Filter Banks 

Many filter banks have been proposed based on different cochlea models [6, 7]. Here 
is presented the physical model of cochlear filter bank with proposed substantial inter-
filter feedback. The created physical model of cochlear filter banks is derived from a 
geometric model of cochlear. The shape of this model is simplified from the real spir-
al human cochlear to the stacked parallelepipeds separated by the basilar membrane 
(Fig. 4). 

Helicoterma 
z 

x B(x) 

Scala 
tympani 

Basilar 
membrane 

Round 
window 

W 

H 

Oval window 

L 

y

 
Fig. 4. The proposed shape simplified cochlear geometric model from the real spiral human 
cochlear to the stacked parallelepipeds separated by the basilar membrane 

First it is derived the equation of motion of the basilar membrane as point imped-
ances: 

                ( ) ( ) ( ) ( ) ( )xk
dt

dz
xr

dt

zd
xmxB0z,0y,xp2

2

2

++===− ,                     (1) 

where p is the pressure in the scalar vestibule; B - the effective breadth of the basilar 
membrane; m - the mass; r - the damping; k - the stiffness of the membrane sections. 

P(x,y,z) is the solutions of the Laplace equation with the simplifications of the hy-
drodynamics of the cochlear chamber, presented as incompressible fluid in inviscid 
flow within rigid walls:   

 ( ) dS
n

p
gz,y,xp

V


∂ ∂
∂= ,                                             (2) 

where ( )z,y,xp  is the integral is over the boundary V∂  of the enclosed volume. 

Using the Green’s functions: 
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is possible to define the effective breadth ( )xB  as 
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In Eq. (1) is used the first approximation. After these operations and space sampling 

along x at a rate of 
L

M

D

1 = , for a total of M filter sections, the equation of motion, 

(3) becomes: 
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where A=W.H is the cross-sectional area.  
Then sampling in time is applied. This permits to derive the following final equa-

tions for the physical filter banks model of cochlear: 
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It is seen from the above final equations for the physical filter banks model of coch-
lear, that filter bank consists of resonators with all-to-all inter-filter feedback with the 
sampling period T and the following coefficients: 
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The equations derived for the physical filter banks model of cochlear are proved in 
the time domain using the following physical properties of the average human  
cochlea: 

- A=0.01 cm2;  
- Bi tapers from 0.0075 cm at the oval window at a rate of 0.0012(cm/cm); 
- 105 filter sections span a frequency range from 187 Hz to 6 KHz; 
- the mass, m(x), damping, r(x) and stiffness, k(x) vary exponentially with x in such a 

way as to keep the quality factor constant: 
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const
r

mk
Q == ;                                    (9) 

- input signals are sampled at 13.3Khz; 
- the filter bank output is rectified, leakily integrated, compressed and decimated to  

1 KHz. 

It is seen from the equation of the physical filter banks cochlear model, that the filters 
are narrowband in the lower frequencies, and become increasingly broadband towards 
the higher frequencies. 

3.2 Physical Gammatone Linear Model of Cochlear Filter Banks  

There are also other physical models of cochlear filter banks, using linear models. The 
gammatone model of cochlear filter banks is one of these linear models and is based 
on human psychophysical data. The gammatone filters banks are the main part of the 
computational model of the proposed dual-resonance nonlinear type of filter banks. It 
is proposed to use banks or cascades of first-order gammatone filters: 

[ ] [ ] [ ] [ ] [ ]2iyb1iyb1ixaixaiy 2110 −⋅−−⋅−−⋅+⋅= ,                     (10) 

where [i] refers to the ith sample of the cochlear signals, x and y are the input and out-
put cochlear signals to or from the filter, respectively. 

The coefficients of first-order gammatone filters are calculated as follows: 

( ) ( )
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a 2211
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01 aa ⋅= α , α2b1 = , ( )φ2expb2 −= ,                                                 (12) 

where dt is the sampling period of the digital signal; 

dtf2 cπθ = , Bdt2πφ = , ( ) θφα cosexp−=  and ( )1j −= .                  (13) 

The gammatone filter has an impulse response of the form: 

)tf2cos()Bt2exp(kt)t(h c
)1n( ϕππ +−= − , for  0≥t                          (14) 

0)t(h =   for  0<t ,                                                                            (15) 

where n is the order of the gammatone filter; B - the gammatone filter bandwidth;  fc- 
the center frequency of the gammatone filter; w – the phase of the gammatone filter; 
k- the gain of the gammatone filter. 

After the described above gammatone filters banks, which are the main part of the 
computational model of the proposed dual-resonance nonlinear type of filter banks are 
included banks or cascades of second-order Butterworth lowpass filters: 

[ ] [ ] [ ] [ ] [ ] [ ]2iyE1iyD2ixC1ixC2ixCiy −⋅−−⋅−−⋅+−⋅⋅+⋅= ,               (16) 
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with coefficients: 

   θθ 2cotcot21

1
C

++
= , ( )θ2cot1C2D −= , ( )θθ 2cotcot21CE +−= ,  

dtfcπθ = ,                                                                (17) 

where fc is the 3-dB- down cut-off  frequency of the low-pass filter; dt - the sampling 
period of the digital signal. 

The model of the proposed dual-resonance nonlinear type of cochlear filter banks 
can be used as linear or nonlinear mode (Fig. 5). In the linear and non linear parts of 
dual-resonance nonlinear type of cochlear filter banks the gain g is implemented to 
the cochlear input x(i), respectively as follows to calculate the output y(i): 

))i(x|b),i(x|amin())i(x(sign)i(y

)i(gx)i(y

c=

=
,                                 (18) 

where a, b and c are the constants or parameters of the chosen piece wise non linear 
gain function. 

 

Fig. 5. The model of the dual-resonance nonlinear type of cochlear filter banks used as linear or 
nonlinear mode 

It can be concluded, that the main advantage of physical gammatone model of 
cochlear filter banks is that it is possible to defined this model as linear or non linear 
model of dual-resonance nonlinear type filters. The dual-resonance nonlinear model is 
a model in which there are no connections between the individual filter units. This 
means, that the distortion products generated in one dual-resonance nonlinear filter 
unit do not propagate to other units in the dual-resonance nonlinear filter banks. 

3.3 The Artificial Models of Cochlear Filter Banks 

The artificial models of cochlear filter banks are based not on the physical model of 
the cochlear, but on the signal processing methods and especially on the time-
frequency analysis and their application of a set of filter )t(wi : 
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where ( )ωg~  is the Fourier transform of )(tg and g is the norm of 

)t(g , given by  ( ) ( )dttgtgg *2
=                                 (23) 

If the following condition, defined from Gabor is satisfied: 
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1
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defined as a Gabor filter with the property 
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One other method is to treat the basilar membrane as divided into many “critical 
bands”, each of which can be modeled by an Equivalent Rectangular Bandwidth 
(ERB) with the following equation to calculate the bandwidth at a particular frequency: 






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1000

f37.4
7.24)f(ERB                                         (25) 

In this model of cochlear filter banks also are uses gammatone filters that are defined 
by the function: 

( ) ( )φπγ π += −− tf2coseatt c
bt21n

tone , (t>0),                                  (26) 

where b and n are the parameters used to control the order of the filter, the slope of 
the magnitude response  and are chosen such that the bandwidth is equal to 1.019 
times the Equivalent Rectangular Bandwidth (ERB). 

3.4 Method for Comparison of Cochlear Filter Banks Models 

To compare each of the filter banks model is possible to use the Schroeder’s masking 
curves, which can be introduce with an equation that accurately describes the re-
sponse of the ear to various frequencies.  To calculate this response, the input  
frequency is first converted to the bark scale according to the equation: 
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The following equation is used then to calculate the response curves at various  
frequencies: 

20.474)+(dz + 1*17.5 - 0.474)+(dz*7.5 + 15.81 =S                         (28) 

where dz is the difference between the center bark frequency and the bark frequency. 
 It is known, that the ear does not respond linearly to changes in level and 

when the level increases, the slope of the curves begins to flatten out. To satisfy this 
human ear characteristic a modified version of Schroeder’s equation exist: 

20.474)+(dz + 1*I)-(17.5 - 0.474)+(dz*7.5 + I)-(15.81 =S ,                 (29) 

where I is defined as: 96)/10 -  (Level10*5=I  
The above defined equations for the Schroeder’s masking curves are used to com-

pare each of the filter banks model calculating the error for each filter in the banks. 
Before calculating error it is necessary to apply a threshold to each filter response 
according to the equation: 

{ }Thresh,HmaxH = , 4-33.3) -(f_kHz *-0.6-0.8 (f_kHz)*10 +6.5e - (f_kHz)*3.64Thresh
2

=    (30) 

After that it is much easier to compare the filters, calculating the error by the follow-
ing equation: 

( )[ ]2
SiMi10i HHlogError −= ,                                          (31) 

where HM is the magnitude response of the filter;  HS - the magnitude response of the 
ear according to Schroeder; i - the filter number.  

The number of subbands can be chosen for example to be 25 in order to coincide 
with the bark scale.  The error is then presented in terms of both subband number and 
loudness for both filter banks.  The comparison of the different cochlear filter banks 
models is carried out from the condition, that if the error for a particular model is 
lower, this model outperforms the other model. 

4 Conclusion 

In this work are presented briefly the history, the presence and future in cochlear im-
plant area. Analysis made of the existing signal processing strategies leads to the con-
clusions of filter bank importance for the precision of the signal processing in the 
cochlear implant algorithms and practical implementations. It is presented a detailed 
description and critical comparison of the most useful types of cochlear filter banks  
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and as the results from the analysis is presented the following conclusions:  the physi-
cal models of cochlear as a filter bank describe direct form of the sound waves propa-
gation in inner human ear; these models are closed to the real human cochlear and the 
work of human hearing system as a very effective sound waves processing system for 
preparing the suitable nerve impulses sequences transmitting to the human brains; the 
main disadvantages of the physical models of cochlear as a filter bank are the necessi-
ty of solving the differential equations, the difficulty of concrete parameters values 
definition for basilar membrane characteristics and the need to transform of the results 
from physical models of cochlear filter bank in an appropriate form of known filter 
banks for signal processing; the other wide spread models of cochlear as a filter bank 
like Gamma tone filters, Gabor filters,   filter bank based on ERBs, etc. are not suffer 
from disadvantages of the physical models of cochlear as a filter bank, but are in prin-
ciple theoretical, artificial and mathematical representation or interpretation of the 
cochlear processing ability, which gives the uncertainty of their adequateness and the 
need to objective quantitative and subjective qualitative estimations. 

The important comparative inferences for the existing cochlear bank filter models 
listed above, conduct to the decision for future investigations in new cochlear implant 
model development and testing area, combining the realism of the physical cochlear 
filter bank models with the sound signal processing capabilities of the artificial coch-
lear filter bank models for implementation in cochlear implants prostheses. 

Acknowledgments. Research in the subject was recently commenced through a NIS 
TU-Sofia funded project, No: 121ПД 0063-07. 

References 

1. Ching, T.Y.C.: Guest Editor: Emerging Trends in Cochlear Implants, 11(58) (November 
2005) 

2. Hochmair, I., Nopp, P., Jolly, C., Schmidt, M., Schosser, H., Garnham, C., Anderson, I.: 
MED-EL Cochlear Implants: State of the Art and a Glimpse into the Future. Trends Am-
plif 10, 201–219 (2006) 

3. Nie, K., Stickney, G., Zeng, F.: Encoding Frequency Modulation to Improve Cochlear Im-
plant Performance in Noise. IEEE Trans. Biomed. Eng. 52, 64–73 (2005) 

4. Patrick, J.F., Busby, P.A., Gibson, P.J.: The Development of the Nucleus Freedom Cochlear 
Implant System. Trends Amplif. 10, 175–200 (2006) 

5. Skinner, M.W., Holden, L.K., Holden, T.A.: Performance of Postlinguistically Deaf Adults 
with the Wearable Speech Processor (WSP III) and Mini Speech Processor (MSP) of the 
Nucleus Multi-Electrode Cochlear Implant. Ear Hear 12, 3–22 (1991) 

6. Kates, J.M.: Accurate Tuning Curves in a Cochlear Model. IEEE Trans. Speech and Audio 
Processing 1(4), 453–462 (1993) 

7. Giguere, C., Woodland, P.C.: A Computational Model of the Auditory Periphery for Speech 
and Hearing Research. J. Acoust. Soc. Am. 95(1), 331–342 (1994) 
 



R. Kountchev & B. Iantovics (Eds.): Adv. in Intell. Anal. of Med. Data & Decis., SCI 473, pp. 179–187. 
DOI: 10.1007/978-3-319-00029-9_16                                     © Springer-Verlag Berlin Heidelberg 2013 

On Confidentially Connected-Free Graphs 

Mihai Talmaciu1, Elena Nechita1, and Barna Iantovics2 

1 “Vasile Alecsandri” University, Bacau, Romania 
2 “Petru Maior” University, Targu Mures, Romania 

{mtalmaciu,enechita}@ub.ro, ibarna@upm.ro 

Abstract. Graph theory provides algorithms and tools to handle models for 
important applications in biology and medicine, such as drug design, diagnosis, 
or visualization. This paper deals with some theoretical results concerning the 
relationship between two classes of graphs which may be susceptible of 
applications in medicine and intelligent systems. The class of Confidentially 
Connected-free graphs is introduced and related to the class of  Asteroidal 
Triple-free graphs, as well as to the graphs that have a star-cutset. We give a 
characterization of Confidentially Connected -free graphs using neighborhoods 
and weakly decomposition. 

Keywords: confidentially connected, CC-free graphs, AT-free graphs,  
asteroidal triple, star-cutset, weakly decomposition, recognition algorithm. 

1 Introduction 

During the last decades, numerous applications of graph models and techniques have 
been recorded in biology, environment, public health, and medicine. The study of 
complex networks (starting from bio-molecular and ending with social networks) 
makes use of important results in graph theory. This paper deals with some theoretical 
results concerning the relationship between two classes of graphs which may be  
susceptible of applications in medicine and intelligent systems. We started from  
the resemblance between the concepts "asteroidal triple" [15] and "confidential  
connectivity" [17]. 

In [6], the authors study the linearity property of the Asteroidal Triple-free (AT-
free) graphs, property that is also satisfied by the following classes: interval graphs, 
permutation graphs, and comparable graphs. AT-free graphs generalize the interval 
graphs and permutation graphs, which are comparable with respect to linearity. 

Interval graphs (extensively presented in [12]) appear in models related to real life 
situations that imply time dependencies or other linear restrictions. Such graphs arise 
in archeology, molecular biology, genetics, sociology. In [5], some mathematical 
models of population biology use interval graphs. Recent applications have been 
found in protein sequencing [14], DNA mapping [19], and macro substitution [10]. 
Other applications, on various complex optimization problems, are presented in  
[3, 13, 16]. 
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While Dirac [9] gives a theoretical characterization of triangulated graphs, Fulker-
son and Gross [11] give a characterization with algorithms of triangulated graphs. For 
the recognition of weakly triangulated graphs, Berry, Bordat and Heggernes [2] ex-
tended the characterization presented in [15] by Lekkerkerker and Boland. Using this 
result and weakly decomposition [17] to recognize the triangulated graphs, we studied 
the relationships between triangulated, interval and Confidentially Connected-free 
(CC-free) graphs. Other important results in this paper refer to the link between CC-
free graphs and AT-free graphs, CC-free graphs and the "star-cutset" concept. 

The content of the paper is organized as follows. In Preliminaries, we give the 
usual terminology in graph theory. In Section 3 we establish the relationship between 
CC-free graphs and AT-free graphs. Section 4 gives a characterization of the CC-free 
graphs using neighborhoods. In Section 5 we show that the class of CC-free graphs is 
equivalent to the class of graphs with star-cutset. In Section 6 we remind the weakly 
decomposition, give a new characterization of CC-free graphs using this decomposi-
tion and a recognition algorithm for CC-free graphs. Ideas for future work conclude 
the paper. 

2 Preliminaries 

Throughout this paper, )E,V(=G  is a connected, finite and undirected graph [1], 

without loops and multiple edges, having )G(V=V  as the vertex set and )G(E=E  

as the set of edges. G  is the complement of G . If VU ⊆ , by )U(G  we denote the 

subgraph of G  induced by U . By XG −  we mean the subgraph )XV(G − , 

whenever VX ⊆ , but we simply write vG − , when }v{=X . If xy=e  is an edge 

of a graph G , then x  and y  are adjacent, while x  and e  are incident, as are y  and 

e . If Exy ∈ , we also use yx ∼ , and x≁y whenever y,x  are not adjacent in G . If 

VB,A ⊂  are disjoint and Eab ∈  for every Aa ∈  and Bb ∈ , we say that B,A  are 

totally adjacent and we denote by A∼B, while by A≁B we mean that no edge of G  
joins some vertex of A  to a vertex from B  and, in this case, we say A  and B  are 
non-adjacent. 

The neighborhood of the vertex Vv ∈  is the set }Euv:Vu{=)v(NG ∈∈ , while 

}v{)v(N=]v[N GG ∪ ; we denote )v(N  and ]v[N , when G  appears clearly from 

the context. The degree of v  in G  is )v(N=)v(d GG . The neighborhood of the 

vertex v  in the complement of G  will be denoted by )v(N . 

The neighborhood of VS ⊂  is the set S)v(N=)S(N Sv −∪ ∈  and 

)S(NS=]S[N ∪ . A graph is complete if every pair of distinct vertices is adjacent.  

By nP , nC , nK  we mean a chordless path on 3n ≥  vertices, a chordless cycle on 

3n ≥  vertices, and a complete graph on 1n ≥  vertices, respectively. 
Let F denote a family of graphs. A graph G  is called F-free if none of its 

subgraphs are in F.  
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The Zykov sum of the graphs 21 G,G  is the graph 21 GG=G +  having: 

                        )G(V)G(V=)G(V 21 ∪ , 

)}G(Vv),G(Vu:uv{)G(E)G(E=)G(E 2121 ∈∈∪∪ . 

3 The Relationship between CC-Free Graphs and AT-Free 
Graphs 

In a network, the communication is said to be "confidential" if a message can be 
passed between any two vertices, without being intercepted by a third vertex. In the 
language of graph theory, this property stands for confidential connectivity. 

At first, we recall the notions of weakly component and weakly decomposition. 

Definition 1. ([17],[7],[8]) A graph )E,V(=G  with at least three vertices is called 

confidentially connected if 3V)c,b,a( ∈∀  three distinct vertices, there exists P  an 

b,a -path in G  such that }b,a{)P(V]c[N ⊆∩ . 

Definition 2.  A graph )E,V(=G , where every induced subgraph H  of G  does not 

have the confidential connectivity property is called CC -free. 

Definition 3. ([6])  Three vertices in a graph determine an asteroidal triple if every 
two of them are joined through a path, avoiding the neighborhood of the third. 

Definition 4. ([6])  A graph is called AT -free if does not contain any asteroidal 
triple. 

Remark 1.  In an asteroidal triple, every two vertices are joined by a path whose 
intersection with the neighborhood of any other third vertex is empty, that is 

3V)c,b,a( ∈∀ : φ=)P(V]c[N ab∩ . 

The confidential connectivity property can be translated as follows: every two vertices 
are joined by a path whose intersection with the neighborhood of any other third 
vertex is either empty or an extremity or both extremities of the path, that is 

3V)c,b,a( ∈∀ : }b,a{)P(V]c[N ab ⊆∩ . 

Remark 2.  Every graph with the property that any three of its vertices form an 
asteroidal triple is confidentially connected. 

Remark 3. A confidentially connected graph with the property that the extremities of 
every path do not intersect the neighborhood of any other third vertex, called in what 
follows strongly  CC  is a graph where every three vertices form an asteroidal triple. 

In what follows we establish the relationship between interval, triangulated and CC-
free graphs. 
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Definition 5.  A graph is called interval  graph  if its vertices can by put in a one-to-

one correspondence with a set of intervals on the real line such that two vertices are 
adjacent if and only if they correspond to non-disjoint intervals. 

Definition 6.  A graph is chordal if each of its cycles of four or more nodes has a 
chord, which is an edge joining two nodes that are not adjacent in the cycle. 

Theorem 1.  A graph is an interval graph if and only if it is chordal and strongly CC-
free. 

Proof. In [15] Lekkerkerker and Boland demonstrated that a graph is an interval graph 
if and only if it is chordal and asteroidal triple-free. The conclusion of theorem 1 
follows considering remarks 2 and 3. 

4 Characterization of CC-Free Graphs Using Neighborhoods 

The following result is true for CC -free graphs. 
Some similar results are stated in [7], but for confidentially connected graphs. 

Theorem 2.  Let )E,V(=G  be a connected and non-complete graph, with at least 

three vertices. Then G  is CC -free if and only if 

(i) Vv ∈∃  such that G)]v(N[  is non-connected 

or 

(ii) Vv ∈∃  such that )v(N=))v(N(N / . 

Proof. Let G  be CC-free. Then cba ,,∃  such that abP∀ : φ=},{][)( /−∩ bacNabPV . 

If )c(Nb,a ∈  then G)]c(N[  is non-connected. 

Let {0,1}|)c(N}b,a{| ∈∩ . We denote aa =′  for )c(Na ∈  or 

)c(N)a(Nx=a ∩∈′ , for )c(Na ∈ . Also, we denote b=b′  for )c(Nb∈  or 

)c(N)b(Ny=b ∩∈′ , for )c(Nb∈ . In G)]c(N[  there is not path between a′  and 

b′ , therefore G)]c(N[  is not connected, so (i) holds. 

Let G  be CC-free again. If for every Vv ∈  we have that for every x  neighbor of 

v , there exists a non-neighbor y  ( ))v(Ny ∈ ), then there exists a path xyP  such that 

}y,x{)P(V]v[N xy ⊆∩ . This means that G  is not CC -free, so (ii) holds. 

Let G)]v(N[  not connected, for a given v  . In Definition 1, considering a  and b  

in different connected components of G)]v(N[  and v=c  we obtain that every ab -

path (which exists because G  is connected) either contains c  or has as interior vertex 
a neighbor of c , therefore G  is CC -free. Suppose that )v(Nw∈∃  such that 

φ=)()( vNwN ∩ . Taking w=a , any b  in )v(N  and v=c , we have that abP∀ : 

φ=}b,a{]c[N)P(V ab /−∩ , so G  is CC -free. 
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5 CC-Free Graphs and Star-Cutset 

Let )E,V(=G  be a connected graph. A non-empty set of vertices T  is called star -

cutset  (Chvatal [4]) if TG −  is not connected and there exists a vertex v  in T  that 
is adjacent to any other vertex in T . 

Some similar results are stated in [8], but for confidentially connected graphs. 
The following result is true for CC-free graphs. 

Theorem 3.  Graph G  is CC -free if and only if G  has a star-cutset. 

Proof. Let G  CC-free. We prove that G  has a star-cutset. If G  is CC-free,  
then )G(Vv ∈∃ , }v{)G(Vy,x −∈∃  such that xyP∀  in vG − : 

φ=}y,x{]v[N)P(V Gxy /−∩ . Let ∪}v{=T  G din y la x la de drum xyP
∪  

)P(V]v[N xyG ∩ . From this construction it follows that )v(N}v{T G⊂−  and in 

TG −  the vertices x  and y  are in differrent connected components. So T  is a star-

cutset. 
Let G  a graph with a star-cutset. We prove that G  is CC-free. Let )G(VT ⊂ , T  

a star-cutset. Then )G(Vv ∈∃  such that )G(Evx∈ , }v{Tx −∈∀  and TG −  is not 

connected. Let 1C , 2C  two connected components of TG − . Therefore Tv ∈∃ , 

1Cx ∈∃ , 2Cy ∈∃  such that xyP∀ : φ=}y,x{]v[N)P(V Gxy /−∩ , so G  is CC-free. 

6 A New Characterization of CC-Free Graphs Using the 
Weakly Decomposition 

The notion of weakly decomposition (a partition of the set of vertices in three classes 
A , B , C  such that A  induces a connected graph and C  is totally adjacent to B  

and totally non-adjacent to A ) and the study of its properties allow us to obtain 
several important results such as: characterization of cographs, 1,3K -free graphs, 

}C,P{ 44 -free and paw-free graphs. 

Definition 7. ([17], [18])  A set )G(VA ⊂  is called a weakly set of the graph G  if 

A)G(V=)A(NG −/  and )A(G  is connected. If A  is a weakly set, maximal with 

respect to set inclusion, then )A(G  is called a weakly component. For simplicity, the 

weakly component )A(G  will be denoted with A . 

Definition 8. ([17]) Let )E,V(=G  be a connected and non-complete graph. If A  is 

a weakly set, then the partition )}A(NAV),A(N,A{ ∪−  is called a weakly 

decomposition of G  with respect to A . 

Below we remind a characterization of the weakly decomposition of a graph.  
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The name of "weakly component" is justified by the following result. 

Theorem 4. ([17], [18] Every connected and non-complete graph )E,V(=G  admits 

a weakly component A  such that ))A(N(G))A(N(G=)AV(G +− . 

Theorem 5. ([17], [18])  Let (G=(V,E) be a connected and non-complete graph and 
VA ⊂ . Then A  is a weakly component of G  if and only if )A(G  is connected and 

)A(N~)A(N .  

The next result, that follows from Theorem 5, ensures the existence of a weakly 
decomposition in a connected and non-complete graph. 

Corollary 1. If )E,V(=G  is a connected and non-complete graph, then V  admits a 

weakly decomposition  )C,B,A( , such that )A(G  is a weakly component and 

)C(G)B(G=)AV(G +− . 

Theorem 5 provides an )mn(O +  algorithm for building a weakly decomposition for 

a non-complete and connected graph. 

Algorithm for the weakly decomposition of a graph ([17], [18])  
Input: A connected graph with at least two nonadjacent vertices, )E,V(=G .  

Output: A partition )R,N,A(=V  such that )A(G  is connected, 

)A(N=N , A≁ )A(NR = .  

    begin   

       A  := any set of vertices such that V=)A(NA /∪   

       )A(N:=N   

       )A(NAV:=R ∪−   

       while  ( Nn ∈∃ , Rr ∈∃  such that Enr ∈/  ) do   

          begin   

            }n{A:=A ∪   

            )R)n(N(})n{N(:=N ∩∪−   

           )R)n(N(R:=R ∩−   

    end  
end   
 

A new characterization of CC-free graphs, using weakly decomposition, is given 
below. Some similar results are stated in [17], but for confidentially connected graphs. 

Theorem 6.  A connected and non-complete graph )E,V(=G  is CC -free if and 

only if )G(Vv ∈∃  such that )v(N  is not a weakly component. 
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Proof. Let G  a CC-free graphs. Then )G(Vv ∈∃  such that G)]v(N[  is not 

connected. Therefore, G)]v(N[  is not the weakly component. Also, from G  CC -

free it follows that there exists )G(Vw,v ∈  with )G(Evw∈  and )v(N)w(N ⊆ . 

Furthermore, )w(N)v(N ⊆ , but this situation is not specific for weakly components 

because these are maximal with respect to inclusion, so they are not comparable. In 

both situations, )G(Vv ∈∃  so that G)]v(N[  is not a weakly component. 

Suppose that )G(Vv ∈∃  such that G)]v(N[  is not a weakly component. If G  

would be confidentially connected, then for any v  in )G(V  the following hold: 

))v(N(N=)v(N , }v{=))v(N(N  and )v(N~}v{ . So ))v(N(N~))v(N(N . 

Because G)]v(N[  is connected, it follows that G)]v(N[  is a weakly component. 

Theorem 6 provides the following recognition algorithm for CC-free graphs. 
 
 Algorithm Recognition   
Input: A connected, non-complete graph )E,V(=G .  

Output: An answer to the question: "Is G  CC-free?”  
begin  
    1. Generate GL , the family of the weakly components of G  as follows:  

       ∅←GL   

       while  ∅/=V  do   
          determine the weakly component A  with the weakly decomposition  
          algorithm  
          }A{LL GG ∪←   

          AVV −←   

    2. Determine )v(N G , Vv ∈∀   

    3. If  GLA∈∃  such that )v(N=A G/ , Vv ∈∀   

           then  Return : " G  is CC-free"  
       else   
          then  Return : " G  is not CC-free"  
end   
EndRecognition  
 

As Theorem 5 provides an )mn(O +  algorithm for building a weakly decomposition 

for a non-complete and connected graph, it follows that step 1 of the algorithm above 
is ))mn(n(O +⋅ . Because steps 2 and 3 perform in smaller time, it follows that the 

complexity of the recognition algorithm for CC-free graphs is ))mn(n(O +⋅ . 
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7 Conclusions and Future Work 

In this paper we introduced the class of CC -free graphs and established its relation 
with the AT -free graphs, as well as with the graphs that have a star-cutset. We gave a 
characterization of these graphs using neighborhoods and weakly decomposition. Our 
future work concerns to give some applications of CC -free graphs including the 
medicine. Also we will explore the connection of the CC-free graphs with the 
intelligent systems. 
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Route Search Algorithm in Timetable Graphs  
and Extension for Block Agents 
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Abstract. This paper describes an algorithm that determines routes using three 
graphs: the railway graph, the train timetable graph and the summary timetable 
graph. The search in the timetable graphs is guided by a subgraph of the railway 
graph, which is defined by the nodes that form an ellipse around the minimum 
distance path from departure to arrival. We also present some performance 
evaluations of our proposed algorithm. Finally we describe an extension of this 
algorithm that can be used in conjunction with block agents to find routes in 
large timetable graphs, and some applications for medical domain. 

Keywords: timetable graph, maximum allowed distance, bridges in graph, 
block agents.  

1 Introduction 

The problem of determining optimum path in timetable graphs has been intensively 
studied during the last ten years, both from theoretical and practical point of view. 
This problem is important especially if we want to plan trips using the public trans-
portation system (trains, buses, airplanes etc). All the approaches are based on sup-
plementary data structures which are used to speedup the route search. The speedup is 
important because the server must be able to solve numerous queries simultaneously. 

One approach to speedup the search uses multi-level graphs [9]. Precomputed 
shortest paths are replaced by single edges whose weights are the cost of the corres-
ponding paths. The paper introduces the concept of multi-level decomposition. 

Another approach models the timetable information using some heuristics to spee-
dup the implementation [6]. The authors exhibit important extensions of the time-
dependent approach to model the earliest arrival and minimum number of transfer 
problems. 

An overview of known models and efficient algorithms for optimal solving the 
timetable information problem has been given [5]. A comparison between time-
dependent and time-expanded approaches has been made in order to evaluate their 
relative performance [7]. 

Some authors considered the planning route problem using timetable information, 
taking into account the presence of delays [4]. 

The SHARC approach [1] uses contraction, that is, iteratively removal of non-
important nodes, plus edges addition to preserve correct costs between remaining 
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nodes. It is a fast unidirectional algorithm, which is advantageous for timetable graphs 
where bidirectional search is not allowed. 

New reviews of all known algorithms in this field have been made [2], and the al-
gorithms have been evaluated using large, real data sets that are publicly available. 

This paper is structured as follows. Section 2 introduces some basic notions which 
will be used throughout the paper: railway graph, bridges and blocks in graph, timeta-
ble graph. Section 3 describes in detail our contribution to solve the route search prob-
lem in timetable graphs. Section 4 presents some experiments based on our approach. 
Section 5 shows how our approach can be extended to distribute the route search 
problem in large timetable graphs, using block agents. Section 6 presents some possi-
ble applications of our algorithms in medical domain. The last section is reserved for 
conclusions and discussions about future work. 

Our approach is based on three graphs: the railway graph, the original timetable 
graph and the summary timetable graph. First, we delimit the search space in the rail-
way graph, that is, which are the stations that can be taken into account when search-
ing routes from departure to arrival. Second, we use the summary graph to identify 
which trains are valid for our planned route. The original timetable graph is used only 
in some few special cases, if departure and / or arrival station is not in the summary 
graph. 

2 Preliminaries 

Railway graphs. A railway graph G = (V, E) is symmetric and weighted: each edge 
(v,w) has a cost c(v,w) > 0. We assume the graph G is connected, that is, there is a path 
from any vertex v to any other vertex w. The cost of a path P = v1,…,vk is the sum of 
the cost of all its edges: 

 
=

−=
k

2i
i1i )v,v(c)P(c  (1) 

P* = s,…,t is a shortest path from s to t if there is no other path P’ such that c(P*) > 
c(P’). 

Bridges in Graphs. A bridge is an edge whose deletion will disconnect the graph [10]. 
A block is a maximal subgraph that doesn’t contain bridges, that is, every new edge 
we can add to this subgraph is a bridge. 

Timetable Graphs. Two basic models for timetable information have been used 
throughout the above mentioned papers. The time-dependent model uses one node for 
each station, and every connection by train between two neighbor stations has a cor-
responding arc. The time-expanded model uses one node for each event (departure 
from / arrival in station), and an arc between two nodes depicts the train route. We 
used the time-expanded model due to its versatility, especially because transfers are 
easily managed. 
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Fig. 1. Partial timetable subgraph, the time-expanded model 

Let us examine Figure 1, which depicts the time-expanded model using a partial 
timetable subgraph. The train T1 starts from station StA at 8:00, arrives in station StB 
at 8:15, departs at 8:20 and arrives in station StC at 8:30. The train T2 passes through 
stations StD, StB and StE. If we want to travel from StA to StE, we will take the train 
T1 from StA to StB, then we will wait for the train T2 to continue the travel. 

A timetable graph GT = (VT, AT) is directed (not symmetric). Each vertex vT is a 
triplet (s,t,h) where s is a railway station, t is a train and h is a time moment. An arc 
(vT,wT) may denote : 

- train passing from one station to the next station, if s(vT) ≠ s(wT) and t(vT) = t(wT) 
(two distinct stations, the same train); 

- train halt in a station if s(vT) = s(wT) and t(vT) = t(wT) (the same station, the same 
train); 

- transfer possibility, if the traveler may gets off in a station to take another train 
(distinct trains). 

The arcs of first two types are marked with continuous links, and the arcs of third type 
are marked with dashed links. In order to simplify the computations, the field t takes 
integer values from 0 (for 0:00) to 1439 (for 23:59). 

Let us denote by tim the cost function which is defined as follows: 

 if (vT,wT) ∈ AT then tim(vT,wT) = (h(wT) – h(vT) + 1440) modulo 1440 (2) 

tim(vT,wT) may be the time needed to cover the route from s(vT) to s(wT) (different 
stations), or the waiting time in that station. 

There are many solutions to build the timetable graph, if we are talking about how 
to model the transfers. One solution is to connect each arrival vertex to each departure 
vertex (Fig 2.a). Another solution is to connect in a ring all the vertices that are re-
lated to the same station; the vertices are ordered by time. The last vertex is linked to 
the first vertex, to allow night transfers [2] [4] [5] [7] [9]. 

We used a slightly different solution (Fig. 2.b). The arrival vertex is connected to 
the nearest departure vertex, and the ring contains only departure vertices. This solu-
tion allows us to manage easily the transfers, especially if we want to count them, to 
limit their number, to impose minimum transfer time. 



192 I. Cozac 

                                   
                               a                   b 

Fig. 2. How to model the transfers: a) from each arrival point to each departure point; b) build-
ing a ring with departure points 

Suppose k arrival vertices and k departure vertices are related to a particular sta-
tion. Using the solution depicted in Figure 2.a), the number of auxiliary arcs is k2. 
Using the solution depicted in Figure 2.b), the number of auxiliary arcs is k. 

Block agents [11] [7]. A block agent is a virtual entity that has the following  
properties: 

- autonomy : block agents operate their subproblems without direct intervention of 
other agents or human; 

- social ability : block agents interact with other agents by sending messages to 
communicate consistent partial states; 

- proactivity : block agents perceive their environment and changes in it; they can 
extend new partial consistent states to more complete consistent states. 

3 Route Search Algorithm 

3.1 How to Generate the Summary Timetable Graph 

Our search algorithm uses the railway graph and two timetable graphs. The first time-
table graph depicts only the routes of all trains and nothing else. 

If a train starts from station s, or station s has at least three neighbors, then s is set 
as important. The reason is that the station s may be used to take another train to con-
tinue the travel. The second timetable graph depicts a summary of the first timetable, 
such that every arc links vertices which are related to important stations. This graph 
includes also rings which are related to important stations. 

The built of the summary timetable graph takes about O(n log n) time, due to some 
sort and search operations, where n = |VT|. 

3.2 Effective Route Search Algorithm 

Let dp be the departure station and ar the arrival station. We have to determine as 
many as possible optimum routes from dp to ar. We should define what an optimum  
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route is. Let us consider the station dp and departure time h; we have to determine a 
route in such a way that we arrive in station ar the earliest possible moment. In other 
words, we solve the earliest arrival problem [2, 4, 5, 6, 7, 9]. 

The summary timetable graph is used to accelerate the search process, by examin-
ing only vertices that are related to important stations. What should we do if dp, ar or 
both are not important? 

If dp is not an important station, we start the search from the departure vertex using 
the original timetable graph. The start vertex is related to the station dp and its time is 
h. The search stops when the first important station is reached. If the next vertex ex-
ists, it is of departure type and is related to the same important station. If the search 
reaches the arrival station, the algorithm returns the path to this vertex. If the search 
reaches the end of the train route, the algorithm must search for a departure vertex 
which is related to the end station. 

If dp is not an important station, the first phase of the algorithm may either return 
the found path or a departure vertex which is related to an important station. 

The destination station ar may also be important or unimportant. No matter the 
type of ar, we assign to each train a pointer to the first arrival vertex which is related 
to ar, if such vertex exists in the train route. 

Now we have a departure vertex which is related to an important station, so we can 
use only the summary timetable graph. A variant of Dijkstra’s algorithm [3] is used to 
determine optimum routes in this graph. Every time the search algorithm detects a 
new train, it checks if this train passes through the arrival station. If this is the case we 
may insert the arrival vertex in the priority queue and continue the search, or we may 
simply return the path to it. 

 

 

Fig. 3. Optimum versus non optimum path from StA to StC 

Let us examine Figure 3 to analyze a particular case. When the algorithm starts, 
the arrival vertex (time 7:45) is detected on the route of the start train. If this vertex is 
inserted in the priority queue and the algorithm continues, another arrival vertex will 
be reached, which gives the best arrival time (7:35). The direct route is not optimum, 
but it doesn’t need any transfer. 
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Fig. 4. Determining optimum route from StA to StD with imposed transfer time 

Important Remark. Using rings to connect departure vertices may cause troubles 
when we are searching for routes with imposed minimum transfer time. Let us ex-
amine the figure 4, which depicts a critical case in station StC, assuming the waiting 
time is imposed to be at least 3 minutes. According to the algorithm of Dijkstra, the 
vertices are extracted from the priority queue in this order: v1, v2, v3, v4, v5, v7, v6, v8, 
v9, etc. When v6 is extracted, the successor v9 is entered in the priority queue with its 
settings (cost of the route from departure etc). The waiting time is 2 minutes, which is 
not acceptable. So we have to find another predecessor for v9, if such predecessor 
exists. In this case, a better predecessor is v4, which has been extracted before. If such 
predecessor doesn’t exist, we have to consider the next departure vertex which will 
replace the vertex v9 in the current path. 

We need to use a supplementary list of vertices, which is assigned to each impor-
tant station we traverse. This list contains all the arrival vertices which are detected by 
the search algorithm. When we traverse the ring, this list must also be scanned to link 
a departure vertex from the best previous arrival vertex, such that the imposed condi-
tions are fulfilled. 

This problem does not appear if we are using the method which has been depicted 
in Fig. 2.a). But that method has another disadvantage: it consumes too much memory 
and is slower. 

3.3 How to Improve the Search Algorithm 

This algorithm may have a large search space if stations dp and ar are far away from 
each other and there is no direct train to connect them, so the response time may not 
be acceptable. We know that, using the algorithm of Dijkstra, the search will span a 
disk around the departure vertex until the destination is reached. 

The difficulty of search process is considered using our experimental data. A 
route is difficult if the search algorithm spans more than quarter the number of arcs. 

In order to reduce the search space, we used the following idea (see Fig. 5). 
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Fig. 5. Determining an ellipse around the minimum cost path 

We determine a minimum cost path from dp to ar in the railway graph. We also 
determine a subgraph which includes the found path and each vertex z fulfills the 
following condition: 

 dist(dp,z) + dist(z,ar) ≤ f ⋅ dist(dp,ar)  (3) 

where dist(x,y) is the cost of the shortest path from x to y (the cost is computed over 
the railway graph), and f >1 is a convenient chosen parameter (see Experiments). This 
subgraph will define an ellipse around the minimum cost path and will be used as 
search space. The value f ⋅ dist(dp,ar) is the maximum allowed distance for any route 
we are searching. 

The search space may have some fragments that will never be used by any route 
from dp to ar (see dashed lines in Fig. 5). These fragments are identified using 
bridges and blocks in the ellipse subgraph. First, we determine the blocks that include 
the arcs of the shortest path; we may have one block (left) or many blocks (two blocks 
and one bridge, right). The arcs that don’t belong to any of these blocks are dropped. 

The usage of this method is motivated by the fact that the railway graph is much 
lower than the timetable graph (see Experiments). The search space is reduced once, 
before starting any route search, and every route search will span a disk slice. 

4 Experiments 

We implemented our algorithms in ANSI C and compiled them using GNU C Compi-
ler version 4.1.0 on an AMD Athlon processor at 1.4 GHz with 2 GB of RAM run-
ning Linux Red-Hat 4.1.0-3. 

We dealt with the whole Romanian timetable, valid for year 2011, which includes 
international trains that pass through Romania. The railway graph has 2250 vertices 
(250 vertices correspond to important stations) and 5150 arcs, the timetable graph has 
58300 vertices and 56150 arcs, and the auxiliary graph has 20850 vertices and 33450 
arcs. All these data structures need about 1.8 MB to be stored. 

The summary timetable graph is generated in about one second. If the routes or the 
timetables of some particular trains are changed, the original timetable graph is  
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updated and the summary timetable graph is rebuilt. Whenever the timetable is 
changed, the railway graph is updated such that it keeps only those links which are 
traversed by trains. 

We queried for the following groups of routes: 

- from Bucuresti-Nord to Tirgu-Mures and return; 
- from Bucuresti-Nord to Botosani and return; 
- from Suceava to Tirgu-Mures and return; 
- random departure and arrival. 

We chose routes from and to Bucuresti-Nord because it is the most important Roma-
nian station, and has assigned the maximum number of departures and arrivals. We 
also chose random routes to estimate the general performance of our proposed  
algorithm. 

The parameter f, which is used to determine an ellipse around the minimum dis-
tance path (to limit the search space), has been set to 1.60. This value has been deter-
mined by examining some sinuous routes between Romanian stations. One such route 
is between Suceava and Tirgu-Mures, which gives three distinct rail paths having 
distances 365 km, 450 km and 532 km respectively. The ratio between the longest and 
the shortest path is 1.45. The value of f has been increased for safety reasons. 

Our railway graph is denser inside Romania than outside. The reason to consider 
only Romanian stations (the dense part) is that, given a particular pair (dp,ar) whose 
shortest distance is d, the following condition is fulfilled: 

 (d f + e) / (d + e) < f,  for any supplementary distance e > 0 (4) 

So this value of f covers well almost all routes. It is possible, even though very unlike-
ly, that some routes may not be optimal. That is, there may be another route whose 
distance is greater than the found one, but the travel time is lower. To prevent such 
cases, an exhaustive method could be used to check routes between any two important 
stations. This method will imply 62500 queries, and assuming 0.4 seconds on average 
for one query, this action could take about 7 hours. We may also determine different 
values for distinct departure stations, to obtain better space reduction. This solution 
should be improved to eliminate unnecessary queries, for example considering the 
railway topology. 

The first column of Table 1 below shows: departure station, arrival station, mini-
mum and maximum distance for found routes, number of departure vertices. The 
second column shows: total response time, averaged response time. The total response 
time is measured from the point of query reception to the point of answer completing. 
The averaged response time is computed as ratio between total response time and 
number of departure vertices. 

The third column shows the total number of spanned arcs for two cases: with and 
without space reduction, the unproductive searches being included (see remark  
below). All these tests used the same triplet: railway graph, original timetable  
graph, summary timetable graph. The number of spanned arcs depends heavily on the 
topology of the railway net, which is not uniformly dense. 
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Table 1. Performance evaluation (samples) 

Routes Response time Spanned arcs 
Bucuresti-Nord -- Tirgu-Mures 

distances : 449 km / 612 km 
109 departure vertices 

total : 0.356 seconds 
per dep vtx : 0.0033 sec 

48000 / 
185000 

Tirgu-Mures -- Bucuresti-Nord 
distances : 449 km / 612 km 

19 departure vertices 

total : 0.035 seconds 
per dep vtx : 0.0018 sec 

3200 / 
8000 

Bucuresti-Nord -- Botosani 
distance : 477 km 

109 departure vertices 

total : 0.181 seconds 
per dep vtx : 0.0017 sec 

24000 / 
280000 

Botosani -- Bucuresti-Nord 
distance : 477 km 

8 departure vertices 

total : 0.018 sec 
per dep vtx : 0.0023 sec 

1500 / 
2500 

Suceava – Tirgu-Mures 
distances : 365 km / 532 km 

61 departure vertices 

total : 0.078 sec 
per dep vtx : 0.0013 sec 

16500 / 
96000 

Tirgu-Mures -- Suceava 
distances : 365 km / 532 km 

19 departure vertices 

total : 0.032 sec 
per dep vtx : 0.0017 sec 

2400 / 
12000 

In order to estimate the general performance of our proposed algorithm, we gener-
ated 10000 random queries. The estimation gives the following results: 400 seconds 
to answer all 10000 queries for 125000 total departure vertices. The averaged  
response time is 0.04 seconds per query, and 0.0032 seconds per departure vertex. 

Generally speaking, the total response time depends on the number of departure 
vertices, the number of necessary transfers and the size of the ellipse graph which is 
built using the maximum allowed distance criterion. 

It is important to say that the end user is interested about the total response time: he 
receives several variants of which he can choose. It is also important for us to know 
the averaged response time (per departure vertex) to evaluate the efficiency of the 
algorithm. 

Remark. In order to find routes from departure to arrival, the application starts a new 
search from each departure vertex. Some of these vertices are not productive, that is, 
they will not give any route to destination. But the time consumed with these unpro-
ductive nodes is taken into account to measure the response time (total and averaged). 

If we don’t use any speedup technique (that is, the original timetable graph is ex-
tended with supplementary arcs to solve the transfers, so the summary timetable graph 
is not used), the total response time may be up to 15 times slower. The coefficient is 
lower if direct trains connect departure and arrival, and higher if three or more trains 
are needed to cover the route. 

The auxiliary graph has been built using rings to connect departure vertices which 
are assigned to the same important station (see Fig. 2.b). This solution uses low  
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volume of memory to store this data structure. Another possible technique could be to 
connect each arrival vertex to each departure vertex (see Fig. 2.a), if the related  
station is important. Using this technique, the auxiliary graph could have 110000 arcs, 
and the response time may be three times slower. These estimations are valid for our 
timetable. If the timetable is higher, the number of arcs and the response time will be 
higher; the increase factor is worse than linear. 

5 Extension for Block Agents 

The above solution may be successfully used for medium timetable graphs, for exam-
ple, if the timetable stores information about a particular country, including its inter-
national trains. This solution may not be well suited for continental timetables, due to 
the following reasons: 

- searching for routes traversing two or more countries may take long time to be 
completed, if three or more trains are needed to cover the route; 

- updating the timetable is a time consuming task. 

To surpass these difficulties, we propose a solution based on block agents. We didn’t 
find any paper that tackles the subject of finding routes in timetable graphs using 
block agents. The only paper that tackles a close related subject is, to our knowledge, 
the work of Salido et al [8], which discusses about how to design a new timetable 
using constraint satisfactions. 

Now let us depict our proposed solution. Every country uses its own graphs (one 
railway graph and two timetable graphs), which are managed by its own block agent. 
The timetable graphs include the trains that traverse this country, including the inter-
national ones. If both departure and arrival are known, the above solution may be 
successfully used without any auxiliary tools. 

To solve the general problem, we introduce two new block agents. The first agent 
(let us denote it by CRA - central railway agent) manages the continental railway 
graph. The second agent (denoted as CTA - central timetable agent) manages a sub-
graph of the continental timetable graph which is built as following. Each agent who 
is related to a particular country identifies al the trains that are needed to cover routes 
between any two distinct frontier stations. The timetable of these trains is sent to 
CTA, which will build the needed timetable subgraph. The agent CRA receives also 
the list of stations that are managed by CTA. The central agent CTA will manage the 
summary timetable graph only, which includes the important stations of the continent. 

Now we are able to find routes between any two stations, which are located in dif-
ferent countries. The agent CRA receives a query to identify the ellipse around the 
minimum distance path and identifies the countries that are covered by this ellipse. It 
also identifies some important intermediate stations: one set of stations for the depar-
ture country and another set of stations for the arrival country (Fig. 6). Three queries 
are sent to three different agents. 
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Fig. 6. Determining a route that traverses more than two countries and needs cooperation 
among agents 

The first query is addressed to the agent who has knowledge about the departure 
station. This agent will determine the first list of routes: if the departure station is not 
in the list of the agent CTA, it determines trains from departure to the nearest stations 
that may be managed by CTA (see dashed links). If the departure station is managed 
by CTA, the first query is not needed. 

The second query is addressed to the agent CTA, which will determine the list of 
routes between departure country and arrival country (see continuous links). This step 
is always necessary if the departure country is not able to determine the route. 

The third query is addressed to the agent who has knowledge about the arrival sta-
tion. This agent will determine the last list of routes: if the arrival station is not in the 
map of CTA, it determines trains from the stations that have been set by CRA to the 
arrival station (see dashed links). If the arrival station is managed by CTA, the third 
query is not needed. 

If the departure and/or arrival station is not in the CTA map, we need to build 
routes from arrival to departure by mixing the partial routes. 

6 Application for Medical Domain 

The first and obvious application of the algorithms presented above is for touristic 
domain, if one is interested to plan its route using the public transportation system. 
We can also use these algorithms in the medical system, for example to optimize the 
traffic of the emergency vehicles. A customized application may be designed to watch 
over this traffic, if the vehicles are endowed with GPS devices. 

Using the public transportation system may have a positive impact concerning the 
public health. If people don’t use their own cars, the traffic will be decongested, the 
pollution will be reduced and the emergency traffic will be improved. 

7 Conclusions and Future Work 

This paper presented a simple, less memory consuming and fast solution that can be 
used to solve the problem of searching routes in timetable graphs. We adopted this 
solution in the hypothesis that short / direct routes are much more frequent than long 
routes with two or more transfers (difficult routes). Our approach requires the least 
memory consumption and the shortest time needed to generate the summary timetable 
graph. Other methods require about several minutes or hours to generate the auxiliary 
data structures. 
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We have to search for better solutions to solve the update problem, to eliminate the 
rebuilt of the summary timetable graph. Removing an existing train or inserting a new 
train should involve some operations to update the links between different trains in all 
important related stations. Updating the timetable graph of an existing train may in-
volve a new order of vertices in the related rings. Improved solutions are necessary: if 
the original timetable graph will have 1000000 vertices, the built of the summary 
timetable graph will take about 24 seconds - the time complexity is O(n log n). 

In order to reduce the search space, we determine an ellipse around the shortest 
distance path, which is defined using the maximum allowed distance criterion, based 
on the parameter f. Its value has been determined using an empirical method. We may 
determine better (possible multiple) values for f, to obtain better space reduction. We 
may also search for other solutions to reduce the search space, maybe with the cost of 
increasing the preprocessing time and / or the memory consumption for supplementa-
ry data structures. 

We also described a theoretical solution to solve the large timetable case, but this 
solution is not yet implemented. The main difficulty consists in solving some special 
cases, if some trains have running restrictions. Indeed, it is possible that some inter-
mediate trains or some final trains don’t run daily. The queries may be solved sequen-
tially or simultaneously. In the sequential approach, the agent located in the departure 
country will solve the departure subproblem. CTA will solve the intermediate sub-
problem using the output of the first train. The last agent will solve the arrival prob-
lem using the output of CTA. 

Another approach could be to solve simultaneously these three subproblems. We 
have to obtain multiple solution sets, each set being valid for a certain day. This is 
because we can not know in advance the arrival day in an intermediate station follow-
ing a certain route. The arrival day is known only after the search algorithm reaches 
the destination station. 

Using separate agents for different countries will be an advantageous solution, be-
cause this way every local agent will almost always manage local queries, that is, 
departure and arrival are in the same country. Of course, local agents are also able to 
solve queries for routes between neighbor countries. Anyway, we can assume that 
local queries are much more frequent than international ones, so this is a good reason 
to continue this work using block agents. 
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Abstract. Experiments in automatic analysis of free texts in Bulgarian hospital 
discharge letters are presented. Natural Language Processing (NLP) has been 
applied to medical texts since decades but high-quality results have been dem-
onstrated only recently. The progress in automatic text analysis opens new di-
rections for secondary use of Electronic Health Records (EHR). It enables also 
the design and development of software systems which provide better patient 
access to his/her health records as well as better maintenance of large EHR arc-
hives. We report about successful extraction of important patient-related entities 
from hospital EHR texts and consider several scenarios for application of NLP 
modules in healthcare software systems. 

Keywords: Information Extraction, AI in Health Informatics. 

1 Introduction 

The performance of automatic text analysis gradually improves during the last dec-
ades but these systems are still rarely used outside the research groups where they 
have been developed [1]. There are several reasons for the slow penetration of the 
NLP technologies into practical settings: (i) developing high-quality NLP is very 
expensive as it requires much effort for collection of relevant language resources as 
well as for the design and implementation of software that might process various for-
mats and styles of texts. Moreover, the medical domain is very large and the initial 
investments for the development of convincing NLP demonstrators are huge; (ii) the 
exploitation of NLP modules requires constant effort for supporting lexicon updates 
and tuning the systems to new linguistic constructions and text types; (iii) it is well 
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known that the technology works with high accuracy but not 100%; therefore some 
results might be erroneous and misleading. 

On the other hand, the quick adoption of EHR worldwide implies constant growth 
of electronic narratives discussing patient-related information. Actually the most im-
portant findings about the patients are kept as free texts in various documents and 
languages. These text descriptions are oriented to human readers but the computers 
might process them for statistical analysis, research purposes, obtaining data to  
support decision making and health management etc. In this way the so called Infor-
mation Extraction (IE) becomes the dominating paradigm of NLP application to bio-
medical texts. The main IE idea is to extract automatically important entities from 
free texts, with accuracy as high as possible, and to build software systems operating 
on these entities (skipping the non-analysed text fragments). NLP in general is viewed 
as a rather complex Artificial Intelligence task so IE is proposed as a technology at 
the middle between keyword search and deep text analysis; it focuses on surface 
linguistic phenomena that can be recognised without deep inference. It is expected 
that IE progress would enable radical improvements in the clinical decision support, 
biomedical research and the healthcare in general [2]. 

This chapter is structured as follows. Section 2 briefly reviews related work and 
presents state-of-the-art figures about IE accuracy for various medical entities. Sec-
tion 3 discusses the particularities of Bulgarian hospital discharge letters and over-
views the IE components that have been developed during the last 3 years. Section 4 
sketches potential applications of the IE prototypes and their extensions. Section 5 
contains the conclusion. 

2 Related Work 

We consider quite briefly some state-of-the-art IE results for English clinical texts. 
The IE performance is measured by precision (the percentage of correctly extracted 
entities among all recognized entities in the test set), recall (the percentage of correct-
ly extracted entities among all available entities in the test set) and the harmonic mean 
f-score=2*Precision*Recall/(Precision+Recall). Below we refer to these performance 
indicators in order to present the background results and the context where we devel-
op our IE prototypes for Bulgarian language. 

Recent systems for extraction of drug treatment achieve accuracy higher than 90%: 
f-score: for instance, 91.40% for drug name and 94.91% for dosage [3]; or f-score 
89.9% for drug name and 93.6% for dosage [4]. The system MedEx extracts 
medication events with f-score 93.2% for drug names, 94.5% for dosage, 93.9% for 
route, and 96% for frequency [5]. 

The automatic assignment of ICD codes to diagnoses achieves 89.08% accuracy 
[6]. The three top systems in the coding competition presented in [6] processed the  
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negation, hypernyms and synonyms in some way and exploited the semantic network 
of UMLS [7]. 

Patient status data are also recognized with high precision and recall. This is due to 
the fact that the IE systems can be carefully trained to identify relatively small sets of 
predefined words. For instance, the patient smoking status is classified into 5 catego-
ries by selecting sentences which contain the relevant information with f-score 
92.64% [8]. 

Research on temporal IE from clinical texts is a relatively recent activity in medical 
informatics [9]. Temporal IE systems perform reasoning on temporal clinical data for 
therapeutic assessments; summarize data from temporal clinical databases, and model 
uncertainty in clinical knowledge and data [10]. Having in mind the complexity of the 
temporal IE tasks, some leading groups in biomedical NLP develop annotation 
schemes in order to unify the efforts for creation of training corpora which are tagged 
with temporal markers [11]. 

3 IE from Bulgarian Hospital Discharge Letters 

Our experiments were performed on 6,200 discharge letters of patients with endocrine 
and metabolic diseases. The patient records have been anonymised in the USHATE 
hospital when exporting them to files for research purposes [12]. 

3.1 Material 

Discharge letters in Bulgarian hospitals traditionally contain predefined sections due 
to centralised regulations which date back to the middle of the last century. Some-
times the sections might be merged, skipped (when they are empty), their headers and 
the default section sequence might be changed. However, practically the most impor-
tant sections are always included in the discharge letters: the sections Diagnoses, 
Anamnesis, Patient Status, Lab data & clinical tests and Debate are available in 100% 
of the letters in a training corpus of 1,300 EHR; the section Past diseases is available 
in 88.52% of the letters in the same corpus while the Family Medical History and 
Allergies & risk factors are included correspondingly in 52,22% and 43,56% of the 
EHRs. Using a preliminary prepared list of section headers (about 80 keywords and 
phrases), most available sections can be automatically recognised with accuracy 
99,99%. This enables a precise splitting of the record texts into subsections. We note 
that structured discharge letters are relatively rare in the healthcare practice world-
wide as this requires a long and stable centralized administrative tradition in the prep-
aration of medical documentation. 

Another interesting fact concerns the wordforms used in the Bulgarian discharge 
letters. Table 1 shows some statistics about occurrences of Bulgarian and Latin words 
and terms. It turns out that 37% of all words in the discharge letters are 'unknown' as  
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they are Latin. About one half of the Bulgarian words are general lexica while many 
specific medical terms are not available in the usual (electronic) dictionaries. These 
figures illustrate the claims that high-quality NLP requires much effort for the devel-
opment of extensive linguistic resources. Our only electronic resource with Bulgarian 
medical terms is the International Classification of Diseases (ICD-10) which contains 
10970 terms. 

Table 1. Distribution of words in the texts of 6,200 discharge letters 

Terms and words Wordforms Basic words Basic words / total 

Bulgarian terms 601233 12009 63% 
Latin with Latin alphabet 18926 560 3% 
Latin terms transliterated 
to Cyrillic alphabet 

179589 6465 34% 

Total 799748 19034 100% 

 
The free texts of patient records in our training corpus contain telegraphic phrasal 

descriptions and incomplete sentences, which excludes the application of deeper syn-
tactic analysis and traditional NLP techniques in general. Therefore, in our IE expe-
riments, we extract some important patient-related entities only and integrate them 
into more complex scenarios for decision making and structuring patient history. 

3.2 Methods 

We have developed several extracting modules for various clinical entities in two 
research projects. Figure 1 illustrates the types of patient-related entities that are ex-
tracted at present: diagnoses, drugs, entities from the Anamnesis section, patient sta-
tus attributes as well as values of clinical test and lab data.  

In the project PSIP (Patient Safety through Intelligent Procedures in medication, 
2010-2011, PSIP FP7 ICT eHealth: http://www.psip-project.eu) our team extracted (i) 
drugs, (ii) diagnoses and (iii) values of clinical tests from USHATE hospital EHRs in 
order to fill in a PSIP-compliant repository and to validate the PSIP rules for Adverse 
Drug Events (see the bottom interface (d) on Fig 1). Most data items were available in 
the Hospital Information System (HIS) of USHATE and these items were sent to the 
PSIP repository directly by the HIS. But USHATE is a specialised hospital which 
treats endocrine diseases and their complications; thus drugs for accompanying and 
chronic diseases are often brought in by the patient and taken without records in the 
HIS. In this way it turned out that a considerable amount of the necessary data is pre-
sented only in the free text of the hospital discharge letters. Therefore we have im-
plemented the following IE prototypes which process discharge letters that are split 
into sections [13]: 
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Fig. 1. Extraction of important patient-related entities for supporting clinical decision making 
and structuring patient histories 
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(a) Extractor of treatment events, based on ATC1 codes: the extraction works in 
several steps, starting by preprocessing which identifies phrases containing drug 
names, dosages, mode of admission and frequency within their contexts. Some 
160,892 occurrences of drug names were automatically recognised in the texts of 
6,200 EHRs. The extractor assigns the corresponding ATC code to each medication 
event. It takes into account negative statements, some elliptical constructions, typical 
conjunctive phrases, and makes simple inferences concerning temporal constraints. 
The extraction accuracy (f-score) for drug names is 98.42% and for dose - 93.85% 
[14]. In general the EHR texts might discuss past, present and future medication 
events but it is important to allocate the treatment which is relevant for the hospitali-
sation period. The extractor achieved f-score of 90,17% for the recognition in the 
Anamnesis texts of 355 drugs, taken by the patients during the period of hospitalisa-
tion, which are not prescribed via the Hospital Pharmacy [15]. This extractor was on-
line integrated in the HIS during the PSIP validation in USHATE, see interface (a) on 
Fig. 1. 

(b) Extractor for assignment of ICD-10 codes of diagnoses. Bulgarian hospitals 
are reimbursed by the National Insurance Fund via the 'clinical pathways' scheme. 
When a patient is hospitalised, medical experts might select from the HIS menu one 
diagnosis which is sufficient for the association of the desired clinical pathway to the 
respective patient. Thus most diseases are not formally diagnosed and they are entered 
in the EHR section Diagnoses as free text. We have developed an extractor which 
matches the phrases, listed in the Diagnoses section, to disease names as given in 
ICD-10 nomenclature [16], see interface (b) on Fig. 1. This extractor processes Bulga-
rian and Latin terms including Latin terms transliterated to Cyrillic. The major chal-
lenge in automatic encoding is that the correspondence between the EHR diagnoses 
and ICD-10 names/codes is not a one to one correspondence. There is a variety of 
linguistic expressions which might refer to the same diagnosis and one expression 
might refer to many diagnoses. For 6,200 EHRs, some 26,826 phrases were found in 
the Diagnoses sections; the extractor assigns correctly ICD-10 codes to 84,5% of 
them. 

(c) Extractor of values of clinical tests and lab data. When a patient is examined 
in USHATE, the lab data are entered to the EHR via the HIS. However there are a 
number of tests made outside the hospital and their results need to be extracted from 
the free text of Lab data & clinical tests sections (see interface (c) on Fig. 1.). This 
extractor works with precision of 98,2%. 

The research project EVTIMA2 (Efficient Search of Conceptual Patterns with Ap-
plication in Medical Informatics) deals with IE and structuring of patient descriptions 
in order to build an internal conceptual representation which enables quick search of 
repeating patterns in diabetes development. Initially we considered the status descrip-
tions as they are narrated in the Patient Status sections [17]. Skin status is extracted 
with f-score 83.33%, neck status – with f-score 91.67%, thyroid gland status – with f-
score 92.59%, and limb status – with f-score 89.01%. Age descriptions are extracted 

                                                           
1  Anatomical Therapeutic Chemical (ATC) Classification System,  
http://atc.thedrugsinfo.com/ 

2  Funded by the National Science Fund in Jan. 2009-June 2012, see  
http://www.lml.bas.bg/evtima 
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from anonymised EHRs with f-score 89.44%. Status extraction needs explicitly-
declared domain knowledge which supports the IE algorithms by providing con-
straints and inference mechanisms. A panel capturing the structured patient status is 
shown on Fig. 2 interface (a) on the top. 

 

Fig. 2. Extraction of structured patient history 

Our recent research is focused on automatic construction of temporal event se-
quences from the Anamnesis sections. We have developed a conceptual model of 
episodes that happen or occur to the patient; the description of these episodes is sum-
marised in the Anamnesis section. When a diabetic patient is hospitallised, the medi-
cal experts briefly document the timeline of diabetes progression and the major events 
in the patient history. Starting with the moment of assigning the principal diagnose 
and following the complications, they summarise the drugs and procedures that were 
applied along the years. Episodes have beginning and end (sometimes without clearly 
defined time moments) and can be recognised after identification of about 80 types of 
temporal markers (prepositional and adverbial phrases). About 83.36% of the 
temporal markers refer to explicitly specified moments of time and can be seen as 
absolute references [18]. The remaining markers express relative or undetermined 
references. The markers are identified with precision 87% and recall 68%. The 
direction of time for the episode events: backwards or forward (with respect to certain 
moment orienting the episode) is recognised with precision 74.4%. The events hap-
pening within the episodes include (i) drug admission, (ii) diagnosing a disease or 
complication and (iii) changes of the patient condition or status. The extractors for 
drugs and diagnoses are integrated into the episode structuring. Identifying diabetes 
symptoms and conditions in free text is uneasy task as no 'canonical forms' exist in 
any dictionary for the related phrases and paraphrases. Therefore the currently devel-
oped extractor achieves lower precision. For instance, blood sugar level and body 
weight change are identified with f-score 60-96% in the separate processing phases 
[19]. Fig. 2 (b) on the left displays temporal splitting of patient history into episodes. 
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4 Potential Applications of the IE Prototypes 

The results presented in section 3 were obtained in research projects but they expli-
cate some specific particularities of the contemporary medico-administrative practice 
in Bulgaria. Having analysed the texts of only 6,200 discharge letters, we see for in-
stance that: 

(i) Diagnoses are not fully encoded in the HIS. There are 9,321 diagnoses registered 
in the HIS for the 6,200 EHRs in the test corpus while our extractor found in the 
texts 22,667 phrases to which ICD-10 codes were assigned; 

(ii) Drugs are not fully encoded in the hospital pharmacy. According to the HIS 
entries, there are in average 1,9 drugs per patient, while our drug extractor found 
in average 5,9 drug names related to the period of hospitalization. The patients in 
USHATE took some 355 drugs which they brought to the hospital privately 
(while the hospital pharmacy of USHATE operated with 1182 drugs during the 
period of our experiments); 

(iii) Many clinical tests are done outside the hospital, e.g. the hormonal ones, and 
their results are manually retyped in the corresponding discharge letters; thus the 
test results can be analysed only by human readers. 

These examples show that the NLP extractors, when run over statistically-significant 
data excerpts, would enable important observations that are impossible at present; for 
instance the diagnose and drug extractors would enable to quickly construct diagnos-
tically-related homogeneous groups for patients who need to be treated in a similar 
way. Definition of such groups would facilitate the optimisation of the drug treatment 
and reimbursement of costs. In this way NLP supports secondary use of the EHR data 
since it enables quick production of large data resources that might be extracted from 
millions of patient-related texts. 

Regarding the potentially erroneous NLP results, we note that human data process-
ing is not perfect as well. For instance the manual encoding of ICD-10 diagnoses 
might be erroneous too; [20] reports about 48-49% errors of human coders during the 
first year of their practice which decrease to 7% errors when the coding experts gain 
experience. These figures show that the results of our extractor, which assigns ICD-10 
codes to diagnoses with accuracy of 84.5%, are within the margins of the usual cor-
rectness that is achieved in complex medical tasks as diagnose encoding. 

Another direction of potential NLP application is to support the patients when they 
access their EHR data. The European Commission recommends that the patients 
should be able to inspect (part of) the content of their EHRs. Having in mind the Bul-
garian tradition to use Latin terms both in Latin and Cyrillic alphabets, the first possi-
ble application is to ensure automatic translation of the diagnose terms to Bulgarian 
disease names (we have shown that there are 37% Latin terms in the EHR texts). In 
this way NLP might provide the 'normalisation' of the text and facilitate the active 
participation of the patients in their treatment. Last but not least NLP might support 
also the patient inclusion in the monitoring of his/her treatment by generation of 
alerts, explanations and recommendations. 
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5 Conclusion 

The technologies for automatic text analysis are developing and deliver gradually 
improving results which encourage plans for practical NLP application. Despite the 
fact that much effort is needed to attach complex linguistic phenomena like temporali-
ty, negation, conditionality, reference resolution as well as semantic and pragmatic 
interpretation, we find running projects for biomedical text processing in all countries 
with advanced information societies. Basic sets of medical terminology are supported 
in hundreds of natural languages by the World Health Organisation which facilitates 
the development of electronic dictionaries suitable for NLP. The growing amount of 
clinical narratives is another stimulating factor that implies the increasing interest in 
automatic text processing. 

Our experience shows that the IE technology is sufficiently mature to be integrated 
in practical software applications as a tool for delivery of large amounts of extracted 
entities. The application niches need to be carefully selected and the IE tools should 
be properly integrated. We are focused on diabetes as a major chronic disease con-
suming significant budget by the Health Insurance Fund. Our present results show the 
potential of IE to provide data to healthcare managers and decision makers concern-
ing optimisation of diabetes treatment and reimbursement. Current research was set 
for Bulgarian Language, but similar methods were successfully used also for other 
languages in PSIP project. 
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Abstract. The term extraction is an important step in building a resource of in-
dexing and many strong tools are available for many languages. This complex 
process, which identifies candidate terms may become indexes for annotations, 
is often subject to the problem of lack of relevance of calculated terms. As a re-
sult, extractor terms must be strong to handle the errors and suggest better  
results, without encumbering the user with too many proposed index. In this re-
spect, we are suggesting a new indexing approach based on a hybrid of termi-
nologies extraction using a filter by removing terms and operates upon corpus 
of medical texts.  

Keywords: Term extraction, medical terminology, Mesh, ADM, syntactic  
patterns, n-grams. 

1 Introduction 

The development of the Internet leads to a proliferation of medical information. This 
medical information is increasingly being written, and available in electronic form. 
The Internet and websites offer a medical text corpus having a gigantic size. Howev-
er, this information is often not exploited for the sake of heterogeneous character for 
this corpus. In medicine, we have medical nomenclatures and thesauri, which are 
somehow a representation of the most important medical concepts. The famous the-
saurus UMLS [17] is a "meta-thesaurus" containing, inter alia, the MeSH [5]. There is 
also a thesaurus extracted from the ADM [16] which contains about 200,000 concepts 
(essentially symptoms, syndromes and diseases). This knowledge base contains a 
dictionary that covers most of the vocabulary medical. In the medical domain, find the 
most relevant medical information is not an easy task for the user thus requiring the 
use of a classification specialized and hierarchical, in which one can navigate in order 
to have the most appropriate response. The indexing result includes a set of concepts 
detected in the texts. This procedure causes a loss of information, the result of index-
ing is a simpler model to automatically process that a free language text. 

The aim of our work is to use the previous resources to annotate medical texts from 
the terms (single words, compound words ...). 
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2 Problematic and General Description of Our Approach 

Our problematic is this: on the base of a training corpus, is it possible to learn to sys-
tem, the way to index medical texts from linguistic resources (Syntex, TreeTagger) 
and medical resources (Mesh, ADM).To respond to this problematic, we will, at first, 
segment each text to index into phrases and split each phrase recursively into triplets 
(syntagm, verb, syntagm) so that both syntagms obtained become nominal (for each 
triplet). We extract from these syntagms, the relevant terms which become the de-
scriptors for the texts. These multi-terms chosen for the indexation make it possible to 
designate semantic entities or concepts better than single words, and offer a better 
representation of the semantic content of a text. 

 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. System architecture 

The system presented in Fig.1 integrates the linguistic platforms (Syntex and Tree-
Tagger). The indexer uses two medical resources that are known in the literature 
(ADM and Mesh). 

3 Related Works  

Actually, there are two main approaches used for the textual indexing: 

- The semantic indexing which is based on techniques for contextual disambigua-
tion of words in documents and queries. The idea is that the meaning of a word is 
completely determined by the other words in the same context.  Some authors as 

Dictionnary 

ADM 

TreeTagger 

Syntex 

Indexing 

system 

Thesaurus 

Mesh 

(

1) 

Corpus of 

medical 

documents  

Index of Corpus 



 A Terminology Indexing Based on Heuristics Using Linguistic Resources 215 

[18] use terminological resources as UMLS1, MeSH2 and SNOMED3 and apply 
as issue the linguistic approach based on the lexical and syntactic analysis of the 
discourse structure. In [3] is proposes an indexation using the nucleus of document. 
This is a set of concepts weighted by their representativeness in the documents and 
linked together by similarity measures.  In [20] is considered a single ontology suf-
ficient to index and to find the informational content of objects. MedicoPort [9] 
uses relations of UMLS   for query expansion. The mass of resources and ontolo-
gies to treat make the task very difficult. In addition, these resources and ontolo-
gies evolve over time which makes this procedure very tedious 

- The conceptual indexing which is based on concepts taken from ontologies and 
taxonomies to index the documents unlike simple word lists. It uses the Termino-
logical and Ontological Resource as hinge of indexing tool. 

Khan in [14] proposes an algorithm for attaching the words of text to concepts of the 
ontology. He establishes the semantic distance between concepts. In [2] is proposed a 
method in which the terms of a text are attached to concepts of WordNet and is used 
the notion of semantic similarity between concepts. A similar approach based on CP-
Nets (Conditional Preferences Networks) is proposed in [7]. The CP-net formalism is 
used both for the graphical representation of flexible queries expressing qualitative 
preferences and secondly for the flexible evaluation of the relevance of documenta-
tion. The use of relations between terms is a promising issue for better performance of 
Information Retrieval. 

We opted for the semantic indexing approach because its activity could improve 
slightly the accuracy of information retrieval tool. On the other side, the conceptual 
indexing approach is currently difficult to index text at the conceptual level since such 
indexation generally requires large knowledge bases which make it harder. 

4 Pretreatments 

4.1 Standardization 

Standardization is necessary for a good linguistic and statistical continuation of our 
treatments. The processing chain corresponding to the normalization is defined as 
follows:   

 

     

 

Fig. 2. Processing chain for the normalization of phrases 

The recognition of compound words and their constituents is essential in many ap-
plications of medical text analysis , it is necessary to recognize expressions such as 
'maux de tête ‘, ‘appareil genital male ‘Syndrome d'immunodéficience acquise’... 

Rough phrase  Treatment of ambiguities/inconsistencies  
Disambiguated phrases  Recognition of compounds words   
compounds words compounds recognized in the phrase 



216 A. Benafia, R. Maamri, and Z. Sahnoun 

For the identification of compound words, it is better to recognize the compound 
words in texts by consulting the dictionary Delacf [21] often very large in size rather 
than using an algorithm to find the form of a lemmatized compound word from its 
form arrowed and operative on the morphological categories and inflectional vari-
ables of the simple components [26]. Then we use the dictionary Mesh which is com-
posed of two dictionaries: Delaf for simple words and delacf for compound words. 
We found in [4] a heuristic which analyses the terms of the text by group "n-grams" 
and whenever the term is a compound word we mark it, remove it from the analysed 
sentence, we move to following the term "n-grams" and we update the current sen-
tence and so on until there is no further term to deal with. In this method we privilege 
the short term (composed of 2, 3, 4 or 5 words) because the majority of medical terms 
are not long enough in the French language. 

4.2 Labeling 

To facilitate the extraction of the terms in the sentence to be examined, you need a 
morpho-syntactic analysis and a syntactic analysis of surface. Considering the tools 
available on the web for French and the performances of these, we decided to use 
TreeTagger [13] for morpho-syntactic annotations and Syntex [8] for annotation of the 
syntactic dependency relations. The processing chain [4] for this type of analysis is: 

 
 
 

 

Fig. 3. Processing chain for morpho-syntactic labeling 

4.3 Formatting of Texts  

The purpose of formatting of phrases into noun syntagms is neither used for    
comprehension purposes nor for translation purposes, but to isolate separately noun 
syntagms from phrase analyzed. Then, we have proposed a representation model [4] 
of the phrases in form triplets (nominal syntagm, verb, nominal syntagm). As the 
filters operate on nominal syntagms, it is then necessary to transform automatically 
each phrase of text in canonical format expressed in our model. The method adopted 
for this kind of formatting consists in analyzing each phrase and to locate from its 
syntactic structure the verb. The position of the verb in the phrase allows splitting this 
phrase into two parts, the left part and the right part. We proceed by cutting each 
phrase around the verb, this procedure gives two syntagms. We continue recursively 
this process while the obtained syntagms are verbal syntagms (contain always a verb).  

 

 
 

 
Fig. 4. Representation of legend in the defined model 

Legend standardized  TreeTagger with 2 pass  Legend labeled  Syntex 
 Legend labeled and structured 

Text labelled and structured  Formatage Text  in form  triplets 
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5 Filtering of Candidate Terms 

5.1 Description of Filters 

Our approach for the selection of the relevant terms is described by a processing chain 
using four filters that are presented in the following: 
 
 
 

 

Fig. 5. Processing chain for incremental filtering of terms 

- 1st filter: structural dependence between terms  
Each term t in form n-gram is written as a series of n words x1, x2, x3, ... xn with xi full 
or empty word . The measures of dependence terms are defined according to three 
criteria: 

 * Criterion of presence: all xi words must be present except the empty words. 
 * Criterion of order: all xi words must appear in the same order xi without taking 

into consideration of the empty words. 
 * Criterion of distance: all xi words must be within short distance between them. 

for each criterion a score measure is evaluated and let  IM-score (T) , P-score (T) and  
F-score (T) be the three scores. The final score which represents the bond strength of 
dependency between the words mi of a term T is obtained by a linear combination of 
these three scores: 

FLD (T) = α1×IM-score (T) + α2×P-score (T) + α3×F-score (T)            (1) 

The coefficients α1, α2 and α3 represent the weightings attributable to criteria defined 
previously. The heuristic for calculation of the measures of dependence terms is given 
in [4]. 

- 2nd filter:  taking into account the syntactic patterns 
This filter is based on the principle of syntactic patterns. We have a base of syntactic 
patterns which contains a collection of syntactic configurations extracted from an 
automatic learning of syntactic patterns carried out on a corpus from training. A syn-
tactic pattern is a rule about the order of concatenation of grammatical categories 
formed for a noun phrase. For our implementation we selected a combination of 128 
patterns extracted from a corpus by a manual learning procedure done on a sample of 
examples of texts. This filter allows to examine each candidate and to check if it is 
among the existing configurations in the database of patterns built. In the affirmative 
case, it will be retained otherwise it will be removed. 

- 3rd filter:  full words and empty words  
It is possible to build the list of the empty words based on Zipf's law [26].This law has 
found its application in [23] and considers that the more the word is frequent the more 
it is shorter. The list of the empty words is built on the basis of the lengths and the 

Text in canonical form  filtering  in cascade  Candidates terms  Pruning  
Candidates of relevant terms  
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frequencies of the words.  We consider empty words, words that are both short and 
frequent. Starting from this principle, we propose for this filter to combine this law to 
label firstly the analyzed term and to treat the term in question. The labelling for this 
filter uses two sets of labels: full or informative word and empty or uninformative 
word. The criteria used in this filter are "word length" or "word frequency" and “word 
shortly" or "word scarcity”. 

 - 4th filter:  semantic potential of terms  
This filter assigns a score for each term regardless of the context to which it relates. 
The searched score is proportional to the size of the terms, to their distribution and to 
their type in the corpus, hence: 

     Qinf (ti) =n

1 j )x(Q ×FLD (ti)×αi                                    (2) 

where: n is the number of words that constitute  the term ti. 
Q (xj) - the quantity  of information corresponding to the word xj. 
Qinf ( ti) – the weighted sum of information quantities for the term ti. 
FLD (ti) - the measure of dependence between the different words of the term ti (cf. 1st 
filter). 
αj – the weighting coefficient related to the type of the term ti. 

Coefficients αj are chosen from the corpus according to the nature of the term and 
its distribution in the corpus. The value of this coefficient changes according to 
whether the term is a "single word", a "compound word", a "named entity", a "com-
pound term" consisting of several words or even composed of associated words. The 
medical named entities, for their part represent a conceptual description which refers 
to an object whose linguistic representation is often unique; we can describe them as 
more specific terms, and therefore discriminate. In this case, if a named entity is iden-
tified in a noun phrase as a term to be weighted, it will be affected a value sufficient 
which privilege to be selected as linguistic index term. We can notice from what 
emerges from this approach of scoring that the longest terms are always preferred. 
Such a privilege is unquestionably justified by the fact that the longest term remains 
the most discerning when it is about the choice of descriptors of indexing. 

5.2 Conclusion About Filters 

The first filter F1 is placed at the beginning in the filtering process. Its role is to assess 
the dependencies between different combinations of words built from n-gram models 
and to select the set of terms having a sufficient score. The following two filters (F2 
and F3) allow to study the words non-informative (empty words) of linguistic and 
statistical point of view. The superfluous words will be removed from the terms. The 
filter F4 is presented at the end of this estate of filtering and is used to calculate the 
potential of information for each selected term. 
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6 Pruning of Terms 

The pruning procedure applies to a collection lists, generated during the filtering 
phase, which it receives as input. At output, it sends back a set of classes of terms 
which constitutes the final index.  

We note L1, L2, Ln, a collection of n lists containing all the terms selected after fil-
tering. The partitions set of classes of terms which constitutes our index is built pro-
gressively and at each iteration we take a term j of the class i (i=1,n) and we look for 
the closest class in the direction of the  semantic term j in this set of partitions; if we 
find it we insert the term j in the corresponding class and we update the centroid of 
conceptual vectors for this class and we repeat the process with the following term in 
the current list until all lists are treated; in the case where the term j does not match 
any class, we create a new class for this term and we take this class as centroid, the 
centroid of the term. We note that the construction of this set of partitions of classes is 
carried out without knowing the number of starting classes in other words it is a clus-
tering of index terms. In each built class we find all terms having the best measure of 
semantic proximity with the others. We found in [4] all details of applied heuristic. 

7 Structure of the Index 

To minimize the silence in the query requests, the terms used for indexing medical 
texts are grouped into classes. Each class is described by the reference term (first 
level), the context of term (second level), the set of term synonyms (third level), the 
set of close terms (fourth level) and the term flections (last level). For the context, we 
are defined 28 semantic classes (in French), we quote: 

Diseases, medicaments, micro-organisms, signs and symptoms, examinations, di-
agnostic and therapeutic actions, microorganisms, anatomical locations, social con-
text, métier and profession… 

For example, the class metier and profession contains the terms as “internal medi-
cine”, “cardiology service”, “chief doctor”, the class social context regroups the terms 
as “old topic”, “middle-aged adults” and the class examinations includes the terms as  
angiographic plan, computed Radiography and Digital Radiography. 

The index structure and the information it contains ensures the linguistic variability 
of terms (lexical variability, semantic, etc.). 

8 Experiments and Results  

8.1 Corpus and Method Evaluation 

Our experimental protocol covers a collection of articles describing texts on diseases 
written in French. These texts are searched from the Directory CISMeF nd Research 
engine MedHunt of medical sites located on the url: 
http://www.atoute.org/recherche_informations_medicales/bibliographie.htm 
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For the construction of our corpus and to estimate the smoothing parameters of our 
indexing approach, we chose some short texts (and long texts). For our study we took 
50 medical articles (short+long) for first essay and 100 articles (short+long) for the 
second essay. 

The main problem of the evaluation of the indexing, underlined by [15] is that it 
doesn’t exist an ideal indexation “reference” as a criterion to validate or refute an 
indexing system, whether human or automatic. Thus, we will use a comparison of the 
indexing to a “gold standard”, a particular indexing taken as reference, developed by 
an expert indexer. In this case, the texts of the corpus taken as test for our indexing 
approach are submitted to the expert in order to determine the descriptors .The valida-
tion of the indexing is thus carried out by the expert indexer according to his descrip-
tors announced like reference. However, we must remember that the indexing is an 
open problem: for any document a single set of descriptors constituting an ideal in-
dexing does not exist. On the contrary, several solutions are possible and acceptable. 
The use of an index reference as evaluation basis is still a plausible method to estab-
lish an evaluation of the calculated descriptors compared to those empirically deter-
mined. With this principle, we collect in what follows the various measures obtained 
according to different points of view. The use of an indexing of reference as evalua-
tion bases remains all the same a plausible method and much used to establish and 
evaluate an indexing system. 

For the measure of the quality of our indexing approach, we place ourselves within 
the framework of an evaluation based on a reference: we have two lists of term de-
scriptor one of these two lists constitute a reference at which the other list (list result-
ing from our system) must be compared. The distribution of the terms of an index can 
be represented for a matrix known as confusion matrix. 

Table 1. Matrix of confusions for the terms to compare with the terms of reference 

Evaluated  list ∈ reference ∉ reference 
 
Selected 

Terms ∈ to the list of reference 
and ∈ to the list to be analyzed 

Terms ∉ to the list of reference 
and ∈ to the list to be analyzed 

Not selected 
 

Terms ∈ to the list of reference 
and ∉ to the list to be analyzed 

Terms ∉ to the list of reference 
and ∉ to the list to be analyzed 

Being P, R and Fm respective measures of precision, recall and for F-measure, we 
have: 

P= (Terms ∈ to the list of reference and ∈ to the list to be analyzed)/(Terms ∈ to 
the list of reference and ∈ to the list with analyzer + Terms ∈ to the list of reference 
and ∉ to the list to be analyzed). 

R= (Terms ∈ to the list of reference and ∈ to the list to be analyzed)/(Terms ∈ to 
the list of reference and ∈ to the list with analyzer+ Terms ∉ to the list of reference 
and ∈ to the list to be analyzed). 

Fm= (P.R)/(α.R+P (1-α)) with 0≤α≤1; α represents the weight allotted to the  
precision.  
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8.2 Measures and Interpretation 

The obtained results for Table 2 are not satisfactory because the texts of  articles are 
supposed to be «brute texts» what makes the task of the filters noisy and unfounded 
since no preliminary analysis (compound words, ambiguities, anaphoras, hooks…) is 
supposed to be made for this case of evaluation.  For the short articles, the results are 
better compared to long articles because they use a simple medical vocabulary. We 
also notice that the progressive elimination of candidate’s terms by filtering allows to 
eliminate the noise in the selection of index terms. 

Table 2. Calculation of the precisions, recalls and F-measures for a corpus containing 50 
articles (first line) and 100 articles (second line) with noisy texts 

                          Short article                                                  Long article        
 P(%) R(%) Fm(%)  P(%) R(%) Fm(%) 

F1+F2+F3+F4 45.21 46.69 45.93  38.01 38.46 38.23 

F1+F2+F3+F4 49.96 50.12 50.03  39.87 42.59 37.26 

Table 3 contains results on the indexing obtained by our approach by assuming 
now that the articles have been standardized and labelled manually by the medical 
expert. The texts submitted to our indexer are treated and containing no errors. The 
obtained results with manual pretreatment of texts are best compared to the previous 
case. We obtain for this type of evaluation how to estimate the true character of filters 
regarding to their efficiency under the ideal conditions .i.e. when the corpus is pre-
treated in advance by the medical expert. The success rate for the case of short texts is 
quite acceptable since it reached the limit of 81% with a corpus containing 100 arti-
cles and around 76% for a corpus containing 50 which proves that the contribution of 
the filtering process is very interesting. The weakness of our approach always remains 
the long texts indexing since the threshold remains more or less plausible (around 
62%) for the first case (n=50) and about71% for the second case (n=100). There is a 
difference of performance between these two corpus considered that is due to the size 
of corpus. When this size of corpus is large, our approach becomes efficient. In sum, 
we can say that the extraction of terms for process filtering improves the quality of 
results and depends upon manual pre-treatments. This is why the competence of an 
expert is also important. 

Table 3. Calculation of the precisions, recalls and F-measures for a corpus containing 50 
articles (first line) and 100 articles (second line) with manual pretreatment of texts  

                            Short article                                             Long article  
 P(%) R(%) Fm(%)  P(%) R(%) Fm(%) 

F1+F2+F3+F4 76.04 75.65 75.84  62.29 60.56 61.41 

F1+F2+F3+F4 81.40 79.31 80.34  70.82 70.29 70.55 
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Table 4 contains the results obtained from a real test of our approach. We take into 
account the set of preliminary treatments (standardization, labelling) which precede 
filters. We note that there is no large difference of results for the sizes of these two 
corpuses. We reached an acceptable threshold of 75 %( resp. 68%) for the short arti-
cles and a threshold of 62% (resp. 59) for the long articles. The results obtained in this 
case are less reliable compared to previous results (automatic procedure VS manual 
procedure) this is why we recommend to integrate to our implementation a learning 
system, operating on the basis of corpus for the phase of pre-treatment. 

Table 4. Calculation of the precisions, recalls and F-measures for a corpus containing 50 
articles (first line) and 100 articles (second line) with automatic pretreatment of  texts 

                          Short article                                                Long article  
 P(%) R(%) Fm(%)  P(%) R(%) Fm(%) 

F1+F2+F3+F4 68.34 66.05 67.18  59.57 56.94 58.23 

F1+F2+F3+F4 73.89 74.63 74.25  63.14 60.82 61.95 

 
The previous results do not hold the step of terms pruning.  The processing which 

constitutes the chain of medical text analysis operates sentence by sentence and ex-
tracts the candidate’s terms for the indexing. This list of terms can be redundant, in-
cluding the ones with the others. 

The fusion of all the lists resulting from filtering process and their pruning im-
proves the results in terms of friability and precision. The results obtained in Table 5 
are almost the same which means that this procedure can correct the abnormalities 
caused by the filtering process before applying the pruning procedure.     

Table 5. Calculation of the precisions, recalls and F-measures for a corpus containing 50 
articles (first line) and 100 articles (second line) taking in account the pruning process of terms 

                         Short article                                                Long article                     
 P(%) R(%) Fm(%)  P(%) R(%) Fm(%) 

F1+F2+F3+F4 65.00 64.24 64.61  60.27 60.15 60.20 

F1+F2+F3+F4 67.49 66.96 67.22  62.38 64.27 63.31 

9 Conclusion and Outlook 

We proposed in this work a new paradigm of indexing based on the concept of medi-
cal terms. This paradigm supposes the translation of nominal syntagms extracted from 
the corpus to index in terms of syntagmatic index having an integrated semantic. The 
used method is hybrid and uses linguistic and medical tools. Most filters presented are 
inexpensive in calculating time and easy to be implemented; moreover their heuristics 
allow eliminating the noise gradually in the list of candidate’s terms. This is in itself 
an induction for the improvement of the precision rate. The results of filtering process 
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remain despite everything relatively good. They depend on the size of the corpus and 
on the preliminary work carried out on the texts (recognition of the compound words, 
elimination of ambiguities…) and especially on the nature of the article. From a quan-
titative point of view, our system answers all needs expressed because the response 
time of its execution remains acceptable and reasonable. As conclusion and in view of 
results obtained, we can say that the uses of this indexing are closer to human reason-
ing. In addition as prospective classification, several aspects must be mentioned: 

-  Addition of a treatment on the recognition of the medical named entities because 
these last are considered fixed and thus candidates to be selected like index terms.  

-  Integration of a treatment on the location of collocations. 
- For the long legends, it is highly recommended to define a heuristic on the themat-

ic salience which will allow us to process the rest of the treatments without ambi-
guities. 

-  Definition of a system of learning for the construction of the conceptual vectors for 
our corpus although this problem remains difficult to solve. We note by the way 
that the procedure of construction carried out for the moment is manual and  
required a long work. 
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Abstract. In this paper, software architecture for medical image processing, 
analysis and archiving is presented. On the basis of the considered architecture 
a new task-oriented medical image processing system, which allows imitating 
of the human visual system, is developed. The basic functions include in-
put/output of halftone images, pre- and post-processing, filtration, compression, 
enhancement, 2D linear transforms, pseudo-color transforms, analysis and  
interpolations. Using the system features, various image processing tasks are 
semantically described in the experimental part. The main advantages of the 
proposed architecture are the use of adaptive algorithms for processing of 
medical images, tailored to their specific features.  

Keywords: Image Processing, Medical Imaging, Software Architectures, 
Knowledge Base Systems. 

1 Introduction  

Medical imaging has been undergoing a revolution in the past decade with the advent 
of faster, more accurate, and less invasive devices. This has driven the need for cor-
responding software development which in turn has provided a major impetus for new 
algorithms in signal and image processing, based on rigorous mathematical founda-
tions that can be integrated into complete therapy delivery systems. Such systems 
support the more effective delivery of many image-guided procedures such as biopsy, 
minimally invasive surgery, and radiation therapy [1]. 

Many different imaging techniques have been developed and are in clinical use. 
Because they are based on different physical principles [2], these techniques can be 
more or less suited to a particular organ or pathology. In practice they are comple-
mentary, because they offer different point of views for the one and the same medical 
problems. In medical imaging, these different imaging techniques are called modali-
ties. Anatomical modalities provide insight into the anatomical morphology. They 
include radiography, ultrasonography or ultrasound (US), computed tomography 
(CT), magnetic resonance imagery (MRI) There are several derived modalities that 
sometimes appear under a different name, such as magnetic resonance angiography 
(MRA, from MRI), digital subtraction angiography (DSA, from X-rays), computed 
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tomography angiography (CTA, from CT) etc. Functional modalities, on the other 
hand, depict the metabolism of the underlying tissues or organs. They comprise the 
three nuclear medicine modalities, namely, scintigraphy, single photon emission 
computed tomography (SPECT) and positron emission tomography (PET) as well as 
functional magnetic resonance imagery (fMRI). This list is not exhaustive, as new 
techniques are being added every few years as well [13]. Almost all images are now 
acquired digitally and integrated in a computerized picture archiving and communica-
tion system (PACS) [1, 2, 3]. 

Medical images typically suffer from one or more of the following imperfections: 

• low resolution (in the spatial or/and spectral domains); 
• high level of noise; 
• low contrast; 
• geometric deformations; 
• presence of imaging artifacts. 

These imperfections can be inherent to the imaging modality (e.g., X-rays offer low 
contrast for soft tissues, ultrasound produces very noisy images, and metallic implants 
will cause imaging artifacts in MRI) or the result of a deliberate trade-off during  
acquisition. 

In connection with the fast growing of advanced calculation techniques the soft-
ware and hardware systems for medical image processing on the base of personal 
computers are standing topical. They are built modularly and include additional frame 
grabbers for input and output of digital images, modules for compression, transform, 
filtration, analysis and visualization [4]. In the related literature some image 
processing systems are described [5, 6, 7, 8, 9]. All of them include basic software 
modules for image processing and hardware accelerators for enhancement of the 
computation operations speed. They are developed on the basis of the following 
common requirements [10, 11]: 

• working on standard computer platforms with different operation systems; 
• working with different input/output devices; 
• working in interactive mode; 
• using of internal system program language; 
• using of advanced image processing algorithms; 
• large possibilities for upgrades and improvements. 

The image processing algorithms in these systems are included as standard libraries 
and each can be used separately by the user or supervisor. It is a function-oriented 
approach, which isn’t suitable to imitate the human visual system performance [12].  

In this paper, new architecture for medical image processing, analysis and archiv-
ing is presented. This architecture is task-oriented and shows the complex image 
processing flows, in the way the natural human visual system is operating. 
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2 Architecture of the Medical Image Processing System 

In Fig.1, the block-diagram of the developed architecture for medical image 
processing system is shown. This architecture is organized as a set of the following 
image processing units, based on well-known algorithms [4, 12, 13, 14, 15] and new 
developed by the authors algorithms [16, 17, 18, 19]: 

• Image Loading Unit (ILoadU). This module comprises functions for loading and 
converting of compressed and uncompressed basic image file formats (TIFF, BMP, 
JPEG) and the specially developed image file format, presented in detail in [20]. 
ILoadU also contains functions for image decryption and loading from special  
image medical database; 

• Image Inputting Unit (IInptU). This module comprises functions for input of medi-
cal images and information (text, photos, tables, graphics) from scanners, photo, 
cameras and other devices; 

• Image Saving Unit (ISaveU). This module comprises functions for saving of com-
pressed and uncompressed basic image file formats (TIFF, BMP, JPEG) and the 
image file format presented in [11]. ISaveU also contains functions for image  
encryption and saving in a special image database; 

• Image Pre-processing Unit (IPrepU). This module comprises the following func-
tions for image pre-processing – functions for arithmetic and geometric operations, 
table operations, contrast enhancements, histogram operations, linear and nonlinear 
noise filtration. They are used for image quality improvement or converting in a 
form better suited for analysis by human or a machine. 

• Image Presentation Unit (IPresU). This module comprises different image presen-
tation models (positioning, quad-tree, pyramidal, structural) and functions for  
image converting;  

• Image Compression Unit (ICmprU). This module comprises image compression 
functions, based on classical algorithms for run-length, Huffman, LZW, arithmetic, 
scalar and vector quantization, JPEG and a new algorithm for lossless compression;  

• Image Geometrical Transform Unit (IGeoTU). This module comprises functions 
for translations, scaling, interpolations, rotations, affine and perspective transfor-
mations, spatial warping and geometrical resampling. 

• Image Linear Transform Unit (ILinTU). This module comprises functions for 2D 
linear superpositions and convolutions, correlations, discrete cosine, sine, Hada-
mard, complex Walsh-Hadamard, Fourier and Karhunen-Loev transforms. 

• Image Pseudo-Color Transformation Unit (IPCTU). This module comprises func-
tions for pseudo-color transforms in the spatial and the frequency area and for  
image halftoning by adaptive and non-adaptive error diffusion. 

• Image Analysis Unit (IAnlyU). This module comprises functions for image seg-
mentation (contour, brightness, texture) morphological image processing (binary, 
gray), edge detection and feature extractions.  
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• Image Post-Processing Unit (IPostU). This module comprises functions for adap-
tive and non-adaptive, linear and non-linear filtration of gray level or binary  
images. 

• Image Visualization Unit (IVizuU). This module comprises functions and drivers 
for visualization of document images. 

• Image Printing Unit (IPrntU). This module comprises functions and drivers for 
printing of medical images on documents.  

For the proper performance of the developed software system the following additional 
modules are also needed: 

• System Supervisor (SS). This module comprises the basic functions for system 
control, diagnostic and interaction between the separated components and the op-
eration system. In the system supervisor analysis and processing of system error 
messages and receiving of context help information are also achieved.  

• Graphical User Interface (GUI). This module comprises graphical oriented system 
with menus, dialogs, windows, icons, buttons, fonts, etc., which can be used for di-
alog input/output of parameters or images, interactive processing and analysis, vi-
sualization of documents, graphical presentation of the results from the analyses. 

• Communication Module (CM). This module comprises functions for connection 
between the System Supervisor and the external modules and the functions of the 
system interpreter. The usage of the Communication Module facilitates the build-
ing of processing tasks – also including new ones, which are not defined in the  
system. This is a way to use External Algorithms, established by the operator. 

• System Peripheral Module (SPM). In this module the system peripheral drivers are 
situated. 

• Database Management System (DBMS). In this subsystem the medical information 
represented by images and texts is archived [21, 22]. As a DBMS the standard MS 
SQL Server was used. 

• Knowledge Based System (KBS). This subsystem is under development. 
Knowledge based system comprises artificial intelligent tools working in a narrow 
domain to provide intelligent decisions with justification. Knowledge is acquired 
and represented using various knowledge representation techniques rules, frames 
and scripts. The basic advantages offered by such system are the documentation of 
knowledge, the intelligent decision support, the self learning, reasoning and 
explanation. 

One of the main research areas in medical decision support is the formulation of bio-
medical engineering principles based on rigorous mathematical foundations in order 
to develop general-purpose software methods that can be integrated into complete 
therapy delivery systems. Such systems support the more effective delivery of many 
image-guided procedures such as biopsy, minimally invasive surgery, and radiation 
therapy. 
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The authors had participated for many years in the development of various systems 
for image processing, some of which are given in the references [23, 24, 25, 26, 27]. 
The presented software architecture for medical image processing is synthesized on 
the basis of this experience and allows overcoming the disadvantages of various types 
of medical images. 

There are different classifications of methods and algorithms for image processing 
[4, 12, 14]. The methods for converting the input image at the output can be divided 
into three groups: 

 

• conversion from the input array of integer data into an array of the same type; 
• conversion of the input data set in a vector or scalar (separation of the global 

attributes); 
• conversion of a vector or a scalar into an array of integer data; 

The most widespread algorithms are from the first group. These are implemented by 
the following classes of operations: 

• Monadic Point Operations – the used input image ( ){ }y,xuU =  and the values of 

each pixel ( )y,xw  from the output image W depend only on the value of the pixel 

with the same coordinates in the input image: ( ) ( )y,xwy,xuF  ; 

• Dyadic Point Operations (used for combining and pseudo coloring of images) – 
values of each pixel from the output image W depends on function F applied to the 

input images U and V: ( ) ( ) ( )y,xwy,xv,y,xuF  . 

The main image processing operators involve transformations of the type “array into 
array” that can be described mathematically as follows: 

- inversion   ( ) ( )y,xwy,xuZ − ; 

 

- sum with a constant C ( )
( )
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- square root  ( ) ( ) ( )[ ] ;Z/y,xu.y,xuy,xw ⇐   

 

- normalizing  ( ) ( ) ;/Zy,xuy,xw 2−⇐  

- highlighting the range ( ) ( )
( );u,xu

;Cu,xuCC
y,xw 213 ≤≤←

⇐  

 

- summation  ( ) ( ) ( )[ ] ;/y,xvy,xuy,xw 2+⇐  

 

- subtraction   ( ) ( ) ( )[ ] ;y,xvy,xuy,xw −⇐  

 

- multiplication ( ) ( ) ( )[ ] ;Z/y,xv.y,xuy,xw ⇐  

 

- maximum  ( ) ( ) ( )[ ] ;y,xv,y,xuMAXy,xw ⇐  

 

- minimum  ( ) ( ) ( )[ ] ;y,xv,y,xuMINy,xw ⇐  

Other type of operations “array into array” comprises: histogram transforms, unitary 
transforms and two-dimensional digital filtrations. These basic image processing 
operators are used not only to obtain new allocation levels (both brightness 
distribution and the distribution of red, green and blue components of the image), but 
also in computer graphics. 

The system supports two kinds of data objects: image data objects and image-
related, non-image data objects. A system image data object is a multi-dimensional 
collection of pixels, including horizontal and vertical position, brightness and color or 
spectral band values. The system utilizes the following pixel data types: Boolean, 
Unsigned Integer, Signed Integer, Real and Complex. The precision and data storage 
format of pixel data is implementation dependent.  

It supports several image related, non-image data objects. These include:  

-  Chain: an identifier of a sequence of operators; 
-  Composite identifier: an identifier of a structure of image arrays, lists and records; 
-  Histogram: a construction of the counts of pixels with some particular amplitude 

value; 
-  Lookup table: a structure that contains pairs of entries in which the first entry is an 

input value to be matched and the second is an output value; 
-  Matrix: a two-dimensional array of elements that is used in vector-space algebra 

operations; 
-  Neighborhood array: a multi-dimensional moving window associated with each 

pixel of an image; 
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-  Pixel record: a sequence of across-band pixel values; 
-  Region-of-interest: a general mechanism for pixel-by-pixel processing selection; 
-  Static array: an identifier of the same dimension as the image to which it is related; 
-  Value list: a collection of pairs of elements in which the first element is a pixel 

coordinate and the second element is an image measurement. 

3 Experimental Image Processing Tasks  

The functionality of the human visual system can serve as a reliable guide for break-
ing up the complex image processing tasks. First, the optical system forms an image 
of the observed documents. A sensor converts this image into a form that is usable for 
digital processing with a computer system. The first processing step, denoted as low-
level image processing, enhances, restores, or reconstructs the image formed. Further 
processing extracts features from the images that finally lead to the identification and 
classification of the objects in the images and can be saved in the documents database. 
In this way, the circle is closed, starting from documents that are converted into im-
ages and processed back to their recognition and description. 

The software system is developed on Visual Studio 2010 with the use of .NET 
Framework and C++ language.  

Using the developed system we can define various image processing tasks, which 
can be semantically described, as follows:  

IInptU -> IPrepU -> IPresU -> IPostU -> ISaveU: Inputting an image from a 
scanner or a digital photo camera, enhancing the image quality by pre-processing, 
presentation in a matrix form, post-processing and saving in the database. This se-
mantic chain can be used for preliminary record of uncompressed documents in the 
database. 

IInptU -> IPrepU -> IPresU -> ICmprU -> ISaveU: Inputting an image from a 
scanner or a digital photo camera, enhancing the image quality by pre-processing, 
presentation in a matrix form, compression and saving in the database. This semantic 
chain can be used for preliminary record of compressed documents in the database. 

ILoadU -> IPrepU -> IPresU -> IPostU  -> IVizuU: Loading an image from a file 
or a database, enhancing the image quality by pre-processing, presentation in a matrix 
form, post-processing and visualization on the screen. This semantic chain can be 
used for visualization of saved documents in the database.  

     ILoadU -> IPrepU -> IPresU -> IPostU  -> IPrntU: Loading an image from a file 
or a database, enhancing the image quality by pre-processing, presentation in a matrix 
form, post-processing and printing on a laser or ink-jet printer. This semantic chain 
can be used for printing of saved documents in the database. 
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4 Conclusions 

The presented architecture, control modules, data objects and interfaces build a new 
task-oriented image processing system, able to imitate the natural human visual sys-
tem. The so developed architecture has the following advantages: 

• module design, based on the image processing tasks; 
• possibilities for working in automatic and interactive mode; 
• using of an internal system program language; 
• using of the advanced image processing algorithms; 
• large possibilities for upgrades and improvements. 

The presented software system can be used in various areas of the medical image 
processing, analysis of biomedical images, biotechnologies, ecological monitoring, 
visual control in the industry, medicine, scientific research, etc. 
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Decision Support in Romanian and Bulgarian National Healthcare Systems”,  
DNTS 02/09. 
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Abstract. This chapter aims to broaden the bridge that covers the gap between 
the biomedical science community and engineers, by encouraging the develop-
ers and the users of biomedical equipment to apply at a large scale and to pro-
mote the Field-Programmable Gate Array technology. One provides a brief  
recall of this technology and of its key advantages: high electrical performances 
(great complexity, high speed, low energy consumption, etc.), extremely short 
time-to-market, high reliability even in field conditions, flexibility, portability, 
standardization, etc. A tutorial description of the FPGA development methodol-
ogy is also provided. Some of the most successful FPGA applications in this 
field are mentioned: medical imaging, minimally-invasive surgery platforms, 
radio-frequency identification, etc. 

Keywords: Biomedical equipment, healthcare, FPGA.  

1 Introduction 

A shocking title is drawing our attention when reading the second quarter 2009 issue 
of IEEE Circuits and Systems Magazine: “A Wake-Up Call for the Engineering and 
Biomedical Science Communities” [1]. The authors are trying to sensitize the readers 
on the gap that is drawn between the new achievements of electronics and information 
technology on one hand and the biomedical science community on the other hand. In 
order to fill this gap the authors envisaged a coherent action: the establishment of the 
Life Science Systems and Applications Technical Committee (LISSA) within the IEEE 
Circuits and Systems Society, supported by the USA National Institutes of Health 
(NIH). LISSA organizes several workshops each year. After each workshop a white 
paper is published by the IEEE Circuits and Systems Magazine in order to present the 
major challenges in various chosen theme areas. 

Inspired and alerted by this message, we observed a dominant idea that is now 
leading towards a comprehensive modernization and improvement of the biomedical 
equipment: the large scale applying of the Field-Programmable Gate Array (FPGA) 
technology. The unification of the major part of the equipment used by a whole scien-
tific-technical domain by means of FPGA is already experienced with very positive 
results by the military and the aerospace industries [2, 3], etc. 

Since the very FPGA concept is fundamentally different of the classical digital sys-
tems, replacing the programmed operation with a programmed architecture and the 
bus oriented architectures with a parallel one, we can affirm that a new generation of 
equipment is born. 
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2 The FPGA Technology and Its Place in the Electronic Industry 

FPGA is an electronic technology that is essentially implementing very large scale 
custom digital circuits by means of the software controlled reconfiguration of a large 
integrated array, composed of identical Configurable Logic Blocks (CLB). A CLB 
cell may contain different types of Look-Up-Tables (LUT), flip-flops and elementary 
logic gates. The FPGA routing system ensures the reprogrammable CLBs configura-
tion that defines each application, by a wide network of horizontal and vertical chan-
nels that may be interconnected in any possible way by transistorized interconnecting 
matrices. In other words, FPGA is a field reprogrammable Very Large Scale Inte-
grated Circuit (VLSI), merging some leading hardware and software technologies. A 
FPGA generic structure is shown in Fig. 1 [4].   

 

Fig. 1. FPGA generic structure, with logic blocks LB, wired channels, interconnecting matrices 
IM and input/output interface I/O 

In the late 1980s the US Naval Surface Warfare Department initiated a research 
project that succeeded to build a computer out of 600,000 reprogrammable gates - the 
direct ancestor of the FPGA hardware. The FPGA software’s origin is alike: although 
the first modern Hardware Description Language (HDL), Verilog, was introduced by 
Gateway Design Automation in 1985, the decisive leap occurred in 1987, when the 
US Department of Defense funded a research aiming to lead towards a unified lan-
guage for description and simulation of the digital circuits, especially ASICs (Appli-
cation-Specific Integrated Circuits). This approach generated VHDL (Very High 
Speed Integrated Circuit Hardware Description Language). Using VHDL all the mil-
itary equipment, no matter its producers, could be treated in the same optimal manner 
(conception, design, testing, implementation, maintenance, upgrading, etc.). Verilog 
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and VHDL were used basically to document and simulate circuit-designs initially 
described in another forms, such as schematic files or even analytic functions. After 
that, a lot of synthesis tools were developed in order to compile the HDL source files 
into manufacturable gate/transistor-level netlist descriptions. A key contribution to the 
FPGA development belongs to IEEE that marked the concept’s evolution by conceiv-
ing the initial version of VHDL (the 1076-1987 standard), followed by many other 
subsequent related standards.  

The company that imposed in 1985 the first commercial FPGA - XC2064 is Xilinx 
(co-founders Ross Freeman and Bernard Vonderschmitt). XC2064 gathered for the 
first time programmable gates and programmable interconnects between gates. Xilinx 
is the tenure leader of the FPGA market, strongly involved into the aerospace industry 
[2, 3]. A turning point in the public perception of FPGAs happened in 1997, when 
Adrian Thompson merged the genetic algorithm technology and FPGA to create the 
first sound recognition device. Other popular FPGA producers are: Altera, Actel, Lat-
tice Semiconductor, Silicon Blue Technologies, Achronix and QuickLogic. 

It is useful for us to relate FPGA with the other leading electronic and IT technolo-
gies, in order to point its pros and contras if used in biomedical equipment.  

Gate array is a fundamental concept for digital integrated circuits. Since the TTL 
(Transistor Transistor Logic) times, the integrated circuits were realized starting from 
gate arrays – NAND gates for instance, simply by executing the wired connections 
that were configuring the desired electric schematics. Wirings were initially mask-
programmed at factory, mainly by photolithography or other ROM (Read Only Mem-
ory) technologies. Given the initial gate array, the design of a new integrated circuit 
comprised essentially only the design of the photolithographic mask of the wiring  
system. Replacing this rigid technology with the flexible software controlled configu-
ration of the today’s FPGA followed the next steps, always in connection with the 
developments of the ROM memories: 

The Programmable Array Logic (PAL), sharing with PROM memories (Program-
mable ROM) the mask-programmable feature.  

The Field Programmable Array Logic (FPAL) issued providing PALs with appro-
priate programmers. FPALs are one time programmable: users can write their custom 
program into the device only once; 

The Complex Programmable Logic device (CPLD) were higher capacity PALs;  
In respect of the parallelism with the memory technologies, FPGAs are field re-

programmable devices, similar to EEPROMS (Erasable PROM): users can repeated-
ly write and erase the stored data referring to the configuration. However FPGAs 
outreached by far the simple field reprogrammable devices; their reconfiguration 
circuits became extremely complex and performing. 

Besides the PAL-CPLD connection, FPGAs is organically linked with ASICs. The 
ASICs are VLSIs customized for a particular use. Customization occurs by the appro-
priate design of the metal interconnect mask, there are no reprogrammable features. 
This ROM like technology was developed in terms of sheer complexity (and hence 
functionality) increasing the number of integrated gates to over 100 millions.  

ASICS are meant to be customized for large scale applications or standard products, 
cell phones for instance. Their design and development are laborious and expensive, but 
their electrical performances are rewarding: fast operation, low energy consumption, 
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extremely high reliability, etc. The high end of the ASIC technology belongs to the full-
custom ASIC design, which defines all the photolithographic layers of the device. The 
full-custom design minimizes the active area of the circuit and improves its functional 
parameters by minimal architectures and the ability to integrate analog components and 
pre-designed components, such as microprocessor cores. 

However the amount of applications that can use exactly the same circuit in huge 
number is limited, so usual ASICs are realized by gate array design. This manufac-
turing method uses unconnected wafers containing all the diffused layers, produced 
by full-custom design, in extremely large quantities. These wafers are stocked and 
wait to be customized only when needed, by the interconnection layout. Thus the non-
recurring engineering costs (research, development, design and test) are lower, as 
photolithographic masks are required only for the metal layers, and production cycles 
are much shorter. On the other hand this technique is absolutely rigid, the smallest 
design or implementation error compromises the whole batch of circuits.  

This is why the first motivation of the PFGA developers was to create rapid proto-
typing ASICs, in order to avoid the wastage and to further reduce the time to market 
and the nonrecurring costs. FPGAs can implement any logical function that an ASIC 
could perform, so when developing an ASIC, the first mandatory stage is to realize its 
FPGA version. The FPGA prototypes can be easily reconfigured and tuned, until ob-
taining the desired performances and successfully completing all the testing specifica-
tions. Only the final versions of the FPGA netlists (all the connections of the circuits) 
will be automatically implemented into ASICs. As a matter of fact this technological 
itinerary holds only for large scale applications, very often the medium or small scale 
applications remain as FPGAs. 

A key issue when comparing FPGA to other electronic technologies is the FPGA 
versus μC-DSP relationship. The FPGA that is stemming from the digital integrated 
circuits achieved today a strong position into the embedded systems field. By contrast 
with a general-purpose computer, such as a PC, which is meant to be flexible and to 
meet a wide range of end-user needs, an embedded system is a computer system de-
signed to do one or a few dedicated and/or real-time specific functions, very often in 
difficult environment and operation conditions. Each time when we need powerful 
algorithms, complex data and signal processing or intelligent decisions at the level of 
physical applications, embedded systems become inevitable. The embedded systems 
were developed by the microprocessor μP – microcontroller μC – digital signal pro-
cessor DSP connection. A legitimate question for the biomedical equipment develop-
ers is why to replace the μP-μC oriented generation with a new FPGA oriented one. 

Comparing the two solutions one can observe that computer/μC binary architec-
tures are build around a central spine bone: the data/address/control bus (see Fig. 2). 
All program instructions use the bus one by one, in order to accomplish the four steps 
that form the instruction cycle: fetch, decode, execute and writeback of the resulting 
data. Except the decoding, all the other steps demand complex bus traffic and ma-
neuvers, which creates a fundamental limitation of the computer’s speed. 

The inconvenient of the bus centered architecture is that since only one instruction 
is executed at a time, the entire CPU must wait for that instruction to complete before 
proceeding to the next instruction. Caches memories, pipelines and different parallel 
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architectures such as multi-core systems are addressing with more or less success this 
inconvenient. For the embedded systems frame a suitable solution represent the paral-
lel bus that carries data words in parallel, on multiple wires. If we compare Fig. 1 and 
Fig. 2 we may appreciate FPGAs as fully distributed and parallel, totally opposed to 
the bus centered architectures. Comparing to the programmed operation of a μC, the 
FPGA presents a programmed architecture. The FPGAs are replacing the virtual 
computing of the logic functions that follow the synchronized succession of the in-
structions and all their steps, with a real wired circuit, able to operate continuously, 
with no complicated synchronization constraints. This is fundamentally accelerating 
the FPGA performance. The same algorithm may be performed hundred times faster 
by a FPGA circuit compared to usual bus oriented architecture devices.  

However the FPGA shift is paid by rather laborious programming, which implies a 
specific vision. A relevant synthesis of the digital computer vs. FPGA dichotomy was 
provided by Ed Klingman in [6]: “When gates were precious entities and tools 100% 
proprietary, it made ultimate sense to arrange these limited gates into universally used 
objects, such as CPU registers, ALUs, instruction decoders (Arithmetic Logic Unit), 
and address decoders. You would then provide a set of instructions that linked and 
relinked these elements, so that, for example, two CPU register outputs could be con-
nected (via buses) to an ALU input, then the ALU output connected to a destination 
register, and then the ALU input connected (via buses) to a specific memory address, 
and the ALU output connected to a different register, and so on and so on 

When gates are no longer precious but are commodities, the fixed elements ap-
proach no longer makes as much sense. The monstrous development in languages, 
tools, I/O devices, standards, and so on will keep CPU development and implementa-
tion alive for decades, if not centuries, but the economics are now and trending more 
so in the FPGA direction.” 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 2. The generic computer/microcontroller architecture 
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3 FPGA Design Tools – A Brief Tutorial 

The FPGA’s intrinsic complexity, pointed by Ed Klingman in 2010, is addressed in 
2012 by design tools that become more and more friendly. The last edition of Xilinx 
ISE Design Suite for instance, is justifying its name by gathering a bunch of previous-
ly stand alone software tools, covering all the operations demanded by the design and 
the implementation of the FPGA application. The main stand-alone tools embedded 
into ISE are: ISim (behavioral simulation), PlanAhead (mapping and post-layout de-
sign analysis), iMPACT (creates PROM files) and ChipScope (post analysis of the 
design). 

The procedural itinerary shown in Fig. 3 is fully automatic, a simple application 
can be achieved basically just by direct commands (Generate Post-Place&Route for 
instance), although the experienced designers have full access to the software re-
sources (such as: Manually Place & Route). The main stages of the FPGA application 
development following the previous itinerary are illustrated in figures [7, 8]. 

 

 
 

 
 
 

Fig. 3. The Xilinx ISE Design Suite procedural itinerary 
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a) HDL code (VHDL in this case) 

 
b) Schematic 

Fig. 4. The synthesis of the HDL code/schematic source of the application 

 

Fig. 5. The behavioral simulation (ISim) 
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Fig. 6. The RTL schematic (Register Transfer Level) and the reviewed schematic 

 

Fig. 7. The Mapping of the design (assigning I/O pins) and the Place&Route 

 

Fig. 8. Generating the netlist and installing the bitstream file into the FPGA’s ROM 
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a) Altera DE1 

 
b) Xilinx Spartan 6 

Fig. 9. Popular FPGA Boards 

It is to mention that thanks to the HDL high standardization, the conversions HDL 
code ↔ schematic or VHDL ↔ Verilog are very fast and reliable, as known from the 
literature and as we personally observed [8, 9]. 

Another proved approach is the automatic conversion from the well known C code 
to HDL and consequently to the low-level FPGA programming [7]. This conversion 
creates conditions for a massive transfer of knowledge (algorithms, procedures, etc.) 
from the C written applications camp towards FPGA, although critical and optimized 
FPGA applications need the direct intervention of experienced designers.  
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4 Existing Healthcare and Biomedical FPGA Applications  

The leading producers (Xilinx, Altera, Digilent, etc.) have reached a maturity level 
that enables FPGAs to deal with a great amount of applications, stemming from vir-
tually any possible domain, including the Artificial Intelligence. The biomedical field 
was taken seriously into consideration by all producers. In 2007 the Altera team pro-
moted FPGAs as mathematical parallel coprocessors in different models of medical 
equipment, boosting the speed hundred times, lowering up to 90% the power con-
sumption comparing to conventional coprocessors, with better utilization of the re-
sources in many types of algorithms [10].  

Image processing is one of the best suited applications for FPGAs, due to the paral-
lel architectures, the logic density and the generous memory capacity. Besides, driv-
ing any type of high resolution display devices, the FPGAs are capable to boost the 
performance of all the fast imaging algorithms: image construction, enhancement and 
restoration, image analysis and pattern recognition, image and data compression, col-
or space conversion, etc. Virtually any significant medical imaging technique can be 
successfully coped by FPGAs: X-rays, magnetic resonance imaging, computed axial 
tomography (CT scanners), portable ultrasound echographic devices, 3D-imaging, 
surgical microscopes, optical measuring and analyze instruments, telemedicine sys-
tems, etc. [11, 12], 4D imaging-based therapies [13], etc.  

Besides imaging, a wide range of clinical applications are mentioned in the FPGA 
oriented literature: electro surgery equipment [12], heart assisting devices [13], robot-
ic surgery, portable patient monitoring systems, drug delivery systems, automatic ex-
ternal defibrillators (AED) [14], bio-sensors using SmartFusion programmable analog 
devices [15], etc. 

Due to their flexibility and fast upgradeability and to their extremely short time-to-
market, FPGAs are now called to support the development of the most advanced med-
ical concepts, as for instance the minimally-invasive surgery platforms (MIS), which 
means significantly less trauma and faster recovery for patients. A MIS platform 
combines the above mentioned techniques (robotics, endoscopy, 3D visualizations, 
etc.) in order to minimize the surgical actions and to maximize their precision and 
sharpness. Such a platform, called da Vinci Robotic Surgical System, is now produced 
by Intuitive Surgical. The platform is composed by an ergonomically designed con-
sole where the surgeon sits while operating, a patient-side cart where the patient lays 
during surgery, four interactive robotic arms, a high-definition endoscopic 3D vision 
system, and a set of surgical instruments, adapted to the seven degrees of freedom 
robotic wrists. So far this platform has enabled methodologies for cardiac and general 
surgery, urology, pediatric, gynecology, colorectal, and head and neck surgeries [12]. 

The portable ultra-low-power FPGAs enable the implementation of a variety of 
devices that minimize the power consumption down to 2 μW when the system is not 
in active use, an important issue for systems such as automated external defibrillators, 
which may be left unattended for weeks or months between tests, or for the portable 
insulin pumps [15].  

The Radio-Frequency Identification (RFID) is a technology that uses radio waves 
to transfer data from a RFID tag which is attached to an object, through a reader, with 
the purpose to identify and to track the object. The RFID tag includes a small radio 
frequency (RF) transmitter and receiver. An RFID reader transmits an encoded radio 
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signal to interrogate the tag. The tag receives the message and responds with its iden-
tification information. The range and the directivity of an RFID system can be largely 
controlled by the designers. 

The Healthcare industry is beginning to use RFID to track patients, personnel, in-
struments, drugs, etc. All the possible RFID are used: the active technology tracks 
high-value, or frequency moved items, while passive technology tracks smaller, lower 
cost items that only need room-level identification. One of the most successful appli-
cations is the tracking of the specimens in the pathology laboratory, where the error 
rate reduced from 9% under 0.05% [16], which was performed in 2007.  

In 2008, Clear Count Medical Solutions introduced the Smart Sponge System, an 
RFID-based system for use in the operating room. The system automatically provides 
a device-reconciled count by directly matching the unique identifier on each tagged 
item both entering into and then out of the surgical case [17]. 

In Nov. 2009 the SocioPatterns platform was used to collect face-to-face proximity 
between persons with a fine spatial and temporal resolution. They used wearable ac-
tive RFID devices to detect face-to-face contacts among individuals with a spatial 
resolution of about 1.5 meters, and a time resolution of 20 seconds. The study was 
performed in a general pediatric ward of the Bambino Gesù Hospital in Rome, Italy, 
during a one-week period, and included 119 participants, with 51 health care workers, 
37 patients, and 31 caregivers [18]. 

The mobile RFID units, that are producing, emitting, receiving and decoding the 
RFID signals need specific radio communication, energy intensive and portable tech-
nology, which may be perfectly ensured by the 7 Series FPGAs of Xilinx for instance 
(up to 96 transceivers operating at 13.1 Gbps, and 16 transceivers operating at 28.05 
Gbps raise, I/O bandwidth to 2.8 Tbps, etc.) [19]. 

5 Conclusions 

The FPGA industry reaches now the potential that enables it to deeply revolutionize 
all our technologies. The healthcare and biomedical equipment industry is facing a 
strategic challenge: the replacement of conventional electronic equipment characte-
rized by bus centered architectures with FPGA/ASIC based systems, bringing sub-
stantial advantages: low costs, flexibility, interoperability, reliability, speed, etc.  

The positive FPGA experience issued from the military and the aerospace domains 
is now beginning to spread into the biomedical and healthcare field, where the per-
sonnel should be aware and prepared for this substantial and long term advance.  
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