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Preface

Although the idea of applying principli es
found in nature to the design of engineering
systems has a long history, onlyy y recently has
biomime�cs begun to establish itself with�
rapidly increasing impact in both biology 
and engineering. One of the reasons f for this
development is a number of highly sophis-
�cated technologies and analy� �cal methods�
that have now become available, highlighted 
among others by molecular biology on the
one hand and micro- and nano-fabrica� on�
technologies in engineering on the other. 
The general interest in looking upon na-
ture as a database for possible solu� ons of �
complex problems that have already been
worked out by biological systems seems to
have reached a cri� cal threshold from where�
it is rapidly expanding.

There is no lifi e without sensors and sens-ff
ing. Even at the level of bacteria sensory per-
formance is already well developed, guiding
the cell’s ac� vity in its species speci� � c envir-�
onment. Among the higher animals, hun-
dreds of millions of f years of evoluf � on and�
the e� ect of permanent ‘quality control’ by �
selec� ve pressures have � � ne tuned many �
sense organs to their speci�c tasks with in-�
credible perfec�on, some� �mes reaching the �
limits of thef physically possible regarding
sensi�vity and selec� �vity, but also impres-�
sive with regard to the e� cient use of mater-�
ials and energy. Biological sensory systems
thus have an enormous poten�al for tech-�
nical, industrial and medical applica�ons.�
This applies to sensors specialized for many
di� erent forms of energy such as op� �cal, �

electrical, magne� c, mechanical and chem-�
ical, for the detec�on of light, electrical and�
magne� c � � elds, sound, vibra� � ons, mo� �on, �
pressure, strain and stress, to name a few. 
Animals have many sensory capaci�es alien�
to our human experience, examples being
sensi�vi� �es in the ultraviolet, infrared and �
ultrasound, electro-magne� c recep� � on, and�
the detec� on of skeletal strain. �

Simultaneously, remaryy kable advances in
the areas of synthe� c materials and fabri-�
ca� on techniques � are making it increasingly
possible to design and build highly sensi�ve,�
selec� ve, and rela� �vely inexpensive micro-/�
nano-electromechanical devices � nding im-�
portant sensory applica�ons in a number of �
areas including: security (detec�on of air-�
and water-borne toxic materials); �uid mo-�
� on sensing (in, for example, autonomous �
�ying or underwater vehicles); medicine�
(implantable drug delivery systems, analysis 
of micro-/nano-liter chemical solu� ons, sur-�
gical tac� le gloves); the industry (nano-liter�
ampli�ca� �on of DNA).�

In order to make e�e ec�� � ve use of all these �
innova�on poten� � als� , and to develop new re-
search strategies and new ways of thinkinf g,
it is of prime importance to intensify the dia-
logue among biologists, engineers, physic-
al scien�sts, physicians and mathema� � cians,�
and to promote their actual collabora� on�
and cross-disciplinary crea�vity. In this re-�
gard, the demands of industry, medicine, f
and government agencies with respect to
the development and applica�on of sensor�
arrays, data reduc� on, evalua� �on and com-�
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munica� on, and actua� � on decisions, all in �
the presence of background noise, are nu-
merous and increasing in importance.

The main goal of this book is to promotek
the interac�on between biologists, engin-�
eers, physical scien�sts, physicians and�
mathema�cians at the fron� � ers of research �
and to help prepare the ground for innova-
�ve lines of highly mul� � -disciplinary future �
work. Our authors represent a wide spec-
trum of individuals from academia, govern-
ment laboratories, and industry. As seen
from the list of contents the tof pics treated
cover a broad spectrum of problems rang-
ing from processes of enerf gy transforma� on�
and transduc� on to sensor array fabrica� �on �
and applica� on. These di� �erent � �elds are�
all linked and glued together by what a sen-
sory system has to accomplish, both in biol-
ogy and engineering. The main sec� ons of �
the book are dedicated to sensory systems
and capaci�es dealing with di� � erent forms�
of sf �mulus energy, such as vision, olfac� �on, �
various forms of mechanorecep�on, and�
infrared and electrorecep�on. Importantly, �
there is an addi�onal large sec� �on on bio-�
inspired synthe�c sensors, sensor materials �
and the fabrica� on of technical sensors.�

We acknowledge with pleasure and gra�-�
tude the funding in support of an ambif � ous�
interna� onal conference held in Cetraro/Ca-�
labria, Italy, in October 2008, whose success
supported the idea of publishing a book on

the same topic. Among the present authors
many par�cipated in this conference which �
was generously supported by the Na�onal�
Science Founda�on, the University of Vien-�
na (Faculty of Life Sciences), the US Air Force 
O� ce of Scien� ��c Research, the University�
of Virginia at Charlo�esville, the US O� � ce of �
Naval Research, and the Engineering Confer-
ences Interna� onal. Thank you for sharing�
our vision. We also gratefully acknowledge
the coopera� on and pa� �ence of our authors  �
and of Eva Maria Oberhauser of f the editorialf
sta� of Springer-Verlag, Vienna.�

It is with great sadness that we had to
accept the passing away of our dear friend 
Pepe Humphrey early in 2010, at a point in
� me when the concept of our book had al-�
ready been worked out and the authors had
already started to submit their contribu�ons.�
The editorial work with the manuscripts, 
however,r  was s�ll lying ahead of us. FGB did�
his best to take care of Pef pe’s share of thef
work. Pepe will be remembered by many as
an outstanding person who not only very
successfully promoted research collabora-
�ons between engineering and bio logy but�
also was a wonderful, warm hearted human 
being with an excep�onally broad mind,�
thinking deep and fully enjoying life.

Vienna, Charlo� esville VA, Brisbane, �
May 2011

FriedricFF h G. Barth
Joseph A. C. Humphrey†
Mandyam V. Srinivasan 
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sensors
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 Abstract
Nature has developed a stunning diversity of
sensory systems. Humans rely mainly on visual
informa� on for object detec� � on, discrimina� � on�
and spa� al orienta� �on. In addi� � on, they use �
acous� c, olfactory, and somatosensory cues.�
But even beyond these common sensory sys-
tems a large variety of highly specialized sen-f
sors have evolved in the animal kingdom. Ex-
amples include the infrared receptors of snakes 
and pyrophilous insects, the electroreceptors
of � sh, the magnetoreceptors of birds and the �
lateral line of �sh and amphibians. This chap-�
ter deals with certain aspects of the detec�on �
and processing of hydrodynamic inf forma�on in �
both natural and ar�� cial lateral line systems.�
We show that the study of seemingly exo� c sen-�
sory systems, such as the � sh lateral line, can �
lead to discoveries that are useful for the con-
struc�on of man-made sensors.�

1. 
Introduc� on�

Animals use a stunning diversity of sensory
systems to extract informa� on from their �
environment. Most diurnal animals rely heav-
ily on visual informa�on in addi� � on to using �
acous� c and chemosensory cues. For many�
nocturnal animals other sensory systems may
be more important, such as mechanorecep-
�on (Bleckmann 1994), magnetorecep� � on�
(Lohmann 2000), infrared recep�on (Ebert et�
al. 2007; Schmitz et al. 2007) or electrorecep-
� on (von der Emde 1990; Manger and Pe� �-�
grew 1995).

For decades biologists have been studying
the various types of sensorf y systems found in
the animal kingdom. This helped gain insight
in the uptake, transforma�on and transduc-�
� on mechanisms these systems employ, in �
the behavior they mediate, and in the func-
� onal proper� �es of their central pathways. �

Horst Bleckmann
University of Bonn, Ins�tute of Zoology�
Poppelsdorfer Schloß, 53115 Bonn, Germany
e-mail: bleckmann@uni-bonn.de
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In general, biological sensors are miniatur-
ized  matched � lters frequently of outstand-�
ing sensi�vity (Wehner 1987). Parallel sam-�
pling and the processing of informa�on is �
one of the waf ys nature improves the signal-
to-noise ra�o and reduces the likelihood of �
errors because of the malfunc� oning of sin-�
gle sensory elements. Sensory receptors are 
connected to brain circuits that are special-
ized processors of inf forma� on, with a speed�
unrivalled by our fastest computers. It is no 
wonder that the study of biolof gical sensors,
including their non-nervous auxiliary struc-
tures, has lead to important discoveries of in-
terest to engineers and biologists alike. As a 
result, engineers have successfully emulated 
natural sensory systems in various types of
technical applica� ons, examples of which in-�
clude re�na-like sensors (Sandini and Me� �a �
2003), electronic noses (Se�les et al. 2003), �
silicon cochleae (Sarpeshkar 2003), spider
trichobothria (Humphrey and Barth 2008), 
and slit sense organs (Barth 1978; see also
chapter IV,5). This chapter focuses on the
�sh lateral line, a system consis� �ng of arrays�
of mechanorecef ptors, which has recently
captured the curiosity of biologically inspired
engineers (Fan et al. 2002; Peleshanko et al. 
2007).

2.   
Sensory systems as  matched �lters�

If we judge the performance of a sensory
system we should keep in mind that this sys-
tem was built by nature to ful� ll a par� �cular, �
restricted purpose. Although this restric�on �
limits the amount of environmental inf forma-
�on an animal can obtain, it eases the task of �
informa� on processing. Sensory systems are�
shaped by  natural selec� on, hence they tend�
to �nd only approximate solu� �ons that are �

restricted to the narrow range of biolof gic-
ally relevant situa� ons (for good examples,�
see Wehner 1987). To keep out unnecessary
and/or to enhance relevant informa�on,�
s� mulus uptake begins with non-nervous�
auxiliary structures that allow only the en-
ergy of a par�cular form to be passed on. �
Examples include the visual, acous� c and �
chemosensory systems of invertebrates and
vertebrates, the trichobothria and slit sense 
organs of sf piders, the electrosensory sys-
tems of � shes and the infrared sense organs�
of pyrophilous insects and snakes. Though 
the informa� on that reaches the receptor �
cells has already been � ltered, sensory sys-�
tems usually have several types of sensoryf
cells that respond to di�erent aspects of an�
adequate s� mulus. For instance, the sensory�
cells in the tuberous organs of weakly elec-
tric � sh may (B-cells) or may not (A-cells) be �
highly sensi� ve to s� � mulus phase (von der�
Emde and Bleckmann 1992). Since A- and 
B-cells are innervated by di�erent a� �erent �
� bers that project to di� �erent brain areas,�
parallel processing in the electrosensory
pathway already begins in the periphery.
This is a common feature found in most, if
not all, sensory systems.

3. 
Design rules of sensory systemf s

Although most animals are equipped with a 
variety of sensory systems, the cell types 
that are available for building these systems
are fairly conserva� ve. Instead of designing �
new systems from scratch, evolu� on rede-�
signs already exis� ng systems to serve a�
completely new func� on. The most com-�
mon way to build a novel sensory system is 
to connect a certain sensory cell type with 
new non-nervous auxiliary structures. Ex -
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Fig. 1 A –  C A A hair cell with a single 
kinocilium and several stereovilli
(Flock 1971  b). B The direc� onal�
sensi� vity of a hair cell. The �
membrane poten� al varies with the�
cosine of the angle between the
direc� on of maximum sensi� �vity �
and the direc� on of the applied�
displacement s�mulus (Flock 1971  a). �
C A lateral line  neuromast with
antagonis� cally aligned hair cells, �
a cupula and two a� erent nerve�
�bers. E� �erent innerva� �on is not�
shown

amples are the  infrared receptors of the
pyrophilous beetle Melanophila that origi-
nate from mechanosensory hairs (Schmitz et
al. 2007). The inner ear of mammals and
birds contains sensory systems that respond
to sound pressure (the cochlea), to gravity
(the otolith organs) and to angular accelera-
�on (the semicircular canals). Despite the �
profound di�erences in func� � on all three�
systems are based upon the mechanosen-
sory hair cell.  Hair cells have a hair bundle at 
their apical surface. This bundle is comprised
of stereovilli that grow longer from one edge
of the bundle to the other. A sinf gle true kino-
cilium (not present in all hair cells) occurs ec-
centrically at the tall edge of the hair bundlef
(Fig. 1  A). This has func�onal consequences: �
de�ec� �ng the stereovilli towards the kinoci-�
lium causes a depolariza�on, while de� � ecing�
them away from the kinocilium results in a
hyperpolariza�on of the cell membrane po-�
ten� al (Fig. 1  B) (Flock and Wersäll 1962).�

Fish also have otolithic organs that re-

spond to gravity and semicircular canals that
respond to angular accelera� on. The� � sh ear�
lacks, however,r  a cochlea. For that reason,
early researchers assumed that all � sh were �
deaf. More recently though, careful studies
have revealed that many � sh (e. g. the Oto-�
physi, clupeids and mormyrids) are highly
sensi� ve to sound (for a recent review, see �
Sand and Bleckmann 2008). In these �sh the�
swimbladder is linked to the ear and thus
acts as a sound pressure receiver. Fish can-
not only hear but can also determine the dir-
ec�on and the distance of a sound source.�
They do so by exploi� ng the par� �cle move-�
ments – picked up directly by the otolithic
apparatus of the inner ear – that are associ-f
ated with sound pressure waves (Sand and
Bleckmann 2008).
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4. 
The �sh  lateral line �

In � sh a specialized hair cell system, called �
the lateral line, serves a par� cular func� � on: �
it is used for both the detec�on of water �
movements and pressure gradients. In most
�sh the lateral line is composed of two types�
of recef ptors: those located on the surface of
the skin, termed super�cial neuromasts�
(SN), and those located in sub-epidermal
� uid-� � lled canals, termed canal neuromasts�
(CN). Pore-like openings usually connect the
interior of the lateral line canals with thef
outside medium (Fig. 2). The sensory epithe-
lium of a lateral line neuromast contains f
about 20 to 100  hair cells (in a few cases up
to 10 000 hair cells) (Bleckmann et al. 1989; 
Denton and Gray 1989; Münz 1989). The hair 
bundles of these cells protrude into a gela-
�nous cupula that connects the bundles ei-�
ther with the water surrounding the � sh, �

Fig. 2 A, B Morphology of the  lateral line 
periphery. A Graphic representa� on of a SN and a�
lateral line canal with a CN (redrawn from Coombs
and Montgomery 1999). Arrows indicate direc�on �
of water �ow.� B Distribu�on of SNs (dots) in the�
gold� sh, � Carassius auratus. Circles indicate canal
pores. The drawing was gratefully provided by A.
Grotefeld

or with canal � uid. The hair cells of a lateral�
line neuromast are oriented in two opposing
direc�ons (Fig. 1  C) (Flock and Wersäll 1962). �
The informa� on of SNs and CNs is relayed by �
separate nerve � bers to the brain (Münz�
1985). A single nerve � ber contacts only hair�
cells with the same direc�onal orienta� �on,�
even if the f � ber innervates more than one �
neuromast (Münz 1985).

There are about 30 000 extant � sh spe-�
cies (Nelson 1984), which may live in very 
di�erent hydrodynamic environments (e. g.�
in fast running rivers, along the ocean shore-
line or in quiet lakes) and may have di�erent �
ways of living (e. g. herbivorous, planc� vor-�
ous or piscivorous). Therefore, it is not sur-
prising that the organiza� on of the periph-�
eral late ral line can be quite diverse (e. g.
Fig. 2  B, 3). Di� erences include the number �
and distribu� on of SNs (Puzdrowski 1989; �
Schmitz et al. 2008), cupula dimensions
(Trump and McHenry 2008) and the number,
design and placement of lateral line canalsf
(Denton and Gray 1983, 1988  a; Bleckmann
and Münz 1988; Coombs et al. 1988; Webb 
1989;  Weber et al. 1991). It is quite likely
that the overall arrangement of the f periph-
eral �sh lateral line solves par� � cular sensory �
problems, but so far a clear form-func�on �
rela� onship of the lateral line has not been �
uncovered for any � sh species. However, �
several studies have already shown a strong
link between the morphology of lateral line
canals and their �lter proper� � es (Denton and�
Gray 1988  b, 1989; van Ne�en and Khanna�
1993; van Ne� en and Wiersinga-Post 2002;�
van Ne� en 2006). �

4.1  Behavior

Fish use lateral line informa�on for prey de-�
tec� on, predator avoidance, intraspeci� � c �
communica�on, schooling, object detec� �on �
and discrimina� on, entrainment and rheo-�
taxis (Bleckmann 1993, 1994; Montgomery
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Fig. 3 A–D Examples of thef
morphological diversity of the f
�sh  lateral line. The peripheral �
lateral line of the blind cave 
�sh, � Astyanax hubbsi (redrawn i
from Schemmel 1967) A and
the running water � sh� Ancistrus
spec. (Grotefeld unpubl.)
B Dots indicate SNs, circles 
represent canal pores. Note
that Astyanax has much more x
SNs than Ancisii trus. C The
head of thf e freshwater � sh�
Percarina demido�o . Note the
widened head lateral line canals 
(Jakubowski 1967). D Head of a
herring Spra�us spra� � us� , a � sh �
that lives in the open ocean. The
black lines indicate the course of 
the lateral line canals (Blaxter et
al. 1983)

its aqua�c environment (Teyke 1989; Burt�
de Perera 2004). Some piscivorous �sh can�
sense and even track the hydrodynamic trail 
caused by their prey (Pohlmann et al. 2001,
2004; Pohlmann 2003).

Despite the presence of ambient currentsf
in many aqua�c environments, most behav-�
ioral experiments designed to uncover the
sensory capabili� es of the lateral line have�
been conducted under s� ll water condi-�
� ons. In a few studies, however, researchers �
have inves� gated the e� � ect of background �
� ow on behavioral thresholds. Successive�
eleva� ons in background � � ow caused only a�
marked decrease in sensi�vity in� �sh with a�
reduced canal system (Kanter and Coombs
2003; Basse� et al. 2006). While background �
noise may interfere with the ability of �sh to�
detect prey, rheophilic � sh may use lateral �
line input to ease their life in turbid rivers and 
streams. Trout (Salvelinus foff n� nalis, Salmo�
tru�a� ) prefer to remain in speci�c loca� � ons,�
which they only leave to seize pieces of drf i	-	
ing debris. They even use hydrodynamic in-
forma�on to maintain their posi� �on and to �

et al. 1997; Liao 2007). However, it is pri-
marily used for close range detec� on. For �
instance, blinded sculpins can es� mate the �
distance from a dipole source from up to one
body length away. Surface feeding �sh re-�
spond to the capillary surface waves caused
by prey insects trapped by the water surface
from a distance of uf p to three body lengths 
away (Schwartz 1970; Hoin-Radkovski et al.
1984). For distance determina�on they use �
the dampening and dispersion proper�es �
of water surface waves (Bleckmann et al.
1989). The midwater � sh� Carassius auratus
uses lateral line input to discriminate the dir-
ec�on of object mo� �on, object speed, size �
and shape (Vogel and Bleckmann 2000). The 
blind cave�sh � Astyanax mexicanus (Characi-
dae) readily passes through a barrier of rods
without touching them. Astyanax makes use x
of the fact that any near-by sta� onary object�
interacts hydrodynamically with its body and
thus alters the pa� ern of lateral line s� �mula-�
�on in a predictable way (Campenhausen et �
al. 1981). Astyanax even uses hydrodynam-x
ic informa� on to develop an inner map of �
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capture energy from vor� ces while moving �
through turbulent � ow (Su� �erlin and Waddy �
1975; Liao et al. 2003; Beal et al. 2006).

4.2  Physiology of the fish lateral line fi

Primary lateral line a�erents show ongo-�
ing ac� vity. If s� � mulated with sinusoidal�
water mo�ons, they respond (threshold�
water displacement is about 0.02 
m peak-
to-peak at 100 Hz) with phase locking and
– at  lar– ger s� mulus amplitudes – with an�
increase in ac�on poten� �al rate (Bleckmann�
and Topp 1981; Kroese and Schellart 1992).
In � sh that have both a canal system and �
SNs, two types of primary a� erents can be�
dis�nguished. Those that innervate SNs re-�
spond (up to a frequency of about 60 Hz) in
propor� on to water velocity, those that in-�
nervate CNs respond (up to a frequency of
about 100 Hz) in propor�on to water accel-�
era� on (Kroese and Schellart 1987; Kalmijn�
1988). Due to the innerva�on pa� �ern of lat-�
eral line neuromasts (see above and Fig. 1  C)
and the direc�onal sensi� � vity of lateral line �
hair cells, primary lateral line a�erents are �
direc� onally sensi� �ve and phase lock only to�
one half of f a f full wave cycle.

Lateral line a�erents not only respond �
to “clean” sinusoidal water mo�ons, but �
also to the irregular water mo� ons gener-�
ated by the leg movements of planktonic
prey (Montgomery and Macdonald 1987), to 
vortex rings that pass the � sh laterally (Cha-�
gnaud et al. 2006), or to the Kármán vortex
street caused by a rod exposed to running
water (Chagnaud et al. 2007  a). Lateral line
a�erents predictably respond to the well �
de�ned low frequency transient water mo-�
�ons, caused by an object that passes the �
� sh laterally, with a single peak of excita� �on �
followed by a decrease in neural ac�vity or�
vice versa. Due to the direc� onal sensi� �v-�
ity of the lateral line hair cells, this response
pa�ern inverses when the direc� �on of ob-�

ject mo�on is reversed (Bleckmann and�
Zelick 1993; Mogdans and Bleckmann 1998; 
Mogdans and Geisen 2009). A� erents that �
are believed to innervate SNs addi� onally�
discharge numerous unpredictable bursts of
ac� on poten� �als in response to the irregu-�
lar water mo� ons that occur a� 	 er the object	
has passed the � sh (Mogdans and Bleck-�
mann 1998).

As opposed to primary lateral line af-
ferents, many central nervous lateral line 
units are highly selec� ve. For instance, ap-�
proximately 40 % of all medullary (medial
octavolateralis nucleus) and midbrain (torus
semicircularis; for central lateral line path-
ways see McCormick 1989 and Wullimann 
1998) lateral line units do not respond to a
small sta�onary sphere that vibrates with �
constant frequency and amplitude (Plachta
et al. 1999; Bleckmann 2007). These units 
might, however, readily respond to ampli-
tude modulated sinusoidal water mo�ons�
(Plachta et al. 1999) or to the water mo�ons�
caused by an object that passes the �sh lat-�
erally. Units of this tf ype may be highly direc-
�onally sensi� �ve, i. e. they respond only if �
the object passes the � sh in a certain direc-�
�on (Bleckmann and Zelick 1993; Müller et�
al. 1996; Wojtenek et al. 1998). Other cen-
tral lateral line units respond only to a sta-
�onary vibra� �ng sphere, but not to a moving�
object (Engelmann and Bleckmann 2004).

4.3  Dipole localization

Sensory systems are usually built to detect,
discriminate and localize a s� mulus source.�
Localiza� on of the source of a hydrodynam-�
ic s� mulus is probably achieved by analyz-�
ing the responses of arrays of f SNs and CNs.f
Both, physiological studies and mathema� c-�
al calcula� ons have shown that up to a�
distance of one body length the excita� on �
pa� erns of arrays of lateral line neuromasts �
contain the informa�on about the posi� �on �
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Fig. 4 Responses of a lateral line unit in the  torus semicircularis of gold� sh (top) to sinusoidal water �
mo�ons generated by a vibra� �ng sphere. Le� �ers A to E denote sphere posi� � ons that were altered in�
5 mm steps. Bo� om: Period histograms (bin width 0.5 ms) of the neural ac� �vity induced by a sta� �onary �
vibra�ng sphere (diameter 10 mm, vibra� �on frequency 50 Hz, peak-to-peak displacement amplitude �
220 
m, distance from �sh 10 mm). Sphere vibra� � on direc� �on was 0° (parallel to the long axis of the�
�sh), 45°, 90° (perpendicular to the long axis and the surface of the� � sh), and 135°. Note that the unit�
responded only to one half of f af full wave cycle and that the phase angle of the response depended on f
both the posi� on of the sphere and the direc� �on of sphere vibra� � on�

central lateral line units require a certain
temporal pa� ern of water mo� � ons in order�
to respond (Müller et al. 1996; Wojtenek et 
al. 1998; Plachta et al. 2003). Although pri-
mary lateral line a�erents transmit the in-�
forma� on about object posi� � on and object�
vibra�on direc� � on to the central nervous �

(Sand 1981; Coombs et al. 2000) and the
vibra�on direc� � on (Sand 1981; Coombs et�
al. 2000; Curcic-Blake and van Ne�en 2006;�
Goulet et al. 2008) of the sphere. One of the
uncovered s� mulus parameters that is en-�
coded in the central lateral line pathway is
the direc�on of object mo� �on; that is, some �
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system, space sensi�ve central units, like�
those known from the acous� c system of �
birds (Konishi 1986), have not been found
in the brain of �sh (Künzel, unpubl.; Meyer,�
unpubl.). Ac� on poten� � al discharge rates �
and/or phase angles of central lateral line 
neurons may, however, drama� cally change �
if obf ject posi� on and/or object vibra� � on�
direc�on is only slightly altered (e. g. Fig. 4).�
Thus, by monitoring the ac� vity of many�
central lateral line units (popula� on code), �
�sh probably obtain the informa� �on neces-�
sary for object localiza� on.�

4.4  Running water

One o	en neglected but important ques-	
�on to ask is how  hydrodynamic noise, e. g. �
bulk water � ow, a� � ects or is even used for�
lateral line percep�on. Bulk water � � ow con-�
sists of both a steady (DC) component and 
� ow � �uctua� �ons, which are superimposed �
on the DC � ow (Chagnaud et al. 2008  a). If �
exposed to unidirec�onal bulk water� � ow, �
� ow sensi� �ve lateral line a� � erents (most�
likely a� erents that innervate SNs) tend to �
respond with a burst-like increase in ongo-
ing ac� vity (Voigt et al. 2000; Carton and �
Montgomery 2002; Engelmann et al. 2002;
Chagnaud et al. 2007  b). Surprisingly, in near-yy
ly all � ow-sensi� � ve lateral line a� � erents this�
increase occurred irrespec�ve of gross � � ow�
direc� on (Chagnaud � et al. 2007  a). This sug-
gests, that � ow sensi� � ve lateral line a� � er-�
ents do not respond to the DC component
of the � ow but only to the  � � ow � �uctua� � ons �
(Chagnaud et al. 2007  b). Since � ow� � uctua-�
�ons move with the mean � � ow, � �sh may de-�
termine gross � ow direc� � on and gross � � ow�
velocity by monitoring the direc� on and vel-�
ocity of individual �ow disturbances while�
these move across their body surface 
(Chagnaud et al. 2008  b). Some medullary
(Kröther et al. 2002) and midbrain lateral line
units (Zelick and Hofmann, unpubl.) have

been found to be weakly tuned to velocity,yy
but to date, lateral line units sharply tuned
to water � ow velocity have not been found�
in the medulla (Künzel 2009) or in the mid-
brain of �sh (Bleckmann and Zelick 2009).�

In running water (10 cm/s), the responses 
of � ow sensi� � ve primary lateral line a� � erents�
to the water mo�ons caused by a sta� � onary�
vibra� ng sphere, are masked, both in terms �
of discharf ge rate and phase locking. In con-
trast, responses of � ow insensi� �ve lat eral �
line a� erents evoked by a vibra� � ng sphere �
are barely a� ected by running water (Engel-�
mann et al. 2002; Chagnaud et al. 2007  b),
provided the � ow velocity is � � 10 cm/s (Chag-
naud et al. 2007  b). If units of the medullary 
octavolateralis nucleus (MON) are s� mulat-�
ed with a sta�onary vibra� �ng sphere in the�
presence of background � ow, four types of �
units (MI to MIV) can be dis�nguished. MI �
units respond to running water with either
an increase or a decrease in neural ac� vity.�
If s� mulated with a vibra� � ng sphere, the �
response rates and/or the degree of phase-
coupling decrease under running water con-
di� ons. MI units most likely receive excita-�
tory or inhibitory (via inhibitory interneu-
rons) input from a�erents that innervate�
SNs. Ongoing discharge rates of MII units are
hardly altered by running water. Moreover,
these units do not change their responses to
dipole s�muli in the presence of water� � ow. �
MII units most likely receive input from CNs. 
Like MII units, the ongoing discharge rates of
MIII units are not altered in running water.
However, their responses to dipole s� muli�
presented in background �ow are masked �
(Kröther et al. 2004). Probably, excitatoryy y
input to MIII units, mediated via � ow insen-�
si� ve CN a� � erents, is inhibited by SN a� �er-�
ents. Like MI units, MIV units are �ow-sen-�
si�ve. However, the responses of these units �
to a vibra�ng sphere s� � mulus are not a� �ect-�
ed by running water. This suggests that MIV
units also receive input from both SNs and
CNs (Kröther et al. 2004). In gold� sh, lateral�
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units respond with a short burst if an obf ject 
passes the � sh, i. e. these units probably re-�
ceive input from CNs. Like MON units, � ow �
sensi� ve toral units show sustained increas-�
es or decreases in ongoing discharge rate if
exposed to water �ow. In s� �ll water, units�

Fig. 5 A, B  Iso-pressure contours (dashed lines) and �ow lines (solid lines with arrows) around a �
dipole source. Iso-pressure contours are shown for the plane that bisects the source along its axis of
oscilla�on, indicated by the large arrowheads. Note that for a given phase of sphere movement the �
� ow direc� �on on the surface of the � �sh depends on the direc� �on of sphere vibra� � on.� A A change in the
rostro-caudal posi�on of the sphere by only 1 cm (sphere vibra� � on direc� � on 90°) caused a phase shi� 	
of about 180° in the neuronal response. B A change in the direc�on of sphere vibra� � on from 45° to 135°�
also caused a 180° phase shi	  of the response (Meyer and Bleckmann, unpubl.). During recording the 	
posi�on of the sphere was not altered�

line units recorded from the midbrain torus
semicircularis are also either �ow sensi� � ve�
or insensi� ve (� �ow speed 10 cm/s), i. e. toral �
units receive either input from � ow sensi� � ve�
or from �ow insensi� � ve units of the MON. �
90 % of allf � ow-insensi� � ve toral lateral line�



12 Horst Bleckmann, Adrian Klein, Gunnar Meyer

of both tf ypes may respond to a vibra�ng �
sphere and/or to a sphere passing the � sh�
laterally (Engelmann and Bleckmann 2004). 
In running water, responses of �ow-sensi-�
� ve units to the vibra� �ng sphere are masked�
(Engelmann and Bleckmann 2004). Inter-
es�ngly, the responses of 12 out of 14 � �ow �
insensi�ve units were also masked by lam-�
in ar water �ow (Engelmann and Bleckmann�
2004). Most likely, units of this type receive
excitatory input from type MIII units. Con-
sequently, as in the MON, a complete separ-
a� on of SN and CN-input does not exist at�
the level of the torus semicircularis. In sum-
mary, MON and torayy l lateral line units display
many di�erent response types, especially�
under running water condi� ons. Unfortu-�
nately, the meaninyy g of the various resf ponse 
types is s� ll not fully understood. Moreover,�
the underlying neuronal circuits have up to 
now not been uncovered. It is hoped that 
intracellular recordings and neuroanatomic-
al studies will help to bridge this gap.

The e� ects of running water on the re-�
sponses of MON and toral lateral line unitsf
to a moving object are diverse and depend
on object mo� on direc� � on. This may be ex-�
plained by peripheral hydrodynamic e�ects�
(Engelmann and Bleckmann 2004; Kröther et
al. 2004). For a more detailed discussion on
lateral line physiology the reader is referred
to recent reviews (Bleckmann 2006, 2007;
Bleckmann and Zelick 2009). 

5.  
Biologically inspired hydrodynamic
sensors

Numerous types of engineered �ow sensors�
have been used for the measurement of sur-f
face and subsurface water mo�ons (see also �
chapter VI,6 by Izadi and Krijnen). Examples

include hot-wire anemometers, optoelec-
tronic movement detectors, laser Doppler
anemometers, capaci�ve probes, micro-pil-�
lars and custom-made underwater mo� on�
transducers (Bleckmann 1994; Chaves and
Hodos 1998; Mogdans et al. 2004; Brück-
er et al. 2007; Brücker and Chaves 2007).
Campenhausen et al. (1981) were the � rst�
to build an ar�� cial lateral line neuromast.�
Their goal was to learn more about the
hydro dynamic s� mulus that reaches a blind �
cave � sh when passing a nearby object. Den-�
ton and Gray (1983) and Weber et al. (1991)
studied the func�onal proper� �es of simple�
and complex ar��cial later line canals. These�
studies revealed that below about 100 Hz 
the water displacement in the canals is
roughly propor�onal to the velocity of the �
outside medium (Denton and Gray 1983).
Fan et al. (2002) were the �rst to build micro-�
fabricated ar�� cial hair cell sensors. Arrays�
of ar�� cial neuromasts can be used to de-�
tect and localize a dipole source (Yang et al. 
2006). Lastly, an autonomous under water 
vehicle equipped with arrays of af r��cial �
neuromasts can iden�fy the signature of a �
wake and thus in principal can be trained to
follow a wake generator (Yang et al. 2006).

All early researchers inves� gated the �
func�onal proper� �es of ar� �� cial lateral line�
canals (ALLC) under s�ll water condi� � ons. By �
exposing an ALLC to running water, research-
ers learned that such a canal can be used to
detect and localize a cylinder (object) placed
adjacent to the canal (Pillapakkam et al.
2007). Such a cylinder induces complicated 
pa�erns of DC and AC � �uid mo� �ons external�
to and inside the ALLC. These �ow pa� � erns �
depend on both the size and posi�on of the �
cylinder with respect to the long axis of thef
ALLC. A narrow spread of �ow oscilla� �ons in-�
side the ALLC shows that there is li� le mech-�
anical coupling between neighboring sec-
� ons of the canal; that is, each short sec� � on�
of the canal behaves almost independently
of its neif ghboring sec�ons. Thus, both the �
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Fig. 6 A round ar�� cial �
lateral line canal (R-ALLC)
(inset in middle panel)
was exposed to a cylinder
placed upstream to the 
R-ALLC in the �ow tank.�
The water inside the front 
segment of the R-ALLC 
oscillated with the vortex
shedding frequency of
the cylinder (top and FFT
spectrum in the middle
panel). Bo�om: By using �
cylinders of di� erent�
diameter vortex shedding
frequencies can be altered. 
Peak oscilla�on frequencies�
of water mo�ons inside the�
R-ALLC (white bars) were
similar to the calculated
(see equa� on in bo� �om�
panel) vortex shedding
frequencies (black bars)

Fig. 7 FFT spectra of thef � ow veloci� � es (inset) inside a ver� �cally oriented R-ALLC. The spectrum, which �
is based on the measurements obtained from the upper part of the R-ALLC, is represented by black
bars; the spectrum, which is based on the measurements obtained from the lower part of the R-ALLC, f
is represented by gray bars. In this experiment a horizontal cylinder was posi�oned upstream to the�
R-ALLC close to the bo�om of the� � ow tank�



14 Horst Bleckmann, Adrian Klein, Gunnar Meyer

�ow and the � � ow oscilla� � ons in an ALLC not�
only indicate the presence, but also the rela-
� ve posi� � on (with respect to the long axis�
of the canal) of an external object. Round
ALLCs (R-ALLC, see Inset in middle panel of 
Fig. 6) can be used to determine the pres-
ence and posi�on of a cylinder placed up-�
stream to the ALLC. A cylinder that sheds
vor�ces with a frequency of X Hz causes the �
water inside the R-ALLC to oscillate with X Hz
(Fig. 6). While the frequency of these oscil-
la� ons is iden� �cal with the vortex shedding�
frequency of the upstream cylinder, the
amplitude of these oscilla�ons depends on �
the posi� on of the cylinder rela� � ve to the�
R-ALLC (c. f. Fig. 7). Because the vortex shed-
ding frequency is not only a func� on of bulk�
� ow velocity but also of cylinder diameter,�
the informa�on about the size of a cylinder �
can also be obtained with an ar�� cial lat-�
eral line, provided the bulk �ow velocity is�
known.

  Outlook 
Hydrodynamic sensors that work according to 
the principles of the f � sh lateral line can poten-�
� ally be used for a wide range of applica� �ons. �
Depending on the speci� c task, sensors can�
be designed for object detec� on, iden� �� ca-�
� on and localiza� �on as well as for� �ow mea-�
surements. Ar�� cial lateral lines can also work�
under unfavorable condi�ons, such as darkness �
or in murky waters. Despite their astonishing
capabili� es, ar� ��cial lateral lines are s� �ll no�
match for natural lateral line systems. There-
fore, the understanding of the biophysical and f
neural principles governing mechanosensa� on�
in �sh remains an ongoing goal in scien� �� c re-�
search (see also Chapter VI,6 by N Izadi and GJM
Krijnen).
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Abstract
The past two decades have witnessed a growing
interest not only in understanding sensory biol-
ogy, but also in ay pplying the principles gleaned 
from these studies to the design of new, biologif -
cally inspired sensors for a variety engineering
applica�ons. This chapter provides a brief ac-�
count of this interdisciplinary endeavour in thef
� eld of insect vision and � �ight guidance. Despite �
their diminu� ve eyes and brains,� � ying insects �
display superb agility and remarkable naviga-

� onal competence. This review describes our �
current understanding of how insects use vision
to stabilize � ight, avoid collisions with objects, �
regulate � ight speed, navigate to a distant food �
source, and orchestrate smooth landings. It also
illustrates how some of these insights from biol-
ogy are being used to develop novel algorithms
for the guidance of terrestrial and airborne ve-
hicles. We use this opportunity to also highlight 
some of the outstanding quef s� ons in this par-�
�cular area of sensing and control.�
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1.  
Introduc� on�

Flying  insects, with their compound eyes, 
miniature brains, and amazingly aeroba�c�
airframes, are capturing the interest of scif -
en�sts and engineers from a variety of dis-�
ciplines. The reasons for this interest are
manifold. First, there is a desire to be� er �
understand the sensors, the processing al-
gorithms and the strategies for  � ight control�
and  naviga� on that enable a � �y to evade a�
descending hand, or a  honeybee to � nd a �
food source 10 km away from its hive and
return home unerringly. Second, engineers 
are keen to draw inspira� on from biology�
to design new genera� ons of sensors, sig-�
nal processors and �ight controllers. Third,�
� ying insects are living proof that it should�
eventually be possible to engineer airborne 
vehicles that are agile, naviga� onally com-�
petent, weigh less than 100 milligrams, con-
sume about 60 milliwa�s of power during �
�ight, and can circumnavigate the world�
using the energy equivalent of an ounce of
honey.

This chapter describes brie� y the sensors �
and the principles of informa� on processing �
that underlie visually guided � ight in insects,�
and the applica� on of some of these princi-�
ples to achieve autonomous �ight in aircra� 	.	
We will focus primarily on honeybees (Apis 
mellifera), as these are the creatures that
have been inves� gated most extensively in �
this context.

1.1 The  compound eye

The compound eyes of  insects are obviously
very di� erent in appearance from the so-�
called “simple” eyes of vertebrates. While a
vertebrate eye is composed of a sinf gle lens
that focuses light from the outside world 
on to a sheet of photorecep� ve neurons in �

the re� na – rather like a camera – the com-�
pound eye of an insect comprises a large
number of “li� le eyes”, so-called “omma� �-�
dia”, arranged on an approximately spherical
surface (e. g. Goodman 2003, Borst 2009).
Each omma�dium comprises a small lens�
that captures light coming in from a small 
patch of the environment, tf ypically a few
degrees in diameter, and focuses it onto a
small group of 8 or 9 f photoreceptors. In a
honeybee, the two compound eyes together
carry an array of 11,000 omma�dia� in toto,
enabling the insect to command a nearly all-
round view of the environment in which each
omma�dium collects informa� �on about the�
intensity, colour (and possibly other proper-
� es) of light arriving from a small patch of �
the environment that is about 2 deg in diam-
eter (Srinivasan 2011). Thus, one might say
that the compound eyes capture and repre-
sent the world as a panoramic, poin� llis� �c�
image, with an op�cal system that is di� � cult�
to match, in terms of size and weif ght, using
a vertebrate-style eye design.

1.2 The  ocelli

In addi� on to the compound eyes, many�
insects possess three small, rudimentary, 
“simple” eyes, known as ocelli, located at 
the top of the head. One, termed the me-
dian ocellus, is posi� oned dorsofrontally�
and views the horizon in front of the �ying�
insect. Two others, known as the lateral ocel-
li, are situated dorsolaterally and view the
horizon to either side. A counter-clockwise
roll of the head would cause the rif ght late-
ral ocellus to see more of the sky and less of
the ground, and therefore receive more light 
than the le	  lateral ocellus, which would ex-	
perience the opposite e� ect. The di� � erence �
between the op� cal s� � mula� �ons received�
by the le	  and right ocelli can be used to 	
sense and correct devia�ons in roll a� � tude.�
Similarly, tyy he median ocellus receives more
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or less light according to whether the insect
pitches up or down. Therefore, the signals
from the three ocelli, when processed ap-
propriately, can provide robust informa� on�
on the orienta� on of the insect’s head re-�
la� ve to the horizon, and thus an accurate �
es� mate of roll and pitch. Indeed, behaviou-�
ral studies with tethered, � ying dragon� �ies�
have shown that compensatory rolling and 
pitching move ments of the head can be elici-f
ted by appropriate op� cal s� � mula� �on of the�
three ocelli, using light guides (Stange 1981).

1.3 Limitations of  compound ef yes

While the compound eyes of  insects conf fer 
dis� nct advantages, they also impose chal-�
lenges. Unlike vertebrates, insects have im-
mobile eyes with � xed-focus op� � cs. There-�
fore, they cannot infer the distance of an ob-
ject from the extent to which the direc�ons�
of gaze must converge to view the object,f
or by monitoring the refrac� ve power that �
is required to bring the image of the obf ject
into focus on the re�na. Furthermore, com-�
pared with human eyes, the eyes of insects
are posi� oned much closer together, and �
possess inferior spa�al acuity. Therefore, �
even if an insect f possessed the neural appa-
ratus required for binocular stereopsis, such 
a mechanism would be rela�vely imprecise�
and restricted to measuring ranges of onlf y a 
few cen�metres (Srinivasan 1993). Not sur-�
prisingly, insects have evolved alterna�ve �
visual strategies for guiding locomo� on and �
for “seeing” the world in three dimensions. 
Many of these stratef gies rely on using cues
derived from the image mo� on that the ani-�
mal experiences in its eyes when it moves in
its environment, as we shall describe below. 

2. 
Visual guidance of  f � ight�

2.1   Stabilization of fl ight directionfl
and attitude

When an  insect �ying along a straight line�
is blown to the le	  by a gust of wind, the 	
image on its frontal re�na moves to the �
right. This causes the �ight motor system �
to generate a correc� ve turning response – �
the so-called “optomotor response” – that
brings the insect back on course (Reichardt
1969). By evalua� ng the direc� � on of mo� � on �
of the panoramic image of the world in the
eye, the � ying insect is able to stabilize un-�
wanted rota�ons not only in yaw, but also �
in roll and pitch. The lobula plate, which rep-
resents the fourth stage of processing in the
visual pathway of the �y, carries a number �
of larf ge-�eld, mo� �on sensi� � ve neurons that �
are selec�vely responsive to rota� �ons of the �
head about the yaw, pitch and roll axes, as 
well as other axes (Borst 2009, Krapp 2000, 
Egelhaaf 2008, Joesch et al.2008, Nordstrom
et al. 2008).Thus, the ensemble of responses
across these neurons provides accurate in-
forma� on about the direc� � on of head rota-�
�on and drives downstream motorneurons,�
involved in �ight control, to generate appro-�
priate correc� ve rota� �ons of the head and�
body. 

2.2   Avoiding obstacles and negotiating
narrow gaps

When an  insect � ies in a straight line, the �
image of a f given point in the scene will 
move in the eye at a speed (angular speed, 
measur ed in degrees per second) that is pro-
por�onal to the speed of � � ight and inverse-�
ly propor�onal to the distance to the point�
(Fig. 1  a). Thus, distant objects in the scene 
will induce low image speeds, whereas near-
by objects will generate rapid image mo� on.�



22 Mandyam V. Srinivasan, Richard J. D. Moore, Saul Thurrowgood, Dean Soccol, Daniel Bland

Fig. 1 a Illustra� on of how the angular velocity (omega) of the image of an object in the eye depends �
upon an insect’s � ight speed (V), as well as the range (r) and bearing (� ) of the object. b Narrow 
passages are nego�ated safely by� �ying a trajectory such that both eyes experience the same image �
velocity in the lateral �elds of view (� �1=�2). c Flight speed is controlled by holding the image veloci� es�
in the lateral � elds of view constant throughout the� � ight (� �1 = �2 = �). d Smooth landings are executed
by decreasing �ight speed progressively such that the image velocity in the ventral � � eld of view is held �
constant (�1 = �2). Adapted with permission from (Srinivasan, in press)

ec�on of the bee’s � � ight. The bees then no�
longer �y through the middle of the tunnel, �
but along a new axis posi�oned such that�
the two eyes again experience equal image
veloci� es (Srinivasan 2011). When an object �
is approached, its image expands in the eye
and the rate of exf pansion increases as the
distance to the object decreases. In the fruit 
� y, image expansion appears to be a poten-�
�al cue for detec� �ng nearby objects and�
avoiding collisions (Tammero and Dickinson
2002).

Experiments using moving s�muli reveal�
that  honeybees tend to steer away from re-
gions of the visual f � eld that experience rapid�
image mo� on (Srinivasan 2011), indica� �ng �
that this is a strategy for sensing and avoid-
ing dangerously close objects. When a bee
� ies through a narrow passage, it posi� � ons �
itself such that both ef yes experience appro-
ximately the same image velocity (Fig. 1  b). 
This ensures that the two walls of the pas-
sage are at the same distance from the bee,
enabling a collision-free �ight through the�
middle of the tunnel (Serres et al. 2008, 
Dyhr and Higgins 2010, Srinivasan 2011).
That bees indeed use this strategy has been
con� rmed by moving the visual texture on �
one of the walls, either in or against the dir-
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2.3 Regulating  flight speed fl

Insects appear to regulate their �ight speed�
by measuring and holding constant the aver-
age image velocity that is experienced by
the eyes. When � ying through a tunnel (as �
in Fig. 1  b), bees � y at a speed such that the �
angular veloci�es of the images in the lat eral�
� elds of view are maintained at a  value of �
about 300 deg/sec (Srinivasan 2011). They
�y faster when the pa� � erns on the two�
walls are moved in the same direc�on as the�
bee’s � ight, and slower when the pa� � erns �
are moved in the opposite direc� on, al-�
ways maintaining the lateral image velocity
at the target value (Baird et al. 2005). Fruit
�ies appear to use the same strategy (Fry �
et al. 2009). A consequence of using image 
speed to control the speed of � ight is that �
the �ight speed would automa� �cally be re-�
duced when nego�a� � ng a narrow passage,�
and increased when � ying in a wide-open �
environment. Bees indeed display this be-
haviour when �ying through a tapered tun-�
nel (Fig. 1  c), or in tunnels of di� erent widths�
(Srinivasan et al. 1996, Barron and Sriniva-
san 2006, Baird et al. 2010). Thus, insects
appear to have a simple, elegant strategy for
automa� cally reducing the speed of � �ight to�
lower and safer levels when � ying through �
densely clu� ered environments. �

2.4 Regulating  flight altitudefl

When an  insect �ies at a � �xed speed, the �
velocity of the image of the ground will pro-
vide an indica�on of the insect’s al� � tude – �
the lower the al�tude, the higher the image �
speed. In principle, therefore, the velocity of
the image in the ventral �eld of view can be�
used to control �ight al� � tude. Observa� �ons�
of beesf � ying in a tunnel in which the image�
speed generated by the � oor is ar� ��cially �
manipulated, suggest that bees indeed use
this cue (Baird et al. 2006). Movement of the

�oor pa� � ern in the direc� �on of � �ight  causes �
the bees to lower their al� tude, whilst�
maintaining the same air speed (Portelli et
al. 2010  a). In this study the bees maintained
a ventral image velocity of about 265 deg/
sec, a value not very di�erent from that used �
to regulate �ight speed (ca. 300 deg/sec, see �
above). Drosphila appears to regulate height
by sensing expansions or contrac� ons of the �
image of the f ground to increase or decrease 
al� tude accordingly (Straw et al. 2010).�

2.5 Orchestrating  smooth landings

In order to perform a smooth landing, it is 
necessary to control �ight such that the�
speed of af pproach decreases progressive-
ly as the ground is approached, to reach a
value close to zero just before touchdown. 
Video � lms of bees performing grazing land-�
ings on horizontal surfaces have shown that 
the speed of � ight is progressively reduced�
as the surface is approached, in such a way
as to hold constant the angular speed of
the image of the ground in the eye (Sriniva-
san et al. 2000  b). Holding the image speed
constant automa� cally ensures that� � ight �
speed decreases steadily as the ground is
approached, leading to a perfectly smooth
touchdown (Fig. 1  d). The simplicity and ele-
gance of this landinf g strategy lies in the fact
that it does not require knowledge of the
instantaneous height above the ground, or 
the instantaneous speed of � ight – all that�
is required is the measurement (and regula-
� on) of the speed of the image in the eye. �
A mathema� cal model of this landing strat-�
egy successfully predicts all of the observed 
characteris�cs of the landing trajectories�
(Srinivasan et al. 2000  b). During landing,
bees maintain image veloci� es of about 500 �
deg/s in the ventral � eld of view (Srinivasan�
et al. 2000  b).
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2.6 Gauging  distance travelled 

 Insects that make repeated foraging excur-
sions and return home unerringly must be 
capable of es� ma� �ng the distances that�
they have travelled. A reliable “odometer” 
would not only help them navigate back
home from the food source, but return to
it if necessary. Behavioural experiments 
strongly suggest that bees es� mate dis-�
tance �own by summing (integra� �ng) the�
op�c� � ow, over� �me, that is generated by�
the movement of the imaf ge of the environf -
ment in their eyes as they � y from the hive �
to the food source (Srinivasan 2011). Three
lines of evidence support this thesis. First,
bees report a smaller travel distance in their
waggle dances when � ying at a high al� �-�
tude, compared to when they � y at normal�
cruising heights of 1–  2 m above the f ground
(Esch and Burns 1995, 1996). This is con-
sistent with the fact that the ground genera-
tes a lower image velocity when it is further
away from the bee. Second, bees that have
�own through a short, narrow tunnel report�
an abnormally large travel distance, compar-
ed with bees that have �own a comparable�
distance in a natural outdoor environment.
Evidently, the close proximity of the walls 
and �oor of the tunnel greatly amplify the�
magnitude of the op�c� � ow that is experien-�
ced in this environment, compared to � ight �
in natural environments where surfaces and
objects are much further away (Srinivasan et
al. 2000  a, Esch et al. 2001).Third, when bees
are trained to �y to a feeder posi� �oned at a �
� xed distance into a tunnel and then tested �
in a fresh tunnel with the feeder removed,
they search at the correct loca� on when the�
test tunnel has the same width as the trai-
ning tunnel, but at a lower distance when
the test tunnel is narrower, and at a higher
distance when the test tunnel is wider (Srini-
vasan et al. 1997  b, Hrncir et al. 2003). This, 
again, is consistent with the fact that nar-
rower tunnels generate a greater magnitu-

de of  of p� c � �ow, leading to the percep� �on �
of a greater travel distance. The advantages
and disadvantages of measurinf g distance
travelled by using op� c� � ow signals – rather�
than by measuring energy consump�on or �
�me of � � ight, or by coun� � ng wing beats, for �
example – are reviewed in Srinivasan (2011).
Desert ants, on the other hand, gauge travel
distance by monitoring the mo�on of their �
legs, in a process akin to coun� ng footsteps�
(Wi� linger et al. 2007).�

2.7  The importance of  image velocity
in controlling and regulating flightfl

The observa� on that bees strive to balance �
the image veloci� es in the two eyes whilst�
nego�a� � ng narrow gaps, as well as maintain �
a constant image velocity while regula� ng�
� ight speed, while controlling al� � tude and�
while guiding landing, suggests that measur-
ing and controlling the speed of the imaf ge
in the eye is a fundamental and overarching
principle of visual f guidance in insects. That 
the regulated image speed is in the vicinity
of 300  –  500 def g per sec in all of these behav-f
iours suggests the involvement of the same,f
or very similar movement-detec�ng circuitry�
in each case, and a parsimonious, yet e�ect-�
ive u�liza� �on of the restricted computa� �o-�
nal capacity in these miniature brains to deal 
with a number of tasks. Interneurons in the
ventral nerve cord of  honeybees, which re-
spond to large � eld mo� �on s� �muli (Ibbotson �
2001), and other neurons in the op� c lobe�
that appear to encode image velocity (Straw
et al. 2008) may be components of the neur-
al circuits that are involved in guiding all of 
these behaviours.
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3.   
Applica�ons to  robo� � cs�

In recent years there has been considerable
interest in implemen�ng some of the insights �
gained from the study of  vision and  navif ga-
�on in  insects to the  guidance of terrestrial �
and aerial vehicles. We have seen that in-
sects rely heavily on cues derived from  op�c�
� ow to gauge the distances to various obs-�
tacles and surfaces, and to manoeuvre safe-
ly in their three-dimensional environment. 
From the standpoint of machine vision, thef
use of op� c � �ow cues for naviga� �on is far�
less demanding, computa�onally, than is�
the classical approach of using stereo vision f
for this purpose. This makes the op� c-� � ow-�
based approach a� rac� � ve for implementa-�
� on in small, compact, and lightweight aerial �
vehicles (Floreano et al. 2009). The following
sec�ons outline some of the ways in which�
this approach is being used for the guidance
of autonomouslf y naviga�ng robots.�

3.1   Panoramic imaging using synthetic 
compound eyes

Compound eyes have the advantages of
being low in volume and weight, and endow-
ing the animal with nearly all-round vision 
(Lee and Szema 2005). One approach to
prod ucing a synthe� c compound eye has �
been to use microlithography to create a pla-
nar, 2-D array of microlenses, stacked on topf
of a specially designed CCD chip that alloca-
tes one pixel per microlens to create a planar
array of synthe� c omma� � dia (Bruckner et al. �
2009). By making the inter-pixel separa� on�
slightly smaller than the inter-lens separa-
� on, an imaging array is created in which the�
op�cal axes of the individual omma� �dia are �
perpendicular to the plane near the centre of
the array, yy but diverge increasingly outwards
toward the periphery (Bruckner et al. 2009).

While this does not provide a very large �eld�
of view (±  30 deg being typical), the device is
compact (typically 10 mm × 10 mm × 3 mm)
and light. Panoramic vision can be achieved,
in principle, by using a few of these arrays 
to cover the en� re visual� �eld. Another ap-�
proach has been to use one photodiode for
each omma� dium, and to arrange the pho-�
todiodes on an appropriately tessellated
sphere (Maddern and Wyeth 2010), or to
fabricate a 2-D array of photodiodes on an
elastomeric sheet, which is then stretched
on a spherical surface to take the shape of 
a hemisphere (Ko et al. 2008). Yet another
technique has produced a compound eye
with dimensions and op� cal characteris� � cs �
very similar to that in a  honeybee, using re-
con� gurable templa� � ng of a 2-D array of mi-�
crolenses, and ultraviolet (UV) light to form
light guides similar to those that are present
beneath each omma�dial lens in the real�
compound eye (Jeong et al. 2006).

3.2  Panoramic imaging using reflective fl
surfaces

A completely di� erent approach to pano-�
ramic imaging makes use of a standard 
video camera in conjunc� on with a special-�
ly shaped, curved re�ec� � ve surface to in-�
crease the � eld of view of the camera. This is�
a convenient and � exible approach, because �
the camera can be purchased o�  the shelf �
and the pro� le of the mirror can be tailored�
to achieve a variety of obf jec� ves. A disad-�
vantage of this approach, however, is that
it cannot be designed to be as compact or 
lightweight as the synthe�c compound eyes �
described above. However, it is easily imple-
mented, does not require exo�c fabrica� � on�
technology, and has already been used ex-
tensively in robo� c applica� � ons. Some ex-�
amples of these camera-mirror systems are
described below. 

One system uses the so-called “�xed-�
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Fig. 2 Two examples of  panoramic imaging systems that use a standard video camera in conjunf c�on �
with a specially shaped re� ec� � ve surface. � a Fixed viewpoint system. b Constant eleva�onal gain system�

deg to have an extended view�eld of ±  150 �
deg in the eleva� onal plane and an all-round�
view (360 deg) in the azimuthal plane. In this
design, equal displacements along the ra-
dius of the image correspond to equal chan-
ges in the eleva� onal angle of view of the�
environment (Chahl and Srinivasan 1997).
As a result, the camera’s pixels sample the
environment uniformly in the eleva� onal �
plane, and are therefore u�lized op� � mally.�
We note, in passing, that a spherical mirror
does not achieve this objec� ve: it compres-�
ses the environment near the periphery of
the image, and stretches it near the middle. 
Figure 3  a shows an image of the environ-
ment, as captured by a constant eleva�on-�
al gain mirror. Figure 3  b shows a digitally
remapped version of this imaf ge, where the
ver� cal axis represents radial distance from �
the centre of the image (r) and the horizon-
tal axis represents the angular orienta�on �
� of the radius. Equal increments in r in the
image of Fif g. 3  a correspond to equal ver�cal�

viewpoint” design (Fig. 2  a). Here the pro-
�le of the mirror is designed such that all of �
the incoming rays that are re� ected by the�
mirror into the camera intersect at a com-
mon point on the axis of the mirror, whenf
they are extrapolated as shown by the dot-
ted lines. The image captured by the camera 
then corresponds to a view of the world f from
a �xed point P. The resul� � ng mirror surface �
has the pro�le of a rectangular hyperbola.�
The details and design of such a mirror are
described in Yagi et al. (1995). 

Another system achieves constant angu-
lar eleva�onal gain (Fig. 2  b). Here the pro-�
�le of the mirror is such that a ray entering�
the camera at an angle  with respect to
the op�cal axis, arrives from the environ-�
ment at an eleva�onal angle � � before strik-
ing the mirror (Chahl and Srinivasan 1997).
The eleva�onal gain� � of the mirror can be f
selected to suit the par�cular applica� � on. A �
mirror with � = 5, for example, will enable
a camera with a nominal view� eld of ±  30 �
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Fig. 3 Constant  eleva� onal gain mirror showing � a image of the surrounding environment as re�ected�
by the mirror and captured by an overhead camera. b A digitally remapped version of a in which the 
ver� cal axis represents radius and the horizontal axis represents the angular orienta� �on of this radius. �
c An example of such a system, using a mirror of diameter 21 mm and depth 20 mm, installed on a
model aircra	

be created by using two re� ec� �ve surfaces,�
or one re�ec� � ve and one refrac� �ve surface�
(Stuerzl and Srinivasan 2010).

Another mirror-based design, useful in
measuring the large magnitudes of  of p�c�
� ow that are generated by the ground dur-�
ing low-al�tude  � � ight at high speeds, uses a �
camera and a specially shaped convex mir-
ror pro� le as shown in Fig. 4  a, b to achieve �
two objec�ves. They are: (i) To reduce the�
speed of the image of the ground to values
that are low enough to permit accurate
mea surement; and (ii) to remove the per-

displacements in the image of Fif g. 3  b, and
to equal changes in the eleva� onal angle of �
view of the environment. The details and de-f
sign of these mirrorf pro�les are described in �
Chahl and Srinivasan (1997). Figure 3  c shows
an example of such a sf ystem, installed on a
model aircra	.	

It should be noted that the constant eleva-
� onal gain system described above does not �
possess a � xed viewpoint, and that the � � xed�
viewpoint system described above does not 
have a constant eleva�onal gain. However,�
a system that achieves both objec�ves can �
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Fig. 4 Illustra� on of vision system for  terrain following.� a A video camera views the ground through
a specially shaped, curved re�ec� � ng surface.� b View of system installed on the underside of a model
aircra	.	 c Simula�on of view in the mirror as captured by the camera during horizontal� �ight over an�
in� nite horizontal plane.� d Unwarped version of c, remapped as in Fig. 3  b, showing the removal of the f
perspec� ve distor� �on along the ver� � cal axis.� a, c and d are adapted with permission from Srinivasan
et al. (2006)

lar measurements in the eye, rather than to
measure image veloci� es. An addi� � onal ad-�
vantage of imaf ging the world in this way is
that the largest magnitude of the  op�c� � ow�
that is sensed by the system de�nes the ra-�
dius of a “collision-free” cylinder of space (a
clear zone) through which the aircra	  can	 � y �
safely (Fig. 5  a). The smaller the � ow magni-�
tude, the larger the radius of this cylinder,
and the safer the passage.

spec� ve-induced distor� � on of di� � erent regi-�
ons of thef ground in front of the aircrf a	  (see	
Fig. 4  c). This ensures that there is no varia�-�
on in image velocity along the ver� cal axis of �
the remapped image (Fig. 4  d), thus promo-
� ng the accurate measurement of  op� � c � �ow �
along this axis (Srinivasan et al. 2006). This
way of mapping the world is similar in some
respects to that achieved by the compound
eyes of semi-terrestrial crabs that live on a 
� at substrate (Zeil et al. 1986) – although the�
objec�ve in the case of the crab seems to�
be translate range measurements into angu-
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Fig. 5 a Illustra� on of how the  terrain-following vision system of Fig. 4 de� � nes a collision-free cylinder�
whose radius depends upon the highest magnitude of opf � c� �ow that is measured. � b Illustra� on of �
twin coaxial camera/mirror system for measuring virtual transla� onal op� �c� �ow.� a is adapted with
permission from Srinivasan et al. (2006) and b from Moore et al. (2009)

the images of the two walls. The feasibility
of this technif que has been demonstrated 
many � mes over the past 15 years, in simu-�
la� ons (e. g. Portelli et al. 2010  b) as well as�
in real, land-based robots (e. g. Humbert and 
Hyslop 2010, Srinivasan et al. 2010, Sriniva-
san 2011). Algorithms for measuring image
mo� on are described in (Srinivasan 1990,�
1994; Srinivasan et al. 1997  a).

3.3  Guidance of robots along corridors

The principle by which bees �y safely �
through narrow passages, o� ers a simple�
strategy for guiding a  robot along a corridor.
By balancing the speeds of the imaf ges of
the two side walls, the robot can be steered
along the middle of the corridor without col-f
liding with the walls. Furthermore, the speed
of the robot can be adjusted to a safe value
by holding constant the average velocity of
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3.4  Terrain following  guidance for aircraft

Flying at a constant, low height above the 
ground is important when there is a need
to perform close-up photographic explora-
�on of terrain, or, in a military applica� � on,�
to evade detec� on by enemy radar. If the �
ground speed of the aircra	 is known (e. g.	
through measurement of airspeed, or from 
GPS informa�on), then, following the ex-�
ample of the  honeybee, the height above the
ground can be computed and regulated by
measuring the  op� c� �ow that is generated �
by the image of the ground. The op� c-� � ow �
based approach is a�rac� � ve because it only�
requires the presence of a small, inexf pen-
sive, low-resolu� on video camera on board. �
This strategy of terrain f following has been
implemented successfully in � xed-wing (Bar-�
rows et al. 2003) as well as rotary-wing air-
cra	 (Garra	 � and Chahl 2008) and has sev-�
eral advantages over tradi� onal methods of �
height measurement that use heavy, yy bulky
and power hungry instrumenta� on such as�
radar or ultrasound.

When using op� c � �ow to compute the �
range of an object, it is important to bear in
mind that it is only the transla�on-induced�
component of op�c� �ow that contains in-�
forma�on on range – nearer objects induce �
higher magnitudes of of p� c � � ow. The� �ows �
induced by any accompanying rota� ons�
of the aircraf 	  – for example, yaw, pitch or	
roll – do not carry informa� on on range,�
because their magnitudes are independent
of range. Consequently, we cannot work dif -
rectly with the raw op� c� � ow readings. It is �
necessary to (i) measure the rates of yaw,
roll and pitch using gyroscopes, to (ii) use
the gyroscopic readings in conjunc� on with�
pre-computed op� c-� �ow templates for yaw,�
roll and pitch to determine the rota�on-in-�
duced �ow components, and to (iii) calculate�
the transla�on-induced component of op� �c�
�ow by subtrac� � ng, or “peeling o� �” the� � ow �
components that are generated by the ro-

ta� ons. The residual pa� �ern of op� � c � �ow,�
which is purely that induced by the transla-
� onal component of the aircra� 	’s mo	 �on,�
can then be used compute range. Details of 
this procedure are described in (Soccol et al. 
2007).

A simpler solu� on, however, would be to�
ar�� cially create the e� �ect of a purely trans-�
latory forward mo� on of the aircra� 	  by con-	
�guring� two of the camera/mirror systems
of Fig. 4 as shown in Fig. 5  b. The apparent
op� c � � ow that is measured by comparing the �
 images acquired by these two systems at the
same instant of �me � is then exactly equal to
the � ow� that would have been registered by
the rear mirror system if it (and the aircra	 )	
had made a pure transla� on to the posi-�
� on of the front mirror system (Moore et al. �
2009). The “virtual op� c � �ow” generated by �
this coaxially arranged, dual camera-mirror
system provides an accurate and immedi-
ate reproduc�on of the transla� �on-induced �
component of the � ow, without having to�
move the aircra	  at all. This	 �ow can then �
be used for a variety of purposes, including
(i) compu� ng a range map of the environ-�
ment, (ii) ��  ng a plane to the range data to �
es�mate the distance and the orienta� �on of �
the ground plane rela� ve to the aircra� 	 , and 	
(iii) using this informa� on in a feedback loop�
to control the aircra	 ’s al	 �tude and a� �  tude�
(Moore et al. 2011).

Figure 6  a shows an example of a  visionf
system that uses virtual op� c� � ow to con-�
trol a model aircra	 , a Super Fron	 �er Sen-�
ior-46 (wingspan 2040 mm), in which the en-
gine and propeller have been reposi� oned�
above the wing to make room for the vision
system (Fig. 6  b) (Moore et al. 2010). Figure
6  c shows the performance of the sf ystem in 
regula�ng al� � tude and a� � tude, where con-�
trol alternates between the manual model
(when the aircra	 is controlled by a pilot) 	
and the auto mode (when the autopilot is in
opera�on). In the� auto mode the system is
commanded to hold the al� tude at 10 m and�
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Fig. 6 Vision system for automa� c control of aircra� 	  al	 �tude and a� �  tude. � a View of the two coaxial
cameras. b View of vision system mounted on aircraf 	.	 c System performance, showing al� tude (black�
trace) and pitch (blue trace) during periods of manual �ight (white background) and automa� � c � �ight�
(pink background). During the auto mode the system is commanded to hold the aircra	 at an al	 � tude of �
10 m and a pitch of 0 deg. f d View of aircra	  (le	 	  panel) and image acquired by the front camera (right	
panel) during an auto mode in which the aircra	 is commanded to maintain an al	 �tude of 15 m and a�
roll angle of –  45 deg
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the pitch at 0 deg. It is evident from Fig. 6  c
that the system performs these func�ons �
well. When control is passed from manual
to auto at a height of 20 m and a pitch of –  35
deg, the system is able to a� ain the target �
parameters within about 3 seconds. The
le	 -hand panel of Fig. 6  d is a view of the air-	
cra	 � ying in a di� � erent� auto mode where
it is commanded to maintain an al� tude of �
15 m and a roll angle of –  45 deg. The right-f
hand panel shows an image captured by the
front camera at the same instant of � me. �
References to other work on visually-guided 
terrain following can be found in Moore et
al. (2011), Sriniva san et al. (2009), and Srini-
vasan (2011).

3.5 Control of  aircraft landing

We have seen that  honeybees perform graz-
ing landings by adjus�ng their � � ight speed �
so as to hold the image velocity of the f
ground constant during the approach. Auto-
nomous landing approaches using approxi-
ma� ons of this strategy have been achieved�
with � xed wing aircra� 	 (Chahl et al.2004,	
Beyeler 2009). It is di�  cult to implement �
the honeybee landing strategy exactly on a 
� xed-wing aircra� 	, because this requires the 	
ground speed to approach arbitrarily small
values (below stall speed) as the aircra	 ne-	
ars the ground. Consequently, a modyy i� ed �
landing strategy has been implemented and
tested, in which the thro� le is cut and the�
elevator se�  ng is adjusted in closed loop to�
hold the magnitude of the  op�c� �ow from �
the ground constant as the al� tude drops. �
The result is that al�tude and forward speed �
decrease approximately linearly with �me �
as the ground is approached, ensuring a
smooth touchdown (Chahl et al. 2004, Beye-
ler 2009).

3.6 Vision-based  odometry

Visual odometry, using the honeybee-in-
spired principle of intef gra� ng  op� � c � � ow, has�
been implemented successfully in a number 
of terrestrial robots. In one examf ple a  robot
was able to traverse a corridor repeatedly, 
always stopping a	er it had travelled a 	 �xed�
distance as reported by its visually driven
odometer. The error in the stopping posi�on �
was less than 2 % of the traverse distancef
(Weber et al. 1997). In another study (Chahl
and Srinivasan 1996), a robot measured op-
�c� � ow to compute all of its transla� �ons and�
rota� ons along any arbitrary route that it �
took from a star� ng point, and was able to �
use this informa� on to (a) compute where �
it was in rela�on to the star� �ng point, at all �
� mes; and (b) to return successfully to the�
star� ng loca� � on – again relying solely on op-�
�c� �ow informa� � on, and without know ledge �
of or ref ference to any landmarks in the en-
vironment. Visual odometry based on op�c�
�ow has also been implemented success-�
fully in large automo� ve vehicles, by using a�
downward-facing video camera to view the
road surface (Nourani-Vatani et al. 2009).

3.7  Horizon-based control of aircraft
attitude

Conven� onal methods of es� � ma� � ng and�
stabilizing a�  tude involve the use of gyro-�
scopes to measure the rates of roll and 
pitch. This approach has the disadvantage 
that the instantaneous a� tude is deter-�
mined by integra�ng these rates over� � me, �
which means that the error in the es� mate�
of thf e a�  tude will increase with� �me, due to �
the presence of noise in the rate sif gnals. The 
problem does not arise if the horizon is used
to es� mate a� �  tude, because this visual fea-�
ture provides an absolute external reference
and there is no cumula� ve error arising from�
integra�ng angular rates over� �me. This is�
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precisely what  insect ocelli seem to be or-
ganized to achieve. 

To date, two kinds of ocellus-insf pired 
approaches have been explored to control
aircra	 a	 �  tude. One approach uses three�
photodiodes to play the roles of the ocelli.f
When the aircra	  rolls counterclockwise,	
the le	  photodiode views a smaller patch 	
of the sky than does the right photodiode, 
and therefore produces a smaller signal.
The resul� ng error signal is used to gener-�
ate a correc�ve roll command through the �
ailerons. The presence of the sun in the skf y
can cause a serious imbalance in the signals
from the two lateral photodetectors if one
of them haf ppens to be viewing the sun.
This problem can be overcome by comput-
ing, within each detector, the ra�o of the �
ultraviolet (UV) component to the green 
component of the incident lif ght. Using this 
ra� o signal o� � ers two advantages. First, the�
ra� o is largely insensi� �ve to presence of the �
sun, because the spectral composi� on of �
the light from the sun is very similar to that
from the rest of the skf y. Second, the ra�o �
is invariant to the mean level of illumina� on �
and enables the system to func� on over a�
wide range of ambient lif ght intensi� es. This �
may be one of the reasons for the UV-green 
antagonism that has been observed in inter-
neurons of the ocellar pathway (van Kleef et
al. 2005). Pitch is monitored by the median 
ocellus, which measures light within a broad 
visual �eld directed at the frontal horizon.
A level pitch a�  tude is maintained by com-�
paring the UV-to-green ra� o signal from the �
median ocellus with the average of the rf a� o�
signals from the le	 and right ocelli. The re-	
sul�ng error signal is zero when the horizon�
bisects the visual �eld of the median ocel-f
lus, irrespec� ve of the roll a� �  tude of the�
aircra	 . It thus provides a robust pitch signal	
that can be used to apply elevator/rudder
control to counteract unwanted pitch dis-
turbances. A hardware implementa� on of �
this system in � xed-wing aircra� 	 models has	

produced very sa� sfactory results (Chahl et �
al. 2003). 

Another approach, which incorporates
the principles of ocellar func� on but does�
not use electronic ocelli per se, is to de-
tect the loca� on and pro� � le of the horizon�
in the image captured by one or more on-
board cameras. The colour of each pixel in
the image is analysed to determine whether
it belongs to the ground or to the sky (To-
dorovic and Nechbya 2004, Thurrowgood et
al. 2009). This determina�on is carried out�
by genera� ng a signal-derived variable, U,�
which is an op�mally weighted linear combi-�
na� on of the R� ed, Green and Blue colour com-
ponents of the f pixel. The pixel is declared to
belong to the sky or the ground according
to whether U is greater or lower than a pre-
set threshold. This procedure enhances the
speed of discrimina�on and maximises its�
accuracy (Thurrowgood et al. 2009). Hori-
zon pixels are iden�� ed as those lying at the�
transi�on between ground and sky. The po-�
si� ons of these horizon pixels in the image�
are then back-projected into the external
environment using the known geometry of
the camera’s op� cs, and a 3-D plane is� �� ed �
to these points as detailed in (Thurrowgood
et al. 2009). The orienta� on of this plane�
rela� ve to the  vision system then speci� � es�
the a�  tude of the aircra� 	  rela	 � ve to the �
horizon, thus determining its pitch and roll.
This scheme, like the electronic ocellar sys-
tem, is robust to the posi� on of the sun and�
to changes in illumina�on because it locates �
the horizon by using informa�on on colour, �
rather than intensity. A further advantage of
this system is that it does not require a sep-
ar ate set of of ptoelectronic sensors for moni-
toring aircra	  a	 �  tude – the algorithm can�
be incorporated into a vision system that is
already place, e. g. for sensing  op� c � �ow.�

The performance of this scheme is illus-
trated in Fig. 7  a, which shows the results of
a test in which the aircra	 was ini	 � ally � �own�
manually, and suyy bsequently commanded  
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Fig. 7 Insect ocellus-inspired system for measuring and stabilizing  aircra	  a	 �  tude by monitoring the�
horizon. a Illustra�on of system performance. The graphs show pitch (green trace) and roll (red trace)�
during the manual �ight mode (blue trace low), and during the � auto mode (blue trace high) when
the system is commanded to hold a pitch angle of 0 deg and a roll angle of f 40 deg.f b The le	 -hand 	
panel shows an image captured by the vision system when the aircra	 is under automa	 � c control and�
commanded to maintain the pitch and roll angles indicated above. The right-hand panel shows an
anima�on of the orienta� �on of the aircra� 	  rela	 � ve to the ground plane at the same instant of � � me�

es�mated horizon pro� � le and the numbers �
indica�ng the computed values of roll and �
pitch. The right-hand panel of Fif g. 7  b shows
an animated reconstruc� on of the instant-�
aneous orienta� on of the aircra� 	 rela	 �ve to �
the ground plane. Recent work has demon-
strated that this technique for monitoring
and controlling aircra	  a	 � tude can be used �
to automate the execu�on of a variety of �

hold a pitch angle of 0 def g and a roll angle
of 40 deg during the �me interval 38  –107 �
sec. Manual control was resumed a	 er 107	
sec. It is evident that the aircra	  maintains 	
the prescribed a� tude in a stable and accur-�
ate manner during the period of automaf �c�
control. The le	 -hand panel of Fig. 7  b shows	
one frame captured by the camera during
the auto mode, with the red line showing the
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aeroba�c manoeuvres such as loops and Im-�
melmann turns (Thurrowgood et al. 2010).

 Conclusions 
In performing tasks that require sophis�cated�
visuomotor co-ordina� on, it appears that in-�
sects are unhampered by their miniscule brains
and (presumably) limited processing capacity. 
Instead, they seem to have evolved simple, ele-
gant and alterna�ve solu� � ons to deal with many�
of their everyday tasks. In order to overcome 
the limita� ons imposed by their small interocu-�
lar separa� ons, many insects appear to rely�
heavily on cues derived from  op� c� �ow – rather�
than stereo vision – to avoid collisions with ob-
jects, to control � ight speed, to guide landings,�
and to perform odometry. It appears that many
of these biological principles of visual guidance
can be applied usefully to the design of e�ect-�
ive and e�  cient algorithms for the guidance of �
airborne vehicles.

 Outstanding Questions  
Many enigmas remain, some of which are listed
below.
The neural basis ofo  movement detecf �on� While
the neurons in the visual pathways underlying
the optomotor behavior are now beginning
to be well characterized and understood – at 
least in �ies – there are s� �ll major gaps. For ex-�
ample, we s� ll do not know exactly where along�
the visual pathway the fundamental opera�on �
of detec� ng the movement of the image and �
sensing its direc� on takes place, although sug-�
ges� ons have been made and models proposed�
(rev. Borst 2009).
The neural basis ofo other movement-sensf i� ve �
behaviorsrr A major puzzle concerns the neural
basis of the other movement-sensi�ve behav-�
iors such as obstacle avoidance, control of � ight�
speed, and visual odometry. All of these behav-f
iors appear to be mediated by movement-de-
tec� ng systems that measure the speed of the �
image reliably, and largely independently of thef
spa�al texture of the image, or of its contrast. �
Robust measurement of image speed is cri�-�
cally important in controlling behaviors such as
collision avoidance, �ight speed regula� �on, and �
visual odometry. This property is not exhibited
by the movement-detec� ng neurons that are �

presumed to mediate the optomotor response.
An important and unresolved ques�on, then,�
is whether the behaviours that depend on the
accurate measurement of image speed are me-f
diated by a di� erent popula� �on of movement-�
sensi� ve neurons, as yet undiscovered and un-�
explored.
Detec� on and pursuit of other objects in the envi-�
ronment Insects such as t �ies and dragon� � ies are �
extremely adept at detec� ng, pursuing and inter-�
cep� ng other small, moving targets such as prey�
or mates. While this behaviour has been mod-
elled quan�ta� � vely with some success (Land and �
Colle� ,1974, Olberg et al. 2000, Mizutani et al. �
2003) the neural mechanisms that underlie this
behaviour remain largely unexplored, although
progress is encouraging (Nordstrom et al. 2006, 
Geurten et al. 2007). Implementa� on of these �
“spot, chase and intercept” strategies in aircra	
should be an exci� ng challenge in the coming �
years, leading to a variety of applica�ons.�
(1) Gyroscopic organs? While many insects pos-?

sess two pairs of wings, in dipteran insects 
the hind pair have been modi� ed into� � ny,�
club-shaped structures, barely visible to
the unaided eye, that oscillate up and down
in synchrony with the front wings, but in
an�phase. These structures, known as the�
halteres, are believed to func�on as gyro-�
scopes which sense the coriolis forces that
accompany the insect’s rota� ons about the �
yaw, pitch and roll axes (Hengstenberg 1993,
Dickinson 1999) (see also Chapter IV.19 by T. 
Daniel et al.). Behavioral experiments with
house� ies indicate that the haltere system�
senses rapid rota�ons, thus augmen� � ng �
the contribu� on of the visual system – �
which responds only to slower rota� ons – �
in stabilizing a� tude. Since the haltere sys-�
tem does not rely on vision, it can, in prin-
ciple, help stabilize a�  tude even during�
� ight in the dark or in a featureless environ-�
ment.  Honeybees and other hymenopteran 
�ying insects, on the other hand, possess�
two pairs of wings. This raises a number of f
ques� ons: Do honeybees lack a gyroscopic �
sense, given that they do not possess hal-
teres? Do the hind wings provide a haltere-
like func�on in these insects? Or are there �
other organs or structures that serve this
purpose? In the hawkmoth, for example, it
has been suggested that the antennae func-
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� on as gyroscopic sensors (Sane et al. 2007),�
in addi� on to playing an important role in�
olfactory, anemometric and tayy c� le percep-�
� on. �

A  magne�c compass?�  Equally intriguing is the ?
emerging possibility that  honeybees use a
magne� c sense to aid their orienta� � on and�
 naviga� on. Early experiments showed that�
honeybees can be trained, by reward in a
dual-choice paradigm, to dis�nguish between�
di� erent pa� � erns of magne� � c � �elds (Walker and�
Bi� erman 1985, Kirschvink and Kobayashi 1991). �
Bees also appear to be able to sense the earth’s 
magne�c � �eld and use it as an earth-based�
orienta� onal reference while learning the visual �
environment around a newly discovered food
source (Colle�  and Baron 1994). Trophocyte �
cells in honeybees contain granules of super-
paramagne� c magne� � te, and these cells receive �
sensory innerva� on (e. g. (Hsu et al. 2007)).�
Thus, there is some evidence for the existence
of a magne� c sense in the honeybee, and for a �
plausible neural substrate. The next steps will
be to (i) design further behavioural experiments 
to be�er understand the contexts in which�
bees sense and use the earth’s magne� c� � eld, �
to (ii) inves� gate the physiological mechanisms �
that underlie transduc� on of the magne� � c �
� eld, to (iii) examine how the direc� �on of the �
geomagne� c � � eld is represented in the nervous �
system, and to (iv) inves�gate whether, and,�
if so, how this informa�on is combined with�
informa�on from the bee’s sun and polariza� � on�
compasses (which are reviewed, for example,
in Wehner and Labhart 2006) to mediate
naviga�on.�

Outlook  
TecTT hnology has now advanced to the point
where it is nearly possible to (a) place a teth-
ered, �ying insect within a high-de� �ni� �on, �
panoramic, colour visual display (e. g. (Luu et
al., in press)); (b) measure the forces (thrust and
li	), and torques (yaw, roll, and pitch) exerted 	
by the insect during its tethered �ight, and (c) �
use these signals to control the visual display
to reproduce the consequences of the insect’s
intended movements (Straw et al. 2010) (Taylor
et al. 2011). Such a virtual-reality system would
simulate free � ight and permit a detailed, quan-�

�ta� �ve, and � � ghtly controlled inves� � ga� �on of �
the visuomotor mechanisms that are involved
in controlling insect � ight. Another approach, �
on the threshold of technological feasibility, is yy
the prospect of (a) moun� ng miniature acceler-�
ometers and gyroscopes on freely � ying insects�
to record and transmit their mo�ons wirelessly �
to a base sta� on; and (b) simultaneously record-�
ing and transmi�  ng the electrophysiological re-�
sponses of neurons in the visuomotor pathways
(e. g. (Olberg and Leonardo 2010)). This should 
provide a wealth of new inf forma�on about the �
processing of sensory inf forma� on and the con-�
trol of � ight under natural condi� �ons.�
Finally, we should bear in mind that in design-
ing biologically inspired machines and robots,
it may not always be bene� cial to duplicate �
the living organism in every possible detail, be-
cause animals may not need to address exactly
the same set of requirements as a  robot. Thef
solu�on that a par� �cular animal has evolved �
could be a compromise that a� empts to simul-�
taneously ful� l a number of (possibly disparate) �
goals, many of which may not be relevant tof
the intended engineering applica�on. A more �
frui�ul approach, therefore, might be to design �
systems that embody some of thef principles by
which animals acquire, process and use sensory
informa� on, rather than to build machines that�
are slavishly biomime� c. This may be the most�
frui� ul way in which engineering can draw in-�
spira�on from biology.�
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 Abstract
Colorful bu�er� �ies are strongly visual animals,�
and have sophis�cated color vision. The com-�
pound eyes of the Japanese yellow swallowtailf
bu� er� �y,� Papilio xuthus, contain ultraviolet,
violet, blue, green, red and a broad-band class
of receptors, which are embedded in the om-
ma� dia in three � � xed combina� �ons. The eyes �
are, therefore, a mesh of three types of spec-
trally-heterogeneous omma� dia. Given that �
the eyes of Papilio are equipped with six classes
of spectral receptors, their color vision may bef
hexachroma�c. The foraging� Papilio can only
discriminate a one nanometer di�erence at �
three wavelength regions around 430, 480 and 
560 nm, indica�ng that their color vision is ac-�
tually tetrachroma�c. The noise-limited color �
opponency model has predicted that the tet-
rachromacy is based on the ultraviolet, blue,
green and red receptors. These receptors are
contained together in at least one type of om-
ma� dia, where they form a single rhabdom. In �

principle, such an organiza� on makes the but-�
ter�y able to discriminate colors at the single-�
pixel level. In fact, a foraging bu�er� � y can dis-�
criminate between a colored disk and a gray
one at their visual subtense angle of around
0.7–1.0 degree, which is close to the limit of the f
spa�al resolu� � on predicted for their eye op� � cs.�

1. 
Introduc� on: Basic design �
of  insect eyes 

The visual systems of insects are equipped
with compound eyes, which are composed 
of thousands of f opf � cal units, the omma� � dia,�
each gathering light from a small visual �eld.�
Larger eyes contain more omma�dia than �
smaller eyes, as, for example, the eye of the
large Japanese Yellow Swallowtail bu�er� � y, �
Papilio xuthus, has more than 12 000 omma-
� dia, while an eye of the Small White,� Pierisii
rapae, has about 6 000. Due to their struc-
ture, compound eyes are generally div ided
into two classes, the apposi� on and super-�
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posi� on eyes, characteris� �c of diurnal and�
nocturnal species, respec�vely. This chapter �
will focus on the apposi� onal eyes of bu� � er-�
�ies (for a detailed descrip� � on of superposi-�
�on eyes, see Nilsson 1989).�

The omma�dium of the apposi� �on eye �
of bu�er� �ies has distally an op� � cal system �

Fig. 1 a Schema� c diagram of a  � Papilio omma� dium. R1-R9; photoreceptors 1–  9.� b Electron micrograph
of a transverse sec� on of the rhabdom through the distal � � er.� c Phylogene� c rela� �onship of  insect �
opsins based on the amino acid sequences deduced from the full length cDNA sequences

which projects incident light onto a bundle of
photoreceptors. The cell membrane of each
photoreceptor has microvillar projec� ons lo-�
cated near the center of the omma�dia, and�
together are called the rhabdomere. Within
each omma�dium, the rhabdomeres form�
a long, fused rhabdom. Figure 1  a presents
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a diagram of an ommaf � dium of � Papilio 
xuthus, which contains nine photoreceptor 
cells, R1 to R9. In Papilio, as well as in many
other bu� er� �ies, the distal two-thirds of the �
rhabdom is composed of the rhabdomeresf
of R1–  R4 (Fig. 1  b). The proximal one-third of 
the rhabdom consists of the rhabdomeres of
R5  –  R8. The ninth photoreceptor, R9, bears a
few microvilli at the base of the rhabdom. At 
the basement membrane, the photorecep-
tor cells taper and form axons projec� ng to �
the lamina, where they form synap�c con-�
nec� ons with second order interneurons.�

The microvilli are tubular extensions of 
the photoreceptor cell membranes (Fig. 1  b).
The cell membranes are lipid bilayers, and 
consequently the rhabdoms have a larger 
refrac� ve index than the surrounding cy-�
toplasm, and the rhabdom therefore acts 
as an op�cal waveguide. Light entering at �
the distal �p of the rhabdom propagates �
along the rhabdom, even if the rhabdom f
is physically not straight; the omma� dia �
are, therefore, op�cally-independent units, �
each sampling a small frac� on of the visual�
environment.

The microvillar membranes contain ab-
undant  rhodopsins, the visual pigments
that trigger the phototransduc� on process. �
While propaga� ng along the rhabdom, the �
light is absorbed by the rhodopsins. A rhod-
opsin molecule is composed of an opsin
protein and a chromophore, the 11-cis form 
of a vitamin A aldehyde, re� nal. Upon light�
absorp� on, the 11-� cisii re� nal is transformed �
to the all-trans form, which then triggers
the conversion of the rhodopsin to its ac� ve�
form, metarhod opsin. The la�er visual pig-�
ment state then ac� vates the phototrans-�
duc�on cascade, the end result of which is �
the receptor poten� al, a depolariza� �on of �
the photoreceptor’s membrane poten�al.�

The absorp� on spectrum of a rhodopsin �
crucially depends on the animo acid se-
quence of of psin, which determines the 
photochemical interac�on of the chromo-�

phore and the opsin protein. For example, 
honeybee eyes express three independent
opsin genes, encoding opsins of an ultravio-f
let- (UV-), blue- (B-) and long wavelength-
(L-) rhodopsin, respec� vely (Fig. 1  c). These �
rhodopsins all have the same chromophore,
11-cisii re�nal, so that the di� �erence in the�
spectral proper� es is due to the di� � erence �
in amino acid sequences. More speci�cal-�
ly, a few amino acid residues close to the 
chromophore and ac�ng as counter ions,�
play a crucial role in determining the spec-
tral property of the rhodopsin (Terakita et
al. 2004; Wakakuwa et al. 2010).

Accumula�ng evidence indicates that �
insect opsins can be divided into three ca-
tegories, belonging to UV-, B- and L-absorb-
ing types (Fig. 1  c). Probably the basic design
of compound eyes is to have one opsin from 
each category, as in honeyy ybees, but varia-
� on on this basic design is quite common.�
For example, the Small White, Pieris rapae,
has two B-opsins in addi�on to one UV-opsin �
and one L-opsin (Wakakuwa et al. 2004; Ari-
kawa et al. 2005). Two Swallowtail species of
the genus Papilio have at least three L-opsins
in the eye, while they have single UV- and B-
opsins (Briscoe 2000; Arikawa 2003). On the
other hand, the red � our beetle � TriTT bolium
castaneum has only two types of of psins; it
lacks the B-opsin (Jackowska et al. 2007).

2. 
The eye of Papilio

2.1 Spectral organization of the eye

2.1.1  Photoreceptor  spectral sensitivity

Insects that have rhodopsins from each of
the three categories, UV, B and L, may have
the capacity for trichroma�c color vision. In �
fact, honeybees have a trichroma�c system�
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Fig. 2  Spectral sensi�vi� � es of �
single photoreceptors in the
Papilio eye. UV, ultraviolet; V,
violet; B, blue; G, green; R, red;
BB, broad-band

Although these pigments exist outside the 
rhabdom, they act as spectral � lters by�
absorbing the boundary wave of the light 
propaga� ng along the rhabdom. The� � lter-�
ing e� ect is observable when the eye is illu-�
minated from inside: the omma� dia look red �
or yellow (Fig. 3  b). Some red ones have a less
saturated pinkish appearance. These omma-
� dia have another conspicuous feature, that �
is, they � uoresce under UV excita� �on light �
(Fig. 3  c). The �uorescing material is prob-�
ably 3-hydroxyre�nol, concentrated in the �
rhabdom near its distal �p. Taken together,�
the Papilio eye contains at least three types
of omma� dia, namely red-pigmented, red/�
� uor escing-pigmented and yellow-pigment-�
ed (Arikawa 2003).

2.1.2  Opsin expression pattern

To � nd out which classes of spectral re-�
ceptors are contained in the omma� dia of �
speci�c pigmenta� �on, we adopted a mo-�
lecular biological approach. From poly-A 
RNA extracted from the Papilio eye, we
eventually cloned � ve full-length cDNAs �
encoding opsins. Phylogene�c analysis has�
indicated that the opsins are: one UV-opsin
(PxUV), one B-opsin (PxB) and three L-opsins
(PxL1–  3, Fig. 1  c). We localized the mRNAs in

based on the UV, B and G receptor set in the 
eye. Nevertheless, we now know that there 
are many species that have more than three
classes of spectral receptors. Papilio xuthus
is the earliest case where this has been �rm-�
ly demonstrated.

The spectral sensi�vity of a given pho-�
toreceptor can be determined by intracellu-
lar recording of the receptor poten� al in re-�
sponse to a series of monochromaf � c lights. �
We thus iden��ed at least six classes of spec-�
tral receptors in the eye of Papilio xuthus: a
UV, violet (V), B, G, red (R) and broad-band
(BB) class (Fig. 2). These receptors are all
embedded in the omma�dia, occupying a �
unique posi�on there: we found that the�
photoreceptors R1 and R2 are either UV, V
or B receptors, R3 and R4 are G receptors
and R5  –  8 are either G, R or BB receptors.
The R9 photoreceptors are probably either
G or R (Arikawa 2003). 

The results of combined electrof physi-
ology, optophysiology, anatomy and mo-
lecular biology have demonstrated that the 
omma� dia are spectrally heterogeneous. �
In Papilio, the omma�dia are histologically �
heterogeneous as follows from the charac-
teris�c pigmenta� �on around the rhabdom.�
The color of the f pigment is red in about two-
thirds of omma� dia, whereas the remain-�
ing one-third has a yellow pigment (Fig. 3  a).
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PxL2 (Fig. 3 g) and PxL3 (Fig. 3  h) mRNAs, re-
spec�vely.�

The expression pa� ern of PxUV and PxB�
is straigh� orward: they are expressed in�
either R1 or R2, and the pa� ern is comple-�
mentary in all three possible combina� ons:�
UV/B, UV/UV and B/B. The PxL2 and PxL3 
mRNAs are found in R5  –  8, but the labeling
pa�ern is rather complicated. In the PxL2�
labeling, there are omma� dia whose R5  –  8�
are densely labeled, weakly labeled and not

Fig. 3 Anatomy of the  f Papilio eye. a Unstained transverse sec� on showing four clusters of red or yellow �
pigment surrounding the rhabdom in each omma�dium. � b An eye illuminated from inside with white
light. The red or yellow color of the ommf a�dia corresponds to the pigment color around the rhabdom.�
c UV-induced � uorescence demonstra� �ng a subset of omma� � dia emi� � ng a whi� � sh� � uorescence.�
d Fluorescence picture of a frozen sec� on under UV excita� � on. � e Localiza�on of PxUV mRNA by� in situ
hybridiza�on.� f Localizaf �on of PxB. � g Localiza� on of PxL2 (G-opsin).� h Localiza� on of PxL3 (R-opsin). �
The white polygons in d  –  h indicate the same set of omma�dia. Solid circle, type I omma� � dium; do� �ed�
circle, type II omma� dium; broken circle, type III omma� � dium. See Table 1�

the eye by in situ hybridiza� on, the results�
of which are shown in Fif g. 3  d  –  h. These � ve �
pictures were taken from consecu�ve fro-�
zen sec�ons collected from one eye. Im-�
mediately a	er the sec	 � ons were cut, we�
took a � uorescence picture of a sec� �on un-�
der UV excita�on to iden� �fy the � � uorescing�
omma�dia: the whi� � sh ones are the� � uor-�
escing omma�dia (Fig. 3  d). Other sec� �ons�
were then labeled with probes speci�cally �
hybridizing the PxUV (Fig. 3  e), PxB (Fig. 3  f),
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labeled. However the PxL3 labeling has only
two pa�erns; R5-R8 are all labeled or not at�
all labeled. In the serial sec� ons we correlat-�
ed the labeling pa� ern. The distal UV/B type�
has the proximal R5  –  8 expressing PxL3. The 
B/B type has R5  –  8 expressing PxL2. The UV/VV
UV type � uoresces and has R5  –  8 expressing �
both PxL2 and PxL3 (Fig. 3).

Although not shown here, PxL2 was found
also in the R3 and R4 in all omma� dia. The �
R3 and R4 are G receptors, so PxL2 must be
a G-opsin. Interes� ngly, the PxL2-expressing �
R3 and R4 co-express PxL1 in the ventral re-
gion of the eye: PxL1 is found only in these 
loca�ons. This is rather enigma� � c because if �
the PxL1 is func� onal in these cells, it is also �
a G-opsin whose spectral property must be
almost iden� cal to PxL2. The ques� � on of the�
func� onal signi� � cance of PxL1 s� � ll remains�
to be addressed.

2.1.3 Double expression and  filter functionfi

Par�cularly interes� � ng is the property of the�
�uorescing omma� �dia, which express UV-�
opsin in R1 and R2, and co-express G-opsin 
(PxL2) and R-opsin (PxL3) in R5  –  R8. These
receptors were iden��ed as V (R1,2) and BB �
receptors (R5  –  8), respec�vely (Fig. 2).�

The spectral sensi� vity of the V recep-�
tors has an aberrantly narrow pro� le with�
peak wavelength 400 nm (Fig. 2). However,
they express the UV-opsin present in the UV
receptors peaking at 360 nm (Fig. 3  e). The
modi� ed shape of the V receptor’s spectral �
sensi� vity is due to the � � uorescing mate-�
rial ac� ng as a UV absorbing� �lter. We cal-�
culated the �ltering e� � ect by assuming that �
the �uor escing material maximally absorbs�
330 nm light and has enough op� cal density �
to suppress the incident light in the UV. The
reduc� on of UV content results in a lowered�
responsiveness of the receptors to UV, so 
that the spectral sensi� vity is shi� 	 ed towards	
longer wavelengths (Arikawa et al. 1999).

The mechanism underlying the BB recep-
tors is even more interes� ng. Their reduced�
sensi� vity in the UV is also a� �ributed to�
the e� ect of the� �uorescing � �lter. The ex-�
panded sensi�vity in the visible light range�
is explained by postula�ng that both G- and �
R-opsins are func�onal. Actually a long-� � me �
accepted “dogma” in vision research was
that one photoreceptor contains one type
of rhodopsin. The Papilio BB receptors are
the � rst example of photoreceptors violat-�
ing the dogma (Arikawa et al. 2003). Yet,
we currently only know that the Papilio BB
receptors express the mRNAs of G- and R-
opsins, but whether the two rhodopsins are 
indeed func�onal remains to be con� � rmed. �
Photoreceptors expressing two or more
opsins, or at least containing more than one
opsin mRNA, were also found in other ani-
mals (Sakamoto et al. 1996; Sison-Mangus et 
al. 2006; Jackowska et al. 2007; Mazzoni et
al. 2008; Stavenga and Arikawa 2008; Awata
et al. 2009), but solid electrophysiological 
proof of an expanded spectral sensi�vity is�
lacking in all cases.

2.1.4  Spectral heterogeneity of  ommatidia

Omma� dial heterogeneity has already been �
no� ced for decades in bu� �er� � ies, wasps and�
� ies (Bernard and Miller 1970; Ribi 1978; �
Franceschini et al. 1981), but its careful ana-
lysis has been completed for the � rst � � me �
in Papilio xuthus. There are at least three
types of ommf a�dia containing di� �erent �
sets of spectral receptors (Table 1), and, at 
least locally, theyy y distribute randomly (Ari-
kawa and Stavenga 1997). Omma�dial het-�
erogeneity and local randomness are prob-
ably widespread (Wakakuwa et al. 2006;
Briscoe 2008), but the spectral sensi�vi� � es �
of photoreceptors and opsin expression 
pa� ern seem strongly species-dependent �
(Wakakuwa et al. 2006).
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TabTT le 1 Three types of  ommaf �dia of the� Papilio compound eye. UV, ultraviolet; V, violet; B, blue; DG,
double-peaked green with secondary peak in the UV (see Fig. 3); SG, single-peaked green without the
UV peak (Arikawa et al. 1999); R, red; BB, broadband

Type of ommTT a� dia: Type I Type II Type I�

Pigmenta�on: Red Red Yellow�

Fluorescence: No Yes No

Photoreceptors: S(�) opsin S(�) opsin S(�) opsin

R1 UV PxUV V PxUV B PxB

R2 B PxB V PxUV B PxB

R3  –  4 DG PxL1+L2 SG PxL1+L2 DG PxL1+L2

R5  –  8 R PxL3 BB PxL2+L3 DG PxL2

R9 R? ? R? ? DG? ?

jec� ve brightness. But this did not happen, �
which indicates that the bu�er� � y used color�
vision when searching the food source (Ki-
noshita et al. 1999)

Fig. 4 Demonstra� on of  color vision in foraging �
Papilio

3.   
Color vision of Papilii ioll

3.1   Color discrimination and its spatial size
limit

3.1.1 Color vision

The existence of a variety of spectral recep-
tors in the compound eye implies that Papi-
lio bu� er� � ies see colors, but this requires�
behavioral proof. Karl von Frisch was the �rst �
to convincingly demonstrated color vision in
an insect, using a series of color plates (Fr-
isch 1914). Basically we applied his protocol
for honeybees to the feeding behavior of
Papi lio. Firstly we trained a Papilio to take
sucrose solu� on placed on a paper disk of �
a certain color. When the bu� er� �y became�
adept at visi� ng the disk spontaneously,�
we presented four disks of di� erent colors�
including the training color. The bu�er� � y �
shown in Fig. 4 was trained towards blue, and
correctly visited the blue disk among four 
di�erent colors. The bu� �er� � y also chose the�
blue disk when presented with seven disks
of df i�erent densi� � es of gray. If the bu� �er� � y �
visual system is monochroma� c, the bu� � er-�
�y would have confused the blue disk and �
one of the f gray disks that have similar sub-
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We systema�cally changed the diameter of �
the disks to determine the minimum visual
angle for discrimina�ng the colors of the�
disks (Takeuchi et al. 2006).

3.1.3 Size limit of color discriminationf

Two 5 cm diameter disks presented at a dis-
tance of 50 cm from the border between 
the selec�on area and the arm, thus having�
an angular subtense of 5.7°, were correctlf y
discriminated between (Fig. 5  b). However,
as the disk size decreased down to 1°, the 
correct choice ra� o became around 50 %.�
Assuming that the bu�er� �ies posi� � vely dis-�
cerned the color of the disk when the cor-
rect choice ra� o was larger than 60 %, it �
appeared that Papilio could correctly select
colored disks when the subtense angle was
larger than about 1° (Fig. 5  b).

A visual angle of 1° roughly corresponds
to the spa�al resolving power of � Papilio pre-
dicted from the anatomy of the eye (Fig. 5  c).
The highest sampling frequency that a com-
pound eye can resolve, �s��� , is that for which 
there is one receptor unit for each half cf ycle
of the gra�ng (Land 1997). It is given by � �s��� =
1/(2��), where �� is the interomma� dial�
angle. The interomma�dial angle of the� Pa-
pilio eye is about 1.0° (Arikawa, unpublished
observa�on), so that� �s���  is about 0.5 cycle per 
degree. This means that Papilio can theore-
� cally resolve two 1° dots separated by a�
spa�al interval of 1°. However, the e� � ec� �ve �
cut-o�  frequency of the op� � cs, � �opt��� , is af-
fected by the omma�dial acceptance angle,�
�	. The electrophysiologically determined 
�	 of af Papilio omma�dium�  is about 1.9° 
(Arikawa, unpublished; see also (Horridge 
et al. 1983) for Papilio aegeus). Note that
�	 is about twice the value of �� (1.0°). The
rela� onship� �	 = 2�� follows from �s��� = �opt���
(Land 1997). The spa�al resolu� � on of � Papilio
is thus es�mated to be about 1.0°, and the�
bu� er� �y can therefore probably detect the�

3.1.2 Experimental procedure using an Y-maze

Humans have R-, G- and B-cone photore-
ceptors, which are densely packed in the
central part of the rf e�na. If these cones are �
s� mulated simultaneously and their signals �
properly processed, the sense of color will 
be produced. In reverse, if the anf gular size
of a target is as small as the angle subtended
by a single cone, i. e. at around the limit of
spa�al resolu� �on, the sense of color will be�
unreliable (Brainard et al. 2008). In apposi-
� on compound eyes, a single omma� �dium�
with a fused rhabdom provides a single pixel
of the imaf ge obtained by the eye. The fun-
damental di�erence between a bu� �er� � y �
omma� dium and a vertebrate cone is that�
the omma� dium contains mul� � ple classes �
of sf pectral receptors. Therefore it is theore-
�cally possible for� Papilio to detect the color 
of a target whose size is close to the eye’s
spa� al resolu� �on limit.�

How small can the visual target be for
Papilio to detect its color? We asked this
ques�on using a series of dual-choice ex-�
periments and adop�ng a Y-maze apparatus �
(Fig. 5  a). The s� muli 1 and 2 of the Y-maze �
were two disks of the same diameter, one
in the training color and another in gray. We
trained a Papilio in the training area to take
sucrose solu�on in front of a colored disk �
presented ver�cally on the removable wall�
separa�ng the selec� �on and the training ar-�
eas. We then released the trained bu�er� �y�
in the training area, removed the wall and let
them �y into the selec� �on area. The bu� �er-�
� y could see both s� � muli 1 and 2 as long as it �
was in the region shaded in Fig. 5  a. When the
bu� er� �y could dis� � nguish the colored from �
the gray s�mulus, the bu� �er� � y went into �
the arm, and when the bu� er� �y crossed the �
border between the selec�on area and the �
arms, we counted the event as either a posi-
� ve or a nega� �ve response.  A� 	er entering	
the correct arm the bu� er� � ies approached �
the target and touched it with the proboscis. 
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answered at least in part by measuring the
wavelength discrimina� on ability, that is,�
the threshold of detef c�ng the di� �erence in�
wavelength of two monochromaf � c lights as �
di�erent colors. The minimum wavelength�
di� erence that humans can detect,� �
, is
extreme, ~1 nm, in the wavelength regions
around 500 and 600 nm. Because the  human
color vision system is trichroma�c, the � �

func�on has two regions with high color dis-�
crimina�on, or “troughs”.�

To predict the number of spectral recep-

Fig. 5 a Y-maze apparatus. The tested bu�er� �ies were able to see two targets simultaneously while �
they were in the shaded area. b Rela�onship of the correct choice ra� � o and the angular subtense of the�
s� muli.� c Rela�onship between the visual acuity in a camera eye (below) and an apposi� �on compound�
eye (above). s, receptor separa� on, � f, focal length; ff ��, interomma�dial angle;� �s���� , spa� al frequency of �
s� mulus (modi� � ed from Land 1997)�

color of a tarf get whose size is close to the
spa� al resolu� � on limit (Takeuchi et al. 2006).�

3.2  Wavelength discrimination

3.2.1 Behavioral measure of wavelength
discrimination in Papilii ioll

Given that Papilio bu� er� � ies have six classes �
of sf pectral receptors in the re�na, is their �
color vision hexachroma�c? This can be �
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tor classes involved in Papilio color vision,
we measured the �
 func� on of � Papilio us-
ing their proboscis extension behavior. We
then applied a series of monochroma�c�
lights. A Papilio was � rst trained to take su-�
crose solu� on at a light target of a certain �
wavelength. The trained bu�er� �y was then �
forced to select one of two monochromf a� c�
lights. The wavelength of one light was al-
ways the training wavelength, 
tr, and an-
other light, the test light 
te, was changed in
the range 
tr – �
 < 
te < 
tr + �
, with 0 �
�
 � 20 nm. Figure 6  a shows the results ob-
tained from 480 nm-trained bu�er� �ies (� 
tr =
480 nm). When 
te was 480 nm, the bu�er-�
� ies faced two iden� � cal lights, and there-�
fore their selec� on was random, i. e. 50 %. �
The choice ra�o increased to 90 % when the�
wavelength di� erence increased, making�
the choice curve V-shaped. We es�mated�
the �
 by assuming that the bu�er� � ies could�
discriminate between the two lights when
the correct choice ra�o was 60 %. Figure 6  b �
is a plot of thef �
 value for 16 training wave-
lengths. Clearly there are three troughs, in-
dica� ng a tetrachroma� �c system (Koshitaka�
et al. 2008).

3.2.2 Model calculation

Which four classes among the six classes
of receptors present contribute here? We
modi�ed the noise-limited color opponency�
model of Vorobyev and Osorio (1998), and 
applied it to predict the wavelength dis-
crimina�on property. The modi� � ed model is�
based on the assump�on that visual thresh-�
olds are set by noise origina�ng in the pho-�
toreceptors and that intensity-based cues
are not used for color discrimina� on. When�
the perceptual distance between s�muli�
predicted by the model is less than a thresh-
old distance, the s�muli of di� �erent wave-�
length cannot be discriminated. For details, 
see Koshitaka et al. (2008).

Fig. 6 a  Wavelength discrimina�on of 480 nm-�
trained bu� er� � ies. The numbers at the data �
points indicate the number of bf u�er� �ies�
tested. b The �
func� on. The curve exhibits �
three troughs (arrows) at 430, 480 and 560 nm,
respec�vely. � c Model calcula�on with UV, B, G and �
R receptors (solid line) and the behavioural data
(do�ed lines, see Fig. 9  b) �

When incorpora�ng all six receptor�
classes, UV,V V,V  B, G, R and BB, the model-
predicted �
 func�on had four troughs, in�
con� ict with the behavioral data. Removal�
of the BB recef ptor did not improve the 
match. Further removal of the UV receptor 
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eliminated the � rst trough in the UV region, �
but the match was s� ll not op� � mal. The best�
match was achieved by removing the V, BB
and SG (single-peaked G receptors speci�c�
to type II omma�dia, see Table 1) receptors�
(Fig. 6  c). We therefore concluded that the
color vision of foraging Papilio is tetrachro-
ma� c, based on the set of UV, B, G and R re-�
ceptors (Koshitaka et al. 2008).

Of paf r� cular interest is the fact that the �
two excluded receptors, V and BB, are lo-
cated in the � uorescing omma� � dia (see �
Table 1). Fluorescing omma�dia are possi-�
bly dedicated for some func�ons other than �
color vision.

 Concluding remarks  
This chapter has focused on the visual system of
Papilio xuthus speci� cally concerning its color�
vision characteris� cs. The eyes of � Papilio are
extremely complex, with six classes of receptorsf
embedded in three di�erent types of omma� �d-�
ia that are rather randomly distributed. At the
molecular level, the Papilio eye expresses �ve�
opsins, some of which are unexpectedly f found
to be co-expressed. The immediate ques� on�
arising now is what are the features shared by
other species and what are the features speci� c�
to Papilio. In fact, the honeybee eye, with three 
classes of receptors and three corresponding
opsins, seems somewhat simpler by compari-
son (Wakakuwa et al. 2005). To extract general 
features across species, we have to compare 
many species. Such a compara�ve approach will�
signi� cantly enhance our understanding of evo-�
lu� on, which remains one of the most import-�
ant topics in modern biology. Having this scope 
in mind, we have embarked upon a program
of comparaf � ve studies on related bu� � er� � ies �
(Stavenga and Arikawa 2006).
As the star�ng point of the compara� �ve work, �
we inves� gated the Small White,� Pieris rapaeii ,
a pierid. Its eyes are equipped with six classes
of spectral receptors, which are embedded
in the omma�dia in three� � xed combina� �ons, �
as in Papilio. However, prominent di�erences �
have become evident: the spectral sensi�vity �
pro� les of the photoreceptors are quite di� � er-�
ent. The most conspicuous feature of thef Pieris

eye is its sexual dimorphism. In female eyes, 
the photoreceptors are of the UV, V, B, G, R andf
dark-red (DR) class, but the male eyes lack V re-
ceptors and instead have double-peaked B (dB)
receptors. At the molecular level, the female V
receptors and male dB receptors share the PrV
opsin, a Pieris raii pae opsin clustered in the B
opsin category (Fig. 2). The mechanism underly-
ing this sexual dimorphism is a� ributed to the �
� ltering e� �ect of a male-speci� � c� �uorescing �
pigment, which � uoresces under 420 nm light. �
By absorbing 420 nm light, the pigment re duces
the sensi�vity of the V receptors at 420 nm,�
making the spectral sensi� vity double-peaked.�
Another notable feature of thf e Pieris eye is that
it has another B-opsin, PrB, in addi�on to PrV, �
which is due to the duplica� on of the B-opsin �
gene. The subfunc� onaliza� � on of the duplicate �
occurred in the lineage of Pieris. The family
Pieridae consists of four subfamilies, Pierinae,
Coliadinae, Dismorphinae and Pseudopon�i-�
nae. In addi� on we have analyzed the eyes of �
the Pale Clouded Yellow, Colias erate, a species
of the Coliadinae subfamily, and found that they
also have at least two B-opsins, CeV1 and CeV2.
These two B-opsins of Colias clustered with PrV,V
not with PrB. The phylogene� c rela� �onship of �
these opsins suggests that duplica� on of the �
ancestral B-opsin occurred before the Pierinae
and Coliadinae diverged. Then, in the lineage of
Coliadinae, the B-opsin was disfunc� onalized�
and the V-opsin again duplicated (Awata et al.
2009; Wakakuwa et al. 2010). We are now in
the process of the molecular characteriza� on of �
the opsins of several other subfamilies, and the
emerging impression is that for the opsins, the 
subfamily is the import ant taxonomic unit.
Despite the pronouced species speci� city, the�
feature shared by all inves�gated species is�
that each omma� dium contains at least two�
di�erent spectral receptors. In principle, this�
makes the wavelength analysis possible at the
single-pixel level, which is func� onally simi-�
lar to the recently-developed hyper-spectral
imaging cameras. However, even the most re-
cent model of such camera includes a scanning f
mech anism that moves the internal gra� ng. Be-�
cause of this mechanism, it usually takes 10  –  20
sec to acquire a set of data, and, therefore,
these cameras cannot be applied to any mov-
ing objects. This problem can be solved if wef
develop a wavelength discrimina� ng device of �
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one micrometer-order in diameter, and densely
pack millions of them together to make a singlef
mul� -spectral sensor. The bu� � er� �y rhabdom, �
whose diameter is 1–  2 �m, would provide an
ideal model for such a sensor.
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Abstract
In this chapter, a mathema� cal analogue for �
tangen� al cell processing is proposed and a�
framework is developed to demonstrate how
the outputs of tangenf � al cells from the horizon-�
tal (HS) system can be appropriately ampli�ed
and combined to generate motor commands
to achieve re�exive naviga� on behavior. It is �
shown that the resul� ng feedback synthesis �
task can be cast as a combined sta� c state es-�
�ma� � on and linear feedback control problem.�
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1. 
Introduc� on�

Over the past 5 years there has been
signi�cant research investment and pro gress
in actua�on and fabrica� � on technology for�
micro-scale systems (Wood et al 2008). Sen-
sors, processing, and feedback control archi-
tectures, on the other hand, are drama� cally�
behind the curve at these scales. This is par-
� cularly true for � �ying microrobo�c systems, �
where the challenges due to the high band-
width dynamics and stringent size, weight,
and power constraints render tradi� onal�
technology and paradigms un usable. Novel
sensors and sensory processing architectures
that enable stable �ight control, obstacle 
avoidance, and detec� on of external s� � muli�
will need to be developed if autonomous 
micro systems are to ul�mately be realized.�
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3181 Glenn L Mar�n Hall�
College Park, MD 20742, USA
e-mail: humbert@umd.edu
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A promising research direc� on is bio-�
logically inspired approaches (Barrows et al
2003) for naviga� on on micro-air vehicles as�
an alterna�ve to tradi� � onal paradigms. Of �
par� cular interest is  � op� c � �ow, the visual mo-w
�on produced by body rota� � on and transla-�
�on. Pa� � erns of op� � c � �ow encode rigid body 
mo�ons, and are also the primary source �
of rela� ve distance to surrounding objects�
through transla� on-induced parallax (Gibson�
1950). Discovery of honeybee-inspired op� c �
�ow ‘heuris� cs’ by Srinivasan et al (1999) and �
Srinivasan and Zhang (2004) have spawned 
several approaches for local naviga� on (San-�
tos-Victor and Sandini 1997; Franz and Mal-
lot 2000; Serres et al 2008) and egomo� on�
es� ma� � on (Franz and Krapp 2000; Franz et al�
2004) (see also Chapter I,2 by MV Srinivasan
et al.). Addi�onally, behavior al observa� � ons �
of of p� c� �ow expansion cues in fruit �ies
(Tammero and Dickinson 2002) have inspired
re�exive obstacle avoidance strategies (Har-
rison 2005; Zu� erey and Floreano 2006).�
While these e� orts to transi� �on behavioral �
heuris� cs to engineered systems have pro-�
vided a path forward, the underlying prin-
ciples are poorly understood; the results 
above have predominantly been presented
without formal closed loop stability or per-
formance analysis, and the approaches have
largely ignored (in favor of more tradi�onal �
architectures) the fundamental processing
and feedback mechanisms that insects em-
ploy to extract informa�on from op� � c� �ow
and to regulate behavior.

2.   
Visuomotor feedback in insects

The insect re�na, composed of thousands of �
individual sub-units, func� ons to image the �
incident pa�erns of luminance from the en-�

vir onment. As an insect moves, the intensity
of the image formed at each lens becomes
� me dependent. The rate and direc� �on of �
the local image shi	 s, taken over the en	 �re�
�eld of view (FOV), form pa� erns of op� � c �
�ow. The spa� al structure of the pa� �erns �
of op� c� �ow that the insect experiences is
governed primarily by the insect’s rela�ve�
mo� on and proximity to objects through �
mo�on parallax, a rela� � onship that can be �
expressed mathema� cally in closed form�
(Koenderink and van Doorn 1997). Extrac� on�
of visual inf forma� on contained in op� �c� �ow 
is performed by wide-�eld sensi� ve � tangen-
� al cells� , which communicate their output
through descending neurons to the �ight 
motor to execute changes in wing kinema� cs�
(Egelhaaf et al 2002; Borst and Haag 2002).

The tangen�al cells are large, mo� �on-sen-�
si�ve neurons that reside in the lobula plate�
por� on of the visual ganglia (Fig. 1  A). They�
are believed to integrate (pool) the outputs
of larf ge numbers of rf e�notopically-distrib-�
uted elementary mo� on detectors (EMDs)�
(Franceschini et al 1989; Egelhaaf and Borst 
1993; Krapp et al 1998; Egelhaaf et al 2002; f
Borst and Haag 2002). Prominent among the
tangen� al cells are the iden� ��ed neurons
that comprise the ‘horizontal system’ (HS)
and ‘ver� cal system’ (VS) found in a number �
of species of �ies (Hausen 1982  a,b; Heng-
stenberg et al 1982). As their names suggest,
these neurons are sensi�ve primarily to hori-�
zontal and ver�cal pa� � erns op� � c � �ow, re-
spec�vely. They respond with graded mem-�
brane poten� als whose polarity depends�
on the direc�on of mo� � on. Their spa� � al�
sensi�vity to local mo� �on cues has in some �
cases been mapped out (Krapp et al 1998),
as shown for the VS1 neuron in Fig. 1  B, and
the resemblance of some of these maps to
the pa�erns of op� � c � �ow induced by par-
� cular modes of egomo� � on has led to the�
hypothesis that the corresponding neurons
may act as matched �lters for these pat-
terns (Krapp and Hengstenberg 1996; Franz
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Fig. 1 A  Visuomotor system structure. B Ver� cal system (VS1)  tangen� �al cell and associated wide-� �eld
direc� onal sensi� � vity pa� �ern. The data were extracted and replo� � ed from Krapp et al (1998)�

3.  
Wide-�eld processing of op�c� �ow 

In this sec�on an inner product model�
for tangen� al cell analogues is presented�
and the Wide-Field Integra� on framework �
(Humbert and Hyslop 2010) is introduced to
characterize the informa�on that is encod-�
ed by the azimuthal pa� ern sensi� �vi� �es of �
tangen� al cells that compose the horizontal�
system (HS). Small perturba� on techniques�
are then applied to link weigh� ng pa� �erns�
to outputs which are func�ons of rela� �ve �
proximity and velocity with respect to the 
environment.

and Krapp 1998). However, recent work has
shown that transla� onal mo� �on cues, which�
are the source of proximity informa� on,�
are also present in the outputs of cells thatf
were previously thought to be used only for
compensa�on of rotary mo� � on (Karmeier�
et al 2006). This suggests that cell pa�erns�
might be structured to extract a combina-
�on of rela� � ve speed and proximity cues,�
rather than direct es� mates of the velocity�
state. Hence, while some progress has been 
made in understanding structure, arrange-
ment, and synap� c connec� � vity (Egelhaaf et�
al 2002), the exact func�onal role that the �
tangen� al cells hold in the stabiliza� �on and �
naviga� on system of the� �y remains a chal-
lenging and open ques� on. �
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Fig. 2 A Environment
approxima� on with �
planar vehicle, B nominal
1D �ow as func� on of �
viewing angle, C nominal
equatorial �ow �eld
around insect in an in�nite
tunnel

assump�ons are required on the shape of �
the nearness func� on� �(, q) � L2[0,2�]. The
nearness is equal to 1/d// (, q), where d(, q) �
(0,�) is the distance from the imaging sur-
face to the nearest object in the environ-
ment at each viewing angle . For the analy-
sis and the experiments described herein
a planar corridor geometry is considered 
(Fig. 2), which provides an approxima�on �
of two wide-�eld obstacles. In this case the
nearness func� on� �(, q) is independent of
the axial posi� on� x and can be expressed in 
closed form as a func�on of the lateral posi-�
� on � y, heading angleyy �, and the tunnel half-
width a:

(2)

3.2  Tangential cell analogues

TangenTT � al cells respond with graded mem-�
brane poten� als or shi� 	 s in spiking frequen-	
cy whose polarity depends on the direc� on �

3.1  Optic flow model

The (true) op� c � �ow is the vector �eld of rela-
� ve veloci� � es of material points in the en-�
vironment projected into the tangent space 
of the imaging surface. It is a combina�on �
of the rotf a� onal and transla� �onal mo� � on of �
the observer, along with the rela� ve prox-�
imity to surrounding objects. For mo� on�
restricted to the equatorial plane, the op� c �
�ow on a circular imaging surface can be ex-
pressed as in Humbert and Hyslop (2010):

(1)

where (x�b ,y�b) are the body-frame veloci� es,�
�� is the yaw rate and� � is the nearness func-
�on which represents the distribu� �on of ob-�
jects in the surrounding environment and in-
herently encodes the vehicle’s rela� ve pose�
q = (x,x y,yy �). Here � is de�ned as the heading
angle, and x and y are the axial and lateral 
posi� on in the tunnel, respec� �vely (Fig. 2).�

In order to completely specify the op�c�
�ow pa�ern (1) in closed form, simplifying�
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of mf o�on. Essen� � ally, the output is a � com-
parison between a cell’s preferred wide-
�eld pa� ern of mo� � on (e.g., Fig. 1  B) and�
that of the visual s� mulus. Mathema� � cally,�
this comparison can be modeled as an inner
product �a�� ,b�, analogous to the dot prod-
uct between vectors, an abstrac� on of the�
angle between objects a and b. For planar
op�c� �ow about the yaw axis (Fig. 7), tan-
gen�al cell analogues � take the L2[0,2�] inner 
product form

(3)

Here  is the body-referred viewing angle,
Q� (, x) is the measured op� c � �ow pa�ern �

Fig. 3 Extrac�on of equatorial-azimuthal � �ow sensi� vity for a le� 	  hemisphere horizontal system cell	
(Hx) and right hemisphere horizontal system (dCH) cell; A 2  D op� c � �ow sensi�vity pa� � ern,� B azimuthal 
�ow component for equatorial ring

about the yaw axis, F() is any square in-
tegrable weigh�ng func� �on such that (3) �
exists, and x = (x�b ,y�b ,y,yy �,� ��) is de�ned as the
state of the planar vehicle.

In the present study the analysis is re-
stricted to mo�on in the horizontal plane,�
hence the sensi�vity weigh� � ngs for the H1, �
H2, Hx, HSN, HSE, HSS, dCH and vCH cells
are considered for the le	  (L) and right (R)	
hemispheres. The restric�on of op� �c� �ow 
measurements to the equatorial plane im-
plies that only the azimuthalequatorial
components of the sensf i�vity pa� �erns are�
required for analysis. Representa� ve data�
points were obtained from published data
(Hausen 1982  a,b; Krapp et al 1998) for each
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cell (e.g., Fig. 3), smoothed with a Gaussian
�lter and converted to a con�nuous func-�
�on of � � by making a 12th order Fourier ser-
ies approxima� on. The resul� �ng 16 weight-�
ings F = {FiF , i = 1,…,16} are then normalized soi
that �0�� 2� FiF2 d1

� = 1. It follows that a perfect
match of thef �ow �eld with the sensi�vity�
weigh�ng will result in a unity output. �

To characterize the small signal content
encoded by the azimuthal pa�ern sensi� �vity�
weigh� ngs, the set of outputs� �Q� ,FiF � corre-
sponding to the collec� on of tangen� � al cell �
weigh� ngs � F from the le	  and right hemi-	
spheres are linearized about the nominal 
pa�ern of op� �c� �ow induced on the re�na �
for centered mo� on within the environment �
parameterized by (2). This nominal pa� ern�
of op� c � �ow corresponds to a equilibrium
state of x0 = {�0,0,0,0,0}. The resul�ng linear-�
ized observa�on equa� � on� y = Cx is given by 

Inspec�on of (4) reveals that the output sig-�
nals are func� ons of speed/depth quan� �� es, �
due to the nature of of p� c � �ow. The gener-
ated outputs are highly coupled and no one
cell weigh�ng appears to provide direct �
measurement of anf y par�cular speed/depth �
quan� ty as they have been parameterized. �
However, it is clear that a forward speed es-
� mate� x�b can be obtained by summing the
outputs of two same-type cells from op-
posite hemispheres due to their symmetric
sensi� vity.�

(4)

4. 
Closed loop feedback analysis 
and synthesis

In the following sec�on the feedback inter-�
connec�on shown in Fig. 4 is analyzed to de-�
velop a methodology to link tangen� al cell �
weigh�ng pa� � erns to re� �exive naviga�on �
behavior. Mathema�cal tools from control�
and es�ma� � on theory are introduced that�
separate the task of tanf gen� al cell feedback�
gain selec� on into two steps; (a) sta� �c state�
es� ma� � on, and (b) state feedback gain syn-�
thesis.

4.1 Extraction of relative state information 

Op�c� �ow cannot be measured directly, ityy
must be inferred from the spa� otemporal �
pa� erns of luminance incident on an imag-�
ing surface or re� na. Therefore, the op� � c �
�ow es�ma� � on process introduces error in�
the measurements, which is compounded
by sensor noise and contrast/texture vari-
a�ons occurring in the environment. Given�
m � n linearly independent tangen�al cell �
weigh�ng func� �ons � F = {FiF , i = 1,…,i m} and ac-
coun� ng for measurement error, the obser-�
va�on equa� �on (4) can be expressed as �

(5)

where y ���m are the measured outputs and
w is the measurement error.

The sta� c es� � ma� �on objec� � ve is to select�
an inversion matrix C†CC � �n×m that provides
es�mates � x̂ that minimize the error betweenx
the measurements (5) and the model (4)
for a given set of weigh�ng func� � ons � F. The
problem is posed as a standard sta� c linear�
es� ma� �on problem, where one seeks the �
solu�on of an overdetermined (� m � n), in-
consistent set of linear ef qua�ons given by �
(5). The op� mal choice that minimizes the�
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processing approach. Addi�onal conclusions�
rela� ng noise throughput performance of �
the es�mators can be quan� ��ed using Fisher
informa� on, as shown in Hyslop et al (2010).�

Now consider rela�ve state es� � mates �
x̂ =x C†CC y, where yy y = �Q�� � ,F�. If the inversion isf
pushed through the inner product, one ob-
tains

(9)

where the second argument in the inner
product can be interpreted as the op� mal �
extrac� on pa� � ern for the � ith state, FxFˆi =i �m

j� =1

C†CCij FjFF . This can be interpreted as the rela� ve�
weights one would apply to the instantan-
eous op� c � �ow measurements to generate
an es�mate of a par� �cular state. Hence,�
the set of of p� mal state extrac� �on pa� � erns �
(Fig. 5), are given by

(10)

When a vehicle state becomes non-zero it
imposes a perturba� on pa� � ern upon the �
nominal op� c� �ow �eld. These pa� erns are �
not necessarily orthogonal to other statein-
duced pa�erns, thus the op� � mal inversion�
generates weigh� ng func� �ons� Fx̂ that can be x

interpreted as removing the coupling due to
non-orthogonal state perturba�ons.�

There is one important feature of the ob-
serva�on equa� � on (4) that warrants further�
discussion here. Note that even though the
vehicle states were de�ned rela� ve to the�

Fig. 4  Visuomotor system 
analogue. On-board op�c�
�ow measurements Q� are Q
decomposed using tangen� al�
cell weigh� ngs � F into outputs
y. Feedback gains K � = KC†CC
are applied to tangen�al cell�
outputs to generate closed 
loop feedback commands u

sum of squares of the residual errors J = 1
2

(y � – Cx̂)x T (T y � – Cx̂) is given by thex least squares
(LS) e(( s� mator � x̂ =x C†CC y �, where yyy

(6)

If w is assumed to be a random variable withf
known mean E{w} = 0 and covariance E{wwT}
= Rw, the Gauss-Markov theorem yields the
minimum variance (MV) es� mator� ,rr

 (7)

To obtain an expression for Rw in the con-
text of tanf gen� al cell analogues, it is� �rst as-
sumed that op�c� �ow measurements taken
at discrete loca�ons on the circle (with equal �
spacing �) are a�ected by zero mean addi-�
�ve noise � �() with variance ��

2, and no cor-
rela�on between measurement nodes or �
with signal magnitude. Under these assump-
�ons the measurement noise at the level of �
the integrated output is wi = ���� , FiF�ii . Using lin-
earity of (3) and the proper�es of the covari-�
ance matrix one obtains

(8)

Note that the wide-�eld integrated measure-
ment noise approaches zero as the number
of measurement nodes on the imager ap-
proaches in�nity, yy providing signi�cant im-
provement in signal to noise ra� o -an a� �rac-�
�ve property of the wide-� �eld integra� on�
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back gains that are applied at the level of
tangen�al cell outputs to generate the ap-�
propriate input are given by K � = KC†CC . There-
fore, what has been shown is that the gain
selec�on task for a given set of tangen� � al �
cell weigh� ng pa� � erns can be cast in a ri-�
gorous framework in which tradi� onal tools �
from control and informa� on theory can �
be leveraged to achieve the desired closed 
loop visual-based behaviors. Sec� on 5.1 dis-�
cusses the applica� on and valida� �on of this�
methodology on a wheeled robot.

5. 
Experimental valida�on�

In the following sec�on the methodology �
for achieving re�exive naviga�on behavior�
based on tangen� al cell outputs is demon-�
strated on a wheeled vehicle. Azimuthal
op� c � �ow is computed on board using an 
implementa� on of the Lucas-Kanade pyra-�
mid itera� ve algorithm (Lucas and Kanade�
1981) from imagery obtained from a camera
pointed upward at a parabolic mirror which
provides a 360° �eld of view of f the surround-f

Fig. 5 Op�mal state extrac� �on pa� �ern� Fx̂ = C†CC F comparison for three di� erent�
tangen�al cell weigh� �ng func� � on set selec� �ons; LS = least squares es� � mator, MV =�
minimum variance es� mator�

plane of sf ymmetry of the insect, the direc-f
�onal mo� � on preferences of the cells do not�
appear to be tuned to the natural forward/
lateral mo� ons as one would see in a tradi-�
�onal engineered system, i.e., the � C matrix
is not diagonal. Furthermore, an individual
cell’s output depends on not just several,
but the en� re set of proximity and ve locity�
states, which signi�cantly obfuscates the
feedback gain selec�on process. As will�
be demonstrated in Sec�on 5, the op� �mal �
state extrac� on procedure described in this�
sec�on provides a way to separate these �
dependencies, allowing for the applica� on�
of tradi�onal tools from control theory for �
principled design of feedback gains.

4.2 Static output feedback

Assuming available es� mates � x̂ of the ve-x
hicle state, any number of linear f feedback
design techniques (Stevens and Lewis 2003)
can be used to synthesize gains K that pro-
vide a stabilizing feedback

(11)

given the vehicle dynamics model. It is clear 
from Fig. 4 that the resul� ng output feed-�
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ing environment. Tangen�al cell weigh� �ng �
func� ons are applied to op� � c � �ow es�mates �
obtained at k = 20 discrete loca� ons around�
the azimuth of the vehicle, and the angular 
velocity command is generated at 55 Hz and
applied to the wheel speed controllers. For
a detailed system level descrip� on of the�
hardware and so	 ware implementa	 �on the�
reader is referred to Humbert and Hyslop 
(2010). 

5.1 Feedback synthesis

A kinema�c model for the mo� � on of the�
wheeled robot with a constant forward vel-
ocity x�bx  = �0 is given by

(12)

where y is the lateral posi�on and � � is the
heading. The angular velocity input u � �
is intended to generate commands to
re�exively maneuver the vehicle between
objects in the surrounding environment. The 
output feedback is implemented as

(13)

where the control u is generated by applying 
gains K � = KC†CC to outputs 

(14)

which are computed from the instantan-
eous measurements of op� c � �ow Q� (j ,t) and
the set F = {FiFF (j ), i = 1,…,i m} of tangen�al cell �
weigh� ngs.�

To select the associated state feedback 
gains K =[K K�KK KyKK ] we assume es�mates � x̂ = [x �̂
ŷ]y T that are used to generate the closed loop
command u = K�KK �̂ +� KyKK ŷ. The resuly �ng linear-�
ized closed loop dynamics are

(15)

with associated characteris�c equa� � on� s2 –
K�KK s – �0KyKK  = 0 and eigenvaluesy

(16)

Clearly it is required that K�KK < 0 and KyKK < 0
for stability; addi� onal performance criteria�
such as overshoot and rise �me can be im-�
posed by selec�ng the ra� � o of � K�KK rela�ve to �
KyKKK .

To determine the inversion C†CCCC , several sets
of weif gh� ngs were considered for compari-�
son: (a) a subset of 4 tangen� al cell weight-�
ing pa� erns (HX� R, HXL, HSSL and VCHR) using
the least-squares inversion (6); (b) all 16 tan-
gen� al cells using the least squares inversion�
(6); and (c) all 16 tangen�al cells using the�
minimum variance inversion (7). The result-
ing state extrac� on pa� � erns � Fx̂ = C†CC F are
plo� ed in Fig. 5. The 4 cell case represents�
the minimum number of TCs ref quired to
guarantee C is full rank, and hence existence
and uniqueness of a solf u� on to (5). Note �
that the sideslip velocity y�byyy = 0 for a wheeled
vehicle. If this were not the case then out-f
ofplane op� c � �ow measurements and a pat-
terns with out-of-plane sensi�vity would be�
required to maintain full rank of the meas-f
urement model (Hyslop and Humbert 2010). 

5.2 Results

The closed loop implementa�on was tested �
in two environments; a corridor with a 90°
bend (Fig. 6  A), and a clu� ered� �eld of large 
obstacles (Fig. 6  B). The ra� o of state feed-�
back gains KyKK  :y K�KK for the trials shown was
selected to be 2.25 : 1 to balance closed loop
overshoot and rise �me. In the la� � er envir-�
onment two di� erent ini� �al condi� �ons are �
used to evaluate performance. The vehicle’s
trajectory was recorded using a VICON track-
ing system, which employs 8 cameras to 
triangulate the posi� on of re� �ec� ve mark-�
ers a� ached to the vehicle. Measurements�
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vehicle fails to avoid the �nal right-side cy-
linder in �me, resul� � ng in impact in 9 of the �
10 trials. This underscores the importance of
including symmetric pairs of weif gh�ng func-�
�ons in the decomposi� �on of op� � c � �ow

Table 1 TangenTT � al cell feedback gains � K � for 
rota�on rate control, using Fig. 4 control loop �
architecture

� ern 4-Cell LS 16-Cell LS 16-Cell MV�

H1R 42 371

H1L –42 –371

H2R –66 –40

H2L 66 40

HxR –287 226 212

HxL 229 –226 –212

HSNR 78 –22

HSNL –7– 8 22

HSER 9 –167

HSEL –9 167

HSSR 35 –84

HSSL –232 –35 84

DCHR 11 729

DCHL –11 –729

VCHR 199 32 –73

VCHL –32 73

Fig. 6 A Corridor environment with 90° bend. B Clu� ered obstacle � �eld environment

were recorded at 350 Hz and is accurate to
less than 1 mm, and trials were repeated
10 �mes.�

Figure 7  A  –  C shows that the vehicle suc-
cessfully navigates the tunnel environment
using all three inversions. The only clear 
trend is that 4-cell LS feedback avoids over-
shoot during the ini�al condi� � on recovery�
and executes a sharper turn at the 90° bend. 
The reason is that the 4-cell feedback is
fundamentally biased toward detec� ng o� �-�
nominal �ow on the front-le	  and rear-right 	
of the vehicle (see the � sensi�vity func-�
�on asymmetry in Fig. 5  B). During the ini-�
� al recovery, the presence of the 90° bend �
downrange causes reduced op�c � �ow on
the ve hicle’s front-right. With the reduced
sensi�vity in this region, the 4-cell LS feed-�
back does not respond to the op� c� �ow 
perturba� on and reacts as if it were in a �
straight corridor. Implementa� on of the 16-�
cell feedback (symmetric state sensi� vity�
func� ons) demonstrates that the op� �c � �ow 
perturba�on leads to a reduced � �-es�mate �
which causes overshoot in the centering be-
havior.

Results for the clu� ered object� �eld en-
vironment are shown in Fig. 7  D  –  F. The bias
in the 4-cell feedback is evident in the ini� al �
condi� on star� �ng at � y = 0.3 m (Fig. 7  D), but 
with adverse e� ects. Due to this bias, the �
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use random basis func�ons if one has no prior�
model for the signal. 
As evidenced by Fig. 7  D  –  F, the achievable navi-
ga� on behaviors using feedback of tangen� �al �
cell outputs are not limited to naviga�on of cor-�
ridors. The internal state measurements (orien-
ta�on with respect to obstacles and lateral�
o� set from a centered path) simply represent �
asymmetries in the nominal op� c� �ow pa�ern�
or perturba� ons from the equilibrium (Taylor �
and Krapp 2008; Humbert and Hyslop 2010).
Regula� on of these quan� ��es to zero allows the �
vehicle to maintain a symmetric op�c � �ow pat-
tern, the consequence of which is a safe, cen-
tered trajectory between large obstacles. This
is precisely the naviga� onal heuris� � c observed �
in honeybees in Srinivasan et al (1996). If di�er-�
ent closed loop heuris� c behaviors are desired,�
such as wall following, they can be rapidly real-
ized by adjus�ng the nominal op� � c� �ow pa�ern. �
It is important to note, however, that the meth-
odology presented here is restricted to the 
avoidance of medium to large obstacles. For def -
tec� on of small objects, insects make use of dif-�

Fig. 7 Vehicle trajectories (10 trials) and mean trajectory for tunnel environment with 90° bend and
clu� ered obstacle� �eld (forward speed �0 = 0.4 m/s); tangen� al cell gains determined from � A, D 4-cell
LS, B, F 16-cell LS, and C, F 16-cell MV

pa�erns to realize a symmetric mapping be-�
tween op� c � �ow measurements and actua-
tor response.

 Discussion

The mathema� cal analogue presented in this �
chapter demonstrates how stabilizing feedback
gains can be synthesized for any set of m linearly
independent tangen� al cell weigh� � ng pa� � erns, �
providing that m > n where n is the number 
of states required f for closed loop ve hicle con-
trol. Furthermore, the pa�erns required to�
achieve speci�c visual-based naviga�on are�
not unique; similar behaviors can be achieved
with quite di�erent sets of weigh� � ng func� �ons �
(Table 1). Hence, the only requirement on selec-
�on of weigh� � ng func� �on sets is that they are�
suf�ciently di�erent (independent) from one �
another (a large collec� ve span). This is closely �
related to recent results from the �eld of sig-
nal compression and reconstruc�on, where the�
most ef�cient method of signal encoding is tof
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ferent small-�eld processing mechanisms (Egel-
haaf 1985). In addi� on, the analysis presented �
in this chapter assumes planar movement and
small mo�ons about the linearized equilibrium.�
The impact of nonlinear dependencies associatf -
ed with perturba� ons far from equilibrium have �
been addressed in separate work (Humbert and
Hyslop 2010), where the full nonlinear stability
of the underlyingf feedback methodology was 
proven using Lyapunov techniques. In addi�on, �
the conclusions presented in this work hold and
for six degree-of-freedom (non-planar) mo�on �
as shown in separate work (Hyslop and Hum-
bert 2010).
The �ndings in Sec� on 4 help explain results �
from similar studies involving use of tangenf �al �
cells for es� ma� �on and control. State es� �ma-�
� on was inves� �gated by Karmeier et al (2006), �
who suggested using a summa� on of same-�
type horizontal cell outputs for forward speed
es�ma� �on, and subtrac� �on of same-type out-�
puts for yaw rate or sideslip. These claims are
supported by inspec� on of (4). However, in Kar-�
meier et al (2006) the results were limited to un-
weighted two-cell signal combina�ons, which �
essen�ally cons� � tutes inversion of a non-full�
rank measurement set. No method is proposed 
for decoupling yaw rate from sideslip, or from
the proximity and orienta�on states that are�
also embedded in the subtrac� on-method sig-�
nal. The visuomotor analogue presented here 
provides a rigorous methodology for using tan-
gen�al cell weigh� � ng proper� �es in closed loop�
feedback.
Closed-loop control was a�empted in Linde-�
mann et al (2008), where obstacle avoidance
was a� empted in simula� � on using a compari-�
son of thf e le	 and right HSE cell outputs. While	
this was useful for obstacle detec� on during�
periods of non-rota�on, it was unsuccessful �
when applied as con� nuous feedback because �
the subtracted HSE signal contains coupled
measurements of mul�ple states. The actuator �
signal should indeed include these quan�� es�
(yaw rate, sideslip, proximity and orienta� on), �
but they need to be fused using appropriate
stabilizing gains rather than in the inherent
ra�os of the HSE pa� � ern. Although in Linde-�
mann et al (2008) a hi-�delity neuronal-based 
model for the wide-�eld integra� on was used,�
the pri mary informa�on throughput remains �
the same.

 Summary  
This chapter provides an analogue to the insect 
visuomotor processing, speci�cally tangen�al�
cells from the HS system, which can be directly
applied to robo� c pla� �orms for robust obs tacle�
avoidance and stability augmenta� on. The�
analogue is not an a� empt to precisely model�
the exact feedback interconnec� ons within in-�
sects, but it does seek to dis�l the fundamental�
opera�onal principles and characterize them�
within a framework based on the appropriate
mathema�cs. Speci� �cally, it is shown that the
resul� ng feedback synthesis task can be cast �
as a combined sta� c state es� � ma� �on and lin-�
ear feedback control problem. The framework
described above addi�onally allows for the�
analysis and determina� on of direct mapping�
between op� c� �ow measurements and actua-
tor commands, which greatly simpli�es imple-
menta�on on robo� � c pla� � orms. �
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 Abstract
In this chapter a technology for the  enhance-
ment of video data obtained at low light levels
is presented. The method was inspired by the
way in which nocturnal animals adap� vely sum �
intensi� es, spa� �ally and temporally, to improve�
vision at night. Due to the low photon count 
under these condi�ons the visual input is dark �
and unreliable, which leads to noisy low con-
trast images. The noise becomes very appar-
ent when we try to enhance the contrast and,
by this, amplify the intensi� es in the darkest �
regions of the images. By construc�ng spa� � o-�
temporal smoothing kernels that automa� cally �
adapt to the three dimensional intensity struc-
ture at every point, the noise can be consider-
ably reduced, with �ne spa� �al detail being pre-�
served and enhanced without added mo�on �
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blur. For color image data, the chroma�city is�
restored and demosaicing of raw RGB input
data can be performed simultaneously with the 
noise reduc�on. The method is a very generally�
applicable one, contains only few user-de�ned�
parameters and has been developed for ef-
� cient parallel computa� � on using a graphics �
processing unit (GPU). The technique has been
applied to image sequences with various de-
grees of darkness and noise levels. Results from
some of these tests, and comparisons to relatedf
work, are presented here.

1. 
Introduc� on�

Cameras have the same problems at  low
light levels as we humans do; a low photon
count makes the visual input dark and unre-
liable and this leads to noisy, low-contrast,yy
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images. We have all experienced these di�-�
cul� es when trying to capture a special mo-�
ment with a digital camera or mobile phone 
when the ligh�ng is poor. These problems�
are even more severe in video than in s�ll�
images because of temf poral �uctua� � ons, �
which can be seen when trying to amplify
the intensi�es.�

Furthermore, the dynamic range of a
standard digital camera is very limited, rely-
ing on a single exposure �me and a uniform �
sensi� vity across the imaging sensor. If light�
intensi�es in the scene being captured span �
a wide range, this inevitably leads to either
under- or overexposed areas in the images. If
we simply try to amplify dark under-exposed
areas, uniformly or by a non-linear  intensity
transforma�on, the low  signal-to-noise ra� � o �
in those areas will become very apparent.
Apart from the uncorrelated Poisson-distrib-
uted varia�ons arising from the low photon �
count, the so-called photon shot noise, there
are several other sources of nf oise in a cam-
era, including read-out noise, pa� ern noise,�
quan�za� �on errors and temperature induced �
noise (Reibel et al. 2003; Alter et al. 2006). 

In order to understand how to deal with
the above-men� oned problems and how to�
increase the range of usability of ordinary
cameras under condi�ons of  low light, we �
have turned to  nocturnal animals and their
remarkable visual systems for primary in-
spira�on.�

1.1 Biological inspiration

Surviving in habitats with high compe��on �
for resources and the threat of preda� on,�
many animals have evolved a nocturnal
lifestyle. To be able to navigate and forage 
during the hours of darkness, these animalsf
have developed excellent vision at light lev-
els where humans are prac�cally blind, even �
though many species have eyes and brains
that are orders of magnitude smaller than

those of humans (Warrant 2004, 2008). It is
therefore interes� ng to study the visual sys-�
tems of these animals tof gain insight into the
mechanisms that permit these impressive
visual capabili� es.�

A characteris� c of the visual systems of �
 nocturnal animals, both vertebrates and in-
vertebrates, is their highly developed abil-
ity to sum the visual signal locally in space
and �me to increase signal strength and in �
this way improve the reliability of intensity
es�ma� �ons (Warrant 1999, 2008). In the�
temporal domain, when light gets dim, the
visual systems of  nocturnal animals can in-
tegrate signals over longer periods of � me �
(van Ha teren 1993, Warrant 1999). In the
eye, this can be achieved by having slower
 photoreceptors, as is typical of nocturnal in-
sects (Laughlin and Weckström 1993, Fred-
eriksen et al. 2008). Even slower vision could 
be obtained by neurally integra� ng (sum-�
ming) signals at a higher level of integra�on �
in the visual system. In the spa� al domain, �
the transi�on to  dim light could ac� � vate spe-�
cialised laterally spreading neurons which
couple the channels together into groups
(van Hateren 1993, Warrant 1999). Each
summed group – themselves now de�ning�
the channels – could collect considerably
more photons over a much wider visual an-
gle than a single channel. 

These   spa� o-temporal summa� � on mech-�
anisms are adap�ve and become more pro-�
nounced at lower light levels, but their ben-
e�ts come at the cost of lower spa� �al and�
temporal resolu� on. The rela� � ve amount of �
spa� al and temporal summa� � on depends on�
the speci�c needs and lifestyle of the animal�
in ques�on.  Nocturnal animals that move�
fast and need to react to high speed events
(e. g. � ying moths) require good temporal �
resolu� on, which therefore favours spa� � al�
summa� on over temporal summa� �on. In�
contrast, in  nocturnal animals that move
slowly, temyy poral summa� on is favoured in�
order to maximize spa�al resolu� � on. War-�
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rant (1999) constructed a model for visual
signal processing in animals that can be used
to � nd the op� � mal extents of spa� �al and�
temporal summa�on that maximize visual�
performance at a given light intensity and 
image velocity. This biological mechanism
of adap�ve  spa� � o-temporal  smoothing has �
been the ini�al inspira� � on for the image�
processing technique presented here.

We have, during our work, no� ced paral-�
lels between our complete system and the
combined mechanisms by which  nocturnal 
animals process visual informa�on at night. �
Our image processing approach for  dim light
vision also includes an ini� al step for  con-�
trast enhancement, in order to enhance the
visibility of structures in the darker areas of f
the images, and a mechanism for  sharpen-
ing coarser edges in the scene. The  contrast
enhancement step is, for example, akin to
the increased ampli� ca� � on typically found�
in nocturnal insect  photoreceptors (Laughlin 
et al. 1993, Frederiksen et al. 2008). The pho-
toreceptors of the nocturnal bee f Megalopta 
genalis have a gain up to 5 �mes higher than�
that found in the photoreceptors of closely
related day-ac�ve bees (Frederiksen et al.�
2008). Unfortunately, the increased ampli-
� ca� � on not only a� �ects the signal but also�
the noise, and thus on its own, the higher
gain does not alter the visual  signal-to-noise 
ra� o. However, by subsequently applying�
spa�o-temporal summa� � on, the noise can�
be e�  ciently averaged out, thereby greatly�
improving the signal-to-noise ra� o. For  edge�
sharpening, animal visual systems typically
employ neural mechanisms – o	 en based 	
on lateral inhibitory networks (Hartline and
Ratli� 1957; van Hateren 1992, 1993). Using�
these mechanisms edges in the visual scene
can be enhanced neurally so that they are 
more reliably detected by the visual system.
This  sharpening of the coarser details, which
remain following the signal summa� on pro-�
cesses, is likely to help maximize visual reli-
ability.  Lateral inhibi�on in the animal visual�

system has a direct parallel to the  sharpen-
ing feature of our imaf ge processing technol-
ogy.

1.2 Image processing overview

The � rst step in our image processing ap-�
proach is  contrast enhancement. Here we
have chosen to apply so-called  contrast-tt
limited  histogram equaliza�on� (Pizer et al.
1987), which will be presented in detail in
Sec�on 3. A� 	er  contrast enhancement, the 	
noise in the image sequence will become
very apparent, especially in the formerly
dark areas of the images. Inspired by insect
vision, we apply  spa� o-temporal summa-�
�on. However, instead of applying a com-�
bina�on of pure spa� � al and pure temporal�
summa�on, as done in the biological model�
of Warrant (1999), we treat the three dimen-
sions in the spa�o-temporal space equally.�
To this end, a three-dimensional spa�o-tem-�
poral func� on is constructed at every pixel,�
which is then used to calculate a weighted
average around this pixel. By doing so, we 
e� ciently smooth the signal and reduce�
the noise, while at the same �me preserv-�
ing important object contours and prevent-
ing mo�on blur. In order to counteract any �
blurring of edges that s�ll might appear, the�
spa�o-temporal weigh� � ng func� �on can be�
modi� ed to also include a  sharpening fea-�
ture. The  noise reduc� on step, including the�
sharpening extension, is covered in detail in
Sec� on 4. �

A	er this presenta	 � on of the core the-�
ory, we will discuss how the algorithm can
be used to process colour image data (see 
Sec� on 5), and how the algorithm can be im-�
plemented using the parallel computa� onal �
power of a  graphics processing unit (GPU) on
a standard graphics card (see Sec� on 6). We�
will end our presenta�on by reviewing some �
experimental results (see Sec�on 7). First, �
however,r we review related work in the lit-
erature.
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2.   
Related work

There is a mul�tude of  noise reduc� �on tech-�
niques that apply spa�o-temporal weighted �
averaging for noise reduc� on purposes.�
Many authors have addi� onally realized the�
bene� t of � �rst es� � ma� �ng the mo� �on in the �
image sequence and then using this informa-
� on in the spa� �o-temporal� � ltering. If the �
mo� on is known, the spa� �o-temporal � �lters �
could be orientated in the direc�on of the �
mo� on in the spa� �o-temporal space. This�
will reduce the amount of added mf o� on blur�
and the amount of spa� al averaging needed.�
These noise reduc� on techniques are usual-�
ly referred to as mo�on-compensated spa-�
�o-temporal � �ltering. Kalivas and Sawchuk�
(1990) calculated means along the mo� on�
trajectories while Özkan et al. (1993) and 
Miyata and Taguchi (2002) apply weighted
averages, dependent on the intensity struc-
ture in a small neighbourhood. Sezan et al. 
(1991) used so-called linear minimum mean-
square-error �ltering along the trajectories.�

Most of the mof �on-compensated meth-�
ods use some kind of block-matching tech-
nique for the mo� on es� �ma� �on that usually, �
for e� ciency, employs rather few images, �
commonly 2 or 3 in total for each � ltered �
image. Several variants using op� cal� � ow es-�
� mators do however exist (Sezan et al. 1991,�
Özkan et al. 1993; Dugad and Ahuja 1999). A
drawback of mf o� on-compensa� � ng methods�
is that the � ltering relies on a good mo� � on�
es� ma� �on to give a good output without�
excessive blurring. The mo� on es� � ma� � on�
is especially complicated for sequences se-
verely degraded by noise. Various approach-
es have been applied to deal with this prob-
lem, o	 en by simply reducing the in	 �uence�
of the temporal �lter in areas where the reli-�
ability of the mo�on es� �ma� � on is low. This,�
however, frequently entails disturbing noise 
at object contours, for example.

Another class of noise-reducing  video
processing methods uses a cascade of dif -
rec� onal � � lters and in this way analyzes the�
spa�o-temporal intensity structure in the�
neighbourhood of eachf point. The � ltering �
and  smoothing is done primarily in the direc-
� on that corresponds to the � � lter with the�
highest output (Mar�nez and Lim 1985; Arce�
1991; Ko and Forest 1993). These methods
work well for direc� ons that coincide with �
the �xed� �lter direc� � ons but the output is�
considerably degraded if the actual direc-
�on of mo� �on lies between the� �lter direc-�
�ons. For a review of spa� � o-temporal  noise�
reduc� on methods see Brailean et al. (1995).�

An interes�ng family of  smoothing tech-�
niques for noise reduc� on are the ones that �
solve an edge-preserving anisotropic di� u-�
sion equa�on on the images. In this way, the�
intensi�es are treated as if they were con-�
centra�ons of a certain substance and the �
smoothing comes from the physical equali-
za� on of these concentra� �ons if the sub-�
stance is allowed to di� use. This approach �
was pioneered by Perona and Malik (1990)
and has had many successors, including the
work by Weickert (1998). It has also been ex-
tended to 3  D and spa�o-temporal noise re-�
duc�on in video by U� � enweiler et al. (2003)�
and Lee and Kang (1998). U�enweiler et al. �
(2003) and Weickert (1999) apply the so-
called structure tensor orr second-moment
matrix in a manner similar to our approach x
in order to analyze the local spa� o-temporal�
intensity structure and steer the  smoothing
accordingly. The drawbacks of techniques
based on di�usion equa� � ons include the fact �
that � nding the solu� � on needs a � � me-con-�
suming itera�ve procedure. Moreover, it is�
very di� cult to � �nd a suitable stopping � �me�
for the di� usion, at least in an automa� � c �
manner. These drawbacks o	 en make these 	
approaches unsuitable for  video processing.

A be� er approach is to apply single-step�
structure-sensi� ve  adap� �ve  smoothing ker-�
nels. The bilateral � lters introduced by To-�
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masi and Manduchi (1998) for 2  D images fall
within this class. Here, the  smoothing is per-
formed by calcula� ng a weighted average at �
every point using a  Gaussian kernel, where 
the coe�  cients in the kernel are a� �enu-�
ated based on how di� erent the intensi� � es�
are in the corresponding pixels compared to
the centre pixel. In this way, tyy he edges are
maintained since no averages are calculated
across sharp edges. However, rela�ng all �
coe� cients to the central pixel makes the�
local  smoothing very dependent on the cor-
rectness of the intensitf y in this pixel, whose 
value cannot be easily es� mated in images�
heavily disturbed by noise. This drawback
can be somewhat reduced by a pre-smooth-
ing before pixel comparisons, but inevitably 
this also leads to a higher degree of over-allf
smoothing. A comparison with the median
intensity in a local neighbourhood around 
the central pixel has also been suggested.

An approach closely connected to both bi-
lateral �ltering and to anisotropic di� �usion,�
techniques based on the  structure tensor, is
the structure-adap�ve anisotropic� � ltering �
(Yang et al. 1996). This is the work that most
closely resembles our approach and we ex-
pand on this in Sec� on 4. For a study of the�
connec�on between anisotropic di� �usion,�
 adap�ve  smoothing and bilateral� � ltering,�
see Barash and Comaniciu (2004).

Another group of algorithms connected
to our work is in the � eld of � high dyd namic 
range (HDR) imaging (Kang et al. 2003; Rein-
hard et al. 2005). The aim of HDR imaging is
to alleviate the restric�on caused by the low�
dynamic range of ordinary CCD cameras, i. e.
the restric� on due to the ordinary 256 in-�
tensity levels for each colour channel. Most 
HDR imaging algorithms are based on using
mul� ple exposures of a scene with di� � erent �
se�  ngs for each exposure and then using�
di�erent approaches for storing and display-�
ing this extended image data. However, HDR
techniques are not especially aimed at the
kind of low-light level data which we target

in this work, where the dynamic range in the
input data is in the order of 5 to 20 intensitf y
levels (of 255) and the  signal-to-noise ra� o is �
extremely low.

Only few published studies explicitly tar-
get image enhancement in  low light-level 
video. Two recent examples are the method 
by Benne� and McMillan (2005) and the�
technique presented by Lee et al. (2005). Lee 
et al. (2005) combine very simple opera� ons �
in a system presumably developed for easy
hardware implementa� on, for example in�
mobile phone cameras and other compact
digital video cameras. According to our tests
of this technique (see also Sec� on 7.1) it can-�
not handle the high levels of noise that wef
consider in our work.

The approach taken by Benne�  and Mc-�
Millan (2005) for low dynamic range  image
sequences is more closely connected to our
technique. Their virtual expx osures frame-
work includes the bilateral ASTA-� lter �
(Adap�ve Spa� �o-Temporal Accumula� � on� )
and a  contrast enhancement technique
(also called tone mapping). The ASTA-� lter, �
which favours rela� vely more spa� � al sum-�
ma� on and less temporal summa� �on when�
mo�on is detected, is in this respect similar �
to the biological model of Warrant (1999).
Since bilateral � lters are applied (Tomasi�
and Manduchi 1998; see above), the �ltering�
is edge-sensi� ve and the temporal bilateral�
�lter is addi� �onally used for the local mo� � on �
detec�on. The� � lters apply novel dissimilar-�
ity measures to deal with the noise sensi-
�vity of the original bilateral� �lter formula-�
� on. The size of the � �lter applied at each�
point (i. e. the number of pixels in the local
neighbourhood used for the � ltering) is de-�
termined by an ini�al calcula� �on of the suit-�
able amount of amf pli� ca� � on needed at this�
point. This amount of ampli�ca� �on is derived �
by enhancing the contrast in an isotropically
smoothed version of the image and record-
ing the amount of amf pli� ca� � on used during�
this procedure. A drawback of the ASTA-�l-�
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ter is that unlike our technique, it requires
global mo� on detec� � on as a pre-processing�
step to be able to deal with moving camera
sequences. The sequence is then warped to
simulate a sta�c camera sequence.�

The work presented in the following sec-
�ons reviews and extends the descrip� �ons�
of our technif que that have been presented
previously (Malm and Warrant 2006; Malm
et al. 2007).

3. 
Contrast enhancement 

The very �rst step in our image enhance-�
ment approach is to apply an amplifying  in-
tensity transforma�on such that the range�
of intensi� es used in the dark areas of the �
input images is increased while the struc-
ture in brighter areas is preserved. We refer
to this part of the alf gorithm as the contrast
enhancement step. The term  t tone mapping
is some�mes also used for this procedure.�

In the virtual exposures method of Benf -
ne� and McMillan (2005), a contrast en-�
hancement procedure is applied where the
intensity transforma�on is a logarithmic�
func�on similar to the one proposed by Dra-�
go et al. (2003). The method also contains
addi�onal  smoothing using spa� � al and tem-�
poral bilateral �lters and an a� � enua� �on of �
details, found by the subtrac�on of a� � ltered �
image from a non-� ltered image. We instead�
chose to do all smoothing in the separate
noise reduc�on stage and here concentrate �
on the contrast enhancement.

The method of Bennf e� and McMillan re-�
lies on several parameters, some of which
are used for specifying the bilateral smooth-
ing �lters, and some of which are used for�
changing the in�uence of two di� �erent �
mapping func�ons (a func� � on for the large �
scale data and a func�on for the a� �enua-�

� on of the details). These parameters have �
to be set manually and will not adapt when
the ligh�ng condi� �ons change in the image�
sequence. Since we aim for an automa� c �
procedure we instead opted for a modi�ed �
version of the well-knownf procedure of  his-f
togram equaliza� on (Gonzalez and Woods �
1992). Histogram equaliza� on is parameter-�
free and increases the contrast in an image 
by �nding an  intensity transforma� � on that �
evens out the intensity histogram of the inf -
put image as much as possible. However, for
many images  histogram equaliza�on trans-�
forms too much, satura�ng the brightest in-�
tensi� es so that structure informa� � on is lost.�
We therefore applied  contrast-limited histo-
gram equaliza�on as presented by Pizer et�
al. (1987), but without the � ling that applies�
di�erent transforma� �ons to di� � erent areas �
(�les) in the image. In contrast-limited his-�
togram equaliza� on, a parameter, the clip-�
limit �, sets a limit on the deriva� ve of the �
slope of the transf forma�on func� �on. If the�
func� on, found by histogram equaliza� � on,�
exceeds this limit at some point the slope is
set to the maximum allowed value and the
loss in total increment is counteracted by a
uniform increase of the slope over the rest
of the func� on.�

4. 
Noise reduc� on�

A	 er  contrast enhancement, the noise in	
the image sequence will be very apparent, 
especially in the previously dark areas where
there is a low  signal-to-noise ra�o and inten-�
si�es have been highly ampli� �ed. As men-�
� oned above, we apply adap� � ve spa� � o-tem-�
poral averaging to reduce this noise while
keeping the important edges and structures
intact.
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We will now review the structure-adap-
�ve anisotropic image � �ltering method of �
Yang et al. (1996) and present the modi� ca-�
� ons and extensions we applied to improve �
its applicability and to adjust it for our low-
light vision objec�ve.�

The method computes a new image foutfff
by applying at each spa�o-temporal point �
x0 = (x0,y0,t0) a kernel k(x0,x) to the original
image finff  such that:

(1)

where

(2)

is a normalizing factor. The normaliza�on �
makes the sum of the kernel elements ef qual 
to 1 in all cases, so that the mean image
intensity doesn’t change. The area � over 
which the integra� on (or summa� �on in the �
discrete case) is performed is chosen as a �-�
nite neighbourhood centred around x0.

Since we want to adapt the �ltering to�
the spa� o-temporal intensity structure at �
each point, in order to reduce blurring over
spa� al and temporal edges, we calculate a �
kernel k(x0,x) individually for each point x0.
The kernels should be wide in direc�ons of �
homogeneous intensity and narrow in direc-
�ons with important structural edges. To�
�nd these direc� �ons, the intensity structure�
was analyzed by the so-called structure ten-
sor or r second-moment matrix. This math-
ema� cal object has been developed and ap-�
plied in image analysis in numerous papers
by, for examyy ple Jähne (1993). The tensor 
Jp(x0) is de�ned in the following way: �

(3)

where

 (4)

is the spa� o-temporal  intensity gradient of �
f at the pointf x0. GP is the  Gaussian kernelP

func�on�

(5)

where � is the normalizing factor. The no-
ta� on * in this case means elementwise�
convolu� on with the matrix �

�
f

�
(ff x0)

�
f

�
(ff x0)T inT

a neighbourhood centered at x0. It is this
convolu� on – that gives us  smoothing in the �
direc�on of gradients – that is the key to the�
noise insensi�vity of this method.�

Eigenvalue analysis of J	J will now give us
the informa� on about the intensity struc-�
ture that we seek. The  eigenvector �1� cor-
responding to the largest eigenvalue 
1 will
be approximately parallel to the direc� on of �
maximum intensity varia� on while the other �
two eigenvectors are orthogonal to this di-
rec�on. The magnitude of each eigenvalue�
will be a measure of the amount of f intensitf y
varia� on in the direc� � on of the correspond-�
ing eigenvector. For a deeper discussion on
 eigenvalue analysis of the  structure tensor
see Haussecker and Spies (1999).

The basic form of the kernel k(x0,x) con-
structed at each point x0 is a  Gaussian func-
� on,�

 (6)

where

(7)

including a rota� on matrix � R and a scaling
matrix �. The rota� on matrix is constructed�
from the  eigenvectors �i�  of i J	J ,

(8)

whereas the scaling matrix has the following
form
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(9)

The func� on� �(
i) is a decreasing func�on �
of 
 that sets the width of the kernel alonf g
each  eigenvalue direc� on. The theory of �
Yang et al. (1996) was mainly developed for 
2 D images. It calculates measures of cornerf
strength and anisotropism, both involving
ra� os of the maximum and minimum eigen-�
values, at every point x0. An extension to the
3  D case was discussed. However,r  we found 
these two measures to be inadequate for 
the 3  D case since they focus too much on
singular corner points in the video input and 
largely disregard the linear and planar struc-
tures that we want to preserve in the spa� o-�
temporal space. For example, a dependence
of the kernel width in the temf poral direc-
�on on the  eigenvalues corresponding to �
the spa�al direc� �ons, which exists in those�
measures, is inappropriate in a sta�c back-�
ground area. Instead, in our own approach 
an exponen� al func� �on depends directly on�
the eigenvalue 
i in the current  eigenvector i

direc� on� vi in the following way,i

(10)

where �� = (� �max –x �min), so that �i ai �ains its�
maximum �max at 
 = 0 and asympto�cally�
approaches its minimum �min when 
 � �.
The parameter d scales the width funcd � on�
along the 
-axis and has to be adjusted to
the current noise level. Since the frac� on�
of noise due to the f quantum nature of lif ght
( photon shot noise) depends on the bright-
ness level, it is signal-dependent and the par-
ameter d should ideally be set locally using a d

local noise measurement. We are currently
developing techniques for automa�cally set-�
� ng the parameter� d, but in this presenta-d
� on we will se� � le for a global se� � ng. �

When the widths �(
i ,x0) have been calcu-
lated and the kernel subsequently construct-
ed according to equa�on (6), equa� �on (1) is�
used to calculate the output intensity foutfff of 
the  smoothing stage in pixel x0.

4.1  Sharpening extension

The  structure tensor is surprisingly good at
� nding the direc� � on of mo� � on even in very�
noisy input sequences. However, in some 
cases the elonga�on of the constructed sum-�
ma� on kernels can be slightly misaligned �
rela� ve to the mo� � on direc� �on. In these�
cases the contours of the movinf g objects 
can be somewhat blurred. As an alterna-
� ve to our standard  adap� � ve  smoothing ap-�
proach we propose the addi�on of so-called�
high-boost �ltering� to sharpen up these con-
tours. A spa�o-temporal high-boost� � lter is �
de�ned as a 3 × 3 × 3 tensor with the value�
–1 in all elements except the center element
that is ascribed the value 27A-1, where A is
a constant (Gonzalez and Woods 1992). We
have a�ained the best results using� A = 1.2.
However, construc� ng the� �lter in this way �
and applying it a	 er the  smoothing pro cess	
takes addi� onal � �me. It is more � �me ef-�
� cient to incorporate the high-boost � � lter�
directly into the  smoothing kernel. We have
done this in the following manner.

The smoothed image response foutfff is giv-
en by convolving the image finff with the ani-
sotropic kernel k according to equak � on (1).�
In the high-boost version we use a convolu-
� on with a high-boost � � lter � H. So the new
kernel k̂ is given by

(11)
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where * now means ordinary convolu�on.�
We have used the following con� nuous ap-�
proxima�on to the discrete high-boost � � lter:�

(12)

Here, � and � are two constants that are
chosen so that this analy�c func� � on re-�
sembles the discrete version of thef �lter as�
much as possible. In prac� ce, we have cho-�
sen � = 1.55 and � = 0.515, or values close
to these.

The convolu�on in equa� �on (11) can�
be performed analy� cally so that we get a�
closed form for the combined  smoothing
and high-boost �lter:�

(13)

with

(14)

and

(15)

This makes it possible to perform both the
smoothing and the  sharpening with one 
summa� on just by changing the kernel from�
k to k k̂ in equak � on (1).�

Applying this new kernel in the  spa� o-�
temporal summa�on step clearly improves �
the output. The images look crisp and sharp 
and free of noise. The simultaneous com-
bina�on of  smoothing and  sharpening also �
e� ec� �vely minimizes spurious detail, as well�
as ringing e�ects near the most dis� � nct edg-�
es, which otherwise o	 en appear a	 	 er an	
image sharpening procedure. 

4.2  Stretching

A	er the  noise reduc	 � on step, the output�
some�mes appears to have lost some of the �
contrast previously gained in the  contrast
enhancement step. The reason for this is
that the  adap� ve  smoothing has a tendency �
to squeeze the intensi� es into the central �
part of the df ynamic range, so that the per-
ipheral intensity values are scarcely used.
This e� ect can be alleviated by� � rst se� � ng �
the pixels with the lowest intensity values
to zero. Let us assume that the number of
pixels with intensity values of up to 50 (of 
256) only corresponds to around 0.1 % of 
the total number of pixels. Choosing to set
those pixels to zero would not result in a
signi� cant loss in informa� �on. A� 	 er this we	
then stretch the colour map uniformly. Since
we target very dark sequences, it is usually
not a good idea to apply the same procedure 
for the brightest part of the intensity range. 
This is because there are o	 en small bright	
details, such as a single lamp, that clearly
change appearance from the input to the
output a	er such an opera	 �on.�

5. 
Considera�on for  colour�

The discussion so far has dealt with inten-
sity images, but the algorithm developed 
here also works well for data on coloured
images. It can restore the original chroma-
� city  values along with the luminance. We�
will here discuss some special aspects of thef
algorithm in regard to processing colour im-
ages.

When applying the algorithm to RGB
colour image data one could envision a
procedure where the colour data in the im-
ages are � rst transformed to another colour �
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space including an intensity channel, for in-
stance the HSV (Hue, Satura� on, Value) col-�
our space (Gonzalez and Woods 1992). The
algorithm could then be applied unaltered
to the intensity channel, while  smoothing of
the other two channels could either be per-
formed with the same kernel as in the inten-
sity channel or by isotropic smoothing. The
HSV image would then be transformed back
to the RGB colour space.

However, in very dark colour video se-
quences the noise levels in the di�erent in-�
put channels o	en di	 � er signi� � cantly from �
each other. For example, the blue channel
o	 en has a rela	 � vely high noise level. It is �
therefore essen�al that there is a possibil-�
ity to adapt the algorithm to this di� er-�
ence. To this end, we chose to calculate the 
structure tensor J	J , and its  eigenvectors and
 eigen values in the intensity channel, which
we simply de� ne as the mean of the three�
colour channels. The widths of the kernelsf
are then adjusted separately for each colour 
channel by using a di� erent value of the scal-�
ing parameter d for each channel. Changingd
d ad � ects the amount of  smoothing, but the�
mean intensity in the local neighbourhood 
stays the same. This improves the output 
with colours closer to the true chroma�city�
values and with less false colour �uctua� � ons �
than those resul� ng from the above men-�
�oned HSV approach.�

When acquiring raw image data from a 
CCD or CMOS sensor, the pixels are usually 
arranged according to the so-called Bayer
pa�ern. As shown by Hirakawa and Parks�
(2006), the interpola� on from the Bayer�
pa�ern to three separate channels, the so-�
called demosaicing, can be e�  ciently ap-�
plied simultaneously to the de-noising of
the image data. We apply this approach 
here for each channel. For pixels where in-
tensity data are not available, we set the 
coe�  cients in the summa� � on kernel� k(x0,x)
to zero and then normalize the kernel. A 
smoothed output is then calculated for both 

the noisy input pixels and the pixels where 
data are missing.

6. 
Implementa� on on a  graphics �
processing unit

Filtering using the summa� on kernels� k(x0,x)
is inherently amenable to parallel process-
ing, and for this the graphics processing
units (GPUs) of modern graphics cards are
well suited. We have implemented the
whole adap�ve enhancement methodology�
as a combined CPU/GPU algorithm.

All image pre- and post-processing is per-
formed on the central processing unit (CPU).t
This includes image input/output and the
contrast enhancement step. The  histogram 
equaliza� on, which implements the  contrast�
enhancement, requires summa� on over all �
pixels. This computa�on is not easily adapt-�
ed to a GPU, as the summa�on would have �
to be done in mul�ple passes. However, as�
these steps cons�tute only a small amount�
of the execu� on� � me, a simpler CPU imple-�
menta�on su� �  ces here.�

The most � me-expensive steps of the�
complete algorithm are the calcula�on of �
the  structure tensor, including the gradient 
calcula� on, the element-wise  smoothing,�
and the actual �ltering, or summa� � on, all �
of which we perform en� rely on the GPU. �
To calculate the gradients we � rst upload� n
frames of the input sequence to the graph-
ics card as �oa� � ng-point 2  D textures, and �
then perform spa�al gradient computa� � ons�
on each of these. Next we take tem poral 
di�erences between successive frames �
and use the resul� ng gradient to compute �
the  structure tensor for each pixel in each 
frame. Using the separability of the  Gaussianf
kernel, we then compute the isotropically
smoothed tensor for each frame. TypTT ically
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these � ltering steps are performed using�
� lter sizes of up to 7 × 7 × 7 pixels. For the �
normaliza�on of the � �lter, the alpha channel �
is used to store the sum of the �lter weights.�

The  smoothing kernels are then comput-
ed in a fragment program on the GPU. This
involves �nding the  eigenvalues and  eigen-�
vectors of the  structure tensorf ,r which can be
done e�  ciently in a single pass on modern �
GPUs. The kernel coe�  cients are temporar-�
ily stored as textures and the � nal  spa� �o-�
temporal summa� on is performed (similarly �
to the isotropic pre-pass) in mul� ple 2  D�
passes. As the � lter kernels are unique for �
each pixel, the � lter weights are re-comput-�
ed on the �y during the� � ltering process.�

In summary, by exploi� ng the massively �
parallel architecture of modern GPUs, wef
obtain real-� me frame rates on a single�
nVidia GeForce GTX 260 graphics card. Using
7 × 7 × 7 pixel neighbourhoods for the  spa�o-�
temporal  smoothing kernels, and a resolu-
� on of 300 × 300� pixels, we achieve a frame
rate of approximately 30 frames per second.

Fig. 1 Upper le	:	
One frame of the
original sequence.
Upper right: Contrast 
enhanced version. 
Lower le	: A	 	 er noise	
reduc�on. Lower�
right: A	 er intensity 	
stretching

The ra� o of � � mes spent on computa� �ons on�
the CPU, on the  structure tensor computa-
� ons and on the adap� �ve  spa� �o-temporal�
 smoothing are approximately 1 : 2 : 6.

7.
Results

We have tested our complete enhancement
method on a variety of gray-scale and colour
image sequences, di� ering in resolu� � on and�
light level and obtained by both consumer
grade and machine vision cameras. The test-
ed input sequences include movies obtained
by sta� onary cameras as well as by moving �
cameras. Overall, the method gives striking-
ly clean and bright output, considering the
bad quality of the input data.

Figure 1 presents one frame of a colour f
sequence obtained with a Sony DCR-HC23
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hand-held consumer camcorder. The upper 
le	  image is the original dark sequence. The 	
resolu� on of this clip is 360 × 288. On the �
upper right, the contrast-enhanced image
is seen a	er the applica	 �on of the  contrast-�
limited histogram equaliza�on described�
in Sec� on 3. The image in the lower le� 	
corner is taken from the sequence follow-
ing the  adap� ve  smoothing as described �
in Sec� on 4. The smoothing decreases the �
contrast somewhat, but this degrada�on is�
automa�cally alleviated by the  stretching�
procedure discussed in Sec�on 4.2. The im-�
provement following this last step is shown
in the lower right corner of Fif g. 1.

Figure 2 shows the algorithm at work
on a 640 × 480 colour sequence taken by a 
moving camera mounted on a model rail-
way train. The camera used is an AVT Mar-

Fig. 2 Upper le	: One frame from the original raw input data. Upper right:  Contrast enhanced version	
with standard demosaicing. Lower panel: a	 er  noise reduc	 � on, including demosaicing and sharpening�

lin machine vision camera. The input to the
algorithm is the raw sensor data and there-
fore the  demosaicing of the Baf yer pa� ern is �
done simultaneously to the de-noising. As 
the camera moves, a bird spider is moving
from le	 to right in the scene. The algorithm	
has no problem in  smoothing the intensity
in the best possible way for these di�er-�
ent mo�ons, and the image of the spider �
is well preserved. The output shown is the
result of the algorithm with the  sharpening
extension. The method preserves the sharp
details of the buildings while reducing the
noise e�ec� � vely.�

7.1 Comparison to other methods

We compared our method mainly with two
other methods that also deal with low-light
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Fig. 3 From le	 to right:	 1 A frame from a dark input sequence; 2 a	er contrast enhancement according 	
to Sec� on 3; � 3 output of our enhancement method, without sharpening;f 4 output of the method by Leef
et. al. (2005); and 5 output a	er the applica	 �on of the method by Benne� �  and McMillan (2005)�

output resul� ng from the applica� �on of the �
method presented in this paper. When the
camera is moving, an external mo� on es� �-�
ma� on is needed. Moreover, the  contrast �
enhancement achieved by the  tone map-
ping is disappoin�ng for the cases we tested.�
We suspect that this is due to the fact that
Benne�’s and McMillan’s  tone mapping ap-�
proach uses separate processing of the lowf
and high frequency parts of the input data
which isn’t op�mal for the extreme levels of �
noise that we are dealing with here.

Figure 3 shows some results of the 
processing of a verf y dark grey-level image 
sequence obtained with a Sony XC-50 ma-
chine vision camera. From le	  to right, Fig. 3 	
shows a frame from the dark input sequence,
and then the same frame a	er 1)  contrast 	
enhancement according to Sec�on 3; 2) ap-�
plica� on of our enhancement method, with-�
out  sharpening; 3) applica�on of the method�
by Lee et al. (2005); and 4) applica� on of the �
method of Benne�  and McMillan (2005).�

 Conclusions

We have here presented a methodology for 
adap� ve enhancement and noise reduc� �on �
for very dark image sequences with very low
dynamic range. The method has been inspired 
by spa� o-temporal summa� �on principles used�
in the visual systems of nocturnal animals and
in general follows the same principle process-

level condi� ons. Firstly, we implemented �
the enhancement method presented by Lee
et al. (2005). In this method, Poisson noise 
is removed in sta� onary areas by calcula� � on�
of the median in a small spa�al neighbour-�
hood. So-called false colour noise is removed
by either choosing the intensity value of the
current pixel, or the value of thef preceding
corresponding pixel, depending on a simple 
measure of the variance in a neighbourhood
of the f pixel. For the very  low light levels that
we are dealing with here, and the high noise
levels that this implies, the output of thef
method of Lee et al. was visually very disap-
poin� ng. This does not surprise us since the�
method is aimed at e� cient real-� � me imple-�
menta�on on hardware pla� � orms and only�
uses 3 × 3 pixel neighbourhoods and two
succeeding images for the calcula�ons. The �
calcula� ons of the medians in these small�
neighbourhoods leave heavy � ickering in�
the output.

The compe� ng method giving the best�
output was the “virtual exposures” method
proposed by Benne� and McMillan (2005). �
This method was brie� y described in Sec-�
� ons 2 and 3. When a sequence of images is �
obtained by a sta�onary camera, the virtual�
exposure method mostly results in tempor-
al � ltering. This removes a large part of the�
heavy noise in the input sequence. However,
the output isn’t as spa� ally smooth as the�
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ing steps that are used in the animal visual path-
way. The approach is very general and adapts
to the spa�o-temporal intensity structure in �
order to prevent mo� on blur and smoothing�
across important structural edges. The method 
also includes a sharpening feature that prevents
the most important object contours from being
over-smoothed.
Most parameters can be generally set for a very 
large group of input sequences. These param-
eters include: the clip-limit in the contrast-lim-
ited histogram equaliza� on, the maximum and�
minimum widths of thf e �ltering kernels and the �
width of the isotropic smoothing of the struc-
ture tensor and smoothing in the gradient cal-
cula� ons. However, the scaling parameter for�
the width func�on has to be adjusted to the�
noise level in the current sequence. The best
approach when applying the method to colour
images has been discussed, and this includes
demosaicing from the Bayer pa� ern in raw in-�
put colour data simultaneously to the noise
reduc� on. We have implemented the method �
using a GPU and achieved real-� me perform-�
ance. For very noisy video input data, which is 
the result of � lming in very low light levels, the �
method presented here outperforms (in terms
of output quality) all compe�ng methods that�
we have encountered at the �me of the wri� � ng�
of this chapter.
Further work on this technology aims at the
reduc� on of the number of computa� � ons per�
frame, so that real-�me performance on high�
resolu� on images becomes possible. This might�
be done by calcula� ng the adap� �ve smooth-�
ing kernels only within a sparse grid and then 
interpola� ng these calculated kernels for the �
remaining pixels. Another important aspect to
look into is an automa� c local se� �  ng of the�
scaling parameter d for the width func�on. This �
parameter should be related to a local noise es-
� ma� �on around every processed pixel in order �
to op� mize the amount of smoothing.�
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 Abstract
This chapter reviews neuromorphic silicon ret-
inas and cochleas that are based on the struc-
ture and opera� on of their biological counter-�
parts. These devices are built using conven�on-�
al chip fabrica�on technologies, using transistor�
circuits that emulate neural computa� ons from �
biology. In �rst genera� � on sensors, the analog �
outputs of everf y cell were read out serially at 
�xed sample rates. The new genera� �on of sen-�
sors reports only the outputs of ac� ve cells�
through digital events (spikes) that are commu-
nicated asynchronously. Such sensors respond
more quickly with reduced power consump� on. �
Their digital “address-event” outputs rapidly
convey precise �ming informa� � on about the�
scene that is only a�ained from conven� � onal �
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sensors if thef y are con� nuously sampled at high�
rates. The sparseness, low latency, and syy pa�o-�
temporal structure of this new form of sen-
sor output data can bene�t subsequent post-�
processing algorithms. Tradeo�s in the design�
of neuromorphic visual and auditory sensors
are discussed. Examples are given of vision al-f
gorithms that process the address-events, using
their spa� o-temporal coherence, for low-level�
feature extrac� on and for object tracking.�

1. 
Introduc� on�

Biology provides examples of e�  cient ma-�
chines which greatly outperform conven-
� onal technology. Electronic neuromorphic�
systems aim to capture the same e� cient �
style of computa�on by emula� � ng the struc-�
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ture and func� on of biological counterparts�
(Mead 1990; Douglas et al. 1995). This chap-
ter discusses recent progress in realizing
neuromorphic sensory systems which mimic
the biological re� na and cochlea, and sub-�
sequent sensor processing. The new gen-
era� on of electronic sensors communicates �
their ac�vity in much the same way as nerv-�
ous systems do, by asynchronously output-
�ng streams to digital events represen� �ng �
spikes. Because sensory computa�on is�
driven by these events, which originate from
the sensory input, such systems are called
event-driven systems. The progress in two
speci�c neuromorphic sensors, the re� �na �
and the cochlea, is described in this chapter 
along with examples of how these sensors
can help solve challenging problems in vision 
and audi�on.�

How can asynchronous spike-based com-
munica� on in neuromorphic systems be �
implemented? In contrast to biology which
uses a slow ionic medium to carry spikes on
dedicated axonal connec� ons, event-based �
systems use the high speed of electrons tof
transmit source spike addresses from mul-
�ple sources (e. g. re� � na pixels) on a single �
device (e. g. a silicon re� na) onto shared �
digital buses. Receivers decode these ad-
dresses for further use. The name for this
asynchronous transmission scheme is the
 address-event representa�on, or  � AER. Us-
ing AER is a natural match to sensors that 
reduce redundancy in the input, thus trans-
mi�  ng only sparse useful informa� �on. Us-�
ing AER, outputs can be transmi� ed with �
short response latencies and at a low data
rate. Both characteris�cs are useful for prac-�
� cal applica� � ons, and they also di� � eren� � ate �
AER sensors from conven� onal sensors that�
sample redundant informa�on at constant �
rate.

This chapter begins with the history of silf -
icon re� na designs and then describes in de-�
tail the design and opera� on of an example �
AER re� na. Sec� �on 3 discusses the history�

and progress of silicon cochleas. Secf �on 4 �
discusses how the address events from the
re� na are processed in vision applica� � ons,�
with a focus on the use of the event � ming;�
and Sec� on 5 summarizes the chapter.�

2. 
Conven� onal cameras and �
silicon re�nas�

The con� nued shrinking of silicon transis-�
tors has enabled rapid development of con-
ven� onal frame-based electronic camera�
technology (Fossum 1997). With pixel sizes 
barely over a micron nowadays, a naïve
observer might think that industry can ap-
proach a “perfect” image sensor with in-
�nite resolu� �on, in� � nite dynamic range,�
in�nite frame rate, zero pixel size, and zero �
power consump�on. Of course the output�
from such an ideal sensor would be impos-
sible to process. As neuromorphic engineers,
we observe that biological vision relies on a
sensor (the re� na) that does local gain con-�
trol and massive amounts of computa�on to�
produce at its output (the op�c nerve), an�
asynchronous stream of digital data (spikes)
that represents only relevant visual informa-
� on. A vision sensor that emulates its bio-�
logical counterpart could help solve vision 
problems that seem easy for biology but are
di� cult using present machine vision tech-�
niques.

2.1 History of  retina designsf

The �rst integrated silicon re� �na by  Maho-�
wald and  Mead (1991) consists of a 3-lay-
ered model of the outer rf e�na architecture �
that included the photoreceptors, bipolar
cells, and horizontal cells. The spiking gan-
glion cells and AER interface were incorpor-
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ated in a later design. The key biological
features emulated in this re� na include the �
logarithmic, adap�ve,  phototransduc� �on �
stage, the horizontal cell spa� o-temporal �
smoothing network, and the rec�� ca� � on of �
the re�na output into complementary ON�
and OFF channels. This re� na was also part�
of the f �rst AER vision system built by Ma-�
howald and colleagues to compute stereop-
sis (Mahowald 1992, 1994).

However, this and subsequent AER sys-
tems in the following decade were barely 
useable. Mahowald’s re� na for instance, �
would respond reliably only to a �ashing LED�
held up in front of it. Followinf g this re� na,�
Boahen’s group (Zaghloul and Boahen 2004)
built a more biologically realis�c version �
with four cell types emula� ng the ON and�
OFF cell types for the sustained and tran-
sient pathways, but it su� ered from large �
pixel response variability. The vision sensor 
by Ruedi et al. (2003) outputs simultane-
ous spa� al contrast and local orienta� � on�
using an event-based readout in which the
pixel event �ming within a frame encodes�
local contrast informa�on. This design �
was the �rst that showed it was possible �
to overcome the mismatch, poor dynamic
range, and other wise low performance that
plagued prior re� nas.�

Other recent event-based re� nas that �
aim to reduce image redundancy include
spa�al contrast AER re� � nas (Barbaro et al.�
2002; Ruedi et al. 2009; Lenoro-Bardallo et
al. 2010), temporal intensity change re�-�
nas (Mallik et al. 2005), temporal-contrast
re�nas (Kramer 2002; Lichtsteiner et al.�
2004), the dynamic vision sensor silicon
re�na described in Sec� �on 2.3 (Lichtsteiner�
et al. 2008), a prototype temporal-contrast
infrared bolometer (Posch et al. 2009), pre-
liminary  color re� na pixel designs (Fasnacht �
and Delbruck 2007; Berner et al. 2008; Ols-
son and Ha�iger 2009), and a recent design�
which outputs both temporal contrast and
gray level informa� on (Posch et al. 2010). �

These designs need to cope with the fact 
that fabricated transistor characteris� cs are �
quite variable.

2.2  Achieving  precision sensing
with imprecise transistors

One of the bif ggest impediments in bringing
the neuromorphic approach to commer-
cially successful products is the problem of
transistor mismatch. Transistor mismatch
refers to built-in variability in transistor
opera� ng characteris� � cs, and leads to the�
sta�c salt and pepper noise in the output�
of inf i�al re� � nas which made the image �
barely recognizable. Transistor mismatch 
is inherent to the way in which transistors
are fabricated (Pelgrom et al. 1998). It is
also one of the two major reasons why the 
silicon industry revolves around Boolean
logic circuits, which reduce the impact of
transistor mismatch by restoring the circuit
output into one of the two power supply
levels of a circuit block. (The other reason
is the availability of toolsf for designing com-
plex synchronous logic circuits.) Because 
matching precision scales with transistor
dimension, precise analog design requires
an increase of transistor area devoted to
analog processing as process technology
scales down. These considera� ons suggest �
that analog signals from sensors should be
converted quickly to a digital representa-
� on so that the subsequent computa� � onal�
precision can be precisely controlled. How-
ever, at lower precision, analog computa-
�ons take less area and consume less power�
than equivalent digital representa� ons and�
computa�ons (Sarpeshkar 1998). Analog �
designers have increasingly focused their ef-
forts on embedding circuit mechanisms that
decrease the e� ect of device imprecision on�
sensor performance. These mechanisms in-
clude dynamic adapta�on and gain control�
that op�mally u� �lizes the internal signal �
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range, digital calibra� on, and so� 	ware post-	
processing. The most successful neuromor-
phic sensors have paid par� cular a� �en� � on �
to improvements in their response uniform-
ity. The silicon re�na described next uses a�
combina�on of techniques to improve its�
sensi� vity.�

2.3  The  dynamic vision sensor (DVS)
silicon retina

The silicon re�na discussed in this sec� �on �
is called the dynamic vision sensor or DVS,
because it emulates re�nal processing con-�
cerned with dynamic informa�on. The DVS �
is used as an example of a silicon ref � na�
where organizing principles are success-
fully transferred from biology into silicon.
The DVS forms an abstrac� on of the re� � na’s�
transient pathway (Fig. 1  a), which is blind to 
sta�c input, monochroma� �c, and rela� � vely �
fast (Rodieck 1998). The transient pathway 
can be contrasted with the sustained path-
way, wyy hich has proper� es more like conven-�
� onal cameras.�

The DVS models a simpli�ed 3-layer re� �na �
(Fig. 1  b) consis�ng of  photoreceptors,  bipo-�
lar cells, and  ganglion cells. In the simpli� ed �
biological re� na in Fig. 1  b, the photorecep-�
tors transduce from the input s�mulus light �
to electrochemical signals. Bipolar cells
compare the photoreceptor outputs with
spa�otemporal lowpass averages computed�
by the horizontal cell spreading network and 
rec�� y the di� �erences into ON and OFF ac-�
� vity. ON and OFF ganglion cells generate�
ac�on poten� � als (spikes) from the bipolar�
cell outputs. The DVS simpli� es this clas-�
sical scheme even further by omi� ng the�
horizontal spa� al averaging computed by �
the horizontal cells. Each DVS pixel (Fig. 1  c)
consists of 3 parts: a logarithmic photore-
ceptor, a temporal-change “di� erencer” �
ampli� er (bipolar cells), and 2 decision units�
(ganglion cells). The pixel output is an asyn-

chronous stream of ON and OFF events that
signal log intensity changes, which usually
correspond with scene re� ectance changes. �
The genera� on of these events follows the�
process illustrated in Fig. 1  d: The con� nu-�
ous-� me photoreceptor output encodes�
intensity logarithmically as a voltage (logI). 
The di�erencer ampli� �es the change in this�
output from a memorized value to produce
A · d(logI) = A · dIdd /II I// . Ganglion cell compara-II
tors detect a change in log intensity which 
exceeds a threshold and emit an ON or OFF
event. The emission of an event also causes
a new logI value to be memorized acrossI
the capacitor. The ON and OFF thresholds
are typically set to about 10 % contrast. AER
communica�on circuits along the periphery�
of the chip (Fig. 1  e) transmit the address
events o� -chip with latencies of less than a�
microsecond.

What is the meaning of each DVS event?f
Each event represents a quan� zed change�
in log intensity. Light falling on the re� na�
is a product of the scene illumina�on and�
re�ectance. In the usual condi� �on where�
scene illumina� on is constant over � �me, �
the sta� c logarithmic response of the DVS�
photoreceptor turns this product into a
sum. The di�erencing opera� � on that subse-�
quently produces events thereby encodes
scene re� ectance changes, which typically�
represent moving objects. Because this 
computa� on is based on a compressive�
logarithmic transforma�on in the photore-�
ceptor circuit, the pixel can operate over a
wide  dynamic range of backf ground intensity
(120 dB as compared with 60 dB for a high
quality conven�onal image sensor). This �
wide dynamic range capability means that
the sensor can be used under uncontrolled
natural ligh� ng condi� � ons that are typi� �ed�
by wide varia�ons in scene illumina� �on. The �
events are transmi�ed o� �  chip in a frac� � on�
of a microsecondf , so the �ming of the pixel�
event is preserved, leading to a typical ef-
fec�ve frame rate of several kHz. The data�
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Fig. 1  Dynamic vision sensor (DVS)  silicon re� na. � a Sustained and transient pathways from
the re�na through the lateral geniculate nucleus (LGN) to the striate cortex; � b 3-layer re� na; �
c DVS pixel schema�c; � d principle of operf a�on; � e DVS die micrograph and mirror symmetric
arrangement of 4 pixels; f DVS ref �na USB2.0 camera and embedded microcontroller camera; �
g example DVS output data. “Faces” shows events rendered as a 2  d histogram over a 26 ms
� me slice. “Juggling Event Time” shows events from a juggler rendered so that lighter events �
occurred later in the 57 ms �me slice. “Space-Time Spike Events” shows events from a�
spinning dot rendered in 3 d space-�me. Adapted from Liu and Delbruck (2010)�
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rate is o	en a factor of 100 	 � mes lower than�
that of a frame-based image sensor with an
equivalent �me resolu� �on. The pixel design �
provides enough response uniformity such
that the pixel contrast threshold can be set 
to about 10 % contrast, allowing the device 
to sense real-world contrast signals.

The DVS chip can be connected to a vari-
ety of other devices (Fig. 1  f). It is only neces-
sary that the receiving device (e. g. custom
mul�-neuron chips or microcontroller) use �
the digital AER protocol. The chip has been
integrated into a camera unit which inter-
faces to a computer via a standard USB2.0 in-
terface that delivers � me-stamped address-�
events to a host PC where post-processing
of the outf put events allows us to easily ex-
plore event-driven algorithms which we can
test in real-world scenarios.

The DVS output data (Fig. 1 g) shows in-
teres� ng characteris� �cs: The “Faces” image �
shows the 2  d histogram of the ON and OFFf
events over a �me slice of 26 ms. The gray �
level of the “Juggling event �me” image rep-�
resents the event �me rela� � ve to the start �
of the � me window. The “Space-Time Spike�
Events” image exposes the spa� otemporal �
structure of a moving object, in this case
a spinning dot, by displaying the events in
space-� me coordinates. �

The DVS re�na model is only a loose ab-�
strac�on of the transient pathway. Even �
though this simpli� ed silicon re� �na lacks �
many classes of re� nal cells, it is proving�
useful for various prac�cal applica� � ons as�
will be discussed in Sec�on 4.�

3. 
Conven�onal audi� � on and �
silicon cochleas

Historically, incoryy pora� ng biological know-�
ledge into machine audi�on has lead to im-�

proved systems. Biologically inspired meth-
ods improve the performance of speech 
recogni�on systems (Gold and Morgan�
2000).  However the input stage of these 
systems is di� erent for that of the biologic-�
al cochlea. In machines, the acous�c signal �
is processed by extrac�ng frequency com-�
ponents of the sound within af � me window �
(20 ms for example) using a Discrete Fourier
Transform (DFT). The power spectrum of the
DFT is transformed logarithmically and again 
processed through a � lter bank which has �
a log distribu� on similar to that measured�
in human cochleas. Systems based on the
above methods are dominant because of
the e� ciency of the Fast Fourier Transform �
(FFT), and digital signal processing (DSP)
chips that support the type of mathemaf � cal�
computa�on needed for FFTs. Contempor-�
ary  hearing aids, for example, implement an
en�re signal processing chain based on a set�
of customized mostly-digital signal process-
ing chips from microphone to speaker on a
power budget of about 1 mW.f

However, ar��cial audi� �on systems s� � ll �
lack the performance of biolof gical systems,
for example, in tasks such as understanding
speech in noisy backgrounds. Researchers
look at replacing the input stage with a con-
� nuous-� �me cochlea processing stage and�
are also star� ng to explore the use of spikes �
for represen� ng signals in speech process-�
ing systems, u� lizing what is known about�
speech features in various brain regions (Liu
et al. 2010  b).

While silicon cochlea designs have been
evolving over the last 2 decades; recent
coch lea implementa� ons also produce �
asynchronous spike outputs similar to that
of biological cochleas. The analog � ming of �
the silicon cochlea spikes carries precise �m-�
ing informa�on about the sound, similar to�
spikes from the spiral ganglion cell outputs
of the biolof gical cochlea. Developing meth-
ods to process these spikes can guide us on 
how informa�on is processed from the co-�
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Fig. 2 The AER-EAR2  silicon cochlea. a cochlea and its basilar membrane (BM); b frequency response
of the BM; c cascaded second-order-sec�on (SOS) stages of the AER-EAR2 silicon cochlea; � d integrated
binaural 64 channel spike-based cochlea; e USB board implementa� on;� f response to speech “The quick f
red fox jumped over the lazy dog”. Each dot is an event; lower channel numbers are tuned to higher
characteris� c frequencies. Adapted from Liu and Delbruck (2010)�

bandpass �lters of Lyon and Mead (1988)�
(see Fig. 2  a). Depending on the input fre-
quencies, a frequency component of the
pressure wave generated in the � uid leads�
to a maximum displacement at some place
along the basilar membrane (Fig. 2  b) de-
pending on its  characteris� c frequency (CF). �
The basilar membrane structure has a char-
acteris� c frequency (CF) which decreases�
exponen�ally from the base to the apex. The �
cascaded 1-d cochlea captures the sharp
roll-o�  in frequency response of the basilar�
membrane but has limita�ons; a failure in �
one of the stages will lead to a failure in sub-

chlea to the cochlear nucleus, the midbrain,
and other brain structures in the auditory
cortex, and might o� er insights into how hu-�
mans are able to process speech and other 
sounds e�ec� � vely in adverse environments�
such as hearing through noise, reverbera-
�on and interference from other speakers.�

3.1 History of  cochlea designsf

Silicon cochlea models o	 en implement the 	
basilar membrane (BM) architecture as a
cascaded set of  second-order-sef c�on (SOS) �
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sequent second-order-sec�on (SOS) stages.�
Also, the accumula�on of noise along the�
cascaded stages presents a problem. But be-
cause the noise outside of the pass band of
the �lters will be removed as one proceeds�
along the cascade, the noise accumula� on�
quickly saturates to a level that is tolerable 
(Sarpeshkar and LyLL on 1998). A large number
of stages within a frequency range also lead 
to a larger delay through the cascade than
observed in the real cochlea.

Because of these drawbacks, a number of 
labs have a�empted to construct BM mod-�
els based on a parallel (rather than cascad-
ed) 1-d architecture, or a 2-d architecture
that includes the role of thf e �uid coupling�
between the stages (Wa� s et al. 1992; Fra-�
gniere 2005; Wen and Boahen 2006; Hamil-
ton et al. 2008). But these approaches have
their own drawbacks, such as increased chip
area, and sensi�vity to mismatches between�
stages, which cause destruc� ve interfer-�
ence and greatly reduce the theore� cally-�
achievable gain. A recent hot topic in coch-
lear designs concerns the implementa� on�
of local gain control as enabled by the outer
hair cells. Developers are considering ways
of measurinf g of the BM sif gnal amplitudes 
and using these measurements to tune the 
sharpnesses of the resonances of the stages
(Sarpeshkar and LyLL on 1998); others include
implementa�on of Hopf-like models of outer �
hair cell ac�ve nonlinear ampli� �ca� �on or at-�
tenua�on of the signal, using discrete chips�
(Mar�gnoli et al. 2007) or approxima� � ons of �
such models in silicon (Hamilton et al. 2008; 
Katsiamis et al. 2009).

3.2 Spiking cochlea architectures

The latest silicon cochlea designs include ei-
ther cascaded or parallel architectures for
the BM, inner hair cells, and the spiral gan-
glion cells with AER outputs (Abdalla and
Horiuchi 2005; Fragniere 2005; Sarpeshkar

et al. 2005; Wen and Boahen 2006; Chan et 
al. 2007; Liu et al. 2010  a).

Our latest cochlea implementa�on (AER-�
EAR2) is a binaural cochlea intended for
spa�al audi� � on and auditory scene analysis�
(Liu et al. 2010  a). It integrates many features
of former designs in a more user-friendly
form. It uses cascaded second-order-sec-
�ons (SOSs) (Fig. 2  c) which drive inner hair�
cells, which in turn drive mul�ple ganglion�
cells with di�erent spike thresholds. The �
resonance of individual sef c� ons can be ad-�
justed by a local digital-to-analog converter
(QDAC). This chip (Fig. 2  d) includes a variety
of features including a matched binaural
pair of cochleas, on-chif p digitally controlled
biases, on-chip microphone preampli� ers,�
and open-sourced host so	ware algorithms 	
(jAER 2007). A bus-powered USB board en-
ables easy interfacing to standard PCs for
control and processing (Fig. 2  e). An example
response of AER-EAR2 to speech is shown in
Fig. 2  f. 

3.3 Applications of cochleasf

Applica� ons of analog silicon cochleas in �
audit ory tasks have been explored by dif-
ferent groups. The � rst experiments were �
done on extrac�ng pitch and spa� �al loca� �on �
(Lazzaro et al. 1993; van Schaik and Sham-
ma 2004). Because of the availability of AER
cochleas, the focus has shi	ed to computa-	
� ons that capitalize on the precise� �ming of �
the cochlear events. This precise � ming is �
useful for es� ma� �ng  interaural� �me di� � er-�
ence (ITD) cues which can be used to local-
ize sound sources (Chan et al 2007; Liu et al.
2010  a) and for speech recogni� on tasks (Us-�
yal et al. 2006). Es�ma� � ng interaural � �me�
di� erences (ITDs) is expensive to compute�
using conven�onal approaches because of �
the high sample rate required on the analog 
microphone output . Another poten� al appli-�
ca�on is the use of these cochlear circuits as�
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preprocessors for  cochlear implant systems 
(Georgiou and Toumazou 2005; Sarpeshkar
et al. 2005).

4.
Processing events

AER sensor events can be digitally processed
by algorithms running on conven� onal hard-�
ware (jAER 2007; Delbruck 2008). The main
characteris�cs of these algorithms are that �
they are  event-driven and use the precise
�ming of the events. The focus here is on�
visual processing because these algorithms 
are more evolved.

The only prior work on interfacing AER 
chips with computers was the pioneering
work on processing spikes from a silicon
coch lea for  speech recogni� on (Lazzaro et�
al. 1993). The recent availability of AER vision 
and audi�on sensors with good perform-�
ance and user-friendly computer interfaces
has given new life to this �eld. For example,�
recent applica�ons of the dynamic vision �
sensor (DVS) include object tracking for com-
mercial products (Litzenberger et al. 2006; 
Bauer et al. 2007; Gritsch et al. 2008); ro-
bo�c applica� �ons (Delbruck and Lichtsteiner �
2007; Conradt et al. 2009), fall detec� on of �
the elderly in assisted living (Fu et al. 2008),
and in studying the development of tof p-
ological connec�ons (Boerlin et al. 2009).�

Methods for digitally processing events
have evolved into the following classes: �l-�
tersrr that clean up the input to reduce noise
or redundancy; labelers that assign addi� on-�
al meaning to the events such as contour ori-
enta� on or direc� �on of mo� �on; and� trackersrr
that use events to track moving objects. The
� lters and labelers generally use one or sev-�
eral re�notopic maps of event� �mes. These�
maps can be thought of as pictures of the
most recent event �mes. The representa-�

�on of events as so� 	 ware objects allows at-	
tachment of arbitrary annota�on. As events�
are processed, some events are discarded, 
and remaining events are labeled with addi-
�onal informa� �on. Instead of expanding the �
representa�on by expanding the number �
of cell types (as in cor�cal processing), the�
digital events are assigned increasing inter-
preta�on. �

4.1 Low level  visual feature extraction

As one example of this stf yle of processing
we will consider a low level feature extrac-
� on labeler that annotates the events in the�
input stream with addi� onal interpreta� � on.�
The so	 ware	 Direc� onSelec� � veFilter� (Fig. 3)r
shows how orienta� on informa� �on is � �rst �
extracted and then used to compute local
 op� cal � � ow vectors. These vectors are then�
integrated over space to compute global
transla�onal, radial, and tangen� �al op� �cal�
� ows. The input shown in Fig. 3  a is generat-�
ed from a dynamic vision sensor (DVS) cam-
era � ying around a room (in this case hand-�
held simulated �ying) painted with black and�
white squares on the walls. The orienta�on �
labeler labels the ON and OFF DVS events
with an addi�onal ‘orienta� � on type’ that sig-�
nals their spa� al angle of maximum correla-�
� on with past events in the spa� �al vicinity.�
This labeler uses a topographic memory of 
past event �mes. Events generated by pixels�
along a moving edge of af par�cular orien-�
ta� on will be more correlated in� � me than�
events at other orienta�ons. The orienta� � on�
labeler tags each event using criteria about
the maximum allowed correla� on� �me with-�
in the recep�ve � �eld. Events that pass the �
correla� on test are output as orienta� � on�
events. The correla�on � �me is the average �
� me di� �erence between this event and the �
past ones stored in the region of the recep-
� ve� � eld, with smaller� �me di� �erences indi-�
ca� ng stronger correla� �ons.�
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Fig. 3 Example output from the Direc�onSelec� �veFilter� event labeler.r a DVS input to labeler. Grey
pixels indicate no events while white/black pixels indicate ON and OFF events caused by moving edges
in the scene; b output of labeler. Local mo� on vectors (thin lines) are integrated over space and � �me �
to produce the global op�cal � � ow components for transla� � on, rota� �on, and expansion (thick lines). �
Rota�on and expansion vectors are centered on the center of the scene�

� ons is in tracking objects, we will now turn �
to this subject.

4.2  Tracking

Object tracking is widely-used visual cap-
ability. The main advantages of usinf g an
AER sensor for object tracking include sys-
tem computa� onal e� � ciency, low system �
latency, and the cayy pability of the sensor tof
operate over a wide dynamic range of back-
ground intensi�es. One example is a tracker �
called the RectangularClusterTracker thatr
tracks mul�ple moving objects (Litzenberger �
et al. 2006; Delbruck and Lichtsteiner 2007).
This tracker treats an object as a spa�ally-�
connected source which generates a cluster
of temporally correlated events. As objects 
move, they generate events which drag along
the clusters. Clusters are spawned by events 
and disappear when moving clusters merge

The orienta� on events are then used to�
compute local mo�on vectors using the � �me�
of � ight of orienta� � on events. Each orienta-�
� on event starts a search over the map of �
past orienta� on events in a direc� �on normal �
to the orienta� on, and the most likely direc-�
� on of mo� � on is chosen based on a correla-�
�on measure similar to the one used for ori-�
enta�on. The speed is computed by the � � me�
of �ight from the past orienta� �on event. The�
output of the mo�on labeler (Fig. 3  b) shows �
how the local normal � ow vectors (thin�
lines) result in es�mates of the global trans-�
la� onal � � ow (thick line from center), which �
in this case, points to the le	 . Similar global	
metrics of rotf a�onal and radial � � ow are also �
computed.

Low level methods for processing spikes 
like the Direc�onSelec� � veFilter� could pro-r
vide a means of brinf ging a hierarchical style 
of dif gital processing to AER events. But since
the main success so far in prac�cal applica-�
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Fig. 4 Object  tracking:
Rectangular Cluster-
Tracker tracks two 
persons and a car. The 
history of each cluster isf
shown as the dots

using standard USB interfaces (Delbruck and
Lichtsteiner 2007). This combina� on of met-�
rics would be impossible to achieve using
conven� onal frame based vision.�

Other types of trackers have also beenf
developed. For instance, the world’s � rst�
pencil balancing robot uses a pair of dynam-
ic vision sensors (DVSs) with embedded mi-
crocontrollers (Fig. 1  f) to track the pencil in
3 d space. The low memory and processing
costs of events allow the pencil balancing 
robot to process input events at an e� ec� � ve�
frame rate of more than 10 kHz using only
200 mW embedded �xed-point microcon-�
trollers (Conradt et al. 2009).

Work is ongoing to extend these no�ons �
about object tracking to include simultane-
ous tracking of mul� ple objects, object clas-�
si� ca� �on, and object recogni� �on.�

 Summary and discussion  

AER sensors are star� ng to make their way into �
usable high-performance prototypes. The nine
papers from 2002 to 2010 on event-based sen-
sors in the very compe��ve IEEE Interna� � onal�
Solid State Circuits Conference illustrate that
this approach is star�ng to impact mainstream �
electronics (Barbaro et al. 2002; Fragniere 2005;

or when they are starved of events. Clusterf
sizes are determined either by knowledge of
the scene (perspec�ve) and object classes�
(e. g. cars), or they can be dynamic.

Tracking using events is advantageous
because clusters do not have to be tracked
over frames. Each pixel event updates the
informa� on about the size and loca� � on of its�
member cluster and only sensor pixels that 
generate events need to be processed. The
primary processing cost is thus dominated
by the search for the nearest exis� ng cluster �
and the memory cost is limited only to the
storage of the list of f clusters.f

Fig. 4 shows an example of how the Rect-
angularClusterTracker can track a car andr
two people in a scene. Over the 157 ms win-
dow shown, the DVS produces 2048 events. 
1730 events were le	 a	 	 er pre-	 �ltering to �
remove uncorrelated ac� vity. The past loca-�
�ons of the clusters over 2048-event slices �
are shown by the dots. The sizes of the clus-
ters dynamically come to equilibrium by
balancing the events inside and surrounding 
the clusters.

The RectangularClusterTracker has been r
used in a  robo� c goalie that has a reac� � on�
latency of 3 ms with a 4 % f processor load,



98 ToTT bi Delbruck, S, hih-Chii Liu

Mallik et al. 2005; Sarpeshkar et al. 2005; Wen 
and Boahen 2006; Lichtsteiner et al. 2006; 
 Posch et al. 2007; Massari et al. 2008; Posch et
al. 2010).
One achievement of this work is the developf -
ment of event-based digital processing meth-f
ods that capture the � avor of biological spike-�
based processing. These methods were only
developed a	 er sensors were built in a form 	
that allowed their everyday use away from the
lab bench. Although these methods have been
developed as so	 ware algorithms on standard 	
computers (jAER 2007), one can consider a vari-
ety of event-processing pla� orms ranging from�
conven� onal computers to the other extreme �
of using AER neuromorphic chips (Choi et al. 
2005; Chicca et al. 2006; Serrano-Gotarredona
et al. 2009). Our industrial partners are using an 
embedded DSP pla� orm (Belbachir et al. 2007).�
We ourselves have used � ny microcontrollers �
(Conradt et al. 2009) and are star� ng to use �
� eld-programmable gate arrays (Linares-Bar-�
ranco et al. 2007). This � eld has the poten� � al �
for realiza� on of small, fast, low power, embed-�
ded sensory-motor processing systems that are
beyond the reach of tradi�onal approaches un-�
der constraints of power, memory, and procesf -
sor cost. The availability of event-based siliconf
re�nas and cochleas will enable inves� �ga� � ons�
of binding across visual and auditory sensory
modali� es using the� �ne temporal structure af-�
forded by spikes. The asynchronous nature of
AER data could inspire digital signal processing
that breaks away from conven� onal regular-�
sample processing and that builds on top of
decades of work in understanding computa�on�
by the nervous system (Liu and Delbruck 2010).
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tecture, we discuss some of the physiological
details of how the requisite coordinate systems
might in prac� ce be set up in the � � y visual sys-�
tem. We also provide a mathema�cal framework �
for tes�ng the quan� �ta� � ve match between sen-�
sory system and � ight dynamics in the speci� � c �
context of the visual systems of f � ies.�

1. 
Introduc� on�

The study of insect f � ight control and its ap-�
plica� ons has reached an important junc-�
ture. Engineers are making headway in ex-
ploi�ng algorithmic tools inspired by the�
mechanisms of insect �ight control (Taylor�
and Krapp 2007), with progress greatly fa-
cilitated by the applica�on of classical con-�

B. Visual control 
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trol theory to biological systems. However,
we believe that the � me has come to ask �
whether biological systems, and by exten-
sion bio-inspired systems, can really be
con�gured in the same way as conven� � onal �
 control systems. Taylor and Krapp (2007)
iden�� ed three organiza� � onal principles of �
insect sensory systems, which run counter 
to the principles by which engineered, as
opposed to biological, systems are classi-
cally organized. Firstly, in common wityy h the 
sense organs of most animals, the sensors
involved in insect �ight control�  are adapted
to measure rela� ve, rather than absolute, �
quan��es, typically sensing disturbances �
rather than steady states. Secondly, insects
are adapted to make these measurements 
in highly non-orthogonal, yet highly struc-
tured, axis systems. Thirdly, the descending
neurons that convey sensory input down-
stream to the � ight motor are adapted to �
encode composite quan��es, combining �
inputs from di� erent sensory modali� �es. �
Taylor and Krapp argued that these princi-TT
ples point to the existence of af fundamen-
tally di�erent type of control architecture in�
insects, which they explained by proposing
the “ mode-sensing hypothesis” (Taylor and
Krapp 2007). This states that the sensory
systems of insects are sf peci�cally matched �
to their modes of mf o�on� 1, and represents 
a par� cular, albeit hypothe� �cal, use of the�
more general prin ciple of matched � ltering�
that is so widespread in the sensory sys-
tems of livinf g organisms.  Matched � lters �
are expected to evolve so as to detect the
most salient signals, so the mode-sensing
hypothesis makes evolu�onary sense, be-�
cause the most salient mo� on components�

in � ight are those associated with its modes �
of mo� on. The aim of this paper is to de-�
velop the mode-sensing hypothesis in the 
context of the visual system of �ies. We be-�
gin by formalizing mode-sensing hypothesis
(Sec�on 2.). We then consider how mode-�
sensing might work in prac�ce in the� � y vis-�
ual system (Sec�on 3.). Finally, we provide �
a mathema�cal framework for tes� � ng the�
mode-sensing hypothesis (Sec�on 4.).�

2. 
Formalizing the  mode-sensing 
hypothesis

We may write a linearized model of the � ight �
dynamics of an insect as:f

(1)

where x is the state vector and A is the
closed-loop system matrix (Taylor and Tho-
mas 2003). This model characterizes the 
rigid body dynamics without regard to the
� apping dynamics of the wings, which is rea-�
sonable if thef forcing frequency of the wing-f
beat is at least an order of magnitude higher
than the highest frequency of anf y oscillatory
rigid body modes. The elements of the  state
vector x denote small perturba�ons from�
equilibrium in the kinema� c states of the �
sys tem. For example, if we restrict ourselves
to considering symmetric mo� on, then the �
state vector might include the component
of velocitf y along the longitudinal body axis,
the component of vel ocity along the dorso-

1 The movement of a linear system can be described as a linear sum of f its modes of f mof � on. These may�
be either oscillatory (e. g. swinging of a pendulum) or monotonic (e. g. decelera� on of a parachute),�
and either stable (i. e. tending to decay with �me) or unstable (i. e. tending to grow with� �me). For�
example, the symmetric mo� ons of an aircra� 	  away from equilibrium typically involve a fast pitch	
oscilla� on, known as the short period mode, superposed with a slower change in speed, al� � tude, and�
pitch, known as the phugoid mode.
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ventral body axis, the angular velocity about
the pitch axis, and the pitch a� tude of the �
longitudinal body axis with respect to the 
horizontal. The elements of the system ma-
trix A determine how the system responds 
to perturba� ons. �

The mo� on of a linear system is a linear�
combina� on of all of its dynamical modes,�
so it is reasonable to expect that the indivi-
dual sensors of an insect will all have evol-f
ved to be strongly excited by at least one of
these modes (Taylor and Krapp 2007). Mo-
reover,r if we know the characterisf � c pa� � ern�
of self-mo�on that is associated with a par-�
� cular mode, then we can predict precisely�
how the sensors should be tuned to maxi-
mize observability of that mode of f mof � on.�
This informa�on is contained in the right�
eigenvectors of the system matrix A, which
char acterize the rela� ve phase and magni-�
tude of changes in the state variables during
excita� on of the modes of mo� � on. Becau-�
se the axes of rotf a�on and transla� � on that�
are associated with the di� erent modes are�
like ly to be non-orthogonal, matching the
sensors of a system to the relevant compon-
ents of its rif ght eigenvectors should enhan-
ce signal to noise ra� o, providing a possible�
adap�ve explana� � on of the non-orthogonal�
arrangement of insect sensors. Sf pa�al tun-�
ing of the sensors to the right eigenvectors 
does not result in any obvious simpli�ca� � on �
to the underlying control system, but as we
now show, considerable simpli�ca� � on might �
be achieved if the descendinf g sensory input 
to the � ight motor were also matched to the�
le	 eigenvectors of the system matrix (cf.	
Tarokh 1992TT ) (see also Sec� on 4.).�

Eq. (1) is a coupled set of � rst order di� �er-�
en�al equa� �ons, which can be decoupled by �

transforming it into a par� cular basis, known�
as a modal coordinate system (Stevens and
Lewis 2003). The modal coordinates are de-
�ned by the following transforma� �on:�

(2)

where M is a matrix of right eigenvectors of 
the system matrix A, called the modal matrix
(Stevens and Lewis 2003). No� ce, how ever,�
that it is the inverse of the modal matrix, M–1, 
that appears in Eq. (2), which can be shown 
to be a matrix of le	 eigenvectors of 	 A. Ma-
thema� cally, the le� 	  eigenvectors of a linear	
system are equivalent to the right eigenvec-
tors of the transpose of the system matrix,
and although they have no easy or intui�ve �
physical interpreta� on, they are speci� �cally�
related to the controllability of the system
(Stevens and Lewis 2003). The modal coor-
dinates (�) which they specify are weighted 
sums of the state variables contained in x,
with the weigh� ngs for a given mode speci-�
�ed by its le� 	  eigenvector. Provided that the 	
eigenvalues of A are dis� nct, Eq. (2) may be�
used to rewrite Eq. (1) as:

(3)

where J is the diagonal matrix2 of eif genvalues 
of A. This diagonaliza� on means that Eq. (3)�
is a set of uncouf pled � rst-order di� � eren� � al�
equa� ons (Taylor and Thomas 2003), which�
represents a considerable simpli�ca� �on over �
the coupled set of ef qua� ons in Eq. (1). �

Because we tend to engineer sensing sys-
tems in an orthogonal way, tyy he original state
space representa� on of Eq. (1) is usually the�
most natural way to describe them. For a
biological system, however, Eq. (3) might be

2 If anf y of the eif genvalues are complex, then this matrix will contain complex entries on the diagonal. 
It can, however, be transformed into a real block diagonal matrix by using a di�erent similarity�
transforma� on to de� � ne the modal coordinates. Speci� �cally, columns of the modal matrix that �
contain a conjugate pair of eigenvectors should be replaced with columns containing the real andf
imaginary parts of one member of the conjugate pair.
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the more natural representa� on: living or-�
ganisms are rarely organized to be orthog-
onal in three-dimensional space, and a mo-
dal coordinate system that represents how
the organism actually moves would seem to
be a more natural frame of reference. We 
further hypothesise that input from the vari-
ous individual sensors of insects is combinedf
and weighted by the descending neurons so
that the integrated signals sent to the �ight�
motor are encoded in a modal coordinate
system. The advantage of this would be a f
complete decoupling of the control of each
mode, resul� ng in a parallel, rather than�
convergent, control architecture. This pro-
vides a possible adap�ve explana� �on of why�
input from di�erent sensory modali� � es is�
combined in the descending neurons. Fur-
thermore, it should be possible in principle 
to use the le	  eigenvectors of the system to 	
predict precisely how these inputs should be
combined. 

The mode-sensing hypothesis may there-
fore be summarized as two dis�nct but non-�
exclusive hypotheses. First, that the sensors
of an insect are matched to the character-
is� c pa� �erns of self-mo� � on associated with �
its modes. These are speci� ed by the right �
eigenvectors of the system. Second, that the 
input from the various sensors is fused so
that the descending sensory input is encod-
ed in a system of modal coordinates. Thesef
are speci� ed by the le� 	  eigenvectors of the	
system. It is important to note that the le	
and right eigenvectors of a sf ystem are dif-
ferent, except in the special case that the
system matrix is symmetric, so the modal
coordinates are not related in any straight-
forward physical fashion to the combina-
�on of self-mo� �ons involved in a par� � cular �
mode. In the next sec� on, we focus upon �
the � rst hypothesis, asking whether there is�
any evidence that the visual system of �ies�
is matched to their likely modes of mf o�on. �

3. 
Mode-sensing in prac� ce�

3.1  Estimating  self-motion from  optic
flow: global patterns and local motionfl
detection in insects

Movements of an animal relaf � ve to its en-�
vironment result in global pa� erns of ret-�
inal image shi	 s, or op	 � c � �ow � �elds (Gibson�
1950). Op� c � �ow is composed of local vec-�
tors indica�ng the direc� � on and speed with �
which the environment moves at a given 
posi� on across the animal’s eye. Its global�
structure depends on the animal’s rota� on-�
al and transla� onal self-mo� � on components�
described in Cartesian coordinates (Koen-
derink and van Doorn 1987, Fig. 1  a). While
the magnitude of rota�onal op� � c � � ow only �
depends on angular rates, the rela� ve mag-�
nitude of localf , transla�onal op� �c� � ow also�
depends on the distance between the eyes
and objects in the environment. The la�er is�
a crucial prerequisite for es�ma� � ng the 3  D-�
layout of the environment, rela�ve ground�
speed, and distance � own (Srinivasan et al.�
2001). Distance-invariant rota�onal op� �c�
�ow is more important in the context of �
gaze stabiliza� on and� �ight stabiliza� � on.�

The global structures of rota� onal and�
transla� onal op� � c � �ow are dis� � nctly di� � er-�
ent. Velocity vectors in a transla�on � �ow �
� eld are aligned along great circles con-�
nec�ng two singulari� �es where no rela� � ve�
mo� on occurs which are de� � ned by the �
animal’s linear �ight trajectory (Fig. 1  b). In a�
rota� on-induced� � ow� �eld all velocity vec-�
tors are aligned along parallel circles cen-
tered with singulari�es de� �ned by the axis�
of rotaf �on. Half way in between the singu-�
lari�es in a rota� � onal� � ow� � eld, the velocity�
vectors become maximal (Fig. 1  c). Similarly,
in transla�onal op� �c� �ow � � elds maximal ve-�
locity vectors also appear between the sin-
gulari� es – but the distance-dependence of �
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Fig. 1 Self-mo� on and  op� � c � � ow. � a The �y’s �
self-mo�on components may be described in�
terms of three translf a� ons (thrust, sideslip, li� 	)	
and three rota�ons (roll, pitch, yaw) with respect�
to its cardinal body axes. b A transla�on results �
in an op� c� �ow � �eld where the local velocity�
vectors are aligned along great circles connec� ng �
the focus of expansion (red ver�cal axis) with the �
focus of extrac�on (opposite direc� � on). Small �
red arrows indicate the direc�on and rela� � ve �
magnitude of local re�nal image shi� 	 s.	 c Rota� on�
induces an op� c � � ow� � eld where all velocity�
vectors are aligned along parallel circles centred 
with the axis of rota�on (red horizontal axis; for�
roll rota�on). Figure modi� � ed from Taylor and�
Krapp (2007)

temporal correla� on of light levels at neigh-�
bouring re�nal posi� � ons (revs.: Reichardt�
1961; Borst and Egelhaaf 1993; Ef gelhaaf andf
Borst 1993). There is experimental evidence
in �ies that direc� � onal mo� �on processing�
mainly takes place along the orienta�on of �
omma�dial rows within the hexagonal com-�
pound eye la� ce (Buchner 1984; Schuling et �
al. 1989; Petrowitz et al. 2000; Egelhaaf et
al. 2002). Each EMD has a preferred direc-
� on, i. e. the direc� � on of mo� � on it is most �
sensi� ve to. Local direc� �onal informa� �on, �
however,r is not su�  cient to infer the self-�
mo� on component that has caused it. For �
instance, local downward mo�on in lateral �
visual �eld occurs during roll rota� � on but�
also during upward li	 (cf. Fig 1  b and Fig 1  c).	
To overcome such ambiguity, the siyy gnals of
those movement detectors whose preferred
direc�ons coincide with the direc� �on of lo-�
cal velocity vectors in a speci� c � � ow� �eld �
have to be spa�ally integrated across a suf-�
� ciently large area of the visual � � eld.�

3.2   Matched filters for  optic flfi ow:fl
the lobula plate  tangential cells

In blow�ies a popula� � on of about 50  –  60�
individually iden�� ed interneurons in the �
animal’s third visual neuropile were found to
respond to direc�onal mo� � on (revs.: Egel-�
haaf and Borst 1993; Hausen 1993; Borst
and Haag 2002; Egelhaaf et al. 2002). These
Lobula Plate Tangen� al Cells (LPTCs) receive�
input from thousands of EMDs which, al-f
together, cover most of the animal’s spheri-
cal visual �eld. Each cell’s recep� � ve� � eld or-�
ganiza� on is tuned to sense a speci� � c op� �c�
� ow� � eld (Krapp and Hengstenberg 1996;�
Krapp et al. 1998, 2001; revs.: Krapp 2000;
Taylor and Krapp 2007; Krapp and WickleinTT
2008). Theore� cal and experimental stud-�
ies support the idea that many LPTCs func-
�on as matched � �lters for speci� �c op� � c� �ow �
� elds and provide the animal with robust �

transla�on-induced � � ow vectors may result�
in local devia� ons. �

Analyzing op�c� �ow pa� �erns across its �
eyes should enable an animal to visually es-
�mate its self-mo� �on components (Koen-�
derink and van Doorn 1987). There is a noto-
rious problem, however, which all biological
systems face: the ambiguity of local sensory
informa� on. The analysis of op� � c � �ow re-�
quires a mechanism that retrieves direc�on-�
al mo� on informa� �on. In most arthropods �
this is achieved by elementary movement
detectors (EMDs) which perform a spa�o-�
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Fig. 2 Distribu� on of local mo� �on preferences in three  lobula plate tangen� � al cells (LPTCs).� Le�:� The
orienta�on and length of each blue arrow indicates the local preferred direc� �on and rela� �ve mo� �on�
sensi�vity of the VS6 cell. Note that the recep� �ve � �eld organiza� � on of VS6 resembles an op� � c � � ow �
�eld generated during roll rota� �on. Orange bars underneath the blue arrows show the local orienta� �on �
of thf e v-rows in the � y’s hexagonal eye la� � ce.� Middle: Recep� ve� � eld organiza� �on of the HSN cell. �
Right: Recep� ve� �eld organiza� � on of the HSE cell. HS-cells respond to rota� � ons around the yaw axis.�
During transla� onal movements they are involved in es� �ma� � ng the 3  D-layout of the surroundings. �
The results plo� ed were obtained in animals where the eye contralateral to the visual s� �mulus was �
occluded. VS = Ver�cal System; HSN = Horizontal System North(ern cell); HSE = Horizontal System�
Equatorial (cell). Data taken from Krapp and Hengstenberg (1996) and Krapp et al. (2001)

speci� city to yaw rota� �ons is increased by�
sophis� cated ipsilateral and heterolateral �
network interac�ons between LPTCs which�
are mainly selec�ve to horizontal wide-� �eld�
mo� on (Haag and Borst 2001). VS-cells are �
tuned to sense rota� ons around horizontal�
body axes (Krapp et al. 1998). They are also
interconnected, either through electrical
synapses between nearest neighbours or
spiking interneurons, which increases their
tuning to speci�c rota� �ons (Haag and Borst �
2004). Figure 2 shows the recep�ve � �eld or-�
ganiza� on of one VS- and two HS-cells plot-�
ted on top of the local orienta� on of omma-�
�dial rows in the � �y eye la� � ce.�

The hypothesis that LPTCs func� on as�
matched �lters for op� � c � �ow requires the�
template of local mf o� on preferences, and�
thus their preferred self-mo� on speci� � city, �
to be invariant with respect to a wide range
of opera� ng condi� � ons. Several studies over�
the last couple of years have shown that
neither the adapta� onal state of the cells,�

informa�on about its self-mo� � on (Franz and�
Krapp 2000; Dahmen et al. 2001; Karmeier 
et al. 2003, 2005; Franz et al. 2004) (see also
chapter II.2 by S. Humbert et al.).

Here we will discuss the func� onal sig-�
ni� cance of two subgroups of LPTCs, the �
three Horizontal System cells (HS), (Hausen
1982), and the ten Ver� cal System cells (VS),�
(Hengstenberg 1982). The axon terminals of 
both HS- and VS-cells are connected to neck
motor neurons in the head and to descend-
ing neurons conveying signals to the various
motor systems in the animal’s thorax. HS- 
and VS-cells are involved in � ight and gaze�
stabiliza� on (revs.: Hausen 1993; Hengsten-�
berg 1993) and, as more recent work on HS-
cells revealed, in visual distance es�ma� � on�
(Lindemann et al. 2005). HS-cells (Krapp et
al. 2001) are well suited to signal rota�ons �
around the yaw axis and to indicate rela� ve�
distance during phases of sideslif p immedi-
ately a	er saccadic yaw turns (Lindemann 	
et al. 2005; Karmeier et al. 2006). The cells’
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nor parameters such as pa�ern velocity and�
contrast, or the animal’s locomotor state
(Longden and Krapp 2009) alter the local
preferred direc� ons of the LPTCs (rev.: Tay-�
lor and Krapp 2007). It was also shown that
the preferred rota�on axis of an LPTC is not�
changed upon superposi� on of transla� �onal �
and rota�onal op� � c � � ow� � elds (Karmeier et�
al. 2003). Finally, the recep�ve � � eld organi-�
za�on of LPTCs appears to be innate, rather �
than being shaped by early visual experience
(Karmeier et al. 2001).

Although the distribu� on of the local mo-�
� on preferences within the recep� � ve� �eld �
of LPTCs seems to be set in stonef , their ac-
tual output signals are certainly not. Several
non-linear dendri� c- and contrast gain con-�
trol mechanisms are in place to avoid satur-
a�on of the cell’s signaling range (Borst et �
al. 1995; Harris et al. 2000; rev.: Taylor and
Krapp 2007). Together with the fact that the
inpu� ng EMD signals are not linear in the�
velocity domain, such mechanisms prevent
the cells’ output from signaling true angular
velocity. What they rather encode – in the
context of es�ma� � ng rota� � ons – is infor-�
ma� on about the changes in angular rates �
around speci�c rota� �on axes (Taylor and �
Krapp 2007).

3.3 Sensorimotor coordinate transforma-
tion: what axes are covered by LPTCs?

LPTCs integrate signals obtained by elemen-
tary movement detectors within local ret-
inal coordinates (Egelhaaf et al. 2002). Only
recently, however, have theyy func�onal im-�
plica�ons of this integra� �on been explicitly�
spelled out (Taylor and Krapp 2007). As a 
result of the selec� ve integra� � on of local�
direc�onal mo� �on signals matched to a spe-�
ci� c op� � c� � ow� � eld, the output of the LPTCs�
is well suited to provide feedback to the vari-
ous motor systems that control the animal’s
movements (Huston and Krapp 2008; Wertz

Fig. 3 Preferred  rota� on axes of  LPTCs (blue)�
and  neck motor neurons (red). Note that the
axes’ distribu� ons overlap but are not iden� �cal. �
Devia�ons between the two popula� �ons of axes �
are partly due to the fact that neck motor neurons
have a higher degree of binocularity, i. e. theyy y
receive stronger input from the contralateral eye.
They may also re�ect the transi� � on from right to �
le	 eigenvectors describing measurement and 	
control of modes of natural mo� on, respec� �vely. �
Modi� ed from Huston and Krapp (2008)�

et al. 2009). Thus, the LPTCs cons� tute the�
major building block of a sensorimotor coorf -
dinate transforma�on that converts signals�
obtained in sensory coordinates into a co-
ordinate system that controls the gaze, and
locomotor ac�vi� � es. �

In the context of the mode-sensinf g hy-
pothesis it is par� cularly interes� � ng to�
iden� fy which self-mo� �on components are�
encoded by the set of LPTCs. Considerinf g
the bilateral symmetrical organiza� on of �
the visual system, the 3 HS- and 10 VS-cells
per lobula plate in Calliphi ora cover a total
of 26 rota� onal degrees of freedom (Fig. 3,�
blue arrows). Thus, the dimensionality of 
the system by far exceeds a 3  D orthogonal
coordinate system. Why are self-mo� ons �
so massively over-determined in the visuo-
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motor pathway of thef � y? In a noise-free�
measuring system, any self-mo�on compo-�
nent could be uniquely described by means
of its projec� ons into a set of three Carte-�
sian axes. Any func� onal explana� � on must�
therefore take into account the limita� ons�
of robust biological sensing and the dynam-
ical proper�es of the physical system to be�
controlled under closed-loop condi� ons. �

A major constraint in biological sensing
concerns noise induced, for instance, by
the stochas� c nature of opening and clos-�
ing ion channels, which impairs neuronal
informa�on processing (White et al., 2000).�
The responses of VS-cells show a sif gni�-�
cant degree of variability when challenged 
with wide-�eld mo� �on simula� � ng rota� �ons �
around various horizontal axes. The signal
variance does not increase linearly with the
response level – as it does in mo� on sensi-�
� ve neurons in primates. Instead, it follows a�
bell-shaped func�on of response amplitude�
that peaks at values between maximum 
 hyper- and depolariza� on rela� �ve to the�
cell’s res� ng poten� � al (Karmeier et al. 2005). �
Consequently, the signal-to-noise ra�o of �
LPTC responses is best if thef y sense an op-
�c� �ow � �eld caused by a turn around their �
preferred rota� on axis. By speci� � cally align-�
ing the LPTCs’ preferred rota�on axes with�
the right eigenvectors describing its modes
of mo�on, the animal would increase the�
observability of these modes. The distribuf -
�on of the preferred rota� �on axes in a cy-�
lindrical projec�on of VS-cells covering the �
right visual hemisphere (Krapp et al. 1998)
reveals some interes�ng proper� �es (Fig. 4). �
The data can be most readily interpreted by
no� ng that a rota� �on about an axis at eleva-�
�on 0° and azimuth 0° corresponds to a pure �
roll mo� on, a rota� �on about 0° eleva� �on �
and 90° azimuth corresponds to a pure pitch
mo�on, and that any non-zero eleva� � on of �
the axis implies an addi� onal component�
of yaw mo� on. Hence, VS1-VS2 may detect�
a banked turn involving yaw and pitch com-

Fig. 4 Preferred  rota� onal axes of the  ver� � cal �
system cells (VS1-VS10) of the visual system of
Calliphora in a cylindrical projec� on of the right�
visual hemisphere. The circular arrows show 
the preferred axis and sense of rota� on of each �
numbered cell, with diameter propor� onal to the�
standard devia� on of the preferred axis across �
individuals. Cells in grey are excited by le	-handed	
rota�on about the axis shown; cells shown in �
black are excited by right-handed rota�on. The�
opposite sense of rotaf �on inhibits the cells. The�
dashed line is a regression of eleva� on on azimuth �
for the preferred axes of VS4-VS10 (p < 0.05,
R2 = 0.93). These cells are all s� mulated by�
rota�ons of the same sense and will therefore be �
s� mulated or inhibited sequen� �ally in � �ight if the�
instantaneous axis of rf ota� on moves along the�
line. Figure redrawn from Taylor and Krapp (2007)

ponents, while VS3 may indicate the ini� al�
phase of re-assuminf g a level �ight a� �  tude,�
which necessarily involves a component
of roll mo�on in addi� � on to pitch and yaw�
(Taylor and Krapp 2007). Most interes� ngly,�
if the gaze is stabilized, the rota� on axes of �
a subset of the VS-cells (VS4-VS10) are ar-
ranged in a way that suggests their sequen-
� al inhibi� �on during a periodic Dutch roll�
mode, a lateral oscillatory mo�on involving �
coupled roll, yaw and sideslip (loc. cit.). On
the other hand, if thef gaze were to lead the 
azimuth of the body during a voluntary turn,
then the same set of cells would tend to bef
excited sequen� ally (loc. cit.). At a � � rst pass, �
therefore, the arrangement of the VS-cellsf
appears to be consistent with the mode-
sensing hypothesis (loc. cit.).

Circumstan� al evidence for the mode-�
sensing hypothesis comes from recent
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studies on descending neurons (Wertz et
al. 2009) and neck motor neurons (Huston
and Krapp 2008) in  Calliphi ora. Both these
neuron types receive input from LPTCs and
encode speci� c self-mo� �on components. �
While descending neurons connect to lo-
comotor systems in the thoracic ganglion,
neck motor neurons control the � y gaze sta-�
biliza�on system that enables the animal to �
keep its head level during locomo� on (loc. �
cit.). The preferred rota� on axes of most vis-�
ually driven motor neurons are arranged in a
similar way to those of the LPTCs (Fig. 3, red
arrows). 

3.4  Integration of  multisensory
information

A problem in using visual informa� on to �
es� mate self-mo� �on is that vision is notori-�
ously slow. Blow�ies encounter a dynamic�
s�mulus range during� �ight that vastly ex-�
ceeds the bandwidth within which the vis-
ual system could possibly encode changes
in angular rates. The transduc� on process�
in the photoreceptors sacri�ces speed for�
gain when photon energy is converted into 
receptor poten� als (Hardie 1986). Further-�
more, EMDs require extra �me to retrieve �
direc�onal mo� �on informa� � on and are�
bound to cut o�  higher temporal frequen-�
cies to avoid aliasing which may result from 
a combina�on of high speed and high spa-�
�al frequency composi� �on of the visual �
surroundings. Altogether, the visuomotor
pathway operates on latencies which do
not allow for closed-loop feedback control
throughout the � y’s en� � re� � ight envelope. It�
is probably for these reasons that � ies em-�
ploy a range of sensory modalf i� es for state �
change es�ma� � on (Taylor and Krapp 2007). �
Besides the direc� onal mo� � on informa� � on�
provided by the compound eye, the � y pos-�
sesses three simple lens eyes, ocelli. They are 
located on top of the head, measuring f fast

changes in � ight a� � tude and are par� � cu-�
larly sensi�ve to body rota� � ons in the roll-�
pitch plane (revs.: Taylor and Krapp 2007;
Goodman 1981). Taking advantage of a short 
pathway and high-speed signal conduc�on �
(Simmons et al. 1993) ocellar-induced com-
pensatory head movements are signi� cantly�
faster than those the compound eyes medi-
ate (revs.: Hengstenberg 1991, 1993).

In addi�on to visual informa� � on several�
mechanosensory mechanisms provide pro-
priorecep�ve, air� � ow and iner� � al informa-�
�on (Taylor and Krapp 2007) (see also Chap-�
ter IV.7 by T. Daniel et al.). They are faster
than visual ones because of a direct trans-
duc� on of mechanical energy into receptor�
poten�als. However, like the halteres which�
measure Coriolis forces to retrieve angular
rota� on rates, most mechanosensory sys-�
tems have a small gain in the low dynamic
s� mulus range (Nalbach 1994). Behavioural�
studies on � y gaze stabiliza� � on suggest that�
visual and mechanosensory mechanisms
complement each other to cover the en� re�
dynamic range of state chanf ges � ies encoun-�
ter during locomo�on (revs.: Hengstenberg �
1991, 1993). The neuronal principles under-
lying the integra� on of signals obtained by �
di�erent sensory mechanisms are currently�
under inves� ga� �on. Depending on the spe-�
ci� c pathway, modali� � es involved, and the�
level at which electrophysiological studies 
are carried out, both linear and non-linear
combina� ons of sensory signals were found.�

A recent study on blow� y ocelli has shown �
that their alterna� ng illumina� �on modulates �
the ac� vity in some LPTCs (Parsons et al.�
2006). In a follow-up study the ac�vity of VS-�
cells were recorded intracellularly while s�m-�
ula�ng the ocelli with spa� �otemporal illumi-�
na� on pa� �erns simula� � ng a� � tude changes�
of the animal around horizontal rotf a�on �
axes (Parsons et al. 2010). As for op� c � � ow�
s�muli presented to the compound eyes,�
each VS-cell responded best when the ocel-
lar s�mulus mimicked a rota� �on around a �
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speci� c axis. While in both cases, the ocellar-�
and compound eye-mediated rota�on tuning�
follows a cosine-shaped func�on there were�
two major di� erences: the delay of the ocel-�
lar responses was much shorter than that of
the compound eye, but the spa� al resolu� �on�
at which VS-cells sample di�erent horizontal�
rota� ons based on compound eye input was�
much higher than that for ocellar input. Upon
ocellar input the cells encoded only three
di�erent rota� � on axes, i. e. 0°, +  45°, and �
–  45° azimuth, compared to nine di� erent�
azimuthal axes for compound eye input. The
di�erent axis distribu� � ons for the two visual�
mechanisms were interpreted as a compro-
mise between speed and accuracy. Fast but 
coarse informa�on about a� � tude changes �
provided by the ocelli was thought to be
complemented in an addi� ve way by slow,�
but � ne grained informa� �on on horizontal�
rota� ons from the compound eyes (loc. cit.). �
Electrophysiological studies on descending
neurons in Calliphora receiving input from
ocellar L-neurons support the idea of a linear
superposi� on of signals from the ocelli and�
compound eyes (Haag et al. 2007).

Non-linear interac�ons between signals�
from di�erent sensory mechanisms, how-�
ever, have also been reported. Some neck 
motor neurons involved in �y gaze stabili-�
za�on only generate a su� �  cient level of ac-�
� vity if the compound eyes are s� � mulated�
with direc�onal mo� � on� and the halteres ared
moved (Huston and Krapp 2009). This � nd-�
ing seems to suggest a non-linear ga�ng �
mechanism as proposed earlier for the �ight�
control system (Heide 1983).

Obviously mo�on vision is not the only �
mechanism contribu� ng to gaze and � �ight�
stabiliza� on, but what makes it so impor-�
tant to �ies? The mo� �on vision pathway �
provided by the compound eyes is certainly
the bo� leneck in terms of processing speed,�
as ocelli and mechanosensory mechanisms 
mediate signi� cantly faster feedback to the �
motor systems. However, no other modality

allows the animal to establish a coordinate
system in which self-mo�on components �
can be sensed in such a � exible and e� �  cient�
way. Given that thousands of EMDs provide
the input to individual LPTCs, matched �lters �
to detect any combina�on of self-mo� � on�
components could in principle be set up. The
axes actually chosen, however, seem not to
be random but facilitate the detec� on and �
ul� mately the control of certain modes of �
mo� on. Once in place, the very same co-�
ordinates may be used by other sensory 
mechanisms to calibrate the signals used for
actua�on. In the next sec� �on we outline a �
control engineering framework that is based 
on op� c � �ow processing and connects the�
proper� es of the LPTCs with the mode sens-�
ing hypothesis.

4. 
Control-theore� c models for visual�
mo� on decomposi� �on by LPTCs�

As discussed in Sec�on 3.1., op� �c� � ow is the �
apparent visual mo�on produced by transla-�
�on and rota� �on with respect to an environ-�
ment. Pa� erns of op� �c� � ow therefore encode�
rigid body mo�ons, and are also the prima-�
ry source of relaf � ve distance to surroun-�
ding objects through transla� on-in duced�
parallax (Gibson 1950). Koenderink and
van Doorn (1987) expressed the op�c� �ow�
Q� at a point r on a spherical imaging surface 
as:

(4)

Where � is the angular velocity vector and
v the transla�onal velocity vector. The func-�
� on � � is called the nearness, and is equal to 
1
d, where d is the distance from the red �na to �
the nearest object in the environment along
the radial direc�on.�
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LPTCs respond with graded membrane
poten� als or shi� 	s in spiking frequency 	
whose polarity depends on the direc�on of �
mo� on (rev.: Hausen 1993). As described in�
Sec�on 3., this response can be considered �
a comparison between a cell’s preferred
wide-�eld pa� � ern of mo� � on� F (e. g., Fig. 2)
and that of the visual mf o�on s� �mulus � Q� , i. e.
the instantaneous es�mate of the op� �c� �ow�
pa�ern. Mathema� �cally, one can model this �
opera� on as an inner product� �Q�� � , F�, inter-
preted as an abstrac� on of the� angle be-
tween the pa� erns� Q� and F. If the imaf ging
surface is taken to be a sphere, the inner
product takes the form: 

(5)

Where d� is the solid angle on the sphere
(Tarokh, 1992). The output of a given LPTC
with sensi�vity pa� �ern � Fi,

(6)

can then be computed analy�cally in terms �
of its dependence on proximity and transla-
�onal and rota� � onal velocity once a base-�
line (or parameterized family) of obstacle
distribu�ons� � is assumed. In general these
computa�ons might result in complicated �
nonlinear dependencies, however one can 
draw insight by examining the small signal
approxima� on about a nominal � �ight condi-�
�on. This results in a linear output equa� � on�
of thef form: 

(7)

Here x, as in Eq. (1), is a vector whose en-
tries are the perturba� on states (� �u,�q etc.)
of the system, and x0 are their equilibrium
 values at the nominal �ight condi� �on. The�
matrix C is referred to as the observaC � on�
matrix, with row i describing the depend-i
ence of the states f x in the LPTC output yi.

Given the above state-dependent model

for LPTC outputs, it is now possible to de-
scribe a path forward to determine if the vi-
sual system of � ies is matched to their likely �
modes of mo� on as described in Sec� � on 1.�
The observability measure for a given mode
i can be dei �ned as�

(8)

Where ei is the right eigenvector associatedi

with mode i, and i �i is a constant complex sca-i

lar represen� ng the distance of the� ei eigen-i

value from the eigenvalues of the remaining
modes (Tarokh, 1992). Upon further exami-
na� on of this expression, it is clear that� mi

decreases to zero as the angles of the rif ght
eigenvector ei and the correspond ing rows i

of the output matrix C become orthogonal. C
Hence, to maximize the observ ability of thef
overall system one would choose LPTC re-
cep� ve� �eld organiza� � ons such that the row �
vectors of the C matrix correspond to theC
eigendirec� ons� ei, or restated, the mo�on �
preferences of the � y visual system are mat-�
ched to their likely modes of mof � on.�

To properly perform this analysis, �ight�
dynamics models which include both the
longitudinal and lateral-direc�onal modes�
about hover and forward � ight condi� �ons �
are required. While there has been some re-
cent progress in determina�on of the struc-�
ture of the system matrix for dipteran �ight �
modes about hover (Faruque and Humbert
2010  a, 2010  b), the absence of equivalent re-
sults for forward �ight condi� �ons prevents a �
comprehensive analysis at this point in �me.�

 Conclusion

The hypothesis that insects are tuned to sense
excita� on of their modes of mo� �on by mak-�
ing measurements within a modal coordinate 
system is, we believe, a natural way to inter-
pret several otherwise puzzling aspects of the 
organiza�on of insect sensory systems. Our�
hypothesis makes sense from the perspec�ves�
of evolu�on and ontogeny, because it is rea-�
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sonable to expect that the incremental nature
of both processes will cause any sensory sys-f
tem func�oning as a � �lter matched to some�
dominant mo� on component that the insect �
naturally experiences (i. e. matched to its right 
eigenvectors). The hypothesis also makes sense
from a func� onal perspec� �ve, because match-�
ing the sensors to the dominant components
of mf o� on is obviously expected to improve the �
signal to noise ra� o of each sensor. Moreover,�
a system con�gured to encode measurements �
within a modal coordinate system (i. e. matched
to its le	 eigenvectors) would also bene	 � t from�
a parallel, rather than convergent control archi-
tecture. Given that the eigenvectors refer to 
changes in state, it is also possible that such a
system could make do with measurements of
changes in state, rather than absolute state, and
could thereby operate with greater bandwidth.
In principle, the mode-sensing hypothesis might
also apply to the arrangement of the sensory
systems associated with other modes of loco-
mo�on, such as walking or swimming. Future �
work will test this hypothesis using the frame-
work we have outlined above.
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� ons of input-output func� � ons, the exact na-�
ture of these chanf ges is o	 en unclear. In this	
review it is examined in how far the e�ects of �
adapta� on with di� �erent s� �mulus parameters �
can be explained by di� erent schemes of adap-�
ta� on. One important conclusion from studies �
of adapta�on in the� � y mo� �on vision system�
with simple s� mulus paradigms as well as with �
complex, behaviorally generated s�muli is that�
adapta�on improves the sensi� �vity for novel�
s� muli during exposure to sustained s� � mula-�
�on. Neuronal adapta� �on might thus facilitate �
important tasks such as object detec�on and�
obstacle avoidance during �ight. �
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1.  
Introduc� on�

In biological systems  visual mo�on plays�
an important role in the control of locomo-
�on and naviga� � on. Thus it is not surprising�
that principles of visual mo� on computa-�
� on have been adopted from biology in the �
design of technical sf ystems, e. g. autono-
mously naviga�ng robots. One prominent�
example is �ight control, in par� �cular course�
stabiliza�on and obstacle avoidance during �
� ight. Control of � � ight movements pres-�
ents an excep� onally challenging task for �
visual guidance. Compared to movement in 
a plane, greater degrees of freedom have to 
be handled and � ight stabiliza� � on has to op-�
erate su�  ciently quickly and reliably, in par-�
� cular when ground crashes present a risk. �
However, the sensors involved in visual � ight �
control are confronted with one major prob-
lem: the range of intensi�es and dynamics �
that have to be handled might o	 en exceed 	
a sensor’s instantaneous opera�ng range. �
Neuronal adapta� on has been proposed to�
provide a valuable means to self-calibrate
the system to the currently prevailing range
of s� mulus intensi� �es. Moreover, adapta-�
�on might op� � mize the system’s ability to�
extract from its complex con�nually varying �
input those s� mulus features that are par-�
�cularly relevant in the current behavioral �
situa� on. Adapta� � on-induced modi� � ca� � ons �
of signal processing have been shown to be
relevant in many sensory systems across a
large range of model organisms (reviews: 
Menini 1999; Eatock 2000; Benda and Herz
2003; Fe� place and Ricci 2003; Ma� �hews�
and Reisert 2003; Kohn 2007; Wark et al.
2007). In this chapter visual mo�on process-�
ing in the � y brain is taken as an example in �
which the func�onal signi� � cance of adapta-�
�on can be studied � in vivo by physiological
experiments.

2. 
Fly mo� on vision as a model �
for rapid  sensory-motor control
and for the transfer of biolof gical
principles to technical systems

The transfer of biological design principles 
to technical systems has been inspired by
the in-depth study of sensory-motor con-
trol in several biological model systems
(review: Webb 2002). One of these biologic-
al models turned out to be of excep�onal�
value: visual mo� on-processing in� �ies (in�
par�cular the fruit� � y � Drosophila, blow� ies�
and hover� ies). The signi� �cance of the � �y�
as a model system for rapid sensory-motor
control is due to a number of advantages. In 
� ies, it is feasible to combine the analysis of �
visually guided locomotor behavior with the
inves�ga� � on of the neuronal architecture�
and the neuronal computa� ons underlying �
this behavior (reviews: Egelhaaf et al. 2005; 
Egelhaaf 2008; Borst 2009). Unlike in many
other model systems, in �ies there appear�
to be compara�vely few processing steps�
involved in the extrac� on of speci� �c mo� �on�
informa� on from visual cues. Moreover, a�
prominent class of neurons, consif s� ng of �
less than 100 cells per brain hemisphere,
converts visual mo� on informa� �on into�
neuronal signals suitable for visually guided
motor control. This class of neurons, the
tangen� al cells (TCs) of the lobula plate, has �
been par�cularly well studied in the blow� �y�
Callipi hora vicina (Fig. 1  A; reviews: Borst and
Haag 2002; Egelhaaf et al. 2005). Par� cular �
TCs have dis�nct morphological and func-�
� onal proper� �es, making them individually �
iden��able in electrophysiological recording �
experiments (reviews: Hausen and Egelhaaf
1989; Borst and Haag 2002) and in func� on-�
al imaging studies (review: Kurtz et al. 2008).

TCs perform a crucial step in the transfer
of visual mo� on input into output signals for�
locomotor control: they integrate local mo-



8. Adaptive encoding of motion information in the fl y visual system  fl 117

Fig. 1 Neuronal processing of  visual mof � on in the � � y brain. � A Prepara� on of � Calliphora vicina (le	)	
used to record from TCs in the third visual neuropil, the lobula plate (right). B Computa�onal principle �
thought to underlie mo�on computa� �on. Mo� �on is� �rst computed by elementary mo� � on detectors �
(EMDs), which correlate (by mul�plica� � on, “� ·”) the brightness signal from one loca�on in the visual �
� eld with a temporally delayed (by a low pass � � lter with� � me constant� �) brightness signal from a
neighboring loca� on. Subtrac� �on of the output from one detector half unit from its mirror-symmetric �
counterpart yields a local mo� on signal that is posi� � ve for mo� � on in preferred direc� � on and nega� � ve�
for mo� on in an� � -preferred direc� �on. Integra� �on over an array of EMDs provides global mo� �on signals. �
TCs integrate at their dendrites the outputs from large 2-dimensional arrays of rf e�notopically arranged�
EMDs. C Mo� on response of a TC, consis� � ng of a pronounced graded change of the axonal membrane�
poten�al and a change in the frequency of ac� �on-poten� � al-like transients with variable amplitude�
(“spikelets”). Horizontal line indicates res�ng poten� � al�

3.  
Adapta�on of sensory and neuronal �
systems to instantaneous s�mulus �
levels

In biological as well as in technical systems, 
sensors face one common problem: The 
wide range of intensi� es over which their in-�
put signal may modulate is contrasted with
a limited range of possible output states.
Severe constraints to the working range of

�on inputs over large parts of the visual � � eld�
(Krapp et al. 1998; Spaltho� et al. 2010). Re-�
liable informa� on about global mo� � on pat-�
terns is extracted from re�nal image shi� 	 s	
during self-mo�on (Krapp and Hengsten-�
berg 1996). Thus, � y TCs are likely to play a �
prominent role in providing the motor sys-
tem with the speci� c sensory signals that are �
required for visually guided �ight stabiliza-�
�on and course control (see also Chapter II,5�
by Krapp and Taylor). 
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sensory cells and neurons may result direct-
ly from the reversal poten� als of the excita-�
tory and inhibitory ionic currents or from a 
limit in spike rate. Corresponding working
range limita� ons in technical systems are,�
for example, the �nite capacity of photon �
conversions on a CCD chip or the mechanical
displacement limit of an airf �ow sensor. The �
working range of biological as well as tech-
nical systems can be de�ned as the range �
over which a change in input intensity results
into a sizable change of the output signal. 
In principle, the working range of a sensorf
could be broadened even in the presence of
a �xed output limit by decreasing the sys-�
tem’s gain, i. e. the slope of the input-output
func� on. Unfortunately, this simple strat-�
egy is problema�c because a lower slope of �
the input-output func� on inevitably results �
into weaker input-driven modula� ons of �
the output. Weak output modula�ons are,�
however, much more prone to corrup� on�
by downstream noise, in par� cular when �
fast modula� ons of the input signal need to�
be encoded, as is the case in visual mo�on �
processing.

Instead of reducinf g the slope of the inf put-
output func�on, the en� � re func� �on may be �
shi	ed horizontally to a certain range of in-	
put intensi� es, without changing the shape�
of the func� on. If such shi� 	s become e	 �ect-�
ive in a s� mulus-history dependent way, �
the capability of a sensor to encode a large 
spectrum of possible input intensi� es can�
be improved without sacri� cing the preci-�
sion of output signals (Fig. 2  A). In this way 
the system can take advantage of the fact
that in most natural input signals character-
is� c temporal correla� � ons are present, and�
use a strategy of “predic�ve coding” (see�
Srinivasan et al. 1982 for similar considera-
�ons concerning spa� � al visual coding). For�
ex ample, the probability that luminance
changes abruptly from bright sunlight to
pitch dark is usually very low during natural 
visual s� mula� �on. Thus the mean s� �mulus�

intensity in a certain �me window of s� �mu-�
lus history o	en provides a good es	 � mate�
of near f future s� mulus intensi� �es. There-�
fore it might be useful to adjust a sensor’s
input-output rela� onship according to this �
es�mate, thereby enhancing sensi� �vity to �
changes in the current s� mulus intensity.�
When schema�zed as a single sigmoid input-�
output func�on a theore� �cally plausible ad-�
apta� on-induced modi� � ca� �on would shi� 	
the func� on such that the range of current�
s� mulus intensi� �es is op� � mally covered by �
the high-slope region of the curve (Fig. 2  A).

In the �y mo� � on vision system a large var-�
iety of dif �erent adapta� �on phenomena has�
been demonstrated over the past three dec-
ades (Srinivasan and Dvorak 1979; Maddess
and Laughlin 1985; de Ruyter van Steveninck
RR et al. 1986; Brenner et al. 2000; Harris
et al. 2000; Kurtz et al. 2000; Fairhall et al. 
2001; Reisenman et al. 2003; Borst et al.
2005; Heitwerth et al. 2005; Neri and Laugh-
lin 2005; Kurtz 2007; Neri 2007; Kalb et al.
2008  a; Kalb et al. 2008  b; Liang et al. 2008;
Kurtz et al. 2009  a; Kurtz et al. 2009 b; Nord-
ström and O’Carroll 2009). In the following I
will � rst outline the computa� � onal principle �
by which mo� on informa� � on is thought to �
be extracted from the visual s� mulus. I will�
then describe some of the adaf pta�on phe-�
nomena observed in visual mo� on-process-�
ing and examine the extent to which simple
adapta�on models (see Fig. 2) may help us to �
understand these phenomena. Finally, I willyy
address the puta� ve func� � onal signi� �cance�
of mo� on adapta� � on under real-life condi-�
� ons.�
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Fig. 2 Possible adapta� on-induced changes of  input-output func� � ons. � A Sigmoid input-output func�on, �
as is characteris� c for the s� � mulus-response rela� � onship of many neurons and sensory. Sustained high �
input intensity (I) causes adapta� on, resul� �ng in a lateral shi� 	 of the func	 �on towards higher input �
intensi�es. The shi� 	 causes a	 � enua� �on of steady-state responses (R’ vs R) and enhanced responses �
(�R’ vs �R) to changes in input intensity (�I). B Input-output rela� onships may also follow bell-shaped�
func�ons, for example responses of visual mo� �on-sensi� � ve neurons to di� �erent veloci� �es. Adapta� �on-�
induced shi	s similar to those in	 A would enhance �R only in that part of the curve which has a f posi�ve �
slope. In contrast, as illustrated in the example, for inputs falling on parts of the curve with nega� ve �
slope adapta� on would lead to an increase of the steady-state response (R’ vs R) and to a decrease �
of the response to changes in input intensity (�R’ vs �R). C, D A bell-shaped input-output func� on�
(thick lines) is depicted, which results from integra�on of two inputs with peaks at di� � erent s� � mulus �
intensi� es (thin lines). Adapta� � on is assumed here to cause a simple a� � enua� �on of inputs (instead of �
a lateral shi	 as in 	 A and B). This a� enua� �on is “s� � mulus-speci� �c”, a� �ec� �ng only the input that shows �
the highest ac�vity at the given s� �mulus level (I). This form of adapta� � on leads to a decrease in the �
steady-state value of the integrated response (R’ vs R), but to nearly unaltered responses to changes in
input intensity (�R’ vs �R). Thus, the rela�ve sensi� � vity to changes in input intensity (� �R rela�ve to R or,�
respec�vely,� �R’ rela� ve to R’) is enhanced with adapta� �on�
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4. 
The computa�onal principle �
of  visual mo� on detec� � on and �
its implica�ons for the dynamic�
characteris�cs of  neuronal�
mo� on signals�

During movement of an animal’s or human’s
eyes, head or en� re body, its re� � nas experi-�
ence a con�nual image displacement. In a�
wide range of animal species, ranging from
insects to monkeys, such global mo�on is�
processed by neurons that sample local mo-
�on across the visual � �eld in a re� � notopic�
way (reviews: Krapp 2000; Lappe 2000). In
� ies, this type of neuron is represented by �
the class of TCs (see above; reviews: Hausen
and Egelhaaf 1989; Borst and Haag 2002;
Egelhaaf et al. 2005). The responses of these 
neurons, however, depend not only on image
velocity, but also on the contrast, the syy pa�al�
frequency content and the orienta� on of �
pa�ern elements. Thus it is not surprising�
that adapta�on of TCs has been shown to�
alter responsivity not only for velocity, but
also for other features that characterize the
mo�on s� �mulus (see sec� � ons 5  –7).�

As in other species, the local mo� on-�
detec�ng elements, which supply input to�
� y TCs, have so far largely evaded a direct �
experimental inves� ga� �on. However, plaus-�
ible computa� onal models of local mo� �on �
detec�on have been inferred based on the�
proper� es of TCs. One such model is the�
correla�on-type mo� � on detector, o� 	 en re-	
ferred to as the elementary mo� on detect-�
or (EMD) (review: Borst and Egelhaaf 1989).
EMDs are based on correla� ng the appropri-�
ately �ltered brightness signals from neigh-�
boring points in visual space (Fig. 1  B). It has
been shown that EMDs can explain the re-
sponses of mo�on-sensi� �ve neurons to a�
wide range of mof � on s� �muli (Egelhaaf and�
Reichardt 1987; Lindemann et al. 2005). 

EMDs have several dis� nguishing features�

that are relevant in the context of mof � on�
adapta� on. Most importantly, EMDs are not �
veridical sensors of local re� nal veloci� �es. (1) �
The � me-averaged response to constant vel-�
ocity mo� on increases with pa� �ern velocity�
only within a certain velocity range; it then
reaches an op�mum and decreases again�
(Egelhaaf and Borst 1989). (2) The responses
of individual EMDs modulate over �me de-�
pending on the local pa� ern features within�
their recep� ve� � elds (Egelhaaf et al. 1989).�
(3) These modula� ons can be eliminated to�
some extent by spa� al integra� � on (Egelhaaf �
and Borst 1989). However, even spa� ally �
pooled EMD outputs have a characteris�c�
phasic-tonic � me course during s� � mula� �on�
with constant velocity (see Fig. 1  C, 3). This
temporal response pro� le is a direct con-�
sequence of the computa� onal principle of �
EMDs and is thus manifested without an ac-
� vity-dependent change in a system param-�
eter, i. e. adapta� on. Intriguingly, it has been �
shown that even more complex changes in
response proper� es are emergent prop-�
er� es of the EMD. In par� � cular, both in re-�
cordings from TCs as well as in EMD models 
with � xed parameters, it was observed that �
the slope of the neuronal inf put-output func-
� on changes when random velocity� � uctua-�
� ons of di� � erent modula� � on depths are pre-�
sented (Borst et al. 2005). This phenomenon
was termed “adapta�on without parameter�
change” to di� eren� � ate it from “adapta� �on”�
in a strict sense, for which genuine changes
in system parameters have to be present. In
this context it is important to men�on that �
for most of the adapta� on phenomena de-�
scribed in the following it is at present not
clear whether they result from physiological 
changes in the TCs themselves or from the
proper�es of neurons at earlier stages of the �
visual pathway.
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5. 
Mo� on adapta� �on changes �
the neuronal representa� on�
of image velocity and other
s� mulus parameters�

In �y TCs, mo� � on adapta� �on was � � rst dem-�
onstrated in the H1-neuron (Maddess and
Laughlin 1985). During adapta�on with sus-�
tained pa�ern mo� �on in preferred direc� �on �
the response of H1 decreased. Nonetheless,f
the response transients elicited by vel ocity 
discon� nui� �es, i. e. brief increments or dec-�
rements from baseline velocity, became yy
more pronounced in the course of adapta-
�on (see also Fig. 3  A). This result is in accord-�
ance with the view that adapta� on improves�
neuronal sensi� vity to changes in s� � mu-�
lus intensity around the current level. The 
mechanism underlying this phenomenon
was proposed to be an ac� vity-dependent�
down regula� on of the� �me constant of the �
EMD low-pass � lter. This parameter change�
would shi	  velocity tuning towards higher 	
values (de Ruyter van Steveninck RR et al. 
1986; Cli�ord and Langley 1996; Cli� �ord et �
al. 1997). However, with such a mechanism
alone, an enhancement of resf ponse tran-
sients to velocity discon�nui� � es by mo� � on�
adapta� on would be restricted to low vel-�
oci�es. At high veloci� �es the response tran-�
sients evoked by changes in velocity might
even become weaker in the adapted than
in the non-adapted state. This predic� on�
can be made with regard to the bell-shaped 
signature of velocity tuning curves (Fig. 2  B),
but was not experimentally tested (Maddess
and Laughlin 1985). Therefore, recently the
ques� on was addressed, whether enhanced�
sensi� vity to velocity changes in the course�
of mo�on adapta� � on is also present at high�
baseline veloci�es (Kurtz et al. 2009  b). It�
was found that the transient de� ec� � ons in�
spike rate of H1 in resf ponse to discon�nui-�
�es in mo� � on velocity were enhanced by �

Fig. 3 Enhancement of responses to sudden
s�mulus changes with  mo� � on adapta� �on.� A Spike 
rate of a Calliphora H1 neuron during mo� on of a �
periodic gra� ng at constant velocity interspersed�
with brief increases in velocity. Although the
neuronal response to the baseline velocity
decreases with adapta�on, the response to �
velocity increments is enhanced. The values in Hz 
indicate temporal frequency of the graf �ng, which�
is linearly related to velocity. B Data obtained
from a similar experiment but with baseline 
velocity above the steady-state op�mum of the �
H1 neuron. Under this condi� on, increments in�
mo�on velocity lead to decrements in spike rate.�
Nevertheless, the amplitude of these decrements
increases with adapta�on.� C Discon� nui� �es in�
the mo�on s� � mulus produced by changing the�
orienta�on of the gra� �ng, and thus the direc� � on �
of mo�on (0° = preferred direc� �on). Again, �
adapta�on enhances responses to the s� �mulus�
discon�nui� �es. Modi� � ed from Kurtz et al. (2009  b)�
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adapta�on at baseline veloci� �es below as �
well as above the steady-state velocity op-
�mum (Fig. 3  A, B). This� � nding indicates�
that the hypothe� cal adapta� � on-induced�
shi	 of the neuronal velocity tuning towards	
higher values cannot en�rely account for �
the enhancement of response transients to
velocity discon� nui� �es. In accordance with�
this result, consistent shi	 s of velocity tun-	
ing were neither found a	 er adapta	 �on with �
constant-velocity mo�on (Harris et al. 1999) �
nor a	er random velocity modula	 � ons (Kalb�
et al. 2008  b). Next, it was tested whether a
similar enhancement of response transients 
with mo� on adapta� �on is also present when�
the discon� nuity in the visual mo� �on s� � mu-�
lus is not produced by a change in velocity,
but in one of the otherf s� mulus parameters.�
Intriguingly, it was found that responses to
discon�nui� �es in mo� �on direc� �on (Fig. 3  C) �
as well as in the contrast or the wavelength
of a moving gra�ng were also accentuated in �
the course of mf o� on adapta� � on (Kurtz et al.�
2009  b). These � ndings suggest that adapta-�
� on improves neuronal sensi� �vity to sudden�
changes in any of thef parameters of the mof -
� on s� �mulus.�

6. 
S� mulus-speci� �c adapta� �on�
as a possible explana� on for �
improved sensi�vity to s� �mulus �
discon� nui� �es�

A phenomenon, s�mulus-speci� � c adapta-�
�on has been proposed to explain why many�
neurons are able to maintain their sensi�v-�
ity to changes in the s�mulus while their �
responses during sustained uniform s� mula-�
� on are strongly a� � enuated (Ulanovsky et al.�
2003). S�mulus-speci� � c adapta� �on provides �
a concept that might explain an increased 

sensi�vity to s� � mulus discon� � nui� � es by ad-�
apta�on without assuming a genuine shi� 	 in	
the s� mulus-response func� � on. Consider a �
neuron that integrates inputs from several
elements that di� er in their response op� � ma �
(Fig. 2  C). Adapta�on with sustained s� � mu-�
la� on ac� � vates most strongly those input �
elements which have their op�mum close �
to the adap� ng s� �mulus. However, due to�
the shallow slope of their response func�on �
close to the peak, these inputs would show
only small changes in ac�vity in response�
to a s� mulus discon� � nuity, i. e. to transient �
increases or decreases in s� mulus intensity.�
A simple ac�vity-dependent a� �enua� � on of �
these highly ac� vated inputs would then �
improve the rela�ve sensi� �vity to s� � mulus �
discon�nui� � es. This is the case because a� 	 er	
a�enua� � on of strongly ac� � vated inputs the�
inputs that are only moderately ac� vated�
by the adap�ng s� � mulus would have a rela-�
� vely stronger impact on the postsynap� � c �
integra� ng neuron. The overall response to �
s� mulus discon� �nui� � es would then be en-�
hanced rela�ve to the background response,�
because the moderately ac� vated inputs,�
opera� ng in a high-slope regime of their�
s� mulus-response func� � on, show strong re-�
sponses to s�mulus changes (Fig. 2  D).�

S� mulus-speci� �c adapta� � on has been im-�
plicated in processes that enable neurons to
func�on as e� �  cient ‘novelty detectors’, with�
the ability to extract the appearance of new
s� mulus features during sustained s� � mula-�
� on. For example, in the auditory system, �
frequency-speci� c adapta� �on is thought to �
facilitate the detec�on of novel sounds in�
the presence of a sustained s�mula� � on by�
sound mixtures (Ulanovsky et al. 2003; Re-
ches and Gu� reund 2008). The ability of a�
neuronal system to adapt in a s� mulus-spe-�
ci� c manner depends on the dis� �nct rep-�
resenta� on of di� � erent s� � mulus qual i� � es �
or features by individual input elements.
In visual mo� on processing this important �
prerequisite for s� mulus-speci� � c adapta-�
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�on is at least par� �ally met. In par� � cular,�
many TCs receive input from neurons that 
di� er in their preferred mo� �on direc� � ons�
(Krapp et al. 1998; Spaltho�  et al. 2010). If �
these inputs are a�enuated during ongoing �
s�mula� � on with mo� � on, it is likely that this�
a�enua� � on is strongest in those inputs that�
most closely match their preferred direc� on�
to the adap� ng mo� �on direc� � on. Analogous�
to the scheme in Fig. 2  C, D, speci�c a� � enu-�
a�on of strongly ac� �vated inputs could im-�
prove the sensi� vity to changes in mo� � on�
direc�on. Although it is intriguing to pro-�
pose s�mulus-speci� � c adapta� � on as a pu-�
ta�ve mechanism underlying the enhanced �
sensi� vity for changes in mo� �on direc� �on �
(Fig. 3  C), the corresponding changes in the 
ac�vity of inputs are s� � ll to be demonstrat-�
ed directly in �y TCs.�

Is s�mulus-speci� � c adapta� � on also a�
plaus ible explana� on for increased sensi-�
�vity of � �y TCs to discon� �nui� � es in mo� � on�
velocity (Fig. 3  A, B)? This form of adapta-
�on would require inputs that di� �er in their �
velocity op� mum, and are thus di� �eren-�
� ally ac� � vated by a given baseline velocity�
and, consequently, a� enuated to di� � erent�
degrees during adapta� on. As systema� �c�
recordings from the inputs of �y TCs are�
hard to obtain, di� erences in velocity tun-�
ing of inf puts can only be indirectly deduced
from the existence of mul� ple peaks in the �
velocity tuning of TCs. Whereas the velocf -
ity tuning of �y TCs appears to be smooth, �
dis� nct peaks at di� � erent veloci� � es were �
shown to be present in the velocity tuning
of mo�on-sensi� �ve neurons of other insect �
species (O’Carroll et al. 1996; O’Carroll et al.
1997). Apart from enabling s� mulus-speci� � c�
adapta�on, the coexistence of EMDs with �
di� erent velocity tuning in the visual system �
would present a valuable prerequisite for
extrac�ng velocity independent of spa� � al �
pa� ern proper� �es (Srinivasan et al. 1999).�

7.
Interac� ons between di� � erent �
components of  mo�on adapta� � on�

In the previous sec� on, the issue of how mo-�
� on adapta� � on changes the sensi� � vity to�
modula� ons in one of the s� � mulus param-�
eters was addressed. However,r the e� ects �
of mo�on adapta� � on on the signaling of �
di�erent s� � mulus parameters interact with�
one another. For example, as will be outlined 
below, pronounced changes in contrast sen-
si� vity are induced by mo� � on adapta� � on,�
and these may in turn have a strong impact 
on direc� on sensi� �vity.�

Harris et al. (2000) analyzed in detail how
mo�on adapta� �on alters contrast sensi� � vity �
of one class of TCs, Horizontal-System (HS)
neurons of the hover� y� Erisii talisii  tenax. Un-
like the velocity-response func�on or the�
direc�on tuning, which form bell-shaped or �
sinusoidal curves, respec� vely, the contrast-�
response func� on forms a sigmoid. Thus,�
contrast coding would pro� t over the en� �re�
range of contrasts from an adap�ve shi� 	 of 	
the curve’s region of hif ghest slope towards 
the mean contrast level of the present s�m-�
uli (as shown in Fig. 2  B). A strong shi	 of the	
contrast-response func� on towards higher �
contrasts was indeed found to be present
a	er adap	 �ng the neurons with mo� �on of �
a high-contrast gra�ng (Fig. 4). This right-�
ward shi	 was not present when adap	 � ng�
and test s�muli were presented in di� �erent,�
non-overlapping regions of the larf ge recep-
� ve� � eld of HS-neurons (Nordström and�
O’Carroll 2009). This property implies that
the underlying cellular adapta�on process�
is not generated in TCs themselves, but at a
more peripheral loca� on.�

In addi�on to the rightward shi� 	 of the	
contrast-response func�on, two further ad-�
apta� on components contributed to the at-�
tenua�on of contrast sensi� �vity: a subtrac-�
� ve shi� 	  of the contrast–response func	 � on�
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Fig. 4 Mo�on adapta� �on a� �ects contrast gain.�
Top, response of an HS neuron of the hover� y�
Eristalis tenax to a drix 	 ing gra	 � ng of medium �
luminance contrast measured before and a	er	
adapta� on with mo� �on of a high-contrast �
gra�ng. � Bo�om� , schema�c of contrast-response�
curves obtained by measuring non-adapted
and adapted responses to dri	 ing gra	 �ngs of �
various contrasts. Three components of mo� on�
adapta� on contribute to the a� �enua� � on of �
contrast sensi�vity: 1) lateral shi� 	  towards higher 	
contrast values; 2) downward shi	 , equivalent to	
neuronal a	 er-hyperpolariza	 �on. 3) compression �
of the output range, which is best visible whenf
the adapted curve is corrected for the a	 er-	
hyperpolariza�on (thin do� �ed line). Modi� �ed�
from Harris et al. (2000)

viewing of a stronf g mo� on s� �mulus induces �
the strong impression of mo� on in the op-�
posite direc�on when a sta� � onary pa� �ern �
is �xated a� 	 erwards (review: Ans	 �s et al. �
1998). Interes� ngly, a behavioral correlate of �
the “waterfall illusion” has been observed in
the �y’s optomotor turning response (Srini-�
vasan and Dvorak 1979). The cellular mech-
anism underlying the a	er-hyperpolariza	 � on�
is a depolariza� on-ac� � vated conductance of �
the TCs (Kurtz 2007; Kurtz et al. 2009  a).

All the adapta� on components men-�
� oned above a� �ect the responses of the�
neuron to subsequently presented mo� on�
independent of its direc�on. Intriguingly, �
adapta� on of contrast sensi� � vity might not�
only modify contrast coding itself, but also
direc� on selec� �vity. Changes in direc� � on se-�
lec� vity with adapta� �on were demonstrat-�
ed in the V1-neuron of Calliphora (Kalb et
al. 2008  a). This TC prefers ver� cal mo� � on,�
but also responds weakly to horizontal mo-
�on. Following adapta� � on with either ver� �-�
cal or horizontal mo�on, the ra� � o of ver� � cal�
mo� on responses versus horizontal mo� � on �
responses was increased in V1. A parsimo-
nious explana� on for this � � nding is that�
the responses to weak s�muli, for example,�
mo� on in a direc� � on that di� � ers from the�
neuron’s preferred direc� on, are more af-�
fected by a subtrac� ve shi� 	  of the contrast-	
response func� on than responses to strong �
s� muli.�

8. 
Func�onal signi� � cance of �
adapta� on in visual mo� � on �
processing

As detailed above, mo� on adapta� � on af-�
fects direc�onal tuning as well as contrast�
sensi� vity of � � y TCs, and it leads to enhanced�

and a compression of the outf put range of
the neuron (Fig. 4). Whereas the origin of
the la�er phenomenon is unknown, the sub-�
trac� ve shi� 	  is caused by a depolariza	 �on-�
ac� vated conductance, which manifests�
itself as a hf yperpolariza� on a� 	er s	 � mulus�
o�set (see also Fig. 1  C). This a� 	 er-hyperpo-	
lariza� on might form the neural substrate of �
the famous “waterfall illusion” derived from 
human psychophysics, in which prolonged 
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Fig. 5 Mo� on adapta� �on accentuates responses to objects in a three-dimensional environment. �
A Virtual environment presented to the �y (part of the head sketched at the bo� � om) in neuronal�
recording experiments. Trajectories and head orienta�ons of � Calliphi ora during � ights in a cubic�
arena with pa�erned walls were monitored. Visual s� � muli encountered by the� �y were calculated�
and replayed on a high-speed panoramic visual s� mulator during electrical recording of HS-neurons.�
Responses to the original image sequence were compared with those in which a virtual object (dark
bar in the le	 half of the image) was placed close to the 	 � y’s trajectory. � B Visual mo�on experienced by�
the � y at the instant of � �me shown in� A. Arrows represent velocity vectors at di� erent points in visual �
space. The object induces dis� nct mo� �on cues during forward transla� � on of the � �y because it is closer �
to the � y than the background. � C Average neuronal responses of 10 HS-neurons in non-adapted (solid 
line) and adapted state (do�ed line) to image sequences with object (top) and without object (bo� �om). �
Grey shading indicates an interval during which the object is in the recep�ve � � eld of the HS neuron (and �
the corresponding interval in the “without object” condi� on). Arrows indicate moment shown in� A. In
general, the neuronal response is a�enuated with adapta� �on. However, the a� � enua� �on is much weaker�
when the object is in the recep�ve � �eld of the neuron (upper plot, shaded area). Modi� �ed from Liang et �
al. (2008)
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sensi� vity for various types of s� � mulus dis-�
con�nui� � es (Fig. 3). Adapta� �on might thus�
facilitate the extrac� on of those features of �
the s� mulus that are relevant in a given be-�
havioral situa� on. This view is supported by �
a recent study, in wyy hich Calliphi ora HS-cells 
were s�mulated with naturalis� � c visual mo-�
�on (Fig. 5  A, B; Liang et al. 2008). A strong�
overall reduc� on in the neuronal response �
was observed a	 er persistent s	 � mula� �on. �
However, this adapta�on-induced a� � enu-�
a� on was weaker in� �me segments during �
which a virtual object moved into the recep-
�ve � �eld (Fig. 5  C). Thus, mo� � on adapta� � on�
appears to enhance the ability of the neuf -
ron to contribute to the detec�on of novel�
signals (exempli� ed by the virtual object), �
which are poten�ally more important than�
con� nuing, unchanged signals.�

A further bene�t of adapta� �on may result �
directly from the strong decrease in overall
ac� vity and the associated decrease in en-�
ergy demand. Local energy availability in a
brain area may be a constraint, because neu-
ronal signaling involves metabolically costly
processes such as ac�on poten� � al propa-�
ga� on and synap� � c transmission (Laughlin �
2001). It has been shown that, consistent
with this idea, H1 decreases its spike rate
during adapta� on by naturalis� � c s� � mula� �on �
(Heitwerth et al. 2005). Importantly, the in-yy
forma� on content of H1 spike trains was not�
reduced propor�onally, resul� � ng in consid-�
erably more informa� on per spike.�

  Conclusions and outlook
At the current level of knowledge there appears
to be a discrepancy between the successful
phenomenological inves� ga� � on of adapta-�
� on in visual mo� � on processing neurons and �
the assessment of thf e func�onal signi� � cance�
of these phenomena f for visually guided motor 
control in natural condi�ons. On the one hand,�
the number of di�erent adapta� � on phenomena �
in � y mo� � on vision described over the past 25�
years is so large that only a few of them could be f

considered in the present chapter. On the other
hand, systema� c inves� � ga� �ons of the speci� � c�
roles of di�erent components of mo� � on adap-�
ta�on in the processing of natural s� � muli are�
s�ll lacking.�
Puta�ve func� � onal implica� � ons of mo� � on ad-�
apta� on, such as enhanced object detec� � on�
(Liang et al. 2008), depend on how e�  ciently �
di�erent cellular adapta� � on processes are ac-�
� vated by the complex temporal pro� �le of a �
natural visual mo� on s� � mulus. Since the visual �
input is shaped by the � y’s own movements,�
the resul�ng visual mo� �on s� �mulus can have�
drama� cally diverse dynamic characteris� �cs�
(Kern et al. 2001; Boeddeker et al. 2003; Kern 
et al. 2005). Thus it is plausible to assume that 
an e� cient extrac� � on of behaviorally relevant �
environmental features depends on whether
adap�on mechanisms and its� � me constants �
are adjusted to the temporal sta�s� �cs of input�
signals. It has been concluded that adapta�on �
of �y mo� � on-sensi� �ve neurons to the sta� �s-�
� cs of random velocity modula� �ons of a grat-�
ing pa�ern improves the extrac� � on of velocity �
informa�on (Brenner et al. 2000). One major�
future task is to analyze the dynamics of visual
mo� on occurring in natural� �ight situa� � ons and�
to test how far these temporal characteris� cs�
are matched by the dynamic proper�es of ad-�
apta�on.�
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Flight in insects results from a feedback con-
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1. 
Introduc� on�

Insects possess a remarkable repertoire of
sophis�cated aeroba� � c behavior such as �
obstacle avoidance reac�ons, escape re-�
sponses and elaborate star� ng and landing�
programs. These maneuvers result from the
interplay between gene�cally predetermin-�
ed behavioral programs, feedback from the
insect’s sensory structures and mechanical
forces ac�ng on body and wings. In par� �cu-�
lar, the interac�on between sensory s� �muli�
and the forma�on of muscle commands for �
motor control has been thoroughly analyzed
at di�erent levels of inves� �ga� � on. Electric-�
al recordings from visual mo�on-sensi� �ve �
neurons such as lobula plate tangen�al cells �
(Hausen and Egelhaaf 1989; Haag et al. 1992;
Egelhaaf and Borst 1993; Kraf pp 2000; Kern
et al. 2005; Maimon et al. 2010; Rosner et 
al. 2010), mechano-sensory organs (Nalbach
1994; Nalbach and Hengstenberg 1994;
Hengstenberg 1998; Frye 2007), and des-
cending neurons (Gronenberg and Straus-
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Albert-Einstein-Allee 11, 89081 Ulm, Germany
e-mail: fritz.lehmann@uni-ulm.de
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Fig. 1 a  Sensory pathways in the fruit � y. Sensory informa� �on is projected onto motoneurons�
controlling two types of �ight muscles: the indirect� �ight (power) muscles (IFM) and a set of 17 small �
� ight control muscles at each wing.� b Schema� cs of the sensory feedback control loop for� �ight. �
External perturba�ons mainly include displacements of the insect body due to wind and movements of �
the visual environment

vasan et al. 2000; Si et al. 2003), migra� on�
� ights of bu� � er� � ies (Brown and Chippendale�
1974; Dudley 1991) and the fast maneuvers
in �ies (� Drosophila, Tammero and Dickinson
2002  a, 2002  b; Fry et al. 2003). Second, it
provides informa� on about the structure of �
the visual environment and helps detec� on�
of a� rac� �ve or abhorrent objects (Reichardt �
et al. 1989; O’Carrol 1993; Zanker 1993),
and third, it generates feedback signals for
stabiliza�on of the insect’s head and body �
(Heisenberg and Wolf 1984). The la� er func-�
� on is of par� � cular interest, given the lim-�
ited encoding capacity of biological sensors.
For some insects, it has been suggested that
control of bodf y orienta�on is achieved main-�
ly by mechano-sensory feedback coming 
from gyroscopic organs that vibrate at wing
stroke frequency. Evolu�onary transformed�
hindwings, called halteres, encode angular
veloci�es around the three body axes in� � ies �
(Drosophila, Dickinson et al. 2001; Frye 2007;
Calliphi ora, Nalbach 1994; Hengstenberg
1998), while in the func�onally two-winged�
tobacco hornworm moth Manduca sexta, 
head rota�ons are sensed by the Coriolis �
forces induced in the large, vibra� ng anten-�
nae. If these sensorf y structures are cut, the
animals are not able to achieve stable �ight�

feld 1990, 1992) were typically conducted in
res�ng animals, whereas� � ight muscle ac� �v-�
ity in the frui� ly � Drosophila (Götz 1987; Heide 
and Götz 1996; Lehmann and Götz 1996) and 
the blow� y � Calliphora (Heide 1971; Tu and 
Dickin son 1996; Balint and Dickinson 2001), 
wing kinema� cs (� Drosophila, Zanker 1990;
Lehmann and Dickinson 1998), aerodynamic 
forces and rota� onal moments (� Drosophila
and house � y � Musca domes�ca� , Götz 1968; 
Götz and Wandel 1984; Lehmann and Dickin-
son 1998) are typically measured in tethered 
�ying insects. Although these studies pro-�
vided insights into how sensory informa�on �
is processed by the central nervous system,
they have so far not considered the sensori-
motor feedback loop in a more natural con-l
text, under closed-loop feedback condi�ons �
between the insect’s sensory and motor sys-
tem in free �ight (Fig. 1). Evalua� �ons of the �
link between physical (aerodynamics) and 
biological (sensorimotor system) aspects of 
�ight thus remain one of the major open�
challenges in insect �ight research.�

Vision in insects serves three main func-
�ons: First, it provides cues for naviga� � on,�
orienta�on and guidance, as shown, for ex-�
ample, in the foraging behavior of the honey
bee (Dyer and Gould 1981; Gould 1986; Srini-



9. Visual motion sensing and flight path control in flfl iesfl 131

(Sane et al. 2007). Although the above � nd-�
ings highlight the importance of mechanical
feedback, they do not tell us much about 
how vision and mechano-sensory feedback 
signals are integrated by the brain in an in-
tact animal. Even worse, recent studies on t
the aerodynamics of animal � ight have em-�
phasized that turning movements are sta-
bilized passivelyl  by means of high fricy � onal�
wing damping, sugges�ng only a minor need �
for sensory control (Mayer et al. 1988; Hes-
selberg and Lehmann 2007; Ramamur�  and�
Sandberg 2007; Hedrick et al. 2009). The roll
damping coe�  cient in birds, for example, is �
2  –  6 �mes the coe� � cients typical of airplane �
� ight dynamics, which limits roll magnitude�
during maneuvering �ight (Hedrick 2007; �
Hedrick et al. 2007). Similar results were
also found for damping of yaw turning in the
fruit � y (Hesselberg and Lehmann 2007), the�
tobacco hornworm moth, hummingbirds, 
and fruit bats (Hedrick et al. 2009). These
animals cover a 10-decade range of inef r�al �
moments during rapid yaw turning, indicat-
ing the signi� cance of passive damping for �
animal � ight � per se. Since passive damping
helps to bring down the s�mulus bandwidth �
into a range the visual and mechano-sen-
sory system can encode, it is possible that 
our current view overstates the neuronal re-
quirements needed for stability and maneu-
verability in � ying insects.�

In contrast to in vitro approaches, it is dif-
� cult to measure the output of a sensory or-�
gan in a freely maneuvering insect and under
natural sensory feedback condi� ons. A way �
to circumvent this problem is to conduct re-
play experiments in which the output of thef
sensory system is numerically modeled ac-
cording to the sensory input and the sensor’s 
response characteris�cs (transfer func� � on, �
Fig. 1). A famous example of this concept is
found in reconstruc�ons of the output gen-�
erated by the elementary mo� on detec� � on �
system in freely cruising �ies, in which op� �c�
� ow on the� �y’s re� �na is reconstructed by �

high-speed video mo�on analysis of animals�
� ying freely in a visual scenery (see chapter �
II,6 by R Kurtz; Reichardt and Poggio 1975,
1976). The meaning of simulated outputs in 
replay experiments, however, is limited and
ignores e�erence copies and other physi-�
ological changes of neurons and muscles ocf -
curring in vivo. Octopamine, for example, is a
common neuromodulator in insects that has
a pronounced impact on the response char-
acteris� cs of neurons such as lobula plate �
tangen�al cells (Longden and Krapp 2009) �
and on muscle performance (Chapman 1998).
Fruit �ies with gene� � cally altered biogenic �
amine levels thus show signi� cant reduc� �ons�
in �ight dura� �on, ini� � a� �ons and mainte-�
nance compared to wild types ( Brembs et al. 
2007). Moreover, sensory modeling strongly
relies on the precision of the inf put signals
reconstructed from the body movements of 
the freely �ying animal and thus, in the case �
of the visual sf ystem, on the reconstruc� ons �
of op� c � �ow on the animal’s re� � na (re� � nal�
op�c� � ow). Given the small body size of in-�
sects, such reconstruc� ons are challenging �
because the insect’s gaze depends not only
on the orienta� on of the body in space, but �
also on the rela� ve posi� � on of the head with �
respect to the body. Tethered �ying fruit� � ies�
Drosophila may rotate their heads around
the three rota� onal axes up to 120°, i. e. yaw �
(±  25°), pitch (±  35°) and roll (±120°, Heng-
stenberg 1991). In unrestrained fruit � ies,�
� ying inside a random-dot visual arena, we�
measured smaller angles of approximately 
±11°, ±  21° and ±18°, respec�vely. Record-�
ings of freely �ying blow� � ies using Helmholtz �
coils a� xed to the head and the thorax also �
suggest that the animals a� empt to stabilize�
their re� nal image by performing small head �
saccades while turning (van Hateren and
Schilstra 1999; Kern et al. 2005). So far, how-
ever, no experimental study has simultane-
ously scored motor output (wing kinema� cs) �
and visual input in freely �ying insects.�
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2.   
Vision-mediated  �ight control �
in � ies�

2.1   Optomotor behavior in tethered flightfl

Early studies of vision-mediated � ight con-�
trol demonstrated that tethered �ies prod-�
uce yaw, roll and pitching moments around 
their three body axes, in response to the ro-
ta� on of a visual environment (optomotor�
response, Götz 1968; Reichardt and Poggio
1976; Blondeau and Heisenberg 1982; Kirch-
ner and Srinivasan 1989). Under closed-loop 
condi�ons, optomotor behavior persists as�
long as the external visual s�mulus prod-�
uces re� nal slip on the animal’s compound�
eye (Wolf and Heisenberg 1990). Optomo-
tor yaw turning behavior in insects is con-
sidered as opera�ng via feedback in which�
an increase in neural ac� vity produced by�
faster front-to-back re�nal slip in one eye�
generates increased �ight thrust on the con-�
tralateral body side of the animal. As a conf -
sequence, an animal achieves straight �ight�
when op� c � � ow is similar on both eyes (op-�
tomotor equilibrium, Götz 1975; for review
see Wehner 1981). The optomotor re�ex has �
been successfully implemented in robo�c�
pla�orms and numerical models (Huber et �
al. 1999; Neumann and Bültho�  2001; Iida �
2003; Reiser and Dickinson 2003).

The conven� onal view that the optomo-�
tor steering response in fruit � ies is driven �
by rota�onal mo� �on cues has recently been�
ques� oned by Tammero and Dickinson�
(2004). The authors suggest that in the case
of yaw, transla�onal mo� � on cues generated�
by laterally centered foci of exf pansion and
contrac�on may fully account for turning�
behavior in yaw. At the level of visual mo�on �
detec� on this� �nding implies that steering�
responses to image rota� on might emerge�
from a visual system organized to detect
transla� on-induced� �ow � �elds, rather than �
from a rota� on sensi� �ve system. This result �

is also supported by an analysis of fruit � ies�
� ying freely in a sta� �onary environment �
(Tammero and Dickinson 2002  a, 2002  b).
The la� er studies demonstrate that lateral�
expansion of visual cues maf y ini� ate a � � ight�
saccade while the asymmetry in the output
of thf e local mo� on detector prior to the sac-�
cade primarily in�uences the direc� � on, but�
not the turning angle, of the saccade. There 
is also evidence that in a sta�onary environ-�
ment freely � ying � � ies gradually turn away�
from the side experiencing a stronger mo-
�on s� �mulus, a response opposite to that�
predicted from a conven� onal model based�
upon optomotor equilibrium. This phenom-
enon was �rst demonstrated in bees (Kirch-�
ner and Srinivasan 1989).

2.2  Optomotor behavior in free fl ightfl

The fundamental concepts about visuomo-
tor control mechanisms in � ies gained from�
tethered � ight studies have also been tested �
in free �ight experime� nts on various � y spe-�
cies. Compared to insects that are tethered
inside a � ight simulator, freely� � ying animals�
may employ various strategies to achieve a
reduc� on of re� � nal � �ow on both compound�
eyes and thus a� ain optomotor equilibrium. �
In the following sec� on, we summarize be-�
havioral responses scored in � ies facing per-�
turba�ons of the visual environment, i. e. �
rota� on of a panorama, during free � � ight�
(Fig. 2  a).

Side slip maneuvers in which the animal
orients its body normally to the visual en-
viron ment may reduce re� nal slip in the �
frontal region of the animal’s visual �eld, �
while producing transla�onal op� �c� � ow�
�elds with lateral foci of expansion and con-�
trac�on on either eye, respec� � vely. Thus�
this behavior cannot totally compensate for
re�nal slip caused by the rota� � onal visual �
s� mulus. Side slipping was demonstrated�
in male hover� ies� Syri� a pipiens� (Colle�
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Fig. 2 Behavioral responses of fruit � ies to perturba� �ons of the visual environment. � a Free �ight arena �
(14 cm diameter, 25 cm height) that allows rota� on of a random dot visual pa� �ern. � b, e Examples of
hypothe�cal� � ight paths for a sta� � onary (upper row) and rota� �ng visual environment (lower row)�
assuming self-induced visual � ow in � b and complete compensa� on of re� � nal slip on each of the eyes �
in e (red, concentric � ight trajectories). d: distance between� �y and arena center, D: distance between�
pa�ern and arena center, U� P: transla�onal (linear) velocity of pa� � ern. At complete slip compensa� �on,�
the animal matches both its yaw turning rate to the angular velocity of the rotaf �ng pa� �ern and its �
forward speed to the product between UP, d and DPP

–1. c, f Flight path of a freely cruising fruit f �y in a�
sta�onary and rota� � ng (500° s� –1, counter clockwise) environment. d Measured increase in binned
heading velocity con�rms predic� �ons by the model shown in � e. N = 131 � ies, means ±  S. D. Data�
sampling interval: 8 ms, red line indicates linear regression � t to data�

(Mronz and Lehmann 2008). Although this 
species is capable of hoverinf g � ight at low�
forward speed, the insect responds to the
visual s�muli by rota� �ng� and transla�ng in-�
side the visual panorama (Fig. 2  e, f). Employ-
ing this strategy, theyy �y may achieve zero �
re� nal slip on both compound eyes� �ying at �
any point of the � ight arena, regardless of its�
distance to the centre: The only pre requisite
is that turning velocity matches the angu-
lar velocity of the rota�ng panorama and�
that the � y’s horizontal velocity is equal to�
the product of transla�onal (linear) vel ocity�
of the panorama and the ra� o between�
the �y’s distance from the drum center �
and the drum radius (Fig. 2  d  –  f). At elevat-
ed forward velocity above approximately
0.45 ms–1, however, the required forces
needed for turning exceed the locomotor

1980  a, 1980  b). Hover� ies also employ a �
second strategy for re� nal slip compensa-�
�on because their locomotor system allows �
them to rotate around the yaw axis without
extensively transla� ng sideways, forward or�
backward: they turn around their ver�cal�
axes while hovering with low forward speed
at the centre of the surrounding panorama 
(Fig. 2). This behavior allows the animal to
completely compensate for rota�onal vis-�
ual perturba�ons. In hover� �ies, re� �nal slip�
compensa� on via side slip� � ight, however,�
occurs more o	 en than via yaw turning. A	
possible explana�on for this� � nding is the �
specialized frontal eye region in male hover
� ies favoring smooth object tracking (Colle� �
and Land 1975).

Fruit � ies employ a behavioral strategy �
that involves both forward and turning �ight�
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capacity of the animal. This is mainlf y due to
the produc� on of centripetal forces needed �
to keep the � y on track that account for�
up to 70 % of the �y’s locomotor reserves �
(Mronz and Lehmann 2008). Experiments 
in which the angular velocity of a rota�ng �
visual panorama is low (100 to 500° s–1) thus
show only a small mismatch between the 
required (zero re� nal slip) and measured �
transla�onal and rota� � onal veloci� � es of the �
animal body. At rota� onal veloci� � es of the �
visual panorama above 500° s–1, by contrast, 
the �y is not capable of exactly matching �
its behavior to those veloci� es required for�
zero-slip condi�on. At this point the animal �
changes its strategy and performs straight 
�ight interspersed by sudden and fast 120°�
yaw turns, termed body saccades, in the
direc� on of the moving visual environment�
(Mronz and Lehmann 2008). The la� er be-�
havior was also observed in the house� y �
Musca domes� ca� . Although Musca produces
con� nuous yaw moments in response to a �
rota�ng visual panorama when� �own under �
tethered � ight condi� �ons, the predominant �

Fig. 3 a Schema� cs of the insect  elementary mo� � on detector (EMD). � b Schema� cs of a visual-expansion-�
and c rota� on-sensi� � ve visual system based on op� � c � �ow of the le� 	  and right compound eye. The 	
systems (‘matched � lters’) provide informa� �on for controlling saccadic � �ight turns and smooth turning�
behavior, respec�vely. R: receptor, W: weigh� � ng func� �on, HP: high pass � � lter, LP: low pass � � lter,�
M: mul�plica� �on unit, S: sum, dt:� �me step. � b and d were modi� ed from Tammero and Dickinson (2004)�

free �ight behavior in response to a 2.5 Hz�
horizontally oscilla� ng visual panorama con-�
sists of rather straif ght segments and fast
saccades (Wagner 1986).

3. 
Modeling  visual mo�on sensing �
in free �ight�

The output signal of the Hassenstein-Rei-f
chardt elementary mo�on detector (EMD)�
of the insect compound eye may be derived
from a set of ef qua� ons that have been de-�
veloped from both behavioral experiments
on tethered insects and electrophysiological
recordings from mo� on-sensi� � ve neurons in �
the lobula plate of the f �y’s brain (Reichardt�
and Poggio 1975; Egelhaaf et al. 1989, 1993;f
Kern et al. 2005). The EMD was later mod-
i�ed according to addi� �onal data on the�
phasic-tonic response proper� es of the mo-�
� on sensi� � ve system (Fig. 3  a, Kern and Egel-�



9. Visual motion sensing and flight path control in flfl iesfl 135

Fig. 4 a Outputs of a rotaf �on- and an expansion-sensi� � ve two-dimensional elementary  mo� � on �
detector (EMD) system, calculated from measurements of a fruit �y cruising freely in a � b sta�onary�
and c rota�ng (300° s� –1, counter clockwise) �ight arena (� cf. Fig. 2). EMD results are plo� ed against the�
�y’s yaw turning rate. Zero set point of the feedback control loop needed for re� � nal slip compensa� �on �
is indicated by a green dot. Green arrow in c shows shi	  in set point due to visual s	 � mula� �on. �
cw: clockwise rota�on, ccw: counter clockwise rota� �on of the� � y, L: le� 	  eye, R: right eye,	 � ight� �me: �
7.7  s, data sampling interval: 8 ms

Data-based simula� ons of matched� �l-�
ter outputs in Drosophila con� rm the as-�
sump� on of a behavioral-mediated no-slip �
condi� on on� each of the two comf pound 
eyes. Thus, during visual perturba� ons of �
the � y’s control system by rota� �on of the�
visual environment, the average matched
�lter output of the rota� �on and transla� � on�
sensi�ve systems is sca� �ered around zero.�
Figure 4 shows an example of how the fruit
� y re-establishes the set point (green) of the�
rota�on-sensi� �ve system when � � own in a�
rota�ng environment. Optomotor balance�
(zero EMD response) is established exactly
when the �y’s turning velocity matches the�
angular velocity of the rotaf �ng visual envir-�
onment. The expansion-sensi� ve system, by�
contrast, seems not to be linearly correlated
with smooth yaw turning velocity in freely
�ying fruit� � ies. Fast-Fourier-Transforma� �on �
analyses of the outf put of the rotaf � on-sen-�
si� ve matched � �lters further show that the�
EMD signal oscillates sinusoidally during free 
�ight in � Drosophila, with frequencies rang-
ing from approximately 2 to 5 Hz (Mronz and 
Lehmann 2008). At present, it is s� ll unclear�
whether the animal produces these oscilla-

haaf 2000). There are numerous ar�cles on �
the func� on and implementa� � on of this sys-�
tem including its applica�on to insect� �ight. �
Simula�ons of visual mo� �on detec� � on in the�
fruit � y may be found in Götz and Buchner �
(1978), Tammero and Dickinson (2002  a), and
Mronz and Lehmann (2008). Linear summa-
�on of EMD outputs for adjacent omma� �dia �
in a 2-dimensional �eld of view allows con-�
struc�ons of ‘matched � � lters’, systems that�
are sensi�ve to s� � muli caused by a rota� �ng �
visual environment (rota� on-sensi� �ve de-�
tector system) or to expansion/contrac�on �
of visual s� muli in a lateral focus (expansion �
sensi� ve detector system) on each of the�
two compound eyes (Fig. 3  b and c, Krapp et
al. 1998, 2001). The outputs of the matched
� lters may be numerically simulated by pro-�
jec�on of the visual environment that has�
been experienced by the freely � ying insect,�
onto the two model eyes. Consequently, the
simula�on of the two detector systems al-�
lows us to derive the driving sensory signals 
for the two types of yaw turning control in
free �ight: con� � nuous/smooth (<  1000° s� –1

turning rate) and saccadic (>  1000° s–1 turn-
ing rate) �ight turns.�
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�ons by� ac� vely� varying its yaw moments, y
or whether this feedback is simply due to
the latency with which the eye transforms
the locally changing brightness on the re�na �
into mo� on informa� � on. Alterna� �vely, such �
oscilla� ons in sensory feedback may also re-�
sult from the imprecision of the motor sys-
tem and thus from the di�  culty of the� � ight �
musculature to � nely control wing kinemat-�
ics and thus yaw moments during � ight. In�
the next sec� on, we thus highlight the link�
between response latencies of sensory sys-
tems and the precision of the muscle sf ystem
needed for turning control.

4. 
The role of feedback for  motor
precision

The speed with which an insect detects and 
processes sensory informa� on is a key fac-�
tor for understanding the limitstt of the senso-
rimotor feedback control loop for body con-
trol. The compound eyes and the halteres,
di�er both in their response delays to an�
external s� mulus and in their sensory band-�
widths (linear encoding range) for angular
turning rates around the three body axes.
The �ies’ halteres are driven by their own�
power and �ight control muscles (Nalbach �
1993), beat in an�-phase with the wings and�
sense changes in Coriolis forces when the
animal’s body rotates (Pringle 1948; Nalbach
1994; Nalbach and Hengstenberg 1994). 
The haltere’s sensory axons project to mo-
tor neurons of the winf g control muscles via
fast electrical synapses (Fayyazuddin and 
Dickinson 1996). Experiments on tethered
fruit � ies show that the halteres may encode �
rota� onal veloci� � es approximately within a�
±700° s–1 range and provide feedback via the 
electrical synapse within a single wing stroke 

(Sherman and Dickinson 2003). In the fruit
� y, the delay of this sensory organ is thus�
less than 5 ms (200 Hz stroke frequency). The 
vision system in � ies, by contrast, exhibits a �
smaller linear encoding range for rota�onal�
mo� on between approximately ±125° s� –1

but may detect the direc� on of turning at �
least up to ±1 000° s–1 (Calliphora, Sherman
and Dickinson 2003). It is important to note
that these values are derived from in vitro
steady-state responses of the visual system,
ignoring the dynamics of visual f feedback
during � ight. Compared to the halteres, the�
vision system displays at least a 6-fold larger 
response delay to the onset of visual mof -
� on. Heisenberg and Wolf (1988) reported�
100 ms collision avoidance delay in teth-
ered �ying fruit � �ies and David (1985) ap-�
proximately 50 ms response delay in freely
� ying fruit � � ies. Cross-correla� � on analysis �
between turning rate and the output of an
expansion sensi� ve EMD system suggests�
74 ms for free �ight maneuvering in the fruit�
� y (Mronz and Lehmann 2008). In freely� � y-�
ing house �ies� Musca domes�ca� , the values
are sca�ered around 30 ms during male-fe-�
male chases (Land and Colle�  1974). Electro-�
physiological recordings show that most of 
this delay is due to the photon-transduc�on �
process in the compound eye rather than
to delays in encoding visual informa� on or �
the ac�va� � on of the � � ight muscle system. In�
�ies photo-transduc� � on latency varies be-�
tween approximately 30 ms (fruit � y, Hardie�
and Raghu 2001) and 75 ms (house � y, How-�
ard et al. 1984).

To evaluate the consequences of thef
physiological limits of sensory organs for
�ight stability and body control, we combine�
the transfer func� ons and response delays �
for sensory feedback with the physical prop-
er�es of the � �y body. On a physical level, an �
insect’s instantaneous angular velocity dur-
ing turning �, at a given � me � t, results fromt
the three major components: the torque T
produced around the ver� cal or horizontal�
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body axes, the mass moment of inef r� a (ro-�
ta�onal iner� � a) � I, and the fric�onal damping�
coe� cient� C of body and wings (Fry et al. C
2003; Hesselberg and Lehmann 2007). This 
rela� onship may be wri� � en as,�

(1)

Moments of iner�a mainly depend on the �
distribu� on of body mass around the rota-�
�onal axes and thus on body shape and body �
posture during � ight. In the fruit � � y, iner� � al �
moments are small and iner�al yaw moment�
only amounts to 0.52 pNms2. The fric� onal �
damping coe�  cient, by contrast, amounts�
to 54 pNms for yaw maneuvers and signi�-�
cantly limits the maximum turning rate dur-
ing � ight. At mean yaw torque of 1.0 pNm for �
saccadic turning, the fruit �y’s turning rate�
thus saturates rapidly within 3  –  4 stroke cy-
cles or 15  –  20 ms at approximately 3500° s–1

(Hesselberg and Lehmann 2007; Ramamur�
and Sandberg 2007). Besides its signi� cance �
in limi� ng� turning rate, wing damping is
highly e�ec� �ve in� termina� ng�  body rota-
�ons and thus reduces the need for ac� � ve �
braking moments at the end of a body sac-
cade. The bene� t of � passive breaking by high
fric�onal damping was demonstrated in a �
large variety of � ying animals covering� � ies, �
moths, bats and birds (Hedrick et al. 2009).

Despite the apparent bene�t of aerody-�
namic damping for � ight, the above equa-�
�on implies that the animal’s motor system �
may generate body turning rates outstt ide
the bandwidth of thef � y’s sensory sys-�
tems. Maximum torque produc�on is thus �
a vital measure for an insect in order for it 
to stay within the limits of the sensory ap-
paratus during maneuvering � ight. For ex-�
ample, a long sensor delay in conjunc�on �
with a small sensor bandwidth, requires
small rota� onal moments and thus precise�
kinema� c control of the� � apping wings. By �
contrast, a short sensory delay paired with
a large sensor bandwidth allows the animal

to steer with larger torque pulses, without
exceeding the limits of the sensory appara-
tus. The la�er case thus reduces the need�
for precise motor control. The reason for
the above rela� onships is that the sensory �
response delay equals the angular accelera-
�on period within a turning maneuver. We �
may thus hypothesize that the precision of
the � ight muscle system matches, at least to �
some degree, the capacity (bandwidth and
delay) of the sensory system in an insect.
Based on these considera�ons, � maximum
torque TMaxTT  may be esx �mated by replacing �
angular speed in equa�on (1) by the sensor’s �
upper (absolute) threshold for detec� ng�
rota� onal body movement� �V and angularV

accelera�on by the ra� �o between the sen-�
sor’s encoding bandwidth and its response
delay tV (Hesselberg and Lehmann 2007). AV

� me invariant version of equa� � on (1) may be �
then wri� en as:�

(2)

If we f further convert yaw torque into the
bilateral di�erences of wing stroke ampli-�
tude using a conversion factor 2.9 × 10–10

Nm·deg–1 stroke amplitude (Götz 1983), we
obtain the maximum changes in the le	 and 	
right stroke amplitudes allowed to keep the
sensory s� mulus within the � linear encoding 
range of the halteres and the vision sf ystem,
respec� vely. In other words: The combined�
modeling of physical proper�es and sen-�
sory capabili� es allows predic� �ons of the �
required precision of muscle control dur-
ing turning behavior and also comparisons
between the two main sensory organs for 
� ight control.�

ToTT es� mate the required precision of �
muscle control during vision-mediated turn-
ing � ight in the fruit � � y, we may calculate �
torque-equivalent stroke amplitudes using
30 ms response delay for the photo-trans-
duc� on process (Hardie and Raghu 2001).�
Figure 5  a shows how the required precision
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Fig. 5 Numerical simula� on of  motor precision for yaw turning control in the fruit� �y� Drosophila.
The graphs show the maximum yaw-torque-equivalent le	 -minus-right stroke amplitude allowed	
to keep the sensory s� mulus within the bandwidth of the vision in � a and the haltere system in b
[cf. equaff � on (2)]. Do� � ed line in� a and b indicates the natural fric� onal damping coe� �  cient of wings �
and body during yaw turning (54 pNms). a Results for the visual and b the mechano-sensory system
(halteres), based on 30 and 5 ms sensor response delay (do�ed lines in � c), respec� vely.� c Maximum 
changes in stroke amplitudes plo�ed against sensor response delay. Grey lines were calculated�
assuming di�erent bandwidths of the vision an� d haltere system (spacing: 100° s–1). Blue indicates
400° s–1 in a and 700° s–1 in b. See text for further informa�on�

assuming the same sensory bandwidth of
±700° s–1 for both sensory systems, the hal-
tere-mediated � ight requires 47 % less pre-�
cision in kinema�c yaw torque control than �
the vision-mediated control (3.5° vs. 1.6°
stroke amplitude di� erence, Fig. 5  c). How-�
ever, this result also suggests that the rela-
� ve� bene� t of haltere-mediated yaw turning�
control in the fruit � y is small compared to �
vision-mediated control, despite the 6-fold
shorter response delay of the halteres.

Conclusions 

Evalua� ons of the rela� �ve signi� �cance of sen-�
sory feedback for guidance and stability in � y-�
ing insects are complex. In contrast to previous 
work, recent studies show that approaches
based solely on the physiological proper�es of �
muscles and neurons may not fully explain body 
stabiliza� on and path control, because they�
ignore the �uid dynamic interac� �ons between �
the animal and its surrounding air. Conse-
quently, body stabiliza� on and maneuverability�
are two sides of the same coin. Hif gh fric�onal�
damping on body and wings favors body stabil-
ity and lowers the need for elaborate sensory

of amf plitude control changes with changing
fric�onal damping at sensory bandwidths�
for the EMD ranging from 100 to 1 100° s–1

(grey curves). As predicted above, maximum
yaw torque-equivalent di� erence between�
le	  and right stroke amplitude for turning	
must decrease with both decreasing fric-
�onal damping and decreasing bandwidth�
of visual mo�on detec� � on. The numerical�
model suggests that at the fruit �y’s natural�
damping coe�  cient of 54 pNms (do� � ed line, �
Fig. 5  a and b) and assuming ±  390° s–1 sens-
ory bandwidth of the vision system (Hes-
selberg and Lehmann 2007), the di� erence�
of stroke amf p litude may not exceed a small
value of 1.0 to 2.0°. Even at a much higher f
linear sensory bandwidth of ±1 100° s–1 for
visual mo�on detec� � on, yaw torque-equi-�
valent stroke amplitudes should not exceed 
2.6°, in order to keep body turning rate with-
in the range of the vision system.

By contrast, the smaller response delay of
5 ms (or less) as suggested for the halteres,
allows the �y to employ larger di� � erences �
between le	  and right stroke amplitudes	
during yaw steering (Fig. 5  b). For  example,
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feedback, but at the cost of reduced agility andf
maneuverability. The reverse is true of insects f
that rely on high agility, as tyy he � ight system�
should be able to produce high locomotor
forces in order to cope with fric� onal damping, �
paired with fast feedback and a precise muscle
system. Agile insects such as �ies might thus�
bene�t from having some motor learning ca-�
pacity that allows a �ne tuning of their gene� �c-�
ally preprogrammed feedback control loop. An
experimental study on the role of � ight expe-�
rience in fruit �ies for turning control recently�
con�rmed this predic� � on, showing that previ-�
ous free � ight experience adjusts locomotor �
� ne tuning of several key parameters for � � ight�
(Hesselberg and Lehmann 2009).
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like CHCs is mediated by lipophilic ligand car-
rier proteins. In the receptor lymph of insect
chemo sensilla those proteins have been disco-
vered and categorized into the pheromone- and
the general odorant-binding protein families, or
the chemosensory protein family. These mol-
ecules are key in bridging chemical ecology and
chemosensory physiology in insects, and are 
believed to be indispensable for the perirecep-
tor event of not only olf factory but also gusta-
tory systems concerned with feeding or ma�ng.�
Their structure-func� on rela� � onships have so�
far been studied in moths, fruit �ies and other�
insects. CjCC apCSP, the chemosensory protein
found in C. japonicus CHC sensilla, is thought to
introduce CHCs into the receptor lymph at the 
same mixing ra� o at which they originally oc-�
cur and to pass them on to the olfactory recep-
tor neurons, which selec� vely respond to non-�
nestmate CHCs. 
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1.  
Introduc� on �

Almost all animals including humans com-
municate with each other via various sen-
sory systems. Human beings rely mainly on
verbal communica�on. In the insect world, �
a single or a few pheromonal chemical com-
ponents o	 en do not convey all the neces-	
sary species-speci�c informa� �on, and so the�
chemical communica�on systems of insects�
o	 en use mixtures of mul	 � ple compounds�
for con-speci� cs to interpret. In par� �cular, �
social insects like honey bees or ants, which
live in huge colonies, synthesize many kinds
of pheromones and use them as “chemical
words” for more complicated communica-
�on. Furthermore, the chemical informa� � on�
contained in pheromones, when sent to the
central nervous system, is integrated with
other informa� on or referred to memorized�
informa�on, un� �l, � �nally, it re� � ects on behav-�
ior. In this ar�cle we focuse on the sensing �
of CHCs for nestmate recogni� on in ants.�
In various ant species, chemical analysis of
the body surface materials suggests that the
colony-speci� c blends of a mul� � -component�
CHC mixture act as the nestmate-discrimina-
� ve pheromone. The CHC sensillum receives�
CHCs, colony speci� c mixtures of which are �
chemical signs shared by nestmates. Once a
worker ant detects CHCs of non-nestmates
via the CHC sensillum, its behavior becomes 
aggressive. The insect CHCs include straight
chain, methyl, dimethyl, trimethyl branch-
ed and unsaturated components, and vary
in vola� lity and� �uidity, depending on the �
length of the carbon chain, unsaturated
bonds and methyl branches. Past research
perceived CHCs as simply a coa� ng mater-�
ial preven� ng the small insect bodies from �
drying up. Subsequent research, however,
has shown that in ants the CHCs and their
mixtures are important cues for indica�ng �
belonging to nestmates and exclusiveness

Fig. 1 Cu�cular hydrocarbons (CHCs) of �
Camponotus japonicus. Gas chromatograms of
CHCs of wf orkers from two di� erent colonies�

for non-nestmates. In C. japonicus, the CHCs
show 18 di� erent components of 20  –  24 car-�
bon chains, peak areas of which correspond
to the rela�ve amounts in a colony specif-�
ic CHC blend (Fig. 1). Actually, in a mul�-�
component discriminant analysis, the mix-
ing pa� erns of the CHCs of individuals of a�
par�cular colony belong to the same cluster�
whereas those of dif �erent colonies belong�
to di�erent clusters. The pheromonal CHC�
components with long carbon chains used 
by ants are mostly non-vola�le at the envi-�
ronmental temperatures prevailing for the
ants, a fact which must be convenient for
ants living in the closed space of the under-
ground nest.
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2.  
Chemosensory detec� on�
of  cu�cular hydrocarbons�

2.1  Cuticular hydrocarbon perception
in insects

For taste and olfactory sensing, the contact
and the distant chemosensory sensilla are
responsible for the recep�on of non-vola� � le �
and vola� le chemicals, respec� �vely. Thus, �
the non-vola�le CHCs were thought to be�
received by taste sensilla (Ebbs and Amrein
2007). Recently, a male-speci� c CHC sex-phe-�
romone inhibi�ng male-male courtship, was�
found to s�mulate the bi� �er taste receptor �
neuron of the taste sensillum in Drosophila
melanogaster (Lacaille et al. 2007). Prior to r
this � nding, Ozaki et al. (2005) had discov-�
ered in the blow� y,� Phormia regina, that a
water-insoluble lipophilic material s� mulated�
the bi� er taste receptor neuron with the help�
of an odorant-bindinf g protein distributed in
the receptor lymph of taste sensilla. More-
over, Park et al. (2006) showed that another
type of small f protein, CheB42  a, secreted in 
small subsets of taste sensilla on male fore-
legs, is required for a female-speci� c CHC to�
modulate male courtship behavior. Thus, the
sex-pheromone CHCs consis�ng of a single �
species-speci�c or a few CHC components in �
Drosophila appear to s�mulate taste sensilla.�

Generally, the taste sensillum oyy f antsf
possesses only a small number of receptor 
neurons for fundamental taste substances. 
Hence, the taste sensillum might not be suit-
able for the percep� on of CHC pheromones�
consis� ng of many components.� For such
mul� -component pheromone recep� �on, ol-�
factory sensilla with many receptor neurons
might be more suitable, even though CHC
contact pheromones are not only water-in-
soluble but also non-vola�le in most cases.�

In the termite Heterotermes tenuisii and
the cockroach Peripli aneta americana, it
was suggested that some antennal sensory

organs respond to CHCs as seen from the 
electroantennogram or the gas chroma-
tography-electroantennographic detec� on�
(Ba� sta-Pereira et al. 2003; Saïd et al. 2005).�
In the locust, Schistocerca gregaria, s� mula-�
� on of antennae by CHCs induced synthe-�
sis of intracellular inositol tris-f phosphate,
which may act as a second messenger in
some chemoreceptors (Heifetz et al. 1997).
Honeybees can discriminate between di� er-�
ent CHCs and learn to recognize and discrim-
inate between them using their antennae
(Getz and Smith 1987; Châline et al. 2005). 
However,r  the CHC sensi� ve sensilla have not�
yet been iden��ed.�

2.2  Electrophysiological recording
from contact chemosensilla

In order to record ac�on poten� �als from �
insect hair-shaped contact chemosensory
sensilla, which typically have a single pore at
their � p, Hodgson and Roeder (1956) origin-�
ally developed the � p-recording method. �
When an indi� erent electrode is inserted�
into the base of the tarf get sensillum and a 
recording electrode containing electrolyte
plus s�mulant is in contact with the sensil-�
lar � p, the nervous responses are recorded �
simultaneously with the s� mula� �on. Follow-�
ing the depolariza� on of the receptor mem-�
brane of the dendri� c outer segment of a �
sensory neuron by chemical s� mula� �on, a�
receptor current occurs at the dendri�c out-�
er segment (Ozaki and Tominaga1999). This
induced inward current is largely driven by
the transepithelial standing poten� al (gen-�
erated by an electrogenic K+ pump of auxilia-
ry cells facing the receptor lymph space; see
also Thurm and Küppers 1980) and reaches
the impulse genera�ng site. The impulses�
are generated by the bulk of outward cur-f
rent, which would occur around the ciliary
segment between the outer and the inner
segments of the receptor neuron (Ozaki and 
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TominaTT ga 1999). The receptor membrane
depolariza� on is the earliest recorded elec-�
trical event, followed by impulse genera�on.�
As long as the impulse frequency is linearly
related to the receptor poten� al (Ozaki and �
Amakawa 1990), it is used as a quan�ta� � ve�
indicator of neuronal ac� vity of the s� �mu-�
lated receptor neuron. 

2.3  Functional identification of the antfi
cuticular hydrocarbon sensillum

Because of the antenna� on behavior shown �
by the ants when inspec� ng other ants, the �
CHC-sensi� ve sensilla were expected to be�
found on the antennae. However, CHCs are
too lipophilic to be dissolved in an aqueous 
electrolyte solu�on. This is one of the big-�
gest problems when preparing the s� mu-�
lus in search of the CHC sensillum on thef
antenna using electrophysiology. In order
to solve this problem, we � rst tried to dis-�
solve the CHCs in the electrolyte by adding
a mild detergent, and then alterna�vely dis-�
solved them with a chemosensory protein.
The CjapCC CSP (chemosensory protein) was 
discovered in the CHC sensillum of C. japoni-
cus as a lipophilic carrier protein (Ozaki et 
al. 2005). It was later proposed that CHCs 
be transported to the receptor membranes
across the aqueous receptor lymph in the
CHC sensillum. When a recording electrode
�lled with non-nestmate CHC solu� � on con-�
tacted the target CHC sensillum, a vigorous
discharge of impulses with a variety of f amp-f
litudes was observed indica� ng the pres-�
ence of several sensorf y cells.

The hair sha	  of the antennal contact 	
chemosensory sensillum sensi�ve to CHCs �
was 15�m long and 4�m in diameter, and
morphologically iden�� ed as an olfactory�
sensillum (arrow in Fig. 2  A). It shows numer-
ous �ny olfactory pores (Fig. 2  B), through �
which the s�mulus CHCs are believed to�
pene trate inside the sensillum to subsequent-

Fig. 2  CHC sensillum of  f C. japonicus (Photos by
M. Iwasaki). A Scanning electron micrograph
of antennal surface. B High magni� ca� � on of �
�p of a CHC sensillum.� C Transmission electron 
micrograph including a CHC sensillum (top)

ly s�mulate the receptor neurons (Fig. 2  C).�
As a result, the � p-recording method, which�
was originally developed for taste response 
recording, was also applicable to the CHC
sensillum without a gustatory � p pore.�

Transmission electron microscopic analy-
sis revealed the presence of about 130 re-
ceptor neurons in a single CHC sensillum
(Ozaki, unpublished data). Vosshall (2001)
and Couto et al. (2005) proposed that a single
receptor neuron responds to mul� ple odor-�
ants and that one odorant s�mulates several �
receptor neurons. Following this proposal
even a single CHC component might induce
impulse genera� on in several receptor neu-�
rons within the same CHC sensillum. Thus,
when a CHC sensillum of an ant is sf �mu-�
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Fig. 3 Electrophysiological response of CHC
sensillum. A Aggressive behavior of C. japonicus.
B Responses to solvent, C response to non-
nestmate CHCs and D, to nestmate CHCs

small amphipathic proteins are secreted
from auxiliary cells into the receptor lymph
surrounding the receptor cell membranes.
Even lipophilic pheromones and odorants
have to reach the receptor cell membranes
across the aqueous receptor lymph. Hence,
odorant-binding proteins or chemosensory
proteins were predicted to be carrying and
transpor�ng lipophilic ligands to the recep-�
tor membranes (Vogt and Riddiford 1981;
Vogt et al. 1990; Pelosi 1998; Steinbrecht
1998; Jacquin-Joly et al. 2001; Calvello et
al. 2003; Ozaki et al. 2005; Kaissling 2009)
Odorant-binding proteins or chemosensory
proteins share some characteris� cs: small �
size (11–18 kDa), high water solubility and
reversible binding ac�vity for small lipophilic�
molecules. There is, however, a low similar-
ity among their amino acid sequences (Pelo-
si et al. 2006). Odorant-binding proteins and
chemosensory proteins commonly contain
�-helical domains, but are folded di�erently. �

The odorant-binding proteins are widely
di�eren� � ated and distributed across and�
within species, with iden� cal amino acid �
residues around 10  –15 % (Pelosi et al. 2006). 
Their signature is represented by a pa�ern �
of six cysteins in conserved posi� ons that in�
the na� ve protein form three interlocking�
disulphide bridges. These disul�de bridges�
give the molecule a rigid structure so that
the helices cannot move freely. Instead, only
the N- and C-terminal parts of thef protein
are � exible and can move to open and close �
the ligand-binding cavity (Prestwich et al.
1995; Leal et al. 1999; Scaloni et al. 1999).

Odorant-binding proteins are further
classi� ed into pheromone-binding proteins �
and general odorant-binding proteins (Laue
et al. 1994; Steinbrecht et al. 1995; Krieger 
et al. 1996; Zhang et al. 2001).

The pheromone-binding proteins in the
male moth antennae have considerable 
binding selec� vity for the major cons� � tuent �
of thef female sex pheromones in each spe-
cies (Leal et al. 2005). In the three-dimen-

lated with a CHC mixture extracted from 
the body surface of ants, several df i� erent�
receptor neurons should generate impulses.
As expected, in experiments with various
combina�ons of colonies, to which the test �
ant and the CHC donor ant belonged, some-
�mes (but not always) vigorous impulse �
discharge of the sf �mulated CHC sensillum�
was observed (Fig. 3). Surprisingly, the CHC yy
sensillum did discriminate between the non-
nestmate CHC mixture and the nestmate
CHC mixture. Indeed, the CHC sensillum
selec�vely responded to the non-nestmate�
CHC mixtures (Fig. 3  C) with ac�on poten� � als�
that triggered aggressive behavior (Fig. 3  A). 

3.   
Perireceptor events in the cu� cular �
hydrocarbon sensillum

3.1   Lipophilic ligand-carrier proteins
involved in the perireceptor events

In insect chemosensilla, two classes of the
carrier proteins, odorant-binding proteins
and chemosensory proteins are found.  Those
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sional folding of pheromone-binding protein 
of Bombyx mori, the posii � on of its ligand,�
bombykol, was iden��ed inside the binding�
cavity, which is located at the core of the
protein (Shandler et al. 2000). The lipophilic
ligand in the binding pocket can be perfectly
separated from the hydrophilic receptor
lymph (Shandler et al. 2000). The C-terminal 
region of the f Bombyx mori pheromone-i
binding protein folds into an �-helical seg-
ment and �ts into the ligand-binding cavity�
at low pH, although it has no de�nite struc-�
ture at neutral pH (Wojtasek and Leal 1999). 
This pH-dependent structural change of
the C-terminal was thought to occur in the
local acidic environment close to the den-
dri�c membrane. It was then hypothesized�
that the �-helical C-terminal of Bombyx moriyy
pheromone-binding protein could push the 
pheromone molecule out of the ligand-bind-
ing cavity and pass on the pheromone to the
receptor protein on the dendri� c membrane�
(Leal 2005).

The general odorant-binding proteins,
which have mainly been found in the female 
moth antennae, seem to carry odorants of
plant vola�les (Steinbrecht et al. 1995). In �
the honeybee, Apis mellifi eraff , ASP2 (Amel-
OBP2) expressed in the antennae of workers
and drones can bind odorant molecules of
� oral scents such as 1,8-cineol, 2-isobutyl-3-�
methoxypyrazine, 2-heptanone and isoamyl-
acetate but not pheromone components 
(Danty et al. 1997, 1999; Briand et al. 2001).

On the other hand, the chemosensory
proteins are conserved with 40  –  50 % amino
acid iden� ty even between phylogene� � cal-�
ly distant species (Pelosi et al. 2006). Their
signature consists of four cysteins connect-
ed by disulphide bonds between adjacent
cystein residues, resul�ng in the forma� � on�
of two small loops of eight and four amino
acids. Chemosensory proteins may not 
have so rigid a structure as odorant-binding
proteins and the ligand-binding cavi�es of �
chemosensory proteins may be more � ex-�

ible than those of odorant-binding proteinsf
(Picimbon 2003). The ligand-binding pocket
of chemosensorf y proteins is imagined to be
a sort of hydrophobic tunnel, which can ac-
commodate a long carbon chain molecule 
(Lar�gue et al. 2002, Mosbah et al. 2003; �
Campanacci et al. 2003).

Originally, odorant-yy binding proteins were 
discovered in lepidopteran antennae and
considered to be involved in perirecep-
tor events around odorant receptor mem-
branes, whereas chemosensory proteins
(yet unde� ned in their func� � on) were found �
not only on antennae but also on other
parts of the exoskeleton where chemosenf -
sory sensilla are located (Steinbrecht 1998;
Shanbhag et al. 2001). However, antennal 
speci�city of odorant-binding proteins has�
not been veri� ed, since an odorant-binding �
protein was found in the labellar taste sen-
silla of the blow�y,� Phormia regina (Ozaki
et al. 1995). In some social hymenopter-
ans, odorant-binding protein is expressed
in body parts other than the antennae,
such as legs and wings (Calvello et al. 2003,
2005). Among the Formicidae, the Argen-
� ne ant, the Japanese carpenter ant and�
the red �re ant are known to have antenna�
speci�c chemosensory proteins, which may�
carry lipophilic CHC molecules to the recep-
tor membranes across the receptor lymph
(Fig. 4) (Ishida et al. 2002; Ozaki et al. 2005; 
Leal and Ishida 2008).

3.2   Ligand binding of lipophilic ligandf
carrier proteins 

Ligand-binding studies of odorant-binding
proteins and chemosensory proteins have
been carried out in di� erent insect species �
which have led to di�erent results (Pelosi et�
al. 2006). In the social wasp, Polistes domi-
nulus, both odorant-binding protein and
chemo sensory protein have good a� nity for�
di� erently classi� � ed long chain compounds,�
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Fig. 4 Schema� c of the  CHC sensillum. CHC molecule penetra� � ng through the sidewall pore is carried by�
chemosensory protein (CSP) to the receptor membrane across the sensillar lymph

C16-methyl ester and C18-methyl ester, the 
la�er two of which are components in the�
brood pheromone blend (Briand et al. 2002). 
In the locust, Schistocerca gregaria, chemo-
sensory proteins are found in the taste sen-
silla rather than in the olfactory sensilla (An-
geli et al. 1999). CSP-sg4 binds various plant
vola� les, carboxylic acids and linear alcohols �
with 12, 14 and 18 carbon atoms, but does 
not bind aggrega� on pheromones (Ban et al. �
2002). In Mamestra brassicae, CSPMbraA6
in the antennae and pheromone gland binds
vola� le pheromone components and bro-�
minated alkyl alcohols or fa� y acids with�
12  –18 carbons (Jacquin-Joly et al. 2001; Lar-
� gue et al. 2002).�

At the present � me, only CSPMbraA6 of �
Mamestra brassicae is structurally charac-
terized (Lar� gue et al. 2002, Campanacci et�
al. 2003; Mosbah et al. 2003). The molecu-
lar structure was analyzed in the binding of 

such as acids, esters and amines (Calvello
et al. 2003). The odorant-binding protein is 
commonly found in sensilla of the anten-
nae, head, wings and legs of all castes and
ages. The chemosensory protein is mainly
expressed in the antennal sensilla of work-
ers and males, but not in those of females
(except for workers). It is also expressed 
in sensilla on the legs (Calvello et al. 2003,
2005). Chemosensory protein exhibited a 
broader binding spectrum for linear satur-
ated amides, alcohols, and carboxylic acids 
with 12  –18 carbons than odorant-binding
protein did for saturated amides with 12  –16 
carbons and saturated straight chain alco-
hols of 12  –18 carbons. In the honeybee, Apisii
mellifera, ASP3  c was found in sensilla of the
antennae, wings and legs and is proposed
to be a general lipid carrier protein. It binds
several fa�y acids and fa� �y acid methyl es-�
ters: myris�c acid, palmi� � c acid, stearic acid, �
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a pheromone component, Z11–16: Ac, and
showed large conforma�onal changes a� 	 er 	
ligand-binding. The binding pocket is report-
ed to bind up to three 12-bromo-dodecanol 
molecules (Lar� gue et al. 2002). It is as yet �
unclear whether the chemosensory protein 
binds ligands with posi� ve coopera� �ve kin-�
e�cs, but precise inves� �ga� � on of the three �
dimensional structure of chemosensory pro-
teins in various insect species would suggest
more about the func�on of this lipophilic lig-�
and carrier protein family.

Recently, in theyy fruit � y � Drosophila mela-
nogaster, CheB42  a was found in the taste rr
sensilla on the front legs of the males (Xu et 
al. 2002; Staros�na et al. 2008). CheB42  a is �
secreted into the inner lumen of the par�cu-�
lar pheromone-sensing taste hairs (Staros-
�na et al. 2008). The CheB proteins, includ-�
ing CheB42  a, are similar to MD-like proteins
(MD, myeloid di� eren� � a� � on protein). MD-�
like proteins, which are found in all eukary-
otes, form the ML family. The ML family is 
a lipid-binding protein family di� erent from �
the odorant-binding protein or the chemo-
sensory protein family. These proteins are
soluble proteins of 150  –  200 amino acids
with two or more disul� de bonds and have�
signal pep� des at their N-terminal. Although �
not much has been reported about the mo-
lecular mechanisms of MD-like proteins
for hydrocarbon pheromone detec� on, it �
is suggested that the protein is concerned
with the percep� on of hydrocarbons used�
as contact sex pheromones (Staros�na� et al. 
2009). Indeed, in Drosophila melanogaster,rr
female speci�c CHC pheromones play essen-�
� al roles in triggering and modula� � ng mat-�
ing behavior.

4. 
Chemorecep�on of cu� � cular �
hydrocarbons and related
behavior expression

4.1  Role of chemosensorf y proteins
in the ant CHC sensillum

For nestmate recogni� on in the Japanese�
carpenter ant, Camponotus japonicus, the
worker ants dis� nguish the colony speci� � c�
CHC pro�les consis� � ng of over 18 com-�
pounds using their antennal chemosensory
sensilla sensi� ve to CHCs (Ozaki et al. 2005).�
In order to prove that CjCC apCSP,P the chemo-
sensory protein of C. japonicus, func� ons as�
a CHC carrier protein in this par� cular type �
of antennal chemosensorf y sensilla, CHCs ex-
tracted from the ant body surface were ad-
sorbed onto the glass wall of a test tube by
evapora�ng organic solvents. Subsequently,�
the bu�er solu� � on containing� CjapCSP was
added to the tube, so that the CHCs in the
CjapCSP-binding form were dissolved into 
the bu� er. Then, the CHCs were extracted�
with a small amount of orf ganic solvent and 
quan� ta� �vely analyzed by gas-chromatog-�
raphy. When an aqueous bu�er containing �
CjapCSP was used instead of intrinsic recep-
tor lymph, CjapCSP nonspeci� cally bound �
every CHC component, keeping the same
CHC mixture pa� ern as that found on the�
ant body surface, regardless of the colonf y
speci� city of the CHC pa� �ern (Fig. 5). The �
bu� er containing bovine serum albumin in-�
stead of CjCC apCSP dissolved very li�le CHCs �
and did not reproduce the original CHC pat-
tern.

By using a CjapCC CSP-containing electro-
lyte solu� on, electrophysiological s� �mu-�
lus solu�ons using CHC mixtures of various �
colonies were prepared, and the impulses
in response to those CHC mixtures were
recorded from the CHC-sensilla. Nestmate
CHCs never s�mulated the CHC-sensilla but �
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Fig. 5 Dissolving of  CHCs in aqueous soluf �ons.�
Original CHC pa� erns from three di� � erent�
colonies (top) were dissolved in phosphate bu� er, �
100 �M chemosensory protein (CSP) in phosphate
bu� er or 100 � �M bovine serum albumin (BSA)
in phosphate bu�er. CHCs were not detected in �
phosphate bu�er. A small amount of CHCs were �
detected in phosphate bu� er containing BSA but�
not at the original ra� o�

among species, and their mixture pro�les �
are characteris�cally di� �erent among colo-�
nies, but rather resemble each other in the
individual worker ants in each colony. Colony 
members usually share similar CHC pro�les,�
used as chemical sign for nest mate recogni�-�
on (Bonavita-Cougourdan et al. 1987; Yama-
oka 1990; Howard 1993; Vander Meer and
Morel 1998; Howard and Blomquist 2005). 
Thus, based on the chemical signatures of
CHC mixtures, nestmate recogni� on under-�
lies various forms of social behavior in ants.
The hypothesis claiming the essen�al role�
of CHCs in the social behaviors of ants, has
been supported by experimental evidences 
derived from a variety of behavioral bioas-f
says or correla�on studies in which cu� �cular �
compounds were removed and reapplied via
solvent extrac� on (Bonavita-Cougourdan et�
al. 1987; Howard 1993; Breed 1998; Vander
Meer and Morel 1998; Guerreri and d’E�ore �
2008). This hypothesis was further suppor-
ted by a comparison of the pheromone acf -
� vity between natural and ar� ��cial hydro-�
carbon blends using synthe�c hydrocarbon�
components (Lahav et al. 1999; Akino et al.
2002, 2004; Ozaki et al. 2005; Mar� n et al.�
2008  a).

Nestmate recogni� on can be evaluated �
by assessing the aggressiveness of workersf
against non-nestmate workers. Such colony 
discrimina� ve aggression was observed not�
only against living non-nestmate workers
but also against glass bead dummies, onto 
which non-nestmate CHCs were deposited. 
By using glass beads as surrogate ants, the
s� mula� �on to trigger aggressive behaviors�
was well assessed not only qualita�vely, but �
also quan� ta� �vely. Aggressive behavior to-�
ward non-nestmates is regulated by the CHC
pro� les consis� � ng of over 18 compounds. �
The ants can dis�nguish the CHC pro� �les �
of non-nestmates from that of nestmates
by a single sweep of their antennae (Wilson 
1971; Tanner 2008).

According to the CHC-dose-dependent 

non-nestmate CHCs did as men� oned above�
(Fig. 3). This implies that the nestmate and
non-nestmate discrimina� on primarily oc-�
curs at the sensillar level already. Thus, the
strict nestmate-non-nestmate discrimina-
�on based on the colony speci� � c CHC pat-�
terns is not possible without CjapCSP.

4.2   Chemical communication by CHCs
in ant society

We men� oned that the body surface chem-�
icals of insects contain a large propor� on of �
CHCs, which func� on as important compo-�
nents in chemical communica� on (Howard �
1993). Ant species, especially, rely heavily on
CHCs to chemically communicate the mem-
bership of colonies, caste, sex and physio-
logical status. The CHC components di�er �
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behavioral experiments in C. japonicus, we
found that the aggression threshold of indi-
viduals broadly varies over 3-log units from
10–4 to 10–1 ant equivalent of non-nestmate
CHCs. However,r the median thresholds of
di�erent ant popula� � ons, even from di� � er-�
ent colonies, are all around 0.005 ant equiva-
lent. Thus, considering the broad varia�on �
of the aggression threshold of individuals, 
these might have various CHC sensi�vi� �es�
at either the sensillar level or at higher neu-
ronal levels. It should be explained at which
level and how the expression of af ggressive
behavior toward non-nestmates is regu-
lated. When a single sensillum is s� mulated�
with a non-nestmate CHC blend of mf ul�ple�
CHC components, mul�ple receptor neurons �
respond with impulses of dif �erent shapes�
origina� ng in many sensory cells. By meas-�
uring the impulse frequency, the sensillaryy
sensi� vity to CHCs can be evaluated. When �
the antenna sweeps the body surface of a
non-nestmate, many sensilla are s� mulated. �
The impulses from the s� mulated sensilla�
are summed in a primary olfactory center,
the antennal lobe (Nishikawa et al. 2008)
and then the aggression-inducing neuro-
nal signal is sent to the projec� on neurons�
(Kirsch ner et al. 2006).

  Conclusions 
In animal socie�es, chemical communica� �on �
plays an important role in con�ict and co oper-�
a�on. In ants colony-speci� � c CHC complexes �
serve as chemical cues for the discrimina� on�
between nestmates and non-nestmates. The
discovery of an antennal sensillum, which ref -
sponds to the CHCs of non-nestmates but not to 
those of nestmates, shows that the mech anismsf
involved in the build-up of social af ggression 
against non-nestmates start way out in the pe-
riphery. The molecular mechanism underlying
the perireceptor and receptor events in the CHC 
sensillum considerably in� uence the behavioral �
response.
One of the remaining problems to be solved byf
future research is the mechanism of thf e remark-

able � lter func� �on in the CHC sensillum, which �
blocks the transfer of chemical informa�on �
from nestmates but passes on that from non-
nestmates. Moreover,r  it is s�ll puzzling that the �
CHC sensillum of C. japonicus poten� ally may �
dis�nguish between 2� 130 di� erent pa� � erns by�
an on/o� combina� �on of its 130 receptor neu-�
rons. Obviously, this number of receyy ptor neu-
rons in a sensillum is not needed to recognize
CHC blends consis� ng of 18 components only,�
so possibly the sensillum needs to respond to
CHCs not only of conspeci�cs but also of other �
species.

List of abbreviations
CHC cu� cular hydrocarbon; � CjCC ap Camponotus
japonicus; CSP chemosensory protein
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 Abstract
Aqua� c crustaceans detect odorants in their�
� uid environment using ba� � eries of microscop-�
ic cu�cular sensilla, termed aesthetascs, which�
are arrayed along their antennules. Because
these structures are �ny they operate at small �
Reynolds numbers, implying that �uid� �ow �
around and within the sensor arrays is laminar.
Access of odorants to the surface of thf e aes-
thetascs therefore occurs primarily via molecu-
lar di� usion, a process that in most crustacean�
species appears to be enhanced by antennular
� icking behavior. Depending upon the density�
of the sensor array and the size and structure f
of the individual aesthetascs, �icking may en-�
hance ‘leakiness’ of the � ow through the sen-�
sor array, tyy hereby decreasing the distance over
which odorant-laden � uid must be molecularly�
di� used to the surface of the individual aes-�
thetascs. Here we review theore� cal consid-�
era�ons of the� � uid mechanics involved with�

odorant access to olfactory sensors on the an-
tennules of aqua�c crustaceans, including the�
nature of some remaininf g unanswered ques-
�ons, and a brief comparison with the situa� � on�
in crustaceans that exhibit a terrestrial lifestyle.

1. 
Introduc� on�

Crustaceans have a central nervous system
largely devoted to capturing and analyzing
the olfactory environment. Much of their
brain (as much as 40 % in some species, but
50 % or more in terrestrial hermit crabs) is
devoted to the analysis of incoming olfac-
tory signals, integra�ng those signals with �
inputs from visual, mechanical and taste
receptors on the head appendages, and to
genera�ng behaviors that enhance their ef-�
� ciency in detec� �ng olfactory signals. There�
are signi� cant gaps in our understanding �
of these processes at the cellular and sub-f
cellular level. For example, crustaceans have
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contact chemoreceptors on their legs as 
well as on their antennae. A major aspect
of af c�ve chemorecep� �on in crustaceans �
involves probing the substrate with their 
dactyls, probably integra� ng the chemosen-�
sory input with the simultaneous input from
contact mechanoreceptor neurons housed
within the same sensilla. We have li� le �
understanding of how this integra�on be-�
tween this par� cular subset of chemical sen-�
sors and mechanoreceptors occurs and how
it is used to aid in detec�ng and processing �
odorant signals. We also have li�le under-�
standing of how informa�on obtained from�
contact chemoreceptor sensilla located on
their dactyls integrates with that from the
olfactory sensilla located on their anten-
nules. A separate but related problem is how
crustaceans u� lize mul� �ple signals obtained�
from the environment to track an odorant
to its source by locomo� on upstream. Wa-�
ter or air-borne odorants are detected with 
the aid of their antennules and in almost allf
crustacean species, these animals are cap-
able of �icking their antennules. This chapter �
will focus on remaining problems pertaining
to the �uid mechanical aspects of this phe-�
nomenon. 

The antennules of aqua�c and terrestrial �
crustaceans are their nose and are equipped 
with ba� eries of odorant-detec� �ng sensilla. �
The sensilla are microscopic structures that
operate at small Reynolds numbers. The
Reynolds number, Re, is a measure of the 
ra� o of iner� � al to viscous forces; it is calcu-�
lated from the formula Re = UL/�// , where � U
is velocity, yy L is diameter of the object being
considered, and � is the kinema� � c viscosity. �
For large Reynolds numbers (>>1), � uid � �ow �
is turbulent and the distribu� on of odorants�
is controlled by turbulent mixing processes,
while for small Reynolds numbers the �ow �
is laminar and odorant distribu� ons are con-�
trolled by molecular di�usion. Therefore,�
even though the distribu�on of odorants�
within ambient �ows in oceans, streams, and �

the atmosphere is typically turbulent, trans-
port on the small scale to the surfaces of
chemosensory sensilla occurs under laminar
condi� ons where slow molecular di� � usion �
dominates. How does antennular �icking en-�
hance odorant capture in this laminar �ow �
environment? We herewith review what is
currently understood, and what remains to
be explained, about the �uid mechanics of �
crustacean antennular � icking. �

2. 
Aesthetasc distribu� on and � � icking �

Odorants are scalar quan��es imbedded�
in �uid environments. They are distributed�
from their sources by large-scale advec�ve,�
turbulent �ow as patchy � �laments that vary�
in space, � me, and density rela� � ve to the �
odorant source (Fig. 1). These � lamentous�
odorant signals are sampled by the olfac-
tory organs of the animals and may provide 
informa� on about the loca� � on of the odo-�
rant source (Finelli et al. 1999; Webster et 
al. 2001; Grasso and Basil 2002). Microscale 
access of odorants to olf factory receptors in
general, and to those of aqua� c crustaceans �
in par� cular, is characterized by laminar�
�ow within arrays of small specialized sen-�
silla situated on the antennules (� rst anten-�
nae). These sensilla, referred to as aesthe-
tascs in crustaceans, are blunt-�pped setae�
100  –1 700 �m long by 10  –  30 �m in diame-
ter, depending upon the species (Snow1973;
Tierney et al. 1986; Mellon et al. 1989) and 
occur in arrays on the ventral surface of thef
more lateral of two mobile �agella on each�
antennule (Fig. 2).

In almost all crustacean species the aes-
thetasc-bearing �agellum is capable of � � ick-�
ing behavior, by which the �agellar sha� 	 is 	
quickly moved directly or obliquely ventrally
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Fig. 1 Planar laser induced � uorescence image �
of  odorant distribu� on 1.5 m downstream from�
where the source odorant was released into the
� ow. A 488 nm wavelength laser illuminated�
� uorescein dye embedded within the odorant�
release. Flow was created within a 25 m long
laboratory � ume with a mean water velocity �
of 7 cm/s, with movement from le	 to right in 	
the image, within a total water depth of 25 cm. 
Concentra�on, � C, is normalized by the percent of C
the source concentra� on,� CoC

bu� on of a high density array is even more�
extended in clawed lobsters, such as Homa-
rus americanus. At the other end of thef
density/yy distribu�on spectrum, the array of �
aesthetascs in freshwater cray� sh extends �
along the en� re ventral half of the lateral�
antennular �agellum, and the distribu� � on of �
aesthetascs along the � agellum varies from �
a sparse one or two per antennular annulus
at the proximal end of the arraf y to no more
than four per annulus near the distal end of 
the array (Fig. 3). 

3.  
Fluid mechanical consequences 
of  �icking�

In the hermit crab Pagurus alaskensis, the
downward � ick of the lateral � � agellum ini� �-�
ates a drama�c splaying ac� � on of the dense�
aesthetasc tu	 (Snow 1973), causing spa	 �al �
separa� on of the distal regions of the indi-�
vidual sensilla, that por�on of each sensillar�
sha	 believed to be permeable to dissolved	
odorants (Ghiradella et al. 1968; Tierney et
al. 1986). As discussed below, that physical 
separa�on and the velocity of the � � ick ini-�
�a� � ng the splaying ac� �on can play a cri� �cal �
role in the access of odorant-bearing � uid to �
the surface of an aesthetasc. It is not known 
whether this sort of sf playing ac� on is found�
in other species beyond crabs; it has not
been reported in either spiny or clawed lob-
sters.

Early analyses of thef � uid mechanical �
e� ects experienced by� � icking an tennules �
were undertaken by Cheer and Koehl
(1987  a, b). Objects moving within a �uid vol-�
ume are surrounded by a boundary layer of 
sheared �uid: the molecular� � uid layer next�
to the moving object is sta�onary, whereas �
layers farther out from the object are char-

for a short distance and then is returned to
its previous, normal posture.

Antennular � icking has a� �racted a� � en-�
� on due to its obvious associa� �on with ol-�
factory recep� on. This � � icking is analogous�
to taking a “sni�” of odorant. However, the�
purpose of �icking has not always been�
met with universal agreement. This may in 
part be the result of anatomical di� erences�
among crustacean species with respect to 
the dimensions of the individual aesthetascs
and, especially, wityy h the pa� ern and density �
of their arrays on the antennular � agella. In�
hermit crabs and true crabs, (for example,
the blue crab Callinectes sapidus) the aes-
thetascs are grouped in a high-density tu	
near the �p of their lateral antennular� � agel-�
lum (Fig. 2). In spiny lobsters the aesthetasc
array is also dense but extends along the 
ventral surface of the antennule for a longer
rela�ve distance, rather than being con-�
�ned to a short tu� 	. This lengthwise distri-	
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Fig. 2 A The spiny lobster, Panulirus argus, with lateral  antennule labeled. B Scanning electron
micrograph of the lateral antennule with the (1) chemosensory aesthetascs, (2) mechanosensory
sensilla, and (3) guard hairs, labeled. Note that the guard hairs on the le	  hand side of the image have	
been removed to expose the aesthetascs (photo courtesy of J. A. Goldman). C The blue crab, Callinectes
sapidus. D Antennules of C. sapidus with the (1) lateral antennule and (2) chemosensory aesthetascs 
labeled. C. sapidus aesthetascs splay out to increase the distance between the hairs during the �ick, and �
clump back together during the return stroke. (photo courtesy of M. M. Mar� nez)�

like a  sieve, preven� ng� �uid from leaking�
between the aesthetascs. This can present
a serious impediment to the free access of
odorant molecules to the surface cu�cle of �
the aesthetascs themselves. Within limits,
however, this problem may be overcome 
by increasing the velocity of the aestheta-
sc array rela� ve to the� �uid environment,�
thereby also de creas ing the thickness of the
boundary layers (Stacey et al. 2002). It has 
been argued that antennular �icking has �
evolved to sub-serve this func� on. For arrays �
of sensilla where the spacing between them
is less than � ve � � mes their average diameter, �
their leakiness is very sensi�ve to changes �
in sensillar velocity within the Re range of

acterized by increasing velocity, eventually
reaching a value iden� cal with the bulk� � ow.�
The thickness and gradient steepness of thef
sheared layer next to an object depend upon
the �uid’s viscosity, object’s size, and its vel-�
ocity rela� ve to the� � uid. With very small �
objects, which have a low Reynolds number,
or with objects moving slowly through the
� uid, the boundary layer is very thick.� Re’s
of most arthropod olfactory receptor sensil-
la fall within the range of 1f 0–  4–10 (Louden 
et al. 1994). When spacing between indivi-
duals of an array of �ny objects, such as ae-�
sthetascs, becomes su� ciently small, their�
boundary layers interfere with each other
and the array acts more like a paddle than
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0.1–10 (Cheer and Koehl 1987  a; Koehl 1995,
2000; Koehl et al. 2001; Reidenbach and
Koehl 2008). Because the rela�ve velocity�
of an aesthetasc during an antennular � ick�
depends upon its posi�on upon the� � agellar �
sha	, the extent and placement of the sen-	
sillar array can be important. To understand
the func� onal signi� � cance of antennular�
�ick ing for olfactory recep� � on, therefore, �
it is cri� cal to know the range of � Re values 
within which the olfactory sensilla operate,
realizing that di�erent sizes of individual ae-�
sthetascs, their spacing, placement, and the 
range and velocity of antennular movements
play an integrated determina� ve role in the�
parameter e� ec� �veness of the di� �erent �
species. The spiny lobster Panulirus argus, as
men� oned above, possesses an aesthetasc �
array characterized by close spacing along a 
restricted region of the more distal antennu-
lar sha	. This structure has been the subject	
of theore� cal, modeling, and experimental �
studies which indicate that given the mecha-
nical proper�es of the aesthetascs, their po-�
si�on along the� �agellum, and the density of �
their array, tyy he downward � ick of the lateral �
� agellum, occurring at a � Re = 1 to 2, reduces
the boundary layer of � uid around the indi-�
vidual aesthetascs. This allows the array to 
become su� ciently leaky for � �uid exchange�
to occur during the downward � ick phase �
of the � ick-return cycle (Koehl et al. 2001; �
Reidenbach et al. 2008). These same studies
show that, by contrast, during the slower up-
ward return phase, occurring at a Re = 0.5,
odorant-bearing �uid is trapped within the �
array, and provides �me for molecular di� � u-�
sion to occur across the cu� cle of the indivi-�
dual aesthetascs, increasing the probability
of odorant molecules bindinf g with olfactory
receptors within the lumen of the individual
aesthetascs.

4. 
Compara�ve aspects�

From comparable analyses of aesthetascf
arrays characterized by very di� erent sizes,�
morphologies, packing density and spa�al�
distribu� on characteris� � cs of other spe-�
cies, one can derive hypotheses driven by
� uid mechanical considera� �ons. Similar � �uid�
mech anical principles that have provided
insight into spiny lobster � icking should be�
able to be applied within this varied species-
dependent context to reveal the func� onal�
signi�cance of such diversity for the animals �
on which they are found. For example, hy-
potheses could be formed concerning the
constraints that have driven the evolu� on of �
di�erent aesthetasc densi� � es and distribu-�
� ons. One such crustacean that exhibits very �
di� erent aesthetasc distribu� �on compared�
to that of the spiny lobster is the freshwa-
ter cray�sh � Procambarus clarkii (Fig. 3). Itsi
aesthetasc-bearing lateral � agella of the �
antennules are normally held in a curved, 
par� ally-ver� � cal orienta� � on (Fig. 3  A). The �
aesthetascs are arrayed ventrally along the
distal one-half of f eachf � agellum, emerging�
from the � agellar surface at an approxi-�
mately 45° angle (Fig. 3  B and C).

Figure 3  C shows the distal half of f thef �a-�
gellum, where the aesthetasc array is char-
acterized by pairs of (or occasionally, threeyy )
sensilla on each annulus, posi� oned distally. �
Each sensillum is approximately 100 �m long
and 15  –  20 �m in diameter at its base, ta-
pering to less than 10 �m at the �p. A clear �
discon�nuity occurs in the aesthetasc struc-�
ture about three �	hs of the way from the	
base to the �p, where the cu� �cle becomes �
op�cally transparent (Fig. 3  B). It is in this re-�
gion that the aesthetascs are believed also
to be transparent to odorant molecules 
(Ghiradella et al. 1968; Tierney et al. 1986).
Therefore, the most important � uid mech-�
anical considera� ons in odorant capture �
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Fig. 3 A Front view of thf e
cray�sh � Procambarus
clarkii indicai � ng the lateral�
antennular � agella (white�
arrows) in their usual upright 
res� ng posture.� B Light
micrograph of a living lateral 
� agellum and three pairs of �
aesthetascs on its ventral
surface photographed with
bright-�eld illumina� �on. Note�
how op� cally transparent the�
distal regions are compared
to the basal sha	 s.	 C Scanning
electron micrograph of a
por� on of a � �xed lateral�
� agellum showing the normal�
placement and spacing of 
aesthetascs on the � agellar�
annuli. Scale marks: 100 �m.
A is reproduced with
permission from Mellon and
Humphrey (2007)

the Re of an aesthetascf � p region would �
therefore be

Re = (10–5 m · 0.03 m/sec)
/ 1.00 · 10–6 m2/sec = 0.3

Although this value is less than the Re = 1
to 2 value calculated for spiny lobster aes-
thetascs during an average downward �ick�
(Goldman and Koehl 2001), it is well within 
the range of values in which velocitf y can
make a di� erence in the leakiness of an array�
of sensilla. However, as indicated by Fig. 3,
side-by-side spacing of the aesthetascs inf P.
clarkii is less than one diameter, similar to i
the situa� on in another cray� � sh,� Orconectes
propinquus (Tierney et al. 1986, cf Fig. 1);
thus, crucial ques�ons remain concerning�

* At the �p the distance traveled will be less, since the distal part of the� � agellum is � �exible and lags the�
main sha	  during the ini	 �al� �ick (Fig. 3  B).�

will be those concerning the � p region of the�
aesthetasc sha	 . It is salient to men	 � on that�
the individual aesthetascs of a pair are sep-
arated at their �p region only by about one �
diameter, and this has implica�ons for leaki-�
ness of the f pair to odorant-laden � uid � � ow.�

Individuals of P. PP clarkii �ick their anten-�
nules spontaneously as well as in response 
to hydrodynamic and odor s� muli (Mellon�
1997). The video frames shown in Fig. 4 are
from a series taken during a single �ick cycle.�
Each frame represents 30 msec; Fig. 4  A and
4  B were taken 180 msec apart during which
�me the� �p of the� �agellum was depressed �
by about 6 mm*. The mean linear velocity of 
a point on the ventral aspect of thef � agellum�
must therefore have been approximately
0.03 m/sec, and during the downward � ick�



11. Fluid mechanical problems in crustacean active chemoreception 165

creases with increasing z/LfL due to a reduc-f

� on in� �agellum diameter and in the normal�
component of velocitf y closer to the �p. Us-�
ing the Flow and Heat Transfer Solver (FAHT-
SO) code developed by Rosales et al. (2000;
2001) numerical calcula�ons were made to�
determine the transient, developing 2-di-
mensional mo� on of water past a circular �
cylinder, ul�mately a� �aining a value of � Refe
= 50 for a downward � ick or � Refe = 30 for an
upward return trajectory. The result of these
calcula�ons are shown in Fig. 5  C where � Uin/
Uo is dimensionless velocity, t* is dimension-
less �me, and � xfx /d/ fd is the dimensionless dis-f

tance traveled by the approaching � ow in�
units of thf e � agellum diameter. From these�
curves and speci� ed boundary condi� � ons�
the near-� eld� � ow streamlines around the �
� agellum could be calculated and visualized�
as in Fig. 6. An important dominant charac-
teris�c produced within the � � ow is the de-�
velopment of paired vor� ces in the wake�
of the moving � agellum (Fig. 6  D). Although�
of lif � le consequence during the downward �
� ick, developing vor� � ces within the wake of �
a returning � agellum could be poten� �ally �
bene� cial in delivering odorant-laden  water �
to the aesthetasc array along the ventral 
�agellar surface. The enhanced � �uid mo-�
� on within the vortex can act to reduce the�
thickness of the boundary layer surrounding
the aesthetascs, allowing for the advec� ve�
transport of odors to penetrate closer to 
aesthetasc surfaces. This process e�ec� � vely �
decreases the distance over which slower
molecular di�usion must occur, enhancing�
the Pêclet number (i. e., the rate of advec-
� on of a� � ow to its rate of di� � usion) around �
the aesthetasc surfaces for odorant delivery.
However, the speci�c role of paired vor� �ces�
in odorant detec�on needs to be cri� � cally �
addressed through both experimental and 
modeling studies. Addi� onally, because the �
distal dendrites of the olfactory neurons, 
with their membrane receptors, reside with-
in the lumen of the aesthetasc, molecular

Fig. 4 Video frames from one complete �ick�
sequence. A Lateral �agellum (white arrows)�
posture at rest, prior to downward � ick.�
B Flagellum posi� on just prior to termina� �on of �
downward � ick, about 180 msec a� 	er frame in 	 A.
C During the recovery phase of the � ick; most of �
the � agellum maintains a rigid form during the �
upstroke. D Frame taken just a	er the	 �agellum�
arrived at the original rest posture

the e�ects of close inter-aesthetasc spacing�
and the extent to which they are su�  cient-�
ly leaky to be maximally exposed to fresh
odorant-bearing water during the �ick cycle.�

Aesthetascs occur along the ventral mar-
gin of the lateral antennular �agellum, and it�
is important to discuss whether � uid mech-�
anical proper�es of the � �agellar sha� 	  itself 	
in�uence access of odorant-laden water�
to the sensor array. Humphrey and Mellon
(2007) mathema� cally modeled the � � ow�
�eld past the lateral � � agellum during the� �ick�
cycle. The �agellum was assumed to be a rig-�
id, tapering curved sha	  hinged at the base	
(but see Fig. 3 for �exural proper� � es during �
the � ick sequence) and of cylindrical cross �
sec� on (Fig. 5). During a standard downward �
� ick and return the Reynolds number along�
the �agellum (� Refe ) varies according to the 
curves in Fig. 5  B, although only the region of
the aesthetasc array (with a leakiness ra� o:�
z/LfL  = 0.5 f � 1.0, where z is any point along
a � agellum of length � Lf) is important for our
considera�on. In both movements� Refe  de-f
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1988), di�usion coe� � cients across the aes-�
thetasc cu�cle for amino acids, which are �
major e� ec� �ve olfactory s� � muli for aqua� �c�
crustaceans, remain unknown factors in this
stage of the process. Ul� mately, this gap in�
our knowledge obstructs a complete and

Fig. 5 A Schema� c model of the cray� � sh lateral � �agellum used in Humphrey and Mellon (2007). �
The curved, tapering sha	 is assumed to be rigid and hinged (yellow circle) at the bo	 � om during a�
downward �ick at angular velocity � � in rela�on to the pivot point in a standard X-Y coordinate system. �
During a � ick, the approaching local� � uid velocity rela� �ve to an x-y coordinate system� �xed at point �
z and normal to the secant R(z) is Uyf. The approaching � uid generates components� Unf =f Uyfcos� and
U� =� Uyfsin� normal (nf) and tangent (tf) to the �agellum.� B Varia� on in Reynolds number R� ef along thef

dimensionless � agellum during a� �ick downward (� � = 5.24 rad s–1; heavy line) and during the return
stroke (upward, � = 3.14 rad s–1; dashed line). Decreases in �agellum diameter from base to � � p and of �
the normal component of velocity with increasing nearness to thef �p account for reduc� �on in R� ef withf

increasing z/Lf. C Heavy line is the dimensionless velocity,yy Uin/Uo, approxima�ng the accelera� �on of far-�
�eld� �ow approaching a � �icking � �agellum as a func� � on of dimensionless � �me, t*(� ~tUo/df). The broken 
line, xf/df, is the dimensionless distance traveled by the approaching �ow in units of � � agellum diameter. �
For a standard � agellum,� Uo = 8.63 × 10–2 ms–1 and df = 5 × 10f

–  4 m. Reproduced with permission from
Humphrey and Mellon (2007)

di� usion of odorant molecules across the �
sensillar cu�cle must occur for e� � ec� � ve�
odorant capture. While the thickness of thef
aesthetasc cu� cle has been measured in� P.
clarkii as ~1.9 �m (Mellon et al. 1989) and 
in Panulirus as ~1.5 �m (Grünert and Ache
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Ri� scho� � and Sutherland 1986). The best�
known member of this family is the Carib-
bean land hermit crab, CoenoCC bita clypeatus,s
individuals of which are o	en sold in pet	
stores. The largest animals of thisf family
(in fact, the largest land-living invertebrate
in the world!) are individuals of the single-
species genus Birgus latro, na� ve to islands �
of the South Paci�c and Indian Oceans. Ex-�
cept for a brief marine larval f period, these
animals are en� rely terrestrial and live as �
omnivorous scavenger/r predators on remote
islands. They have a well-developed sense of
smell and can be a� racted to suitable baits,�
which they track employing an antennular
� icking behavior reminiscent of marine her-�
mit crabs (Stensmyr et al. 2005). No data are
available concerning the velocity of �icking�
antennular �agella in either � CoenoCC bita or
Birgus*, but if it is similar to that of Panu-

Fig. 6 Near-�eld � � ow�
streamlines with dimensionless
velocity magnitude (color)
superimposed for the 2  D �ow �
accelera� ng past a� �agellum �
from le	 to right, according	
to the far � eld approaching�
velocity S-curve plo�ed in�
Fig. 5  C. Results are shown
at �mes t* = 1 (� A Ref = 2.6), f

t* = 2 (B Ref = 25), t* = 3 (f C Ref

= 47.1) and t* = 4 (D Ref = 50).f

Between t* = 3 and t* = 4
the � ow separates at the top�
and bo� om of the � � agellum�
to form a recircula�ng � � ow�
region containing two vor�ces �
downstream of thf e � agellum.�
Reproduced with permission
from Humphrey and Mellon
(2007)

* Bill Hansson (personal communica�on) suggests that the velocity of an antennular� � ick in Birgus is�
about 1 cm/sec.

comprehensive interpreta� on of the func-�
�onal signi� � cance of antennular� � icking in all �
crustaceans regardless of our understandinf g
of � uid � � ow around the aesthetascs them-�
selves.

5. 
Adapta�ons to terrestrial lifestyle�

A number of crustaceans have adopted a 
secondary, obliyy gatory terrestrial lifestyle but
maintain their antennular �icking behavior. �
Prominent among these are members of thef
hermit crab family Coenobi� dae, tropical�
crustaceans that are exclusively terrestrial 
as adults and which possess a highly sensi-
�ve olfactory sense (Ghiradella et al. 1968;�
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lirus (0.06 m·sec–1) then the blunt, peg-like
aesthetascs of Birgus (dimensions: 100 �m
long by 40 �m in diameter) must operate at
Re values only about 10 �mes smaller than �
those of Panulirus,s since the kinema�c vis-�
cosity of air at 25 °C is more thanf �	een	
�mes that of water (15.68 × 10� –  6 m2/sec). 
This means that the aesthetascs of Birgus
operate within the range where boundary
layer shedding could be achieved by anten-
nular � icking, especially if the angular vel-�
ocity turns out to be 2  –  3 � mes higher than�
that found in the spiny lobster.

The array of aesthetascs on the antenf -
nules of bothf CoenoCC bita (Ghiradella et al.
1968) and Birgus (Stensmyr et al. 2005) is
dense, and in neither case are individual sen-
silla separated by more than two diameters
near the �p. Therefore, ques� � ons arise con-�
cerning the leakiness of the arraf y to fresh 
odorant-laden �uid. Among the factors to �
be considered when a�emp� �ng to arrive at�
an answer is the fact that, in contrast to the
situa�on in aqua� � c environments, air-borne�
odorants are vola� les and as such, exist in�
the gaseous phase and have di�usion coef-�
�cients roughly 100 � �mes larger than those�
of dissolved water-borne orf ganic odorants. 
A second considera�on involves the physical�
design of the coenobif �d aesthetascs. Unlike�
those found on aqua� c species of hermit �
crabs and other crustaceans like cray�sh and �
spiny lobsters (Grünert and Ache 1988; Mel-
lon et al. 1989), the aesthetascs are short
and stubby (Fig. 7). Electron micrographic
exam ina� on of the aesthetascs in� Coenobita
and Birgus (Ghiradella et al. 1968; Stensmyr
et al. 2005, respec� vely) reveal them to have�
an asymmetrical structure: the surface cu�-�
cle of that ref gion of the aesthetasc f facing
the antennule is heavy and thick, while the
cu�cle facing the environment is thin and�
crenulated, possibly as a mechanism to in-
crease surface area. Both studies cited above
have especially stressed that the short, blunt
aesthetascs of Birgus and Coenobita are

Fig. 7 A Distal �p of the  antennule in the hermit �
crab Pagurus berhardus, a marine species. The
tu	 of aesthetascs (black arrows) consists of long,	
slender sensilla (image courtesy of S. Harzsch from
Hansson et al. 2010). Inset is a scanning electron 
micrograph of the aesthetasc tu	 , courtesy of 	
B. Hansson and E. Sjöholm, from Hansson et al.
(2010). B  Aesthetasc array (white arrows) on the
distal � agellum of the antennule in  � Coenobita
clypeatus (courtesy of S. Harzsch, from Hansson
et al. 2010). Inset is a SEM of aesthetascs from
Coenobita, courtesy of B. Hansson and E. Sjöholm
from Hansson et al. (2010)

more similar to chemorecep� ve hairs of in-�
sects than to the long, slender morphology
of marine crustacean aesthetascs. Further-f
more, the basal bodies and ciliary segments 
of coenobif �d olfactory dendrites are, like �
those of insects, surrounded by a lymph 
space and are housed within the �agellum �
rather than within the sensilla, as found with 
aqua�c crustaceans (Stensmyr et al� . 2005).
These di�erences from aqua� � c crustaceans �
suggest convergent evolu�onary adapta-�
� ons that address physical di� �erences (for�
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kinema� c analysis of antennule � � icking by � Pan-
ulirus argus. Chem Senses 26: 385–398

Grasso FW, Basil JA (2002) How lobsters, cray� sh-�
es, and crabs locate sources of odor: current
perspec� ves and future direc� � ons. Curr Opin�
Neurobiol 12: 721–727

Grünert U, Ache BW (1988) Ultrastructure of the
aesthetasc (olfactory) sensilla of the spiny lob-
ster Panulirus argus. Cell Tissue Res 251: 95–103

Hansson BS, Harzsch S, Knaden M, Stensmyr M
(2010) The neural and behavioral basis of chem-
ical communica�on in terrestrial crustaceans.�
In: Breithaupt T, Thiel M (eds) Chemical commu-
nica� on in crustaceans. Springer-Verlag, New�
York

Humphrey JAC, Mellon DeF (2007) Analy�cal and �
numerical inves�ga� � on of � � ow past the lateral �
antennular �agellum of the cray� � sh� Procamba-
rus clarkii. J Exp Biol 210: 2969  –  2978

Koehl MAR (1995) Fluid � ow through hair-bearing�
appendages: Feeding, smelling and swimming
at low and intermediate Reynolds numbers.
Symp Soc Exp Biol 49: 157–182

Koehl MAR (2000) Fluid dynamics of animal ap-
pendages that capture molecules: arthropod
olfactory antennae. In: Fauci L, Gueron S (eds)
Computa�onal modeling in biological � �uid dy-�
namics. IMA volumes in Mathema� cs and its �
Applica� ons, Vol 124� .Springer-Verlag, New
York, pp 97–116

Koehl MAR, Kose�  JR, Crimaldi JP, McCay MG,�
Cooper T, Wiley MB, Moore PA (2001) Lobster
sni�  ng: Antennule design and hydrodynamic �
� ltering of informa� �on in an odor plume. Sci-�
ence 294: 1948–1951

Louden C, Best BA, Koehl MAR (1994) When does
mo� on rela� �ve to neighboring surfaces alter �
the �ow through arrays of hairs? J Exp Biol 193: �
233  – 254

Mellon DeF (1997) Physiological characteriza� on�
of antennular �icking re� �exes in the cray� � sh. J �
Comp Physiol A 180: 553  –  565

Mellon DeF, Tuten HR, Redick J (1989) Distribu� on�
of radioac�ve leucine following uptake by ol-�
factory sensory neurons in normal and hetero-
morphic cray�sh antennules. J Comp Neurol �
280: 645  – 662

Mellon DeF, Humphrey JAC (2007) Direc� onal�
asymmetry in responses of local interneuronsf
in the cray� sh deutocerebrum to hydrodynamic�
s� mula� � on of the lateral antennular� � agellum. J �
Exp Biol 210: 2961–  2968

example, exposure to dehydra�on) between �
the aqua�c and terrestrial environments.�

 Conclusions 
Compara�ve studies on the aesthetasc distribu-�
�on pa� � erns and size in a variety of di� � erent�
crustaceans are needed to provide a compre-
hensive picture of the func� onal signi� � cance�
of antennular �icking behavior to odorant cap-�
ture. These studies should include experimen-
tal observa�ons as well as modeling studies to �
determine the most appropriate interpreta�on �
of the morphology and anatomical distribuf �on�
of aesthetascs in crustaceans with a variety of f
lifestyles. Of signi�cant importance are ques-�
�ons about leakiness of sensillar arrays to � �uid�
�ow and the role of antennular wake vor� � ces �
in abe� ng sensillar access to � � uid � �ow.� Adapta-
�ons to a terrestrial existence are apparent in �
some species as well, and these morphological
di�erences require� �uid mechanical interpreta-�
�on, given the di� �erences between the aqua� � c�
and the atmospheric environments.
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 Abstract 
A mathema�cal model is presented for the �
transport of odorf s� muli to the chemorecep-�
tor sensilla of moth antennae. The odorant is
in the form of thrf eadlike � laments composing �
a meandering plume. The classical solu� on for�
two-dimensional stagna�on-point � �ow (also �
called Hiemenz �ow) is extended to include a�
permeable or ‘leaky’ surface. The surface of an f
antenna is represented as a longitudinal sec� on �
of the surface of a cylinder of arc length s = �a
where a is the radius of the cylinder andf (is the
angle subtended by the arc. In order to simulate 
leakage to the � ow approaching normal to this�
permeable surface, the �ow around a slightly�
smaller cylinder of radiusf a – � with � << a is con-
sidered � rst. The� �ow in the vicinity of the stag-�
na� on point is then determined. If � � = 0, non-

permeable stagna�on point� � ow condi� �ons�
are recovered, otherwise stagna�on point � � ow�
condi� ons with radial leakage into the surface �
are obtained. The leakage is found to be pro-
por�onal to� �/a, with a cos� dependence which
provides a good approxima� on to a constant �
leakage in the vicinity of the stagna�on point.�
The solu�on to the ordinary di� � eren� �al equa-�
� on describing leaky Hiemenz � �ow depends�
on the Reynolds number Red (d � 2av�/vfv ) based 
on the cylinder diameter, the approaching
� uid velocity and the kinema� �c viscosity, and �
� (� vo/v�), the leakage parameter with vo de-
no�ng the speed of the� �ow passing through �
the permeable surface. With the velocity �eld �
known, the distribu� ons of odorant species �
concentra�on in the� � ow (i) approaching an an-�
tenna, (ii) on the surface of an antenna, and (iii)
within the chemosensilla a� ached to the anten-�
na, are obtained from respec� ve conserva� �on �
equa� ons and boundary condi� �ons. Numeric-�
al results are presented illustra� ng the e� � ects �
of relevant parameters such as Red, �, and Sc
(� vfv /D, the Schmidt number), where D is the dif-
fusion coe�cient of the odorant species in air.�

Hossein Haj-Hariri
University of Virginia, Department of f
Mechanical and Aerospace Engineering
122 Engineer’s Way
Charlo� esville, VA 22904-4746, USA�
e-mail: hh2b@virginia.edu
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1.  
Introduc� on�

1.1 The problem of interest

The behavior of many land- and water-based
animals is a�ected by the ability of their ol-�
factory organs to detect certain chemical
substances mixed with, dissolved in, or sus-
pended in the surrounding � uid medium, of-�
ten in very small amounts. These chemicals
are also referred to as ‘odorants’ and may
consist of a single compound or a blend of
compounds in which case the composi�on �
of the blend can be very important. In thef
case of insects, for example: air-borne odor-
ants from host plants or animals mediate
the availability of food, oviposi� on sites,�
egg-laying and other func� ons; pherom-�
ones play major roles as chemical signals in 
intraspeci� c communica� � on such as mate-�
�nding, aggrega� �on and alarm; and some �
species have developed defensive chemical 
compounds that repel other insect and ver-
tebrate predators.

Odorant genera�on, dispersion and de-�
tec�on, and olfac� �on-mediated orienta� �on,�
have been subjects of longstanding interest
among biologists and, as a consequence, the
literature for insects alone is vast (Wright 
1958, 1964, 1982; Bossert and Wilson 1963;
Schneider 1969; Kaissling 1971, 1985, 1986,
1997,7  2004; Bell and Cardé 1984; Cardé
1984; Cardé and Baker 1984; Elkington and
Cardé 1984; Morita and Shiraishi 1984; Mus-
taparta 1984; Kennedy 1986; Payne et al.
1986; Murlis et al. 1992; Vickers and Baker
1992, 1994; Shuranova and Burmistrov 
1996; Hansson 1999; Barth and Schmid
2001; Barth et al. 2002; Loudon and Davis
2005). Many of these references consist of
fundamental studies seeking to understand 
and explain the complex phenomena con-
nec�ng odor genera� �on, dispersion, and �
detec� on with observed animal behavior. �
The majority of the studies is experimental

in nature, ranging from making � eld obser-�
va�ons of animal behavior in response to�
the spa�o-temporal characteris� � cs of odor�
plumes evolving under natural condi� ons, to�
performing intra- or extra-cellular electro-
physiological recordings of the ac�on poten-�
� als � �red by olfactory receptor neurons un-�
der laboratory-controlled s�mulus odorant�
concentra� on and� �ow condi� �ons. There �
are few studies however seeking to model
and calculate the mul� scale range of the �
physical-chemical phenomena observed.
Aside from their intrinsic fundamental value,
given the importance of some of the more
applied aspects of insect olfac�on aimed at,�
for example, using semiochemicals for pest 
management and control (Karg and Suckling
1999), predic� ve models have the capacity�
to provide very useful informa� on in frac-�
� ons of the� � me and cost of corresponding�
experiments.

In this study we develop and apply a mul-
�-scale theore� �cal framework for modeling�
the physics of odorant detef c�on by per-�
meable moth antennae in air for biologic-
ally relevant condi� ons. While emphasis is�
placed on the antennae of moths, within
the constraints imposed the model can be
applied to the antennae of other insects.
The interrelated objec� ves are three: 1) to�
simulate the essen� al physics underpinning �
odorant transport and capture by the anten-
nae; 2) where possible, to compare the per-
formance of the model with respect to the 
relevant biological data available; 3) to use 
the model to explore a meaningful range of
biological and physical-chemical condi�ons�
a�ec� �ng odorant detec� � on.�

1.1.1  Odorant-elicited anemotactic behavior
of moths in fl ightfl

Of special interest is the detec� on of phe-�
romones and plant odorants by moths �ying �
in air. In par�cular, the detec� �on by male �
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moths of intermf i� ent� �laments or patches�
of pheromones emi�ed by calling female�
moths leads to posi�ve optomotor anemo-�
tac�c behavior which, on average, guides�
the males upwind towards the odorant
source (Kaissling 1997). The physics, physi-
ology, and anemotacyy � c behavior associated�
with pheromone emission by female moths
and its detec�on by male moths have been�
inves� gated extensively by, among others, �
Kaissling (1971, 1985, 1997, 2004), Percy and
Weatherston (1974), Bjostad et al. (1980), 
Kennedy (1983, 1986), Baker (1986), David 
(1986), Preiss and Kramer (1986), Schneider
(1986), Vickers and Baker (1992, 1994) and
Mafra-Neto and Cardé (1994). Brie� y, the fe-�
males of many moth species pulse (protrude 
and retract) their pheromone-emi� ng gland�
with a periodicity of 1 second or longer. In 
the case of 1-daf y old female gypsy moths 
(Lymantria dispar), the mean pulse period
is about 3.2 seconds, with a range of 0.5f
to 50 seconds (Cardé et al. 1984). Eversion 
of the female gland exposes its cu�cle, un-�
der which lie the secretory cells (Percy and 
Weatherston 1974). The absence in most
female moths of pore canals or ducts con-
nec� ng the secretory cells to the cu� � cle has �
led to the proposi� on that a di� �usion gradi-�
ent is maintained across the cu�cle by the�
evapora� on of pheromone from the gland�
surface (Percy and Weatherston 1974). In
this way, and depending on the prevailing air
�ow condi� �ons in the vicinity of the female�
moth and past its abdominal �p, periodic � �-�
la ments or patches of pheromone vapor re-
sult. Thus, the amount of pheromone vapor
emi�ed during a release period is a func� �on �
of the surface area of the exposed gland, the
pheromone concentra� on on the gland sur-�
face, and the � ow condi� � ons past the gland�
surface. A notable excep� on has been ob-�
served in calling females of the arf c�id spe-�
cies, Pyrrharc�a isabella� , and its rela� ves, in �
which the periodic emission of pheromone 
from invaginated tubular glands occurs as a

stream of liquid droplets ranging in size be-
tween 5 and 20 �m, approximately (Krasno�
and Roelofs 1988). 

The pheromone-laden odorant generally
consists of a blend of f chemical comf pounds 
in fairly speci� c concentra� �on ra� �os. It is�
gradually dispersed and diluted in the air 
medium by convec� ve/di� �usive transport�
downwind from the source. If, as generally
is the case, the air mo� on is turbulent, this �
leads to the forma�on of highly tortuous, �
three-dimensional odorant � laments. How-�
ever, because the ini� al diameter of a� �la-�
ment is of order or smaller than the smallestf
viscous-dominated (Kolmogorov) scales of
mo� on, viscous (molecular) di� �usion ini� � ally �
dominates � lament spreading and, as a con-�
sequence, the iden�ty of the � �lament, even�
though tortuous, can be preserved over re-
la� vely long distances. �

When detected even in minute quan��es�
by the hair-like chemoreceptor sensilla on
the antennae of a male moth, the pherom-
one triggers an optomotor anemotac� c be-�
havioral response (Kaissling1997). The ani-
mal then orients to �y upwind, some� � mes �
directly and some� mes following a zig-zag�
pa�ern, while maintaining visual contact�
with the ground. As long as odorant con-
� nues to be detected intermi� � ently within�
a frequency range spanning a few Hertz the
moth maintains a general upwind course. If
the odorant ceases to be detected, the moth
eventually abandons the upwind-directed 
course to � y laterally, in search of new odor-�
ant �laments or patches. This behavior is�
called “cas� ng,” and soon a� 	 er new odor 	
is detected the moth resumes anemotac�c�
orienta�on. This overall behavior con� �n-�
ues un� l the moth loses all contact with the �
odor or makes visual contact with a female.
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1.1.2  Morphologies of  moth antennae f
and their chemosensilla

Studies of the morf phology, yy physiology and
chemorecep� on of insect antennae and their �
sensilla have been performed by Schneider
(1964), Callahan (1975), Berg and Purcell 
(1977), Berg (1983), Futrelle (1984), Morita
and Shiraishi (1985), Zacharuk (1985), Payne et
al. (1986), Laue and Steinbrecht (1997), Kaiss-
ling (1998, 2001), Steinbrecht (1997, 1999),
and Hansson (1999). Scheer (2003) presents
a beau� ful collec� �on of color plates showing�
especially clearly some of the f possible varia-
� ons in morphology of male moth antennae. �
The antennae of some moths such asf Laothoe
juglandis, Manduca sextee a and Smerinthus ja-
maicensisii  are threadlike, consis� ng of a main, �
cylindrically-shaped sha	, with length to di-	
ameter ra�o � L/d// >> 1, from which fairly short d
branches protrude which support the � ne�
chemosensing hairs (sensilla). The branches
in the antennae of other moths such as An-
theraea polyphemus, Hyalophora cecropia,
and Ac�as luna�  are much longer giving the
antenna a comb-like (or pec�nate) appear-�
ance. For the Lepidoptera, of which mothsf
cons� tute the majority of species, the anten-�
nae shape may be: a) �liform or thread-like, �
with no thickening of the antenna sha	 or 	
branches extending from the antenna sha	 ; 	
b) clubbed, as the result of a thickening of 
the antenna sha	  towards its 	 �p; c) pec� � nate �
or comb-like, with branches extending from
one side of the antenna sha	 ; d) bipec	 � nate �
or feather-like, with branches extending from
both sides of the antenna shf a	 , with one pair	
of extensions at each junc� on; e) quadripec-�
�nate or doubly pec� � nate, like the bipec� �-�
nate but with two pairs of branches at each
junc�on. Whereas a� � liform antenna resem-�
bles a long and rela� vely straight cylinder, the�
sensilla-suppor�ng branches of pec� �nate, �
bipec�nate and quadripec� �nate antenna de-�
� ne extended permeable surfaces that may �
be �at or curved.�

The orienta�on of a moth’s antennae�
rela�ve to the prevailing direc� �on of the air�
stream passing over the animal’s body dur-
ing � ight is important but, unfortunately, �
the informa�on available is sparse. The �
problem is complicated by the fact that the
antenna orienta� on that favors maximum�
intercep� on of odorant species is normal to�
the prevailing air velocity and this maximizes
drag. The speed of the �ow past the antenna�
of a gypsy moth (Limantria dispar) can be as 
high as 1.5 m/s (Willis et al. 1994). For bipec-
� nate and quadripec� �nate antennae with �
the open (concave) side facing the �ow, the �
drag forces on the branches and the hair-
like sensilla they support may work to splay
the antenna open so that it is less concavely
curved than at rest and more porous.

In the case of �liform-shaped antennae, �
the sensilla extend from the hair sha	  giving	
the antenna a bo� le-brush-like appearance �
under magni�ca� �on. In the case of antennae�
with branches, the sensilla extend from the
branches into the spaces between branches.
The analysis of this study applies to both 
�liform-shaped and� � at or mildly curved�
(whether convexly or concavely) pec�nate,�
bi-pec�nate and quadripec� � nate antennae�
facing the approaching odorant-laden � ow. �

1.1.3  The multi-scale nature off odorant
detection

The process of odorant detec� on is mul� �-�
scale in nature involving: (i) a macroscale
plume of diameter d � 1–10 m and length
L � 10  –1 000 m containing dispersed, tor-
tuous odor � laments (� d � 1–10 mm); (ii) the
mesoscale antennae (d � L � 1–10 mm);
(iii) the microscale sensilla (d � 1–  5 �m,
L � 10–103 �m) on the antennae; and, (iv)
the chemo-receptor sites (pore/tubule units
with d � 10 nm and L � 102 nm) located on the 
sensilla. All of these are onlf y approximate
diameter (d) and length (L) scales. While
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much is known about the characteris�cs of �
plumes, antennae, sensilla and the receptor
sites in their respec� ve length scale ranges, �
compara�vely less has been said about the�
overlap between scales where the odor ‘in-
forma� on transfer’ a� �ec� � ng behavior takes�
place. This is par�cularly true for the over-�
lap between the mesoscale and microscale
ranges, and extending into the nanoscale 
range. The characteris� c veloci� � es or rates �
associated with the physical-chemical phe-
nomena taking place at these length scales 
yield corresponding �me scales spanning�
10–4 to 10  s, approximately.

Elkington et al. (1984), Murlis and Jones 
(1981), Murlis (1986) and Murlis et al. (1992)
have reviewed the literature on odor plumes 
and how insects use them. Important has
been the recogni� on that, because odor-�
ant species concentra� on varies randomly�
in both space and � me,� � me-averaged� �eld�
approaches for describing odor plumes do
not properly characterize the physical situa-
�on since moths do not track odorant gradi-�
ents. Instead, their self-directed anemota�c�
behavior is triggered by the intermi� ent de-�
tec� on of discrete odor� �laments or patch-�
es (Kennedy 1986; Vickers and Baker 1992,
1994; Mafra-Neto and Cardé 1994).

Analyses of the f �ows past antennae and �
their sensilla have been performed by Adam
and Delbrück (1968), Murray (1977), Vogel
(1983), Loudon and Koehl (2000), Loudon
and Davis (2005). Whereas an odorant-lad-
en �ow must pass around a� �liform-shaped �
antenna, some of the �ow will pass between�
(or leak through) the branches of pec� nate, �
bipec� nate or quadripec� � nate antennae.�
The amount of � ow passing through one of �
the la� er antennae is a func� �on of antenna�
permeability which, in turn, depends on the
number and distribu�on of the branches as�
well as the number and distribu� on of the �
extremely � ne hair-like chemo-sensilla sup-�
ported by the branches. Vogel (1983) �nds�
that the speed of the airf �owing through�

the antenna of the moth f Ac�as luna� ranges
between 0.05 and 0.18 m/s for approaching
air speeds ranging between 0.5 and 2.5 m/s.
As odor � ows over or through an antenna,�
some frac� on of the odorant molecules is�
adsorbed on the surfaces of the sensillaf
supported by the antenna. Whether via a 
direct hit or 2  D random mo�on over the �
sensillum surface, some of these molecules
� nd their way to nanometer-sized pores�
that connect to tubules �lled with lipophilic�
materials that allow odor chemicals a di� u-�
sion-mediated passage along the tubules. 
In the case of pheromones, pheromone-
binding proteins are responsible for trans-
por�ng the odorant from the end of the tu-�
bule, through the sensillum lymph towards
a receptor site on the membrane of one of
the dendrites within the sensillum lymph
(Kaissling 1998, 2001, 2004, 2009). The ac-
� va� �on of a receptor site opens an ion-con-�
duc� ng channel on the dendrite membrane�
which eventually results in the � ring of ac-�
�on poten� �als. �

2. 
The physical-mathema� cal model: �
�ow and concentra� �on � � elds�

2.1 Prelimary considerations

In principle, detailed distribu�ons of the �
velocity and species concentra� on� � elds �
for the odorant-laden �ow past an antenna �
and its sensilla can be obtained by numeric-
ally solving three-dimensional, unsteady
forms of the conf � nuity, momentum and�
species transport equa� ons. However, to �
retain physical accuracy, such an approach 
requires the applica� on of computa� �onally �
costly re� ned grids, preferably using adapt-�
ed coordinates, to resolve the e�ects of the�
complicated antenna geometry on the �ow.�
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Fig. 1 Schema� c showing a tortuous� �me-dependent  odorant� � lament of characteris� � c width � "F

and intermi�ency � "NF approaching an idealized permeable moth antenna at far � eld velocity� ��

and concentra� on c� �. The insert shows the varia�on of species concentra� � on� c(t) at the edge of 
the antenna concentra�on boundary layer,� �c as well as the � me scales � TPTT =P 
F/v� and TNPTT =P 
NF/FF v�

associated with the � lament width and its intermi� � ency. The antenna is approximated by an arc-shaped�
sec�on of the curved surface of a permeable cylinder of diameter � d. For Red =d dv�/�f� � 10 and small
permeabili�es the � �ow can separate at the edges of the antenna causing mild recircula� � on in its wake,�
but this does not a�ect the stagna� � on point � � ow analysis. The dimensionless velocity boundary layer�
thickness is given by �/d�� � Red

–1/2 and the dimensionless concentra�on boundary layer thickness by�
�c/� � Sc–0.41. The �gure shows the convex antenna surface facing the oncoming� �ow. However, the�
analysis also applies to concave antenna surfaces facing the oncoming � ow provided stagna� � on point�
� ow condi� � ons apply (White 1974, Panton 1996)�

ema�cal model mainly qualita� � ve, retains�
all the essen� al physics and results in the�
fast, e� ec� � ve and inexpensive calcula� �on �
of parameter dependencies. Indeed, what is 
sacri� ced in terms of predic� � ve quan� � ta� � ve�
accuracy is gained in terms of fundamental
qualita� ve understanding within the con-�
text of a generally applicable and compu-
ta� onally simple odorant transport model. �

In addi� on, the lack of accurate boundary �
condi� on informa� �on and values for some�
of the parameters needed to computa�on-�
ally close the odorant detec� on problem�
makes this approach undesirable.

In this study we develop an analy�cal �
solu�on approach that is underpinned by a �
number of assump� ons and approxima� �ons �
which, while rendering the physical-math-
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Numeric al calcula� on accuracy is not a limi-�
ta�on in this alterna� � ve approach.�

The analysis is focused on the antennae 
of moths. With reference to Fig. 1, the model 
is two-dimensional, implying that the char-
acteris�c length of an antenna is signi� �cant-�
ly longer than its characteris� c equivalent �
diameter. This is not an unduly restric�ve �
assump�on within the context of the stag-�
na�on point� �ow analysis developed below.�
The antenna is assumed to correspond to a
curved arc-shaped sec�on of the surface of �
a long, straight cylinder of e�ec� � ve radius �
a = d/2. The internal polar angle,d �, subtend-�
ed by the concave side of this surf face is gen-
erally much smaller than 360° but is equal
to 360° for the circular-shaped antennae of
some moths1.

The antenna surface is assumed to be ori-
ented normal to an odorant-laden �ow ap-�
proaching at far-� eld velocity � v� and with
concentra� on� c�(t). The �ow is taken to be�
quasi-steady over the characteris� c � � me re-�
quired for odorant detec� on, but the con-�
vected odor concentra�on� � eld is a func-�
�on of � �me and space. The � �ow over the�
antenna generates a velocity boundary layer
of thicknessf � and a concentra� on boundary �
layer of thickness �c such that, in air, �c/�//// < 1
(Bird et al. 1960). The �me of exposure of �
the antenna to an odor �lament is� TPTT  and the P

�me between exposures is � TNPTT . If branchedf ,

as in the case of some moths, the antennaef
are permeable to the approaching � ow. Fol-�
lowing Vogel (1983), a permeability or leak-
age parameter, � � vo/v�, is de� ned for the �
antenna where vo is the velocity of thef � ow �
passing through the antenna, essen� ally �
normal to a �c� �� ous “con� � nuous e� � ec� � ve�
surface2” de�ned by the primary branch, �
and the secondary branches suppor�ng the�
sensilla. Analysis is restricted to � ows for�
which vo/v� << 1, and spa� ally to a small re-�
gion to either side of the staf gna�on point�
on the antenna. Again, these are not serious
constraints as the resul�ng model applies�
to � ows with� vo/v� � 0.1, and to curved sec-
� ons of the cylinder surface of arc length�
s/a/ � 0.1 corresponding to an angle 2� = 6°
about the stagna� on point, approximately,�
both of which ref present biological meaning-
ful condi� ons. �

2.2 The  flow fifl eldfi

In order to simulate possible antenna leak-
age to the approaching � ow we extend the �
classical 2  D stagna�on point� �ow solu� �on �
or Hiemenz2 � ow (Milne-Thomson 1968, �
Schlich�ng 1968, Batchelor 1967, White �
1974, Panton 1996) as follows. We consider 
� rst the approaching inviscid, irrota� �onal, �

1 Fig. 1 shows the convex antenna surface facing the oncoming � ow. However, the analysis also applies �
to concave antenna surfaces facing the oncoming �ow provided stagna� � on point � � ow condi� � ons�
apply (White 1974; Panton 1996).

2 The 2  D stagna�on point� �ow analysis past an impermeable cylinder (Hiemenz � � ow) consists of two�
steps: (i) � rst, the approaching inviscid (zero viscosity), irrota� �onal (zero vor� �city)� �ow approaching �
the cylinder is found from its complex poten�al; the complex poten� �al technique is nicely explained �
in, for example, Milne-Thomson 1968; (ii) then from this a viscous steady state � ow is determined that�
has the same general structure very near to the cylinder surface as explained in, for example, Panton
1996. Thus, for the antenna �ow � �eld analysis (but not the odorant� � eld analysis) it is necessary �
to de� ne a � �c� ��ous “con� �nuous e� � ec� � ve surface” encompassing the antenna primary branch, the �
secondary branches and the sensilla. This can be done because even though permeable antennae are
not shaped as true cylinders at a distance they appear so to the approaching � ow and, in the vicinity �
of the stagna�on point,� �ow leakage through the antenna surface is small enough for a perturba� � on�
of the Hiemenz analysis to apply.
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Fig. 2 Geometry for the analysis of the f � ow�
around a leaky cylinder of diameter d = 2f
approxima� ng a moth antenna. The coordinates x�
and y are external to the cylinder, with y poin� ng�
counter to the approaching �ow. The quan� �ty z is�
a complex number represen� ng the coordinates�
internal to the cylinder. The loca� ons z = –  a (the�
real part of z) and x = 0, y = 0 coincide at the �ow �
stagna� on point�

radius a – � (� << a< ) with approaching vel-
ocity v� along the real –z– axis are given by
Milne-Thomson (1968) as

(1)

and

(2)

where z is the complex variable with origin 
at the center of the cf ylinder. Because the
�ow region of interest lies around the point�
z = –a, the change of variables, � =� z + a, sug-
gests itself. From this it follows that

(3)

Expanding the above expression for the limit
of smallf �/a/ and small |�|/a yields

(4)

and, since W(�) = U – iV, it follows thatVV

(5-a)

and

 (5-b)

where	(�) and
(�) are the real and imagin-
ary components of �.����

2.2.2  Local ideal leaky flow expressed in terms fl
of the x-y coordinate system

In the remainder of this analf ysis, to be con-
sistent with the assump� on that � �/a/  << 1, 

3 By specifying a – � with � << a an analysis can be performed that is not encumbered with intractable
higher order terms. We � nd later that � �/a <� 0.1 is su< �  cient for prac� � cal purposes.�

poten�al� �ow around a cylinder of radius� a –
� with � << a as depicted in Fig. 23.

We then determine the viscous �ow in�
the vicinity of thef point z = –  a (– a– is the real
part of z, a complex number) and, if � = 0, we
recover the stagna�on point� �ow condi� � ons �
at z = – a– , otherwise we obtain stagna�on �
point � ow condi� � ons with radial leakage into �
the cylinder. With reference to Eq. (3) below,
this leakage is found to be propor�onal to�
�/a � and to have a cos � dependence. The cos 
� dependence provides a good approxima-
�on to a constant leakage in the vicinity of �
the stagna� on point.�

2.2.1  Ideal flow around an impermeablefl
cylinder of radius a  –#

The complex poten� al of the� �ow,� F, and theFF
corresponding complex velocity, W, for theWW
ideal, inviscid, irrota� onal, poten� �al� � ow�
around an impermeable circular cylinder of 
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all terms quadra� c and higher in � �/a/ are
neglected. In order to transfer the above re-
sults from the local � plane into the real� x-y
coordinate system shown in Fig. 2, we note 
the following rela� ons: �

(6)

Thus, the expressions for the velocity com-
ponents in the x-y coordinate system arey

(7  a)

and

(7  b)

where

 (8)

The quan� ty� � can be de� ned in terms of �
physical parameters of the problem. For
this, we note that the normal velocity on 
the cylinder surface, y = 0, is y vy = –vy o, where
vo (<< v�) is prescribed. Coupling this infor-
ma� on with the form of the mathema� �cal�
expression for vy as given by Eq. (7  b) yieldsy

(9)

thus establishing the physical value for the 
mathema�cal parameter� �. Inser� ng Eq. (9)�
into Eq. (8) gives

 (10)

and it follows that the physical forms of the
x- and y-components of velocitf y are

(11  a)

and

(11  b)

2.2.3 The  leaky Hiemenz flow solutionfl

The expressions for ux andx vy given by y

Eq. (11  a) and (11  b) are taken as correspond-
ing to the free-stream velocity components
around a leaky cylinder. Because of the 
no-slip boundary condi� on at the cylinder�
surface, the velocity varies sharply in a thin
boundary layer of thickness �. The bound-
ary layer analysis in this sec� on parallels�
the Hiemenz solu� on for two-dimensional�
stagna� on point� � ow given in, for example,�
White (1974) and Panton (1996). We extend
that solu� on to allow� � ow through a perme-�
able cylindrical surface, corresponding to a 
leaky moth antenna. 

At the cylinder surface Eq. (11  a) and (11  b)
must sa�sfy no-slip, permeable surface�
boundary condi� ons given by�

(12)

The boundary layer thickness, �, to be de-�
termined as a part of the solu�on, is used to�
nondimensionalize the surface-normal y co-y
ordinate to give � � y/yy �//// . Also, to simplify the 
nota� on, henceforth we use� u and v in place v
of ux and x vy to denote the x- and y-compo-y

nents of velocity. Assuming that a similarity 
solu� on exists, the following form for the x-�
component of velocity inside the boundary
layer suggests itself

(13  a)

or, equivalently,yy

(13  b)

Compa�bility with the surface boundary con-�
di� on,� u(x,0) = 0, requires x f�(0) = 0. The bound-
ary condi�on at a large distance beyond the �
edge of the boundary layer is f�(���) = 1.

The similarity form for v is determinedv
through an applica�on of the con� � nuity �
equa�on�
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(14)

from which it follows that

(15)

Integra� on of this equa� � on gives�

(16)

where the constant C is determined fromC
the permeable surface boundary condi� on,�
v(x,0) = –  x vo. Thus, we �nd�

(17  a)

with f(0) = 0. However, the expected small-ff
ness of �/� a/// results in the following expres-
sion for the y-component of velocitf y

(17  b)

As in the Hiemenz � ow solu� � on, the equa-�
�on for the� y-component of momentum f
simply yields that pressure p is independent
of the coordinate diref c� on� y. The equa�on �
for the x-component of momentum is the 
essen� al equa� �on of interest. However, this�
equa�on contains the streamwise pressure�
gradient, dp/dx, an unknown quanx �ty which �
is the driving term in the equa� on. The pres-�
sure gradient is determined from an appli-
ca� on of the Bernoulli equa� �on to the free-�
stream to obtain

 (18)

Subs�tu� � ng Eq. (13  a), (17  a) and (18) into the �
equa� on for the � x-component of momen-
tum and neglec� ng streamwise di� �usion, �
yields

(19  a)

or, equivalently,

, (19  b)

where the dependence of f onf � is implied 
in the nota� on and � vfv is the f � uid kinema� � c �
viscosity. 

Based on Eq. (19  b) we now de� ne the�
boundary layer thickness, �, as �

(20)

Ini�ally, it might seem from the form of the�
coe� cient mul� �plying � f��� in Eq. (19  b) that
the shi	 ed velocity,	 v*, should be used in-
stead of the approaching velocity, v�, in the 
de�ni� � on of � �. However, such a de�ni� � on�
complicates the comparison of results of
simula�ons using di� � erent permeable sur-�
face through-�ow veloci� � es,� vo, because of 
the intricate dependence of � on vo. Recall-
ing that we have assumed vo/v� << 1, the �-�
nal x-momentum equa� on reads�

(21)

where Red (d � dv�/vfv ) is the Reynolds number
based on the cylinder diameter and � (� vo/
v�) is the leakage parameter. This equa� on�
can be solved numerically using a Runge-
Ku�a scheme subject to the boundary con-�
di�ons�

(22)

We refer to the solu� on of Eq. (21) and its as-�
sociated boundary condi�ons as the “leaky �
Hiemenz � ow” (LHF) solu� �on. It is clear from �
the form of this ef qua� on that the � �ow � �eld�
depends only on Red and d �. Clearly, when
� = 0 the standard Hiemenz �ow solu� �on is�
recovered. In the following sec� on the more�
general LHF base �ow is incorporated into �
the equa�on describing the transport of a �
chemical species towards the cylinder.
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2.3 The  concentration fieldfi

The equa� on describing the transport of a�
chemical species of concentrf a�on� c(x,x y,yy t) in 
the �ow approaching the cylinder is given by�

(23)

This equa� on can be wri� � en in nondimen-�
sional form by de�ning a characteris� �c � �me�
scale, tsct = a/2/// v� and scaling variables as fol-
lows: t witht tsct , x withx a, y withy �, � u with x/x
tsct , v with (v vfv /tsct )1/2, and c withc crefe , where
cref can be taken as the maximum speciesf

concentra� on approaching the cylinder. The�
species transport equa�on is then�

(24)

where � =� t/t tsct , � = x/x a// , � = y/yy �// ,� C =C c/c c// refe , and
the expressions for u and v given by Eq. (13  b) v
and (17  b) have been used. In this � ow, pro-�
vided Red >> 1 we expect (d �/� a//// )2 << 1. Also, 
because of the sf ymmetry in the distribu� on�
of C about the stagnaC �on point, a Taylor ser-�
ies expansion of this quan�ty in terms of � �
yields C =C C0CC (�) + �2C2C (�) + …, and we expect
�!C/CC !�// ~ �2 << 1. Thus, in the region around
the stagna� on point Eq. (24) simpli� �es to�

(25)

Because f is known from thef �ow � �eld ana-�
lysis, this is a linear di�eren� � al equa� � on for �
C that is easily solved via a C �nite di� �erence�
numerical procedure subject to appropriate 
boundary condi�ons, discussed below. The�
solu� on of Eq. (25) depends on� Red, � and
the Schmidt number SC (C � vfv /D), where D is
the species di�usion coe� �  cient in the � � uid �
medium. Note that the dependence on the
Reynolds number and the leakage param-
eter arises explicitly, tyy hrough the � Red

1/2

term, and implicitly, tyy hrough the depend-
ence of the quan� ty� f on these two param-f
eters (see Eq. (21)). While there is no explicit
dependence on a mass Peclet number (Pe =
Red Sc) this can be made to appear, although
in a rather ar�� cial and awkward manner.�

It should be noted that despite its appar-
ent overly-simpli�ed form, Eq. (25) is fully�
capable of accoun�ng for the reduc� � on in�
concentra�on due to the transport of odor �
species parallel to the antenna surface (in
the direc�on parallel to � x). This is a subtle
point. A strictly one-dimensional convec-
� ve di� � usion equa� � on, by default, is con-�
serva�ve in nature and conserves the to-�
tal amount of odorant sf pecies. The only
loss would come from the di� usion at the�
boundaries. This would be too restric�ve a�
model of reality. In fact, the physical prob-
lem represented by such a one-dimensional
model is one where an in�nitely wide stream�
of air is deposi� ng an in� �nitely wide � �lament �
of odorant on an if n� nitely-wide surface. The �
strength of the model captured in Eq. (25) is 
that the underlying convec�on is due to a�
true two-dimensional �ow � � eld (LHF). While�
a mathema�cally-rigorous analysis has dem-�
onstrated that the convec�ve terms in the �
y direc�on can be neglected along the cen-�
terline, the velocity component along the
centerline is not incompressible. Physically,yy
there is loss of �ow as it moves out laterally.�
The mathema�cal loss of � �ow is just what is �
needed to result in the correct behavior of
the concentra� on� �eld along the centerline.�

2.3.1 Concentration field boundary conditionsfi

The boundary condi�ons needed to solve�
the species concentra�on equa� � on are ob-�
tained as follows. For the stagna�on point�
� ow mass transfer between an approach-�
ing stream and a surface, both at �xed and�
di�erent concentra� � ons, the ra� �o of the�
concentra� on boundary layer thickness to�
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the velocity boundary layer thickness var-
ies according to �c/�// � Scn with n $ –0.4 
(White 1974). Thus for the air �ows of inter-�
est here �c < �, meaning that the concen-�
tra� on boundary layer is embedded in the �
velocity boundary layer. Therefore, far away 
from the cylinder such that � � � meaning
a value of y safely outside both the vel ocityy
and concentra� on boundary layers) the spe-�
cies concentra� on, in dimensional form, is�
prescribed as a �me-dependent pulse of the �
form

(26)

with c�(t) = 0 for all other values of � me.�
The boundary condi� on at the arc-shaped �

sec�on of the cylinder surface correspond-�
ing to an antenna requires more careful con-
sidera� on. In earlier studies for both animals�
in air and water (Adam and Delbrück 1968, 
Murray 1977, Stacey et al. 2002) the value
of odorant sf pecies concentra�on in the� � uid �
phase immediately adjacent to a sensillum
surface modeled as a cylindrical surface
has been taken as zero. This is equivalent to
assuming instantaneous deple� on of spe-�
cies at the sensillum surface which, in turn, 
presupposes in� nitely fast di� � usion and/or �
chemical reac�on at that surface. Given the �
evidence in the literature for moth anten-
nae (Kanaujia and Kaissling 1985), neither of
these two condi�ons seems reasonable to�
us and we adopt a di� erent, two-level mass-�
conserva�on approach. In this approach, for�
� uid mechanics purposes, we consider the�
sensilla to be small rela� ve to the branches�
of the antenna so thatf , e� ec� �vely, the an-�
tenna branches and their sensilla, together,
form a single, con� nuous, porous mesh cor-�
responding to the �ow-exposed, arc-shaped�
surface in Fig. 1. At the same � me, however, �
through a separate step, we retain the ef-
fects of the individual sensilla on the mass
balance of chemical species.f

This antenna model allows us to account
for: a) the net convec� on and di� �usion of �
species around and through the antenna; 
b) the adsorp�on and desorp� � on of spe-�
cies on the sensilla; c) and, the di�usion of �
species into the sensilla. Di� usion of chem-�
ical species takes place through specialized
pore-tubule units on the sensilla surfaces.
Any amount of sf pecies not depleted from 
the � ow passing through a leaky antenna�
emerges behind it. In this regard, to e�ect�
mathema� cal closure of the equa� �ons  being�
solved, the �ow emerging behind a leaky �
antenna is approximated as being purely
convec�ve (no di� � usive component). The �
physical interpreta�on of this is that the�
concentra� on pro� �le emerging behind the �
antenna is transported as an unchanged en-
�ty by the ou� �lowing carrier � �uid. Such an �
assump�on is used widely in the computa-�
� onal modeling of ellip� �c/hyperbolic par� � al �
di�eren� �al equa� �ons of which Eq. (25) is an �
example.

Fig. 3 Idealized schema� c of a por� � on of the �
antenna (region of space contained between
ver�cal do� � ed lines) and associated mass � � uxes of �
odor species for Control Volume I of the analysis
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With reference to Fig. 3, at the level of thef
antenna, a species mass balance performed 
on the elementary Control Volume I gives

(27)

where AST is the sum total of the area of T

the sensilla on the antenna, AA is the area
(including any open inter-branch and inter-
sensilla spaces) of the antenna projected
normal to the approaching �ow. Two of the �
q terms represent species mass � uxes in and�
out of the antenna, and two are due to ad-
sorp�on and desorp� �on from the sensilla. �
The mass � uxes are given by�

, (28)

, (29)

, (30)

, (31)

where: vo is the prescribed � uid vel ocity �
passing through the antenna; co(t) is the
�me varying concentra� �on (mass/volume) �
of species in the approaching �uid, imme-�
diately adjacent to the antenna; cI (t) is the
concentra� on (mass/volume) of species�
inside the control volume; cS(t) is the � me �
varying concentra�on (mass/area) of spe-�
cies on a sensillum surface; cSmax is the maxi-x

mum allowable concentra� on (mass/area)�
of species on a sensillum surface; and k1 and
k2 are physical-chemical constants that must 
be determined experimentally, as must be
cSmax. In Eq. (30) and (31) we have adopted
a Langmuir isotherm framework to model
the adsorp�ve and desorp� �ve � � uxes. In this �
framework adsorp�on is propor� �onal to the�
surface available for receiving the chemical 
species [� (cSmax –x cS(t)] and to the chem ical

Fig. 4 Schema� c of an idealized pore-tubule �
unit of diameter dt and lenth Lt also showing the
associated mass � uxes of odor species for Control �
Volume II of the analysis. The pore (le	  hand	
side of � gure) sits on the surface of the moth �
sensillum. Odorant adsorp� on and desorp� � on�
occur on the sensilla surface but only that frac� on�
of species striking the pore dif �uses to the end of �
the tubule 

poten�al driving the species towards the�
surface [� cI(t)]. Desorp� on is propor� � onal�
to the surface coverage [� cS(t)].

With reference to Fig. 4, at the level of the
pore-tubule site for a moth through which 
di�usion takes place into a sensillum, a spe-�
cies mass balance performed on the elem-
entary surface Control Volume II gives

(32)

where: APT is the sum total of the area of theT

sites (pores in the case of moths) on a single
sensillum through which species di�usion �
takes place; AS is the area of a single sensil-
lum; and qdif is the dif �usive mass� �ux into�
the sensillum at the sites.

The quan� ty � qdif can be determined by f

solving the one-dimensional species di�u-�
sion equa� on in the direc� � on normal to the �
sensillum surface subject to appropriate
boundary condi� ons. In dimensional form, �
this equa� on and its boundary condi� �ons�
are
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(33)

with

(34)

(35)

For the case of fast chemistry (di� usion-�
limited case) at the end of a pore-tubule sys-
tem,

(36)

For the case of slow chemistry (kine� cs-�
limited case),

(37)

In the above expressions, Lt is the length of t

the pore-tubule unit embedded in the moth
sensillum. The quan�ty � k3 relates the spe-
cies concentra�on (mass/volume) at� y = 0y +,
meaning inside the sensillum surface and
immediately adjacent to it, to the species
concentra� on (mass/area) on the sensillum �
surface. The quan� ty � Dt represents the dif-t

fusion coe�  cient of the species in the tubule�
medium. Both k3 and Dt must be determinedt

experimentally. In this approach, it is tacit-
ly assumed that the concentra�on of spe-�
cies on the sensillum surface, cS(t), remains
uniformly distributed on the surface for all
�me. Also, if the rate of species di� � usion into�
the sensillum surface is small rela�ve to the �
accumula� on of species at the surface, the�
value of cS(t) will not be signi�cantly a� � ected�
by the former process. This appears to be
the case for moths (Kanaujia and Kaissling
1985) for which, in addi�on,� APT/A/// S � 10–  3–  in
Eq. (32), allowing the solu� on of Eq. (33) to�
be safely decoupled from that of Eq. (25).

2.4  Fluid properties, physical-chemical
constants, and flow conditionsfl

The model presented above contains a
number of physical-chemical constants, area 
ra�os, pulse dura� �on, and maximum con-�
centra� ons that must be speci� � ed in order�
to perform quan�ta� � ve numerical calcula-�
� ons. In the case of moths, especially � An-
theraea polyphemus, there is enough relat-
ed informa�on available (Boeckh et al. 1965,�
Kanaujia and Kaissling 1985, Kaissling 1985,
1997) from which to obtain order of magni-
tude es� mates for all quan� �� es except� k3.
For k3 we arbitrarily set this quan� ty to the �
value unity. Fortunately, because the proc-
ess of species di�usion through a sensillum�
can be decoupled from the process of sf pe-
cies deposi� on on it, the exact value of � k3 is
not indispensable to the calcula� ons. When�
available, values obtained for k3 can be used
to derive more accurate values of sf pecies 
concentra�on in the tubule of a moth sen-�
sillum from the method provided here. In
this regard, it is important to note that any
uncertainty in k3 a�ects the magnitude, but�
not the �me-varia� � on, of species concentra-�
� on in the tubule or lymph. �

Table 1 lists all the TT parameters required 
and condi� ons explored in this study. Al-�
though values for AST/A/// A are provided in the 
table, because the solu�ons of Eq. (25) and�
(33) are decoupled this parameter is not ac-
tually used in the calcula� ons. The proper-�
�es for air correspond to a temperature of �
27 °C.
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TabTT le 1 Flow condi�ons, values of the� � uid proper� � es, physical-chemical constants, maximum vol-�
ume and surface concentra� ons, � � me pulse, and area ra� � os used in the analy� � cal calcula� �ons. Many �
of these parameters represent best es� mates derived indirectly from various sources of informa� �on �
available in the literature (Boeckh et al. 1965, Kanaujia and Kaissling 1985, Kaissling 1985, 1997) and are
expected to provide correct typical qualita�ve trends. Fluid proper� � es are from Incropera and De Wi� �
(1990)

Parameter Value (air at 27 °C)

	f	  (f � uid density; kg m� –3) 1.16

	f	  (f � uid dynamic viscosity; kg m� –1 s–1 1.85 × 10–5

�f� (= f �f/	// f	 , �uid kinema� � c viscosity; m� 2 s–1) 1.59 × 10–5

d (ed �ec� �ve antenna/antennule diameter; m) 6 × 10� –  3

V�VVVV (approaching or rela� ve� � uid speed; m/s) 0.5, 1 �

� (= vo/v�, e� ec� �ve antenna/antennule permeability) 0, 0.05, 0.1�

Red (= d d v�/vfv , e�ec� �ve antenna/antennule Reynolds number) 189, 377 �

�/d (� � Red
–1/2, e� ec� � ve antenna/antennule dimensionless velocity bound-�

ary layer thickness)
0.05–0.07

D (odor di�usion coe� � cient in � �uid; m� 2/s) 2.5 × 10– 6 (bombykol)
2.5 × 10– 5 (other odors)

Dt (odor dit � usion coe� � cient in tubule or lymph; m� 2/s) 10–10

Sc (= c vfv /D, Schmidt number) 6.4 (bombykol)
0.64 (other odors)

�c/� (� Sc–  0.4c , e� ec� �ve antenna/antennule dimensionless concentra� � on�
boundary layer thickness; es�mate assumes stagna� �on point� �ow mass�
transfer) 

0.48 (bombykol)
1.2 (other odors) 

c�max (maximum concentra� on of odor pulse in� � uid; gr/m� 3) 10–8

cSmax (maximum concentrax � on of odor on sensillum surface; gr/m� 2) 10– 4

Lt (length of tubule in moth sensillum or penetrat �on depth in cray� � sh �
sensillum; m)

5 × 10–7

AST/A// A (ra�o of total sensillum area to e� �ec� �ve antenna/antennule area �
normal to � ow)�

1

APT/A// S (ra�o of total pore area on a moth sensillum to area of the sensillum;�
in the case of an aesthetasc there are no pores but en�re sensillum surface�
par� cipates in di� � usion)�

10– 3

TPT  (odor pulseP �me; s) 5 × 10� –  3

k1 (sensillum adsorp� on constant; m� 3 gr–1r s–1) 107

k2 (sensillum desorp� on constant; s� –1) 2.5 × 102

k3 (outer-to-inner sensillum surface concentra� on equilibrium constant;�
m–1)

1 (assumed)
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3. 
Numerical solu� on procedure�

The governing equa� ons are solved numeric-�
ally. The equa� on for the leaky Hiemenz� �ow �
(Eq. (21)) is solved by discre�zing the domain �
� � [0, �] into equally spaced intervals. The
func� on� f(ff �) is evaluated at the node points.
Given the third-order of the ef qua� on, and �
that there are two boundary condi� ons on �
� = 0 (antenna surface) and one on � = �
(free-stream), the boundary-value problem
is solved itera�vely by employing a shoot-�
ing methodology. Shoo� ng means that the �
boundary value problem is solved by impos-
ing the two desired surface boundary con-
di� ons, plus a third, arbitrary condi� �on on �
f\(0). This formula�on is then integrated via�
a fourth-order classical Runge-Ku�a scheme�
in � un� l the free-stream is reached. The�
error in the desired free-stream boundary
condi�on is then used as feedback to modi-�
fy the arbitrary third boundary condi�on on�
the surface. This procedure is repeated un�l �
the free-stream boundary condi�on is sa� � s-�
�ed to within a prescribed tolerance.�

Once the Hiemenz func� on is determined,�
then the linear convec� ve-di� �usion equa-�
� on for the concentra� � on in the gas phase�
(Eq. (25)) is solved on the same grid used 
for the Hiemenz equa�on. The di� � erence is�
that the species concentra�on is evaluated�
in the middle of each sf pa�al interval (cell�
center), while the convec� ve and di� � usive�
�uxes are evaluated on the node points (cell�
faces). This system is discre� zed as a true�
ini�al-boundary-value problem. The discret-�
iza�on in � � me is via a fourth-order classical �
Runge-Ku� a scheme. The discre� � za� � on in �
space is second-order centered di�erence �
for the di�usive � �ux, and third-order up-�
wind for the convec� ve� �ux. The boundary�
condi�on at the free-stream is imposed as a�
� ux boundary condi� � on, i. e. the convec� �ve �
� ux into the domain is taken to be� v� c�(t).

The boundary condi�ons on the antenna �
surface involve the adsorp� ve and desorp-�
� ve� � uxes, as well as the surface concentra-�
� on of the odor species on the antenna. The�
la�er is governed by an evolu� � on equa� �on �
that is also solved via a fourth-order classical
Runge-Ku� a scheme.�

In this work, the e�ect of the di� �usion �
of odor species into the sensillum on the
surface concentra�on of the odor species�
on the antenna is deemed to be negligi-
ble. Due to this decoupling, and due to the
purely di� usive nature of the evolu� � on of �
concentra� on along the tubule of a sensil-�
lum, the la� er di� � usion equa� � on is solved�
accur ately and e� ciently using a standard �
Crank-Nicholson semi-implicit integra�on in�
� me. This scheme allows taking � � me steps�
com par able to those employed in the � ow�
domain. In this way, all concentrayy � on equa-�
�ons are then stepped in � �me together. An�
explicit scheme such as the Runge-Ku� a �
would have resulted in prohibi� vely small�
�me steps for the study of the di� � usion�
process and would have lengthened the
computa� ons unreasonably.�

4. 
Results and discussion

Numerical results have been calculated for
the condi� ons listed in Table 1. A selec� � on �
of the results obtained for moth antenna in
air is presented and discussed in this sec�on.�
For all cases a single odor pulse of dura� on �
TPTT  = 5 × 10P

–3 s arrives at the antenna. Two
values of Red, two of Sc, and three of the
leakage parameter, � have been set. The
two values of Sc arise because of the two dif-c
ferent di�usion coe� � cients,� D, inves� gated.�
The species di�usion coe� �  cient is used to�
characterize di�usion through the moth sen-�
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Fig. 5  Odorant species
concentra�on as a func� � on of �
�me for a moth antenna in a�
� ow with � Red = 189, d Sc = 6.4c
and � = 0.05. In this and all
subsequent plots the following
de�ni� � ons apply: � c(t): � uid �
phase odor pulse concentra�on; �
co(t): �uid phase odorant�
concentra� on immediately �
adjacent to the antenna surface;
cS(t) surface concentra�on on �
the antenna; cL(t): concentra�on �
at the end of the pore/tubule in 
the sensillum; cmax: maximum
concentra� on in the odor �
pulse; cSmax: maximum surface
concentra� on on the antenna�

The nominal case, shown in Fig. 5, corre-
sponds to a � ow with � Red = 189, d Sc = 6.4 
and � = 0.05. For this case, the ini� al odor�
concentra�on pro� � le peaks at � t = 2.5 mst
while the air phase concentra�on immedi-�
ately adjacent to the antenna surface peaks
at about t = 12 ms and with a maximum t
value that is almost four �mes smaller than�
that of thef pulse maximum. The reduc�on �
in concentra�on at this point is due to the�
transport of odorant species parallel to and
away from the e�ec� �ve antenna surface as�
opposed to through it (see footnote 2). The
antenna surface concentra�on grows simul-�
taneously with that of the air phase adjacentf
to it and peaks at about t = 15 ms. Because t
of the smallness of f the characterisf � c di� �u-�
sion �me of the odor species in the tubule�
(~ 2.5 ms), the concentra� on distribu� � on at�
the end of the tubule tracks that on the an-f
tenna surface very closely. Notwithstanding,
a � me lag of 2  –  3 ms is observed between �
the respec�ve peaks of these two curves�
and at about t = 17 ms they cross. This is be-t
cause the surface is desorbed of sf pecies at
a faster rate than di� usion can take place, �
now in the opposite direc�on, from the end�
of the tubule towards the sensillum surf face.

sillum tubule yielding a characteris�c di� � u-�
sion �me, � Lt

2/Dt = 2.5 × 10t
–3 s. The maximum 

allowable surface concentra� on of odor �
corresponds to a single layer of molecules f
on the en�re sensillum surface. The ra� � o�
of total sensillum area to the antenna areaf
projected normal to the � ow (including any�
open inter-branch and inter-sensilla spaces)
is close to unity. In the moth about 10–3 of
the sensillum surface consists of pores con-
nected to tubules through which the odor
species di� uses into the sensillum lymph. �

Calcula�ons have been performed as-�
suming either very fast or very slow species
deple� on chemistry at the end of the pore�
tubule. In the case of fast chemistry rela�ve �
to di�usion at posi� �on � y =y Lt in the sensillum, t

the appropriate boundary condi� on to use is�
given byEq. (36) and one obtains the � me vari-�
a� on of species� � ux at � Lt. In the case of
slow chemistry, the appropriate boundary
condi�on is given by Eq. (37) and the � �me�
varia�on of species concentra� �on at � Lt ist

obtained instead. The results provided here 
correspond to the slow chemistry assump-
�on which best characterizes the problem of �
interest.

Typical results are shown in Fig. 5 to 8.
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Fig. 6  Odorant species
concentra�on as a func� � on �
of �me at the end L� t of af
pore/tubule on the sensillum
of a moth antenna in a � ow �
with Red = 189 andd Sc = 6.4
for � = 0, 0.05 and 0.10. Same
de�ni� �ons as in Fig. 5 apply�

detec� ng an odor species like pheromone.�
However, the number of sensilla on an an-
tenna is very large and, from Table 1, the
area frac�on available for odorant detec� � on �
on an antenna is APT/ATT S × AST/A/// A � 10–3.

Because the Red andd Sc numbers are c
func�ons of � �uid proper� � es, it is worth�
considering their theore� cal varia� �ons with �
tempera ture. In air at constant pressure, we
expect 	 � T –1, � � T 1/2 and D � T 3/2. From
these rela� ons it follows that in air�

(38)

From these ra�os we see that the value of �
Sc in air is essenc � ally independent of tem-�
perature. Taking T1TTT  = 283.2 °K (10 °C) and
T2TTT = 293.2 °K (20 °C) for illustra�on pur-�
poses, we � nd that (Re� d|10°/Re° d|20°)air �
1.05, (Red|10°/Re° d|20°)water � 0.96 and (Sc|10°/°
Sc|20°)water � 1.14. Such weak temperature 
dependencies are not expected to signi�-�
cantly in� uence the odorant species detec-�
� on process. �

The present study has been limited to sin-
gle odor � lament pulses of the half-cosine�
wave form given by Eq. (26). The ques� on �
arises what would be the physical response
of a sensillum exf posed to a series of odor-f
ant pulses of randomly variable amplitude
and period. This problem can be dealt with
numerically but is computa�onally inten-�
sive. Instead, for guidance we look to a simi-

By t = 30 ms the air phase species concentra-t
�on adjacent to the antenna has decreased �
to very small values rela� ve to its maximum�
but the surface concentra� on is s� �ll rela� �ve-�
ly large, correctly re�ec� � ng the expected�
slowness of the desorp� on process on the �
antenna (Kanaujia and Kaissling 1985). By t =t
50 ms, both the surface and tubule-end spe-
cies concentra�ons have dropped to very �
small values rela�ve to their maxima.�

The e� ect of antenna leakage is shown in�
Fig. 6 which provides plots of sf pecies con-
centra� on as a func� � on of � � me at the end of �
the tubule on the sensillum of a moth anten-
na for the nominal � ow (� Red = 189,d Sc = 6.4) c
with � = 0, 0.05 and 0.10. From these results
it is clear that increasing antenna permeabil-
ity to � ow results in shorter � � mes for spe-�
cies concentra�ons to peak at larger values �
at the end of the tubule.

The e� ects of � Sc and c Red numbers ared

shown in Fig. 7 and 8. The consequence is
that, because increasing Red and d Sc respec-c
� vely thin out their associated velocity (� �)
and concentra�on (� �c) boundary layers,
small values of Sc (largec D) and large values
of Red (larged v�) both favor the convec�ve/�
di� usive transport of odorant species to the�
antenna surface and, ul�mately, by di� �u-�
sion, to the end of a tubule.

It is interes� ng to note that only a small �
frac� on of the surface of a moth sensillum�
is covered in pore-tubule units capable of
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Fig. 7  Odorant species
concentra�on as a func� � on�
of � me at the end L� t of a f
pore/tubule on the sensillum
of a moth antenna in a � ow�
with Red = 189 andd � = 0.05
for Sc = 0.64 and 6.4. Same c
de�ni� � ons as in Fig. 5 apply�

Fig. 8  Odorant species
concentra�on as a func� � on�
of � me at the end L� t of a 
pore/tubule on the sensillum 
of a moth antenna in a � ow�
with Sc = 6.4 and � = 0.05
for Red = 189 and 377. Same d

de�ni� � ons as in Fig. 5 apply�

moths can resolve up to ten odor pulses per 
second.

We note that in our model the leakage 
par ameter, � = vo/v�, is explicitly de� ned �
without needing to know the actual pressure
drop required across the antenna to achieve 
the � ow permeability speci� � ed. This does �
not pose a problem in those cases where 
the leakage is empirically known as a func-
� on of the antenna/sensilla geometry and�
the approaching �uid velocity (Vogel 1983).�
In a more elegant (but much more di�cult)�
approach to the problem, a rela� onship is�
required that connects the antenna/sensilla
geometry to the pressure drop across the
antenna and the � ow through it.�

Present convec�on and di� �usion trans-�
port �me scales predicted for a moth anten-�
na in a typical odor laden � ow are in broad �
qualita�ve agreement with observa� �ons�
made in the literature. The condi�ons cal-�
culated correspond closely to the condi�ons�

lar problem in the heat transfer literature,
dealing with one-dimensional conduc� on �
into a semi-in�nite solid with surface tem-�
perature periodic with �me (Carslaw and�
Jaeger 1959; Eckert and Drake 1972). Ap-
plying the � ndings of this simpler problem �
to the pore-tubule unit of a moth sensil-
lum shows that concentra�on oscilla� � ons �
at the sensillum surface will propagate into
the sensillum with a wave velocity given by
^2Dt�^ and with decreasing amplitude given 
by e–y , where � is the frequency in rad/s
of the oscilla�on. Thus, while wave speed �
increases quadra�cally with oscilla� �on fre-�
quency, tyy he amplitude decreases exponen-
� ally, with the result that the amplitudes �
of oscillaf �ons with frequencies larger than �
about 20 Hz are signi� cantly reduced. This�
physical � nding is in agreement with neuro-�
sensory observa� ons in the literature. For�
example, Kaissling (1997) states that both 
receptor cells and central neurons in male



190 Joseph A. C. Humphrey, Hossein Haj-Hariri

given in Fig. 3 in Kaissling (1997). In his study, yy
Kaissling (1997) points out the existence of a 
25 ms lag between the passage through an 
odor � lament and the� �ring of ac� � on poten-�
� als in the sensillum receptor cells. Within�
100 ms of passage through the � lament, the�
moth ini� ates an anemotac� � c maneuver,�
and within 200 ms the receptor cells cease 
� ring. The results in Fig. 5 show that within�
about 17 ms following ini�al contact with�
an odor � lament pulse of 5 ms dura� � on, the�
gas phase odorant concentra� on on the an-�
tenna surface has been signi�cantly reduced�
(c0(t)/c/// max < 0.12) but that at the end wall of x

a tubule is just maximizing (cL(t)/c// Smax � 7.5
× 10–5). While the absolute concentra� on�
threshold for odorant detec� on at the end �
of a tubule is not known, it is, presumably,
quite small. Present results show that cL(t)/
cSmax < 10x

–  6 for t > 50 ms.t
While the � uid mechanics of the present�

problem dictate that the bulk of a �lamen-�
tous odor plume should pass over a perme-
able antenna, that odor which leaks through
the antenna generally contains more than 
enough molecules to s� mulate the chemo-�
sensilla on the antenna.

The analysis presented here is readily ex-
tended to antennae/antennules of arthro-
pods living in water. While the values of
Red will not did � er substan� �ally between the �
two media, that for Sc in water is of orderc
1 000 compared to about 10 in air. Because
�c/�/// � Sc–  0.41c approximately,yy (White 1974)
the  larger values of Sc in water will result in c
much smaller values of �c/�// .

This study points to the need for im-
proved or new experimental techniques for 
measuring (under carefully controlled but
realis� c condi� � ons) the kind of data needed�
by predic� ve physical-mathema� � cal models �
of the type presented heref .

 Acknowledgements 
The authors are pleased to acknowledge s�mu-�
la�ng and very helpful technical discussions �
with F. Barth, K.-E. Kaissling, and D. Mellon. In 
par�cular, we are most grateful for the consid-�
erable e� ort Professor Barth invested in help-�
ing us prepare this chapter to make it as appeal-
ing and accessible as possible to the biologist
reader. A preliminary version of this work was 
presented as an invited lecture at the AFI-2002 
Mini-Symposium on Advanced Fluid Informa-
� on – Fusion of EFD and CFD, Na� � onal Olympics �
Memorial Youth Center, Yoyogi Kamizono-cho,
Tokyo, Japan, December 17, 2002. This chapter 
represents a signi�cant revision of that lecture.�
JACH gratefully acknowledges funding received 
through NSF award CBET-0933034 in support of
chemorecep� on research. �

References

Adam G, Delbrück M (1968) Reduc�on in dimen-�
sionality in biological di�usion processes. In:�
Rich A, Davidson N (eds) Structural chemistry
and molecular biology. Freeman and Co., San
Francisco, pp 198  –  215

Baker TC (1986) Pheromone-modulated move-
ments of � ying moths. In: Payne TL, Birch MC,�
Kennedy CEJ (eds) Mechanisms in insect olfac-
� on. Clarendon Press, pp 38  –  48�

Barth FG, Schmid A (eds) (2001) Ecology of sensing. 
Springer, Berlin Heidelberg

Barth FG, Humphrey JAC, Secomb T (eds) (2002)
Sensors and sensing in biology and engineering. 
Springer, Vienna New York

Batchelor GK 1967 An introduc�on to� � uid dynam-�
ics. Cambridge University Press, Cambridge UK

Bell WJ, Cardé RT (eds) (1984) Chemical ecology of
insects. Chapman and Hall Ltd. New York, NY

Berg HC (1983) Random walks in biology. Princeton
University Press, Princeton NJ

Berg HC, Purcell EM (1977) Physics of chemorecep-
� on. Biophys J 20: 193  –  219�

Bird RB, Stewart WE, Ligh�oot EN (1960) Transport �
phenomena. John Wiley & Sons, Inc., New York

Bjostad LB, Gaston LK, Shorey HH (1980) Temporal
pa�ern of sex pheromone release by female� Tri-
choplusia ni. J Insect Physiol 26: 493  –  498

Boeckh J, Kaissling K-E, Schneider D (1965) Insect 
olfactory receptors. In: Cold Spring Harbor Sym-



12. Stagnation point flow analysis of odorant detection by permeable moth antennae   fl 191

posia on Quan� ta� � ve Biology (Sensory recep-�
tors) Vol. XXX: 263  –  280

Bossert WH, Wilson EO (1963) The analysis of ol-
factory communica� on among animals. J Theor �
Biol 5: 443  –  469

Callahan PS (1975) Insect antennae with special
reference to the mechanism of scent detec� on �
and the evolu�on of the sensilla. Int J Morphol �
& Embryol 4: 381–  430

Cardé RT (1984) Chemo-orienta�on in � �ying in-�
sects. In: Bell WJ, Cardé RT (eds) Chemical 
ecology of insects. Chapman and Hall, London.f
pp 111–124

Cardé RT, Baker TC (1984) Sexual communica�on �
with pheromones. In: Bell WJ, Cardé RT (eds)
Chemical ecology of insects. Chapman and Hall,f
London. pp 355  –  383

Cardé RT, Dindonis LL, Agar B, Foss J (1984) Appar-
ency of pulsed and con�nuous pheromone to �
male gypsy moths. J Chem Ecol 10: 335  –  347 

Carslaw HS, Jaeger JC (1959) Conduc� on of heat in �
solids, 2nd ed. Clarendon Press, Oxford

David CT (1986) Mechanisms of direc� onal� � ight�
in wind. In: Payne TL, Birch MC, Kennedy CEJ 
(eds) Mechanisms in insect olfac� on. Clarendon �
Press. Oxford UK. pp 38  –  48

Eckert ERG, Drake RM (1972) Analysis of heat and 
mass transfer. McGraw-Hill, New York NY

Elkington JS, Cardé RT (1984) Odor dispersion. In:
Bell WJ, Cardé RT (eds) Chemical ecology of in-
sects. Chapman and Hall, London. pp 73  –  81

Elkington JS, Cardé RT, Mason CJ (1984) Evalua�on �
of � me-average dispersion models for es� � mat-�
ing pheromone concentra�on in a deciduous �
forest. J Chem Ecol 10: 1081–1108

Futrelle RP (1984) How molecules get to their de-
tectors: the physics of di� usion of insect phero-�
mones. Trends Neurosci 7: 116 –120

Hansson BS (ed) (1999) Insect olfac�on. Springer-�
Verlag, Berlin Heidelberg

Incropera FP, De Wi�  DP (1990) Fundamentals of �
heat and mass transfer (3rd ed.) John Wiley &
Sons, Inc. New York NY

Kaisling K-E (1971) Insect olfac� on. In: Beidler�
LM (ed) Handbook of sensory physiology 4.
Springer-Verlag, Berlin Heidelberg New York.
pp 351–  431

Kaissling K-E (1985) R H Wright lectures on insect
olfac� on (Colbow K, ed.) Simon Fraser Univer-�
sity, Burnayy by, B. C., Canada, yy printed by TypTT o-
graphischer Betrieb W. Biering, H. Nürnberger,
Munich, Germany

Kaissling K-E (1986) Chemo-electrical transduc� on�
in insect olfactory receptors. Ann Rev Neurosci
9: 121–145

Kaissling K-E (1997) Pheromone-controlled anemo-
taxis in moths. In: Lehrer M (ed) Orienta� on�
and communica� on in arthropods. Birkhäuser�
Verlag-Basel/Switzerland 343  –  374

Kaissling K-E (1998) Pheromone deac�va� �on cata-�
lyzed by receptor molecules: a quan� ta� � ve kin-�
e� c model. Chem Senses 23: 385  –  395�

Kaissling K-E (2001) Olfactory perireceptor and re-
ceptor events in moths: a kine�c model. Chem�
Senses 26: 125  –150

Kaissling K-E (2004) Physiology of pheromone re-
cep�on in insects (an example of moths). Anir �
– Av_ (6: 73  –  91

Kaissling K-E (2009) Olfactory perireceptor and re-
ceptor events in moths: a kine�c model revised. �
J Comp Physiol A 195: 895  –  922

Kanaujia S, Kaissling K-E (1985) Interac�ons of �
pheromone with moth antennae: adsorp�on, �
desorp�on and transport. J Insect Physiol 31: �
71–  81

Karg G, Suckling M (1999) Applied aspects of insect
olfac� on. In: Hansson BS (ed) Insect olfac� �on.�
Springer-Verlag, Berlin Heidelberg. pp 352  –  377

Kennedy JS (1983) Zigzagging and cas�ng as pro-�
grammed responses to wind-borne odour: a re-
view. Physiol Entomol 8: 109  –120 

Kennedy JS (1986) Some current issues in orienta-
� on to odor sources. In: Payne TL, Birch MC, �
Kennedy CEJ (eds) Mechanisms in insect olfac-
� on. Clarendon Press. Oxford UK. pp 11–  25�

Krasno� SB, Roelofs WL (1988) Sex pheromone �
released as an aerosol by the moth Pyrrharc� a �
isabeii lla. Nature 333: 263  –  265

Laue M, Steinbrecht RA (1997) Topochemistry of 
moth olfactory sensilla. Int J Insect Morphol &
Embryol 26: 217–  228

Loudon C, Koehl MAR (2000) Sni�  ng by a silkworm�
moth: wing fanning enhances air penetra� on�
through and pheromone intercep� on by anten-�
nae. J Exp Biol 103: 2977–  2990

Loudon C, Davis E (2005) Divergence of streamlines 
approaching a pec� nate insect antenna: conse-�
quences for chemorecep� on. J Chem Ecol 13:�
1–13

Mafra-Neto A, Cardé RT (1994) Fine-scale structure
of pheromone plumes modulates upwind orien-
ta�on of � �ying moths. Science 369: 142  –144�

Milne-Thomson LM (1968) Theore�cal hydrody-�
namics. MacMillan Educa� on Ltd. London UK�



192 Joseph A. C. Humphrey, Hossein Haj-Hariri

Morita H, Shiraishi A (1984) Chemorecep�on physi-�
ology. In: Kerkut GA, Gilbert LI, (eds) Compre-
hensive insect physiology biochemistry and
pharmacology (Nervous system: sensory) 6.
Pergamon Press. Oxford UK. 133  –170

Murlis J, Jones CD (1981) Fine-scale structure of
odour plumes in rela�on to insect orienta� � on to �
distant pheromone and other a� ractant sourc-�
es. Physiol Entomol 6: 71–  86

Murlis J (1986) The structure of odor plumes. In:
Payne TL, Birch MC, Kennedy CEJ (eds) Mech-
anisms in insect olfac�on. Clarendon Press. Ox-�
ford UK. pp 27–  38

Murlis J, Elkinton JS, Cardé RT (1992) Odor plumes
and how insects use them. Annu Rev Entomol
37: 505 – 532

Murray JD (1977) Reduc� on of dimensional-�
ity in di� usion processes: antenna receptors �
of moths. In: Murray JD, Nonlinear di�eren� �al�
equa� on models in biology, 83  –127, Clarendon �
Press, Oxford UK

Mustaparta H (1984) Olfac�on. In: Bell WJ, Cardé �
RT (eds) Chemical ecology of insects. Chapman
and Hall Ltd. New York NY. pp 37–70

Panton RL (1996) Incompressible �ow. John Wiley�
&Sons, Inc. New York NY

Payne TL, Birch MC, Kennedy CEJ (986) Mecha-
nisms in insect olfac�on. Clarendon Press. Ox-�
ford UK

Percy JE, Weatherston J (1974) Gland structure and
pheromone produc�on in insects. In: Birch MC�
(ed) Pheromones. North-Holland, Amsterdam.
pp 11–  34

Preiss R, Kramer E (1986) Pheromone-induced
anemotaxis in simulated free �ight. In: Payne �
TL, Birch MC, Kennedy CEJ (eds) Mechanisms
in insect olfac� on. Clarendon Press. Oxford UK. �
pp 69  –79 

Scheer J (2003) Night visions: The secret designs of
moths. Prestel, New York NY

Schlich� ng H (1968) Boundary-layer theory. Mc-�
Graw-Hill Book Company, New York NY

Schneider D (1964) Insect antennae. Annu Rev En-
tomol 9: 103  –122

Schneider D (1969) Insect olfac�on: deciphering �
systems for chemical messages. Science 163: 
1031–1037

Schneider D (1986) Physiology of insect olfac�on �
– re– � ec� �ons on the last 30 years. In: Payne TL,�
Birch MC, Kennedy CEJ (eds) Mechanisms in 
insect olfac� on. Clarendon Press. Oxford UK.�
pp 38  –  48 

Shuranova ZhP, Burmistrov IuM (1996) Orien�ng �
reac� on in invertebrates. Neurosci Behav Phy-�
siol 26: 406  –  415

Stacey M, Mead KS, Koehl MAR (2002) Molecule
capture by olfactory antennules: Man�s shrimp.�
J Math Biol 44: 1–  30

Steinbrecht RA (1997) Pore structures in insect ol-
factory sensilla: a review of data and concepts.f
Int J Insect Morphol & Embryol 26: 229  –  245

Steinbrecht RA (1999) Olfactory receptors. In: 
Eguchi E, Tominaga Y (eds) Atlas of arthropod
sensory receptors. Chapter V. Springer, Tokyo.
pp 155  –176

Vickers NJ, Baker TC (1992) Male Heliothisii  vires-
cens maintain upwind � ight in response to ex-�
perimentally pulsed � laments of their sex phe-�
romone (Lepidoptera: Noctuidae). J Insect Beh
5: 669–687

Vickers NJ, Baker TC (1994) Reitera� ve responses�
to single strands of odor promote sustained upf -
wind �ight and odor source loca� �on by moths. �
Proc Natl Acad Sci USA. 91: 5756  –  5760

Vogel S (1983) How much air passes through a
moth antenna? J Insect Physiol 29: 597–  602

White FM (1974) Viscous � uid � � ow. McGraw-Hill, �
Inc. New York NY

Willis MA, David CT, Murlis J, Cardé RT (1994) Ef-
fects of pheromone plume structure and visualf
s�muli on the pheromone-modulated upwind�
� ight of male gypsy moths (� Lymantria dispar)
in a forest (Lepidoptera: Lymantriidae). J Insect
Beh 7: 385 –  409

Wright RH (1958) The olfactory guidance of �ying�
insects. Can Entomol 90: 81–  89

Wright RH (1964) The science of smell. George Al-
len and Unwin Ltd. London UK

Wright RH (1982) The sense of smell, CRC Press.
Boca Raton FL

Zacharuk RY (1985) Antennae and sensilla. In:
Kerkut GA, Gilbert LI (eds) Comprehensive in-
sect physiology, biochemistry and pharmacol-
ogy. Pergamon Press, New York 6: 1–  69



Mechanoreception IV



13Man-made versus biological 
 in-air sonar systems

Herbert Peremans, Fons De Mey, Filips Schillebeeckxyy

Contents

List of abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

2. Man-made in-air sonar systems  . . . . . . . . . . . 197
2.1 Post-processing multiple range readings . . . . 197
2.2 Intelligent sonar sensor readings  . . . . . . . . . . 198

3. Bio-inspired in-air sonar . . . . . . . . . . . . . . . . . . 203
3.1 The Robotic bat head . . . . . . . . . . . . . . . . . . . . 203
3.2 Experimental results . . . . . . . . . . . . . . . . . . . . .  204

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Acknowledgments  . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

List of abbreviationf s
ITD Inter-aural Time Di�erences, IID Inter-aural�
Intensity Di� erences, HRTF Head Related Transfer �
Func� on, CT computer tomography�

 Abstract
In this chapter we will argue that biologically
inspired sonar systems, i. e. man-made systems 
that implement func� onal principles of their�
biological counterparts, are capable of signi�-�
cantly improving the performance of current
in-air sonar systems. Instead of collecf �ng large �
numbers of sonar ranf ge readings from mul�-�
ple observa� on points and combining them�
into a reliable environment map we advocate
the use of intelligent sonar sensors capable of f
extrac�ng signi� � cantly more informa� �on from �
a single measurement. As an example of this 
bio-inspired approach we present a binaural
sonar sensor capable of localizing ref � ectors in �

3  D-space using broadband spectral cues intro-
duced by the emi�er and receiver direc� �onal�
�lters. Acous� � c simula� �ons indicate that du-�
plica�ng the outer ears and combining them�
with an emi�er that acts by direc� �ng emi� �ed �
energy in the frontal direc� on should be su� �-�
cient to approximate the signi�cant features of �
the direc� onal proper� � es of a real bat’s sonar �
system. Localisa�on is performed by a template�
matching scheme whereby the spectrum of the
received echo signal is compared with a set of
stored spectral templates, one for every direc-
� on. This bio-inspired 3  D localisa� �on scheme �
was implemented on a robo� c bat head and �
validated in a series of exf periments. The results
from these experiments show that both the 
monaural and the binaural spectral cues intro-
duced by the emi� er/receiver direc� � onal � �lters �
carry su�  cient informa� � on to discriminate be-�
tween di� erent re� � ector loca� �ons in realis� �c�
noise condi�ons. The experiments further show�
that to track a moving spherical target with our
robo� c system spectral informa� � on from both�
receivers is required. 

Herbert Peremans
University of Antwerp, Ac�ve Percep� � on Lab �
Prinsstraat 13, 2000 Antwerpen, Belgium
e-mail: herbert.peremans@ua.ac.be
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1.  
Introduc� on�

Because of their ease of f use and their lowf
cost man-made  in-air sonar systems have 
been used extensively to provide a rudimen-
tary environment percep�on capability to �
mobile robots that have to navigate autono-
mously.

An ideal naviga� on sensor generates ac-�
curate posi�on informa� � on about all the ob-�
jects in a large area at a fast measurement
rate. In other words, it has a high informa-
� on rate. The major drawback of conven-�
� onal in-air sonar sensors such as the Polar-�
oid range sensor (Maslin 1983), is precisely
their low informa�on rate. Indeed, a single�
measurement returns the distance to the
closest object within the ensoni� ed region �
only. Moreover, the measurement takes
about 40 ms for a range of 6 m because of f
the slow speed of sound. Furthermore, the
target posi�on es� � mate based on the read-�
ing returned by the sensor is both highly un-
certain and ambiguous as interpreted by the
widely used sensor model for conven� onal�
in-air sonar. In this model (Fig. 1  a), it is as-
sumed (i) that a re�ector is located directly �
in front of the sensor (bearing angle ) at a
distance r derived from the � me-of-� �ight of �

Fig. 1 a The es�mated �
target posi�on (r,� )
and its uncertainty
(indicated by the label
‘object zone’); b an
erroneous measurement
interpreta� on, based on�
the same sensor reading,
mistaking the mirror image
for the true target

a probing ultrasound pulse and (ii) that the
region in between the sensor and the tar-
get (the region labelled ‘empty zone’) is free
of re� ec� � ng objects. Note that the width of �
the ensoni�ed region, approximated by a �
cone with an opening angle of 30 def grees
for the Polaroid transducer, gives rise to a
large uncertainty on the es� mated bear-�
ing angle. Indeed, the true target can be 
anywhere within the region labelled ‘object
zone’. In addi�on, this sensor model gives�
rise to many erroneous interpreta� ons of �
the sensor readings by ignoring the com-
plexity of the rf e� ec� �on process. Figure 1  b�
shows how the presence of an obliquely ori-
ented extended re�ector ac� � ng like a mirror�
can give rise to such an erroneous interpre-
ta� on. In this example, the mirror image of �
the target is mistaken by the sensor model
for the true target. Because of these limita-
�ons the use of in-air sonar has been limited�
mostly to low-level obstacle avoidance tasks 
in robo�cs.�

Bats, on the other hand, rely upon their
airborne sonar system while execu� ng com-�
plex naviga� on and hun� � ng behaviour (Grif-�
� n 1958). Clearly, they have developed strat-�
egies to overcome the low informa�on rate �
of in-air sonar sensinf g. These strategies fall
into two broad classes: selec� ve explora� � on�
and informa� on extrac� � on maximiza� �on. In �
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this chapter, we will be concerned with the 
la� er mainly.�

As the speed of sound f poses a physic-
al constraint upon the measurement rate,
given a certain spa� al range of interest, bats�
have learned to adapt the con� gura� �on of �
their sonar to the task at hand. This allows
them to ac�vely explore their environment �
and renders possible more e�  cient extrac-�
�on of informa� � on (Surlykke et al. 2009). In �
addi� on, bats have learned to extract much�
more detailed informa�on from a single. Evi-�
dence for such extensive informa� on extrac-�
� on is provided by the various target feature�
maps (Suga 1990) found in the bat’s auditory
cortex: echo delay represents target range,
echo amplitude+delay represent target size, 
echo amplitude spectrum represents target
shape, binaural echo cues represent target
azimuth+eleva� on, pinna induced mon-�
aural/binaural spectral cues represent tar-
get azimuth+eleva� on, constant Doppler �
shi	  component represents target rela	 �ve �
velocity, periodic Doppler shi	  component	
represents target � u� � er, etc.�

In this chapter we will argue that biologic-
ally inspired sonar systems, i. e. man-made
systems that implement func� onal prin-�
ciples of their biological counterparts, are
indeed capable of sif gni�cantly improving�
the performance of man-made in-air sonarf
systems.

2.  
Man-made  in-air sonar systems

To compensate for the low informa� on rate �
of conven�onal man-made sonar systems,�
engineers have followed two approaches. In 
one approach, improved accuracy and reli-
ability of the results is obtained by scanning
the region of interest f from di� erent view-�

points with the basic range sensor. Hence,
number of measurements (= � me) is traded�
for quality of the results. With this af pproach,
mul� ple sensors are o� 	 en used in order to	
get more acceptable response �mes despite �
the low measurement rate of individual sen-
sors. In the other approach, the informa�on �
rate of a sinf gle intelligent sonar sensor is in-
creased by extrac�ng signi� �cantly more in-�
forma� on from a single measurement.�

2.1  Post-processing multiple range
readings 

The aim of the post-processing approach is
to combine the unreliable sonar readings
collected at mul� ple observa� �on points and�
turn them into a reliable environment map 
using decision theore� c tools (Choset et al.�
2005) It requires the speci� ca� � on of the fol-�
lowing essen�al components� .
(1) A model S of the environment to repre-

sent the acquired environment informa-
� on. Note that this model includes the�
es�mate of the robot’s state, e. g. the �
mobile robot’s posi�on and orienta� �on �
in the plane. The environment model
can consist of geometric primi� ves such �
as lines, planes etc., whose uncertainty
is modelled by interpre� ng their param-�
eters as random variables with associat-
ed probability distribu�ons as� � rst pro-�
posed by Smith and Cheeseman (1986).
Moravec and Elfes (1985) introduced 
the other frequently used environment
model consis� ng of an occupancy/cer-�
tainty grid. In this case, the map primi-
�ves are rectangular cells. The value �
corresponding to each cell denotes the
degree of cof n� dence in the cell being �
occupied by an object. 

(2) A sensor model P(M|S) de� ned as the�
condi� onal probability of the sonar �
reading M given the state of the environ-
ment S. The sensor model includes both
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the e� ects of measurement uncertainty �
as well as the e� ects of ambiguous read-�
ings, i. e. iden� cal sensor readings prod-�
uced by di�erent environment states�
(Fig. 1). Hence, deno� ng the di� �erent �
measurement scenarios consistent with
the environment state by C(S), the sen-
sor model can be wri�en as�

(1)

with 

(2)

Note that the probability distribu�on �
P(C(S)|S) quan�� es the amount of am-�
biguity present in a par� cular measure-�
ment given the state of the environment
S. P(M|S,C(S)), on the other hand, de-
scribes the uncertainty proper of the so-
nar measurement given the state of the f
environment and a par� cular measure-�
ment scenario, e. g. an object is present
in the object zone determined by the 
beamwidth of the transducer together
with the measured distance from the
sensor and no object is present in the 
empty zone. 

(3) An inferencing technique like Bayesian
inference, to consistently combine the
informa� on extracted from the new �
measurement with the informa� on col-�
lected so far (Thrun 1998).

The fundamental problem with the post-
processing approach is that the sonar sensor 
model has to be simpli� ed considerably to�
keep the procedure computa� onally tract-�
able. Indeed, in prac�ce it is not feasible to �
consider all measurement scenarios C(S). As
a result, faulty interpreta�ons of ambiguous�
measurements will occur. Unless large num-
bers of sonar readinf gs are collected so that
the erroneous sensor-data interpreta�ons �

get eventually erased, the results will s�ll be �
unreliable.

2.2 Intelligent sonar sensor readings

The post-processing approach applied to
conven�onal sonar sensors throws away a�
lot of inf forma�on during the measurement �
process, only to a�empt to reconstruct it af-�
terwards at great expense. While this might
be a sensible approach for fast sensors such
as cameras or laser-range �nders, it is not�
for sonar. Indeed, as argued before, the low
propaga� on speed of sound makes the col-�
lec� on of large numbers of measurements �
very � me consuming.�

Star�ng with a more detailed look at the �
echo forma� on process, we describe a more �
intelligent bio-inspired in-air sonar system
below.

2.2.1 Target feature encoding

Before discussing the extrac� on of informa-�
� on from received echo signals, we� � rst look�
at how environmental features get encoded
into par� cular features of those signals.�

The measurement using an in-air sonar 
system consists of the following steps: a
sound pulse is generated and radiated into
the environment. It travels through the air
and re� ects from all objects within range. �
The re� ected echoes are picked up by the�
receiver(s). Modelling the transforma� ons�
occurring at the di� erent stages by linear�
processes (Kuc and Siegel 1987; Peremans
1997) the received signal r(t) is given by

(3)
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with scall(t) represen�ng the generated sig-�
nal, * deno� ng convolu� � on, and the � h(t)’s de-
no�ng the impulse responses corresponding�
with the di� erent� �lter opera� � ons, i. e. the �
emission and recep� on direc� � vity � hemit(t;�̀)
and hrec(t;�̀)  and the spherical spreading and
absorp�on losses in air � hair(t;rir ). The infor-
ma�on to be extracted from this composite �
echo signal consists of the posi�ons of the�
re�ectors of interest, given by spherical co-�
ordinates (r,rr �̀)i = (i r,rr �az,�elev), as well as their
iden��es, given by the impulse responses �
hre�e ,i�� (t).

In the remainder of this chaf pter we will
be concerned with inver� ng the transfor-�
ma� ons applied during the echo forma� � on�
process to extract re� ector posi� �on infor-�
ma�on from the relevant features of the re-�
ceived echo signals.

2.2.2 Extracting range information

Contrary to the classic range sensor we will 
a� empt to localise all re� � ectors in the en-�
soni� ed region. Hence, we extract the travel �
� mes of all the echoes and not just that of �
the � rst echo. In order to arrive at the mini-�
mum variance es�mate of the arrival� � me �
of a sinf gle echo in the presence of addf i� ve�
white Gaussian noise, we have to process
the received signal appropriately. From ra-
dar theory (Skolnik 2008) we know we have
to use a so-called matched �lter for this pro-�
cessing. The impulse response of a matched f
� lter is given by the� �me inverse of the echo-�
signal. The arrival � me es� � mate itself is giv-�
en by the moment the matched �lter output �
is maximal. The important features of the
matched �lter output are shown in Fig. 2. �
The echo signal shown is loosely modeled on 
the emi�ed call of � Eptesicus fuscuff s (Surlykke
and Moss 2000) in the terminal phase. It is a
hyperbolic frequency modulated sinusoidal
containing 2 harmonics with the fundamen-
tal component sweeping from 50kHz down

Fig. 2 The spectrogram (magnitude) of
the emi�ed call; (inset) the output of the �
corresponding matched �lter (E and B deno� � ng �
respec� vely the energy and the bandwidth of the �
emi� ed call)�

to 25kHz in 2 ms. Note that the e� ec� � ve�
width of the matched �lter response for a�
single echo is determined by the bandwidth
and not by the dura� on of the emi� �ed call.�

Assuming the echo signal to be composed
of mf ul�ple scaled and delayed versions of �
the emi� ed call and introducing a heuris-�
� c peak detec� �on algorithm (Peremans et�
al. 1993) that can cope with mul�ple over-�
lapping echoes, we can apply the same ap-
proach to realis� c echo signals such as � r(t)
speci� ed above (see equa� �on (3)).�

As shown in Fig. 3 for a binaural sonar sys-
tem consis�ng of one transmi� � er and two�
receivers, applying this approach to both
echo signals results in two sets of echo ar-
rival �mes. �

The arrival � mes corresponding to the �
echoes from the same re� ector picked up�
by the right and le	  receivers contain infor-	
ma� on about both the spa� � al�  range and the
bearing of the re�ectors in the horizontal �
plane. The range can be derived from the
arrival �mes themselves. The bearing can�
be inferred by triangula� on from the di� �er-�
ence between the arrival �mes at both ears,�
i. e. the inter-aural �me di� � erence (ITD). A �
number of robf o� c sonar systems have been�
proposed that use the arrival �mes and ar-�
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Fig. 3 a The environment and binaural sonar system; b the echo signal from the le	  receiver; 	 c the
output of the corresf ponding matched � lter;� d the sets of echo arrival � mes extracted from the matched�
�lter outputs for the le� 	  and right receivers and the associated correspondence hypotheses	

ceiver whereas hypothesis 2 pairs the �rst�
echo in the le	 receiver with the second	
echo in the right receiver and the second
echo in the le	  receiver with the	 � rst echo �
in the right receiver. In both hypotheses the 
third echo in the le	  receiver is paired with	
the third echo in the right receiver. Of the 
two correspondence hypotheses only one 
will result in correctly triangulated pos-
i� on es� �mates for the� �rst and the second�
target. Since reliably �nding the true cor-�
respondences becomes more complicated
as the receivers are further apart it would
seem to be advantageous to build small so-
nar systems. However, the angular accuracy
of a posi� on es� � mator based on ITD cues�
is inversely propor�onal to the distance �
between the receivers. Indeed, it has been
suggested that the small size of the bat’s
head makes inter-aural intensity (IID) cues
much more reliable than ITD cues for tar-
get localisa� on (Pollak 1988). Furthermore, �
when confronted with a true 3D environ-
ment ITD cues from two receivers contain 

rival � me di� �erences of echoes extracted �
from mul�ple receivers to localise objects�
(Peremans et al. 1993; Kleeman 2004).
When mul�ple arrival� � mes are extracted�
from each receiver signal in these systems, 
a matching problem quite similar to the
correspondence problem in stereo-vision
needs to be solved. Indeed, the echoes in
the right and le	 receiver signals belong-	
ing to the same re� ector need to be paired�
(Peremans 1994) before triangula� on can �
be used to determine the bearings of thef
individual re�ectors. For example, in Fig.3  d �
the third echo in the le	  receiver signal 	
corresponds unambiguously with the third
echo in the right receiver signal. However,
both the � rst and the second echo in the�
le	 receiver can correspond with either the	
� rst or the second echo in the right receiver. �
This results in two correspondence hypoth-
eses: hypothesis 1 pairs the � rst echo in the�
le	 receiver with the 	 �rst echo in the right�
receiver and the second echo in the le	  re-	
ceiver with the second echo in the right re-
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only par�al informa� �on about the re� �ector�
posi� ons. �

Hence, instead of introducinf g addi�onal �
receivers and limit ourselves to processing
echo arrival � mes, we take inspira� �on from�
biology again and turn our a�en� � on to a dif-�
ferent set of posi� on cues. In par� � cular, to �
localise re� ectors in 3  D while keeping with a�
binaural sonar system we propose to use the
cues introduced by the emi�er and receiver �
direc� onal � �lters.�

2.2.3 Extracting angular information

The direc�on dependent � �ltering performed�
by the di� rac� � on and interference of the �
echo sound � eld around the receiver and �
the structures close to it is referred to as the
Head Related Transfer Func� on (HRTF). A �
similar direc� on dependent � � lter is present�
during emission of the call as well. For bats, 

Fig. 4 The direc� onal dependency (Lambert azimuthal equal-area projec� �on) of the recep� � on� � lters for �
di�erent frequencies and di� � erent con� � gura� � ons: complete head, isolated pinna, head without pinna. �
The spa�al sensi� � vity pa� �erns are normalised such that 0 dB corresponds with the highest sensi� �vity�
for each frequency, the contours are syy paced 3 dB apart (grid lines every 30 degrees)

the complexity of the shapes involved (pin-
nae, head, shoulders, wings, etc.) excludes 
the analy� c deriva� �on of the relevant sound�
�elds. Hence, un� � l recently bat HRTF’s (Firz-�
la�  and Schuller 2003; Aytekin et al. 2004) �
could only be measured. However, during
the last few years numerical tools have be-
come available that allow to simulate the
acous� c � �eld around complex structures.�
Recently, we have developed a method (De
Mey et al. 2008) that allows to predict the
� lters � hemit(t;�̀) and hrec(t;�̀) with reasonable
accuracy, given a par�cular receiver struc-�
ture. The method starts with a semi-auto-
ma� c extrac� �on of the shape of a complete�
bat head from micro-CT data. Next, this
detailed morphology data is used in combi-
na� on with numerical tools to simulate the�
acous� c � �eld.�

Apart from the e�  ciency gain, this new �
approach allows to inves�gate what parts�
of the bat head contribute sif gni� cantly to �



202 Herbert Peremans, Fons De Mey, Filips Schillebeeckx

Fig. 5 The direc�onal dependency (Lambert azimuthal equal-area projec� �on) of the recep� � on� � lter, �
the emission � lter and the combined sender–receiver � �lter for di� �erent frequencies. The pa� �erns are �
normalised such that 0 dB corresponds with the highest value for each frequency, the contours areyy
spaced 3 dB apart (grid lines every 30 degrees)

nostrils interacts with the noseleaf to createf
an elongated main beam in front of the bat.
We conclude from Fig. 5 that combining the 
emission (middle row) and recep� on (top �
row) �lters results in a more direc� � onal � �l-�
ter for the complete system (bo� om row). �
Indeed, the sensi� vity in the periphery of �
the combined sender-receiver system is sig-
ni� cantly reduced with respect to that of the �
recep� on subsystem considered on its own. �
Nevertheless, the direc� onal dependency of �
the combined � lter as quan� �� ed by the size�
and posi�on of the main lobe and most im-�
portant side lobe has stayed quite close to
that of the recep�on � � lter.�

To extract tTT he angular cues introduced by
this combined sender-receiver direc� onal � �l-�
ter in the received echo signals, we propose
a simple template matching scheme (Reij-
niers and Peremans 2007). In this scheme
the � me-localised spectrum of the received�

the measured direc� onal� � lters. In par� � cu-�
lar, from the results shown in Fig. 4 we con-
clude that the contribu� on of the pinna to �
the HRTF is much more important than that
of the rest of the head for Phyllostomus dis-
color. Indeed, the important properrr � es of �
the spa� al sensi� � vity pa� �erns of the com-�
plete head, i. e. both the size and posi� on�
of the main lobe as well as the presence/
absence of signi� cant side lobes as a func-�
� on of frequency, are well predicted by the�
spa� al sensi� �vity pa� �erns of the pinna con-�
sidered in isola� on. At the same � � me, the�
spa� al sensi� � vity pa� �erns of the complete�
head and the head with the pinna removed
are only very weakly correlated.

As biosonar is an ac� ve sensing modality�
we need to extend the analysis to include
sound emission as well. The middle row of 
Fig. 5 shows how in the case of Phyllostomus
discolor the sound emir �ed through the two �
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the emission and recep�on � � lters. Hence, �
the binaural version is more robust in the
case of more f pronounced re� ector � �ltering.�

3.  
Bio-inspired in-air sonar 

The template matching scheme, which we
introduced in the previous sec�on, has been�
evaluated with an engineered sonar system.
This sec�on elaborates on the system, as�
well as on the obtained results.

3.1  Robotic bat head

The robo� c bat head (Fig. 6) used in this re-�
search is based on the robo� c head (Pere-�
mans and Reijniers 2005) developed as part 
of the CIRCE project (CIRCE 2005) that was

echo signal is compared with a set of storedf
spectral templates, one for every direc�on. �
The spectral template that has the smallest
weighted distance, using the diagonal elem-
ents of the noise covariance matrix as the f
weights, with respect to the echo spectrum
speci� es the direc� � on es� �mate. The ana-�
lysis presented by Altes (1978) shows that 
this procedure results under general condi-
�ons in a minimum variance es� � mate of the �
direc�on in the presence of isotropic white�
Gaussian noise.

This scheme can be applied to the mon-
aural as well as the binaural echo spectrum, 
i. e. the concatena�on of the two monaural�
spectra. The monaural version has the ad-
vantage of not ref quiring the solu� on of the �
correspondence problem, i. e. � nding the �
echoes in the right and the le	  receiver sig-	
nals, that correspond with the same re� ec-�
tor. However, it lacks the capability of dis-
crimina�ng between the spectral features�
due to the re�ector� � lter and those due to�

Fig. 6 The CIRCE head �� ed with�
Polaroid transducer as sender and
Knowles microphones mounted in 
plas� c replicas of the � Phyllostomus
discolor pinnae as receivers
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Fig. 7 Direc�onal dependency of the recep� � on� � lter of � (top) the simulated Phyllostomus discolor HRTF;
(bo� om)� the Knowles microphone inserted in the ar�� cial  � Phyllostomus discolor pinna. The spa�al�
sensi�vity pa� � erns are normalised such that 0 dB corresponds with the highest sensi� � vity for each �
frequency, the contours are spaced 3 dB apart (grid lines every 30 degrees)

ultra sonic transducer driven by custom built
electronics. Clearly, the direc�onal� � ltering �
of this transducer (Peremans 1997) is di�er-�
ent from that of the emission system of f Phyl-
lostomus discoii lor. However, from the simula-
� on results shown in Fig. 5 we conclude that �
duplica�ng the outer ears and combining �
them with a direc� onal emi� � er that acts by �
direc�ng emi� �ed energy in the frontal direc-�
� on should be su� � cient to approximate the�
signi� cant features of the direc� �onal prop-�
er�es of the real bat’s sonar system.�

3.2 Experimental results

The bio-inspired 3  D localisa� on scheme�
described above was implemented on the
robo� c bat head and validated in a series�
of experiments. We tested three di�erent �
localisa� on strategies (monaural, selected�
monaural, and binaural) and show their lo-
calisa� on capabili� �es as a func� � on of the �
posi� on of the target in Fig. 8. The mon-�
aural strategy localizes echoes with informa-
�on from one ear only, the right ear in this�
case. The strategy called selected monaural

concerned with reproducing, at a func� onal �
level, the echoloca� on system of bats.�

Two microphones are mounted onto a mi-TT
cromechanical system that allows accur ate
independent control of both pan and � lt an-�
gle of the two receivers. Various pinna shapes
can be mounted over each microphone. The
cable driven mechanism results in a sensor
work space of ±30 degrees in both the pan
and the �lt direc� � on. The micro mech anical�
drive system is located behind the movable
pinnae, reducing re�ec� on and di� � rac� � on�
e� ects on the received signals.�

For the experiments described below
two microphones (Knowles FG-23 329) are
inserted in the ear canals of thef plas� c pin-�
nae mounted on the robo� c bat head. The �
microphones’ small ac� ve surface results�
in a spa�al direc� � vity that is almost omni-�
direc�onal for the frequency range of inter-�
est (30  –  95kHz). However, when inserted in
the ear canal of the ar�� cial � Phyllostomus
discolor pinnae, the microphones inherit r
the direc�onal dependency of the true� Phyl-
lostomus discoii lor HRTF as can be seen from r
Fig. 7.

The transmi� er is based on a Polaroid �
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Fig. 8 Spa� al distribu� � on of angular es� � mate error in degrees (top); number of measurements to �
converge on target (bo� om) making use of monaural informa� � on, selected monaural informa� �on �
(see text) and binaural informa�on (grid lines every 15 degrees� ; inset shows which part of the frontal
hemisphere is reported on)

also calculated (see Fig. 8, bo�om row) how�
many sequen� al measurements it would�
take the system to arrive within a 3 degrees
capture region around the true target pos-
i� on. This performance measure provides�
informa� on about the stability and the�
rate of converf gence of the robof �c bat head�
tracking the target based on its angular po-
si�on es� �mates. This performance measure�
seems more appropriate for a tracking task, 
as it takes into account that even if the � rst�
loca� on es� �mate is quite far o� � , steering�
the robo� c bat head to point in this faulty�
direc�on might relocate the target within �
a more favorable HRTF region. Subsequent 
measurements would then allow correct lo-

� rst checks which ear receives the strongest�
echo and then applies the monaural strategyl
to the signal received by that ear. The strat-
egy called binaural uses all informa� on con-�
tained in the signals from both ears to per-
form true binaural localisa� on as explained�
in sec�on 2.2.3. The target was a spherical �
re�ector placed at approximately 1 m from�
the robo� c bat head. The performance of �
each strategy was quan��ed by measuring �
the great-circle distance from the es�mated�
target posi�on to the true one (see Fig. 8, �
top row).

This error measure does not provide in-
forma�on about the possibility of sequen-�
�al posi� � on es� � ma� � on. Hence, we have�
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calisa� on. The maximum number of meas-�
urements in this experiment is set to 9.

Both performance measures show that 
monaural localisa� on of a single sta� � onary �
target is possible, albeit with a reduced ac-
curacy, as long as the target stays within the
corresponding half of the region in front of
the sonar system. However, it was found
that this strategy was not capable of track-
ing a moving target. Indeed, the large errors
it makes when the target is in the wrong
frontal half sf pace causes it to lose track
of the moving target. Localisa�on in both �
halves of the frontal hemisphere ensoni�ed�
by the emi� er is possible by combining the �
readings from both receivers. Note that in
this experimental setup � nding the corre-�
spondence between the echoes from the 
right and the le	  receiver is trivial as there 	
is only one echo. Both the selected md on-
aural and thel binaural strategy are capable l
of trackinf g a moving target in real-�me on �
our robo�c system. As can be seen from the �
results shown in Fig. 8 the overall accuracy
of the posf i� on es� �mate, in par� �cular in the�
region directly in front of the sonar system,
is slightly higher in the binaural strategy. The l
selected monaural strategy has bel �er per-�
formance for larger azimuth angles, i. e. a
larger e� ec� � ve� � eld of view. Note that per-�
formance for all three strategies deterior-
ates as the eleva�on angle gets larger. This is �
a consequence of the relf a� ve posi� � oning of �
the emi�er and receiver direc� �vity beams. �
The combined emi�er and receiver direc� �v-�
ity of the sonar system is poif n�ng slightly�
downward in this case.

Conclusion 

We have argued that biologically inspired sonar
systems are capable of signi�cantly improv-�
ing the performance of man-made in-air sonar f
systems. This can be achieved by copying some
of the strategies used by bats to overcome the
low informa�on rate of in-air sonar sensing. In �
par� cular, we have shown that the extrac� �on �

of binaural spectral inf forma�on of the echo sig-�
nals in combina� on with the use of a biological-�
ly inspired direc�onal sonar system allows 3  D �
localisa� on of mul� �ple re� � ectors from a single �
measurement.
However,r there is s�ll a signi� �cant perform-�
ance gap between biological sonar systems and
man-made ones. In par�cular, despite the good�
results in the presence of muf l� ple re� �ectors,�
the 3  D localisa� on mechanisms proposed here�
break down when presented with too many
densely spaced re� ectors. In those circum-�
stances the spectral proper�es of the echoes �
are no longer solely determined by the direc-
�onal� � ltering of the sonar system but also by�
the target impulse response. The consequent 
addi� onal spectral features tend to confuse the �
localisa�on mechanism. This o� 	 en occurs when	
presented with environments containing nat-
ural re�ectors such as trees. We are currently �
inves� ga� � ng to what extent the use of an in-�
telligent focus-of-a� en� � on mechanism or the�
processing of trains of f measurements insteadf
of single measurements might remedy some of f
these remaining problems.
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Abstract

The vibrissal-trigeminal pathway of the rat hasf
become an increasingly important model in
neuroscience to study how sensory and motor
signals are encoded, processed, and integrated
in the nervous system, ul� mately yielding “per-�
cep�on” of an object. In this chapter, we focus �
speci� cally on the role of head and vibrissa �
(whisker) vel ocity during exploratory move-
ments. The chapter begins by describing basic
vibrissal anatomy and mechanics, and shows

that di�erent studies measure “vibrissa vel-�
ocity” under very di�erent mechanical condi-�
�ons, which will give rise to very di� � erent types�
of mechanoreceptor ac�va� �on. It is thus cri� � c-�
al to consider forces and bending moments at
the whisker base in addi� on to vibrissa vel ocity �
when quan�fying vibrissa-object contact dur-�
ing natural behavior. To illustrate this point, we 
summarize recent results demonstra� ng that �
whisking velocity at the � me of collision with �
an object may in� uence the rat’s ability to de-�
termine the radial distance to the object as well
as the horizontal angle of contact. Further, wef
present evidence sugges�ng that the rat may�
ac� vely select veloci� � es at di� �erent points in �
the whisking trajectory, perhaps to aid localiza-
� on behavior in these two dimensions. Finally,�
because the whiskers are always ac�ng in con-�
cert with the head, we describe correla� ons�
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between whisking behavior and head vel ocity. 
Preliminary data suggest that the posi�on, �
orienta� on, and vel ocity of the head – which �
moves at a very di� erent spa� �al and temporal�
scale than the vibrissae – will have a large ef-
fect on the tac�le informa� � on acquired by the �
vibrissal system.

1.  
Introduc� on�

 Rats are nocturnal animals with low acuity
vision (Dean 1981; Silveira et al. 1987; Kel-
ler et al. 2000; Prusky et al. 2000; 2002).
They use rhythmic (5  –  25 Hz) movements of
their vibrissae (whiskers) to tactually extract
object features, including size (Brecht et al.
1997; Krupa et al. 2001), shape (Brecht et al.
1997; Harvey et al. 2001), orienta� on (Pol-�
ley et al. 2005), and texture (Carvell and Si-
mons 1995; Nicolelis et al. 1996; Arabzadeh
et al. 2003; 2004; 2006; Neimark et al. 2003;
Moore 2004; Hipp et al. 2006; Vaziri et al.

Fig. 1  Vibrissa anatomy and
mechanics. A Vibrissae are
arranged in rows and columns
on the rat’s face. B Peripheral
branches of trigeminal ganglion f
neurons receive input from
mechanoreceptors in the vibrissa
follicle. Drawing adapted from 
Diamond et al. (2008), and Rice
et al. (1997). C Four extrinsic
muscles a�ach the mystacial �
pad to the skull. D The intrinsic
muscles form “slings” around 
the follicles, and join adjacent 
follicles of a single row. Drawings
in C and D were adapted from
Hill et al. (2008), which were in
turn adapted from Fig. 1 and 3 of
Dör� (1982; 1985)�

2007). These rhythmic vibrissal movements
are known as “ whisking,” and provide the
rat a rich tac�le window to its environment.�

As shown in Fig. 1  A, about 30 vibrissae
are arranged in a regular array on each side
of the rat’s face (Vincent 1913). Although 
there are no sensors along the length of a vi-
brissa, each vibrissa base is embedded with-
in a densely innervated follicle (Fig. 1  B) (Rice
et al. 1986; 1993; 1997; Mosconi et al. 1993;
Ebara et al. 2002). Mechanoreceptors in the
follicle transduce deforma�ons into elec-�
trical signals and provide input to primary 
sensory neurons in the trigeminal ganglion.
(Zucker and Welker 1969; Gibson and Welker 
1983  a; b; Lichtenstein et al. 1990; Stü�gen�
et al. 2006; 2008; Szwed et al. 2006; Leiser
and Moxon 2007; Khatri et al. 2009). Within 
nearly every brain structure of the ascend-
ing vibrissal-trigeminal system, neurons are
grouped so as to directly re�ect the regular�
peripheral topography (Woolsey et al. 1975;
Van der Loos 1976; Belford and Killackey
1979; Killackey 1980; Arvidsson and Rice 
1991). The presence of these neural maps
allows researchers to record from neurons
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responsive to par� cular groups of vibrissae, �
and to study how tac�le informa� � on is inte-�
grated with motor signals (Ahissar and Arieli
2001; Kleinfeld et al. 2006; Diamond et al.
2008). This makes the rat vibrissal system
an excellent model to explore ac� ve sensing �
behaviors and the structure of movements
that subserve sensing.

Given the importance of this model sys-
tem to neuroscience, it is somewhat remark-
able that we have not yet fully iden�� ed the �
mechanical parameters at the vibrissa base 
relevant to behavior, and how these param-
eters are encoded in the earliest stages of
the vibrissal-trigeminal pathway. Un�l the �
mechanical input to the vibrissal pathway is
quan��ed, our ability to interpret the func-�
�onal and computa� � onal characteris� � cs of �
higher-level neural processing stages will re-
main severely limited.

One reason that it has historically been
di� cult to quan� � fy the mechanical vari-�
ables important to whisking behavior is that
whisking is fundamentally a process of “ac-
�ve sensing,” in other words, the mechanic-�
al signals obtained by the vibrissae depend
on how they are moved. In principle, the rat
could – and probably does – use any num-
ber of control strategies for explora� on with �
vibrissae. For example, it could control the
angle of its vibrissae, the vel ocitf y of protrac-
�ons and retrac� � ons, or the force required �
to move its vibrissae through a par� cular �
angle. In this chapter, we focus speci�cally �
on the role of head and whiskinf g vel ocity
during exploratory movements.

This chapter consists of three main parts.
First, we describe basic vibrissa anatomy and
mechanics. An important point in this sec-
� on is that di� � erent studies measure “vibris-�
sa vel ocity” under very di�erent mechanical �
condi� ons. Second, we show that whisking�
velocity at the �me of collision with an object�
will in� uence the rat’s ability to determine�
both radial contact distance as well hori-
zontal contact angle. We present evidence

sugges�ng that the rat may tune or select�
veloci�es at di� �erent points in the whisking�
trajectory, yy perhaps to aid in localiza� on be-�
havior. Finally, we describe correla�ons be-�
tween whisking behavior and head vel ocity,yy
and suggest some ways in which coordinated
head and vibrissa movements may enhance
sensing.

2. 
Vibrissa mechanics: ac� ve move-�
ments vs. passive s� mula� � on�

2.1  Vibrissa and follicle anatomy
and muscle mechanics

Rat vibrissae have an intrinsic curvature
(Knutsen et al. 2008; Towal et al. 2011) and
taper approximately linearly to a diameter of
a few micrometers at the �p (Williams and�
Kramer 2010). The proximal por�on of the�
vibrissa (~ 60  –70  %) typically lies in a plane
(Knutsen et al. 2008; Towal et al. 2011). That
is, if one were to pluck the vibrissa out and
place it on a table, the proximal por�on �
would lie �at, in the plane of the table. The �
remaining frac� on of the vibrissa generally�
curves out of the f plane.

The base of each vibrissa inserts into
a follicle replete with mechanoreceptors.
The responses of these mechanorecef ptors
to a par�cular mechanical input will be de-�
termined in part by the s��ness of the sur-�
rounding � ssue. In addi� � on, a large blood�
sinus occupies much of the follicle, and its
degree of enf gorgement with blood may
modulate the s�� ness with which the vi-�
brissa is held. Finally, the musculature sur-
rounding the follicle is also likely to alter the
s��ness with which the vibrissa is held at its �
base and with which it resists de�ec� �on.�

The vibrissae are actuated by two dis-
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� nct groups of muscles: extrinsic muscles �
connect the mystacial pad directly to the
skull, while intrinsic muscles form a “sling”
around each of the follicles (Dör�  1982;�
1985, see Fig. 1  C  –  D). The intrinsic and ex-
trinsic muscles act in a three-step sequence
during the whisk cycle (Dör�  1982; 1985; �
Wineski et al. 1988; Berg and Kleinfeld 
2003; Hill et al. 2008). First, a rostral ex-
trinsic muscle (m. nasalis) ini�ates protrac-�
� on by pulling the mystacial pad forward.�
Second, the intrinsic sling muscles contract
around each follicle to rotate the vibrissa
farther forward. Finally, two large caudal 
muscles (m. nasolabialis and m. maxiolabia-
lisii ) contract to pull the mystacial pad and
vibrissae back to their ini� al state, aided by�
the elas�city of the skin. �

In the head-restrained or over-trained ani-
mal, whisking trajectories can appear quite 
stereotyped (Bermejo et al. 2002; Mehta et
al. 2007). Under more natural condi�ons,�
however, involving head movements or con-
tact with objects, the vibrissae can exhibit 
considerable variability in their kinema� c �
pro�les (Wineski 1983; Sachdev et al. 2003; �
Towal and Hartmann 2006; 2008; MitchinsonTT
et al. 2007; Grant et al. 2009). The trajectories
are even more complex if the very � p of the�
vibrissa is considered. Because the vibrissae
are �exible and actuated from the base, � � p �
veloci�es involve substan� �al dynamics. Ac-�
cordingly, vibrissa “vel ocity” is typically used 
to refer only to movements of the f proximal
por� on of the vibrissa as it emerges from the�
mystacial pad. To �rst approxima� �on, this�
por� on of the vibrissa can be taken to move �
as a rigid body during free-air whisking (Knut-
sen et al. 2008), but not during collisions or
periods of contact with an obf ject. 

A recent study showed that as the vi-
brissa protracts forward, it exhibits substan-
� al “roll” about its long axis (Knutsen et al.�
2008). This same study also showed that
over the course of the whiskinf g cycle, the
roll angle, �, correlates strongly with hori-��

zontal angle, �, (Knutsen et al. 2008). When�
the head is sta�c, the orienta� �on of the vi-�
brissa’s intrinsic curvature rela�ve to an ob-�
ject is determined by the roll angle. Because
the roll angle varies with the horizontal an-
gle, the vibrissa will collide with an object
at di� erent orienta� � ons, depending on the�
horizontal angle at which the collision oc-
curs. When the head is in mo� on, both the �
roll angle and the orienta� on of the head�
rela� ve to the object will determine the ori-�
enta� on at which the vibrissa collides with�
the object. Thus, at the � me of a collision,�
the vibrissa may have its concave side facing
the object, its convex side facing the object,
or anything in between.

The intrinsic curvature of the vibrissa as f
it collides with an object will in turn a�ect �
the forces generated during collision. For 
example, collisions with the concave side of
the whisker will generate a larger net force
vector and longer dura� on contacts than�
collisions with the convex side of the whis-
ker (Quist and Hartmann, submi�ed). This in �
turn leads to the behavioral predic� on that�
the rat might some� mes alter its explora-�
tory strategies to ensure collisions with the
vibrissa’s concave side.

The forces generated by a collision are
mechanically transmi�ed by the vibrissa �
to its base, where, as described above,
mechanoreceptors in the follicle transduce
mechanical deforma� ons to electrical sig-�
nals. Deforma�on of a mechanoreceptor �
could result if the vibrissa moves rela�ve �
to the follicle; it could result from muscles
(either intrinsic or extrinsic) squeezing on
the outside of thef follicle; or it could result
from the blood sinus distending or relaxing.
These complex features of mechanical trans-f
duc�on in the follicle mean that boundary�
condi� ons and the shape of the vibrissa at�
contact will clearly have a large e�ect on the�
incoming sensory informa� on.�
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2.2  Different studies measure “ vibrissa
vel ocity” under very different 
mechanical conditions

All studies to date have measured “vibrissa
vel ocity” in essen�ally the same way, but, as�
will be shown, under very di� erent mech-�
anical condi�ons. Vibrissa angle is measured�
near the base, along the ini� al linear por� � on �

Fig. 2  Vibrissa vel ocity measured during free-air whisking and during passive vibrissa displacements.
A Overhead view of rat  whisking in free air. A single vibrissa on the le	  mystacial pad is shown to	
sweep through the angle �. B Overhead view of passive de� ec� � on of a vibrissa by a s� � mulator. Because �
displacements are typically small, they are measured linearly (x). C During free-air whisking behavior,
forces (large solid black arrows) from the surrounding musculature act on the follicle-sinus-complex as
a unit. Forces ac� ng on the mechanoreceptors (stylized as gray circles) are likely to be small. � D During
passive s� mula� � on, an external force is imposed directly on the vibrissa sha� 	  and transmi	 �ed into the �
follicle. The vibrissa will exert forces (solid black arrows) directly on the mechanoreceptors (stylized as
gray circles) and a large response will be generated

of the vibrissa (� in Fig. 2  A). The � rst � � me �
deriva�ve of the angle is then taken as the�
vel ocity. The apparent uniformity across 
studies in the method for measuring “vibris-
sa vel ocity,yy ” however, belies the very di�er-�
ent mechanical condi�ons under which this�
quan� ty is measured.�

Many studies of whiskinf g behavior in the 
awake animal measure kinema�cs during�
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free-air whisking (Sachdev et al. 2002; Berg
and Kleinfeld 2003; Jin et al. 2004; Towal and
Hartmann 2006; 2008; Khatri et al., 2009). 
During free-air whisking, the intrinsic and
extrinsic muscles move the follicle and mys-
tacial pad as described earlier, resul� ng in �
the type of mo�on schema� �zed in Fig. 2  A. �
Protrac� on veloci� �es in these studies typ-�
ically range from 250°/° sec to 1 000°/° sec; 
retrac� on veloci� �es typically have a higher �
upper bound, near 1 500°/° sec. Slightly lower
values (~ 700°/sec and ~ 1 100°/sec for re-
trac� on) were found for protrac� �ons and�
retrac� ons over a textured surface (Carvell �
and Simons 1990).

In contrast, studies describing neural re-
cordings from the anesthe�zed animal gen-�
erally measure vel ocity of the vibrissa when
it is rigidly a�ached to a s� �mulator and pas-�
sively displaced (Pinto et al. 2000; Shoykhet 
et al. 2000; Jones et al. 2004). The s� mu-�
lator is o	 en a piezoelectric crystal, a stepper 	
motor, or a solenoid, and is moved either in
a “ramp-and-hold” paradigm or oscillated
at known frequencies. Because these pas-
sive displacements are typically small, and
the s� mulator is o� 	en translated instead of 	
rotated, veloci�es are o� 	en expressed as	
linear measures (mm/sec). This results in the 
type of mo�on shown in Fig. 2  B. When con-�
verted to angular veloci� es, the linear vel-�
oci� es in these studies typically range from �
700°/° sec to 2 000°/° sec.

These two types of exf perimental condi-
� ons could produce � iden� cal�  “velocil � es,”�
but they are mechanically very di� erent, and �
will generate very di� erent deforma� � ons of �
mechanoreceptors in the follicle. The di�er-�
ences become apparent when considering
the anatomy of the vibrissa/follicle complex
together with the loca� ons of the receptors, �
as shown in Fig. 2  C  –  D.

In the case of free air whisking, the vibris-
sa and the follicle are actuated together, as
a unit, by the muscles surrounding the fol-
licle. This is the situa�on depicted in Fig. 2  C, �

in which two black solid arrows  illustrate the 
force of the surrounding muscles and skin
� ssue on the follicle. In this case, there is�
likely to be minimal rela�ve mo� �on between�
the vibrissa and follicle. If there is lf i� le or no �
rela�ve mo� � on, mechanoreceptors in the �
follicle will deform only slightly, and only a
very weak signal will be transmi�ed to pri-�
mary sensory neurons. This is consistent
with recent �ndings that kinema� �c variables�
(de�ec� � on amplitude, vel ocity, posi� � on) are�
poorly coded by primary sensory neurons 
during free-air whisking behavior (Khatri et
al. 2009). The small correla�on that does �
exist may be due to the muscles squeezing
down on the follicle or iner�al e� � ects de-�
forming the vibrissa within the follicle (small
black arrowheads in �gure).�

If instead a f s�mulator is used to passively �
displace the vibrissa, as during experiments 
with anesthe� zed animals, the applied force �
will generate forces and moments via the vi-
brissa sha	 in the follicle (Pinto et al. 2000;
Shoykhet et al. 2000; Jones et al. 2004). This
is illustrated in Fig. 2  D by the solid black ar-
rows, now on the inside of the f follicle, de-
pic�ng the vibrissa pressing against a set�
of mechanoreceptors. Direct ac� va� �on of �
mechanoreceptors during passive s� mula-�
� on is consistent with the strong responses �
of primary ganglion neurons in these experi-
ments (Gibson and Welker 1983  a; b; Lich-
tenstein et al. 1990; Leiser and Moxon 2006;
Szwed et al. 2006).

It is important to note that we cannot de-
termine the precise distribu� on of forces on �
mechanoreceptors in the follicle, because
we do not yet know exactly how s��  y (or�
loosely) the vibrissa is held at every point 
within the follicle. Regardless of the precise
distribu�on of forces, however, it is clear �
that during free-air whisking the driving
force originates in the muscles outside of
the follicle, while during passive s� mula� �on,�
the driving force originates from the vibrissa
sha	  inside of the follicle.	
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2.3  Interpretation of studies usingf
ramp-and-hold stimuli and 
oscillatory stimuli

To summarize so far, the vel ocity of a vibris-
sa does not uniquely determine the forces
and moments generated at its base. Muscles
may pull on the vibrissa-follicle complex to
generate a vel ocity of 1000°/second, but if
there is no rela� ve mo� � on between vibrissa�
and follicle, mechanoreceptors will not de-
form. A situa� on similar to this may arise as�
the rat whisks freely in air. Conversely, if an
object near the vibrissa base obstructs the 
vibrissa’s movement, its vel ocity might ap-
proach zero, but generate forces and mo-
ments that cause substan� al mechanore-�
ceptor deforma�on. �

Comparing “vibrissa vel ocity” during pas-
sive s� mula� �on to “vibrissa vel ocity” during �
free air whisking is like comparing apples
and oranges. Studies that employ passive
ramp-and-hold s�muli in anesthe� �zed ani-�
mals are most likely examining how neurons 
respond to rates of chanf ge of forces and mo-
ments, as might occur during collision with
an object.

For example, previous studies using
ramp-and-hold s� muli have shown that rat�
barrel cor�cal neurons respond preferen-�
� ally to “high-vel ocity” ramp s� �muli. These �
s�muli were found to produce highly syn-�
chronized responses in the ventral poster-
ior med ial thalamus (VPm), which in turn
produced strong responses in layer 4 barrel
cortex (Pinto et al. 1996; 2000; Temereanca
and Simons 2003). In contrast, large ampli-
tude movements at low veloci�es did not�
evoke strong responses in the cortex des-
pite causing high thalamic discharge rates
(Pinto et al. 2000). These studies concluded
that the strength of corf � cal responses (in�
number of ac�on poten� �als and dura� �on�
of response) was directly propor� onal to vi-�
brissa vel ocity. But from a behavioral point
of view, these neurons would resf pond most

strongly to rapid force and moment changes
associated with collisions with objects. The
neurons would be unlikely to respond to
high veloci� es during free-air whisking be-�
havior.

Similarly, studies tyy hat rapidly oscillate the 
vibrissa back and forth about its rest point 
are inducing rapid changes in forces and mo-
ment that do not resemble those that would
be generated either by free-air whisking, or
by collision with an object. It is di� cult to �
say what behavioral condi� on these experi-�
ments replicate. The oscilla�ons generated �
may be similar to the rapid vibra� ons that�
could be induced as a rat swept its vibrissae 
over a texture, but they are not quite the
same, because the vibrissa is being driven
quite di�erently than would occur during�
natural texture explora�on (Hartmann et al. �
2003; Neimark et al. 2003).

In the next sec� on, we discuss how vi-�
brissa vel ocity in�uences the forces and mo-�
ments that will be generated at the vibrissa
base, and the roles that vel ocity may play in
the rat’s exploratory strategies. 

3.  
The importance of vel ocityf
in  object localiza�on �

The natural exploratory behavior of the rat
is characterized by “bouts” of whiskinf g that
last between a few hundred milliseconds up 
to a few seconds (Welker 1964; Berg and
Kleinfeld 2003). During tactual explora�on �
of the environment, the rat moves its body
and head so that its vibrissae are some�mes �
moving in free air, but at other �mes collid-�
ing with various objects in the environment.

When the vibrissa collides with an object,
any one of several behavioral events can oc-
cur. One possibility is that the rat may bring
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its vibrissa to a very quick halt and then re-
verse its direc�on of mo� �on (Grant et al.�
2009). On the opposite extreme, the rat may
con� nue to brush the vibrissa along the ob-�
ject, so that at some point the vibrissa may
ul� mately slip past it and lose contact dur-�
ing protrac�on (Hartmann et al. 2003). Re-�
gardless of which behavior occurs, there aref
three important points to be made about
the collision process in the context of obf ject 
localiza�on. �

First, contact with an object can occur at
any loca� on along the length of the vibrissa. �
Contact does not need to occur at the vibris-
sa � p. This leaves the rat with the problem�
of determining both the radial distance to 
the object and the angle of contact. Some-f
how, the forces and moments induced by 
the collision must be interpreted by the ner-
vous system to yield an impression of a sf pa-
� al coordinate in (� r,rr �, and � z). This problem is 
illustrated in Fig. 3  A. Note that the height (z)
of a given vibrissa is thought to be coded by
a labeled line strategy (Diamond et al. 2008)

Second, mechanoreceptor deforma� on is�
the only event that can let the animal know 
that contact with an object has occurred. Re-
ceptor deforma� on will be induced by the�
forces and moments (including vibra� ons) �
generated by collisions. This is because the
collision generates reac� on-forces and reac-�

Fig. 3 A The rat must  localize an object in 3-dimensions rela�ve to the snout: � r,rr �, and � z. Fig. adapted
from Gopal and Hartmann (2007). B Free-body diagram of vibrissa. C dM/M d� as a func�on of normalized �
contact distance. The plot shows simula� on results for a straight, linearly tapered vibrissa de� �ec� � ng �
against a fric� onless peg�

� on-moments at the vibrissa base, as shown�
in the free-body diagram of Fig. 3  B. Ul�mate-�
ly,yy forces and moments are the physical vari-
ables corresponding to “touch.” Work from 
mul� ple laboratories has convincingly dem-�
onstrated that posi� on or phase informa� �on �
must be combined with “touch” informa�on �
in order for the rat to determine the horizon-
tal angle of contact (Szwed et al. 2006; Mehta
et al. 2007; Diamond et al. 2008).

Third, the par�cular forces and moments�
generated by the collision will depend on
the vibrissa vel ocity at the �me of collision.�
In the next sec�on we describe how the vel-�
ocity at the � me of collision may a� � ect how �
the rat localizes the horizontal angle of thef
object. We then present evidence to sug-
gest that the rat may control or “tune” the
instantaneous whisking vel ocity during the
whisk cycle, perhaps to aid in this process of
localiza�on.�

3.1  Role of vel ocity in determining object
coordinates: radial distance and
horizontal angle

Our laboratory recently described a mechan-
ism through which the rat could determine
the radial distance from the vibrissa base to
an object. (Solomon and Hartmann 2006; 
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Birdwell et al. 2007). Our method was based
on an approach �rst described by Kaneko in �
1998 (Kaneko et al. 1998). When the vibrissa
collides with an object, the resul�ng force �
causes the vibrissa to bend. The amount
of bending is propor�onal to the moment�
M generated at the base, and the quan� ty �
dM/dMM � can be shown to be monotonically
related to the radial object distance, r, as
shown in Fig. 3  C (Kaneko et al. 1998; Bird-
well et al. 2007). This means that if the rat
can keep track of the rate of f chanf ge of mo-f
ment (dM/MM d// t) and the vel ocity (d�/dt�� ) with
which it is “pushing” its vibrissa against the 
object, enough informa� on will be present�
to determine dM/dMM � and thus the radial ob-
ject distance r. In the same set of papers,rrrr
we also noted that the rat could choose to
“tune” the par�cular value of � dM/dt associ-t
ated with a par�cular value of � r, simply by
changing the vel ocity of its whisk. If the rat
whisks at a higher vel ocity, the rate of moyy -
ment change dM/MM dt // will also be higher; the
rat could poten� ally tune its whisking vel-�
ocity to bring dM/MM dt // into the most sensi� ve�
(highest resolu� on) region.�

Velocity may be similarly important in
determining the horizontal angular loca�on �
of an object, the variable � in Fig. 3  A. As dis-
cussed above, in order to determine the an-
gular loca� on of an object in the horizontal�
plane, the rat must combine kinema� c infor-�
ma�on with informa� �on about the� �me or�
loca� on of object collision. There are cur-�
rently two hypotheses for the computa�on �
of horizontal locaf � on. �

One hypothesis predicts that the ner-
vous system performs coincidence detec-
�on  between the responses of � posi� on� -
sensi�ve neurons and contact-sensi� � ve �
neurons ( Szwed et al. 2003; Mehta et al.
2007) to determine the horizontal angle
of an obf ject. A second hypothesis, how-
ever, predicts that the nervous system per-
forms coincidence detec�on between the�
responses of phase-sensi� ve neurons and �

contact-sensi�ve  neurons to determine�
the horizontal angle of an object (Ahissar
1998; Ahissar and Arieli 2001; Szwed et al.
2003; Cur� s and Kleinfeld 2009). No� �ce �
that the de�ni� � on of phase used in these�
studies is a temporal phase, found by divid-l
ing each whisk cycle evenly between 0 and 
2� radians. This hypothesis requires that
the vel ocity of the protrac� on always have �
the same sign (i. e., that the vibrissa does
not reverse direc� on during a protrac� � on).�
Otherwise, the rela�onship between tem-�
poral phase and posi� on is not unique, and �
horizontal loca�on cannot be determined. �
Velocity is thus likely to play a cri�cal role�
in spa� al localiza� �on in both the radial and�
horizontal dimensions. In the next sec�on,�
we present evidence that the rat may tune 
instantaneous whisking vel ocity during the
whisk cycle, perhaps to aid in this process
of localiza� on.�

3.2  Variations in whisking vel ocity during 
the whisk cycle

We recently quan�� ed variability in the �
vel ocity pro�les of whisking during natural�
exploratory behavior (Towal and Hartmann
2008). The results showed that although 
most retrac� ons consisted of smooth, �
mono tonic velocity pro�les, the majority�
of protrac�ons were not smooth or mono-�
tonic. Most notably, a signi� cant number of �
the protrac� ons showed a slowing mid-tra-�
jectory, and many actually reversed direc-
�on during the course of the protrac� � on.�
Examples of these three types of whisking 
pro�les are illustrated for protrac� � ons in �
Fig. 4. It is clear from the � gure that di� � er-�
ent whisking vel ocity pro� les achieve max-�
imum velocity at di�erent temporal phases �
of the whisk. 

Importantly,yy however, the results also
indicated that despite the high degree of 
variability in the instantaneous whisking
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Fig. 4 Nine exemplary protrac� on segments illustrate the con� � nuum of posi� � on and vel ocity pro� � les. �
Angular posi�on has been normalized between zero and one. Angular vel ocity was calculated as the�
deriva�ve of the normalized angular posi� �on. Both vel ocity and posi� � on are plo� � ed as a func� � on of �
temporal phase, with �. indica�ng full protrac� �on. Thick black ver� �cal lines indicate the separa� � on of �
the con� nuum into the three pro� �le types: single, delayed, and double�

In addi� on, these results argue against the�
temporal-phase hypothesis for horizontal
object localiza�on, because the rela� � onship �
between whisk phase and external space is
unique only when the vibrissa posi� on mono-�
tonically increases through the whisk. If af
double pump is generated by a single tripha-
sic pa�ern of muscle ac� � vity, then a rever-�
sal in direc� on occurs during the whisk. This�
means that the rela� onship between tem-�
poral phase and external space is non-unique,
as the same spa�al loca� � on is achieved at�
three dis�nct � �mes (temporal phases) during�
the whisk. Instead, our data favor the pos-
i� on-hypothesis for determina� �on of the hor-�
izontal contact angle, consistent with recent
�ndings from the Kleinfeld laboratory (Mehta�
et al. 2007). By directly measuring vibrissa po-
si�on, the delayed and double pumps no lon-�
ger pose a problem for calcula�ng the spa� �al�
posi� on of contact. �

vel ocity, tyy he average whisking vel ocity re-
mained remarkably constant from whisk to
whisk. This constancy was possible because
di�erent whisking pro� �les appeared to com-�
pensate for any ini�al “error” in the vel ocity�
of the whisk sef gment. If a whisk sef gment
started faster than average, then a delayed
or double pump whisk pro� le subsequent-�
ly slowed it down. If a whisk started moref
slowly than average, then the rat tended 
not to execute a double or delayed pump,
but rather to execute a single pump that in-
creased in speed.

Thus, the primary result of the study was
that each protrac�on and retrac� � on may ex-�
hibit a large variability in instantaneous vel-
ocity but – across whisks – demonstrate a
low variability in average whisking velocity.
This suggests that the rat may be exploi�ng �
the tri-phasic muscle ac�va� � on pa� � ern to �
ac�vely adjust its whisking vel ocity in real�
�me. In principle, these vel ocity adjustments�
may alter the rate of moment chanf ge so as 
to improve the extrac� on of radial distance. �
For example, the rat may want to increase
the rate of moment change for contact with
objects near the � p to increase signal size.�
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4.
The rela� on between  head vel ocity�
and  whisking movements

As described in sec�on 2.1, the vel ocity of �
the vibrissa as it makes contact with an ob-
ject will determine the changes in the forces 
and moments at the vibrissa base. When the 
head is sta�c, the rat can control vibrissa �
vel ocity via its intrinsic and extrinsic muscles
(Fig. 1). If the head is free to move, however,
then the vel ocity of the vibrissa rela� ve to �
the object also depends on the head vel-
ocity, because the vibrissa is a�ached to the�
head. In this sec� on we describe the coup-�
ling that exists between head and vibrissa
movements.

Fig. 5 Rela� onships between  whisking parameters and  head vel ocity. In all graphs, head veloci� � es are�
represented in world coordinates, with nega� ve vel ocity indica� � ng that the head is turning to the right.�
A Velocity asymmetry does not strongly depend on head vel ocity. In world coordinates, the sum of
whisking veloci�es correlates weakly with head vel ocity with a slope of 2.06. This slope is sta� � s� � cally�
indis� nguishable from the slope of 2.00 that would occur if one side sped up by the head vel ocity, �
while the other side slowed down by the head vel ocity (p = 0.30). B Spa�al asymmetry does depend on �
head vel ocity. Instantaneous le	 –right vibrissa posi	 � on di� �erence versus instantaneous head vel ocity �
plo�ed con� � nuously over 373 whisks. The slope of the best linear � � t is 115 msec, which approximately �
equals the average dura�on of a single whisk (121 msec). The r-value is 0.58.� C Temporal asynchrony isTT
not well correlated with head vel ocity The largest correla� on (� r = r 0.34) between le	–right vibrissa 	 �me �
di�erences and head vel ocity was found for protrac� � ons, with the head vel ocity averaged over 52 msec�
following the protrac�on�

4.1  Right-left positional asymmetries are
correlated with rotational head vel ocity

We recently performed a study to examine
the extent to which bilateral free-air whisking
movements were in�uenced by head rota-�
�ons in the horizontal plane. We ini� � ally hy-�
pothesized that the rat might want to maintain
spa� al and temporal sym metry in world co-�
ordinates. That is to say, the vibrissae should
maintain their vel ocity in the world reference
frame regardless of the head vel ocitf y. For
example, suppose that the rat is turning its
head to the right with a vel ocity �head. In this
case, the right vibrissae would need to speed
up by a vel ocity exactly equal to �head and the
le	  vibrissae would need to slow down by a	
vel ocity �head. This would mean, in turn, that
the di� erence of le� 	 and right vibrissa veloci-	
�es should be propor� �onal to twice the head �
vel ocity. (In prac�ce, this di� �erence becomes �
a sum because le	  vibrissa veloci	 �es are neg-�
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a�ve when measured in world coordinates.) �
The results of this analysis are shown in 
Fig. 5  A. Although the slope is very close to 2,
as predicted, the correla�on is weak, with an �
r-value of 0.28. This led us to ref ject our ini�al �
hypothesis.

Instead, as shown Fig. 5  B, le	 -right whisk-	
ing asymmetry was found to be strongly cor-
related with rota� onal head vel ocity. Spe-�
ci� cally, the posi� � onal asymmetry of the le� 	
and right vibrissae arrays was equal to the
distance that the head would rotate during
a whisk. In other words, the vibrissae “look 
ahead” of the current posi�on of the head �
to an� cipate head movement that would �
occur, were the rat to con� nue to rotate its�
head at that vel ocity. The rat thus appears
to use its vibrissae to search in advance of
the head, presumably to avoid running into
unexpected obstacles.

Surprisingly, yy however, there was only a 
weak rela�onship between head vel ocity�
and right–le	 � me di� �erences of peak pro-�
trac�on and retrac� �on. Fig. 5  C shows that �
although temporal asynchrony is large (up to
70 msec), it is not nearly as well correlated
with head vel ocity as is spa� al asymmetry. �

Fig. 6 Vibrissa-object contact pa�erns measured with a laser light sheet.� A Image from a high speed
camera obtained as the rat explored a �at glass plate with the light sheet in front. The points of contact �
that the vibrissa makes with the sheet are seen as white dots. B Contact pa�erns of vibrissae on the�
glass plate over a period of three whisks (~ 360 msec) Le"e :" Spa�al distribu� � on of vibrissa contacts as �
the rat’s head moved in an approximately-ver� cal trajectory (dark line labeled “nose”). The contacts �
of each vibrissa are represented in a df i� erent color.� Right: The same data as in the le	  plot, a	 	er	
subtrac�ng out head movement. A high degree of spa� � al overlap across the three whisks is revealed,�
demonstra� ng that head movement accounts for the large spa� � al coverage in the le� 	  plot	

Temporal asynchronies could, theore� cally,�
be used to di� eren� � ally search par� �cular re-�
gions of sf pace during head rota� ons. For ex-�
ample, the rat could choose to stop protrac-
� on on right and le� 	 sides at di	 �erent points�
in � me, thus selec� �ng whisk amplitudes and�
the par� cular (spa� �al) regions swept out by �
each side.

In summary, during free air whisking be-
havior that includes head rota�ons, the rat�
is not trying to ensure that right and le	 vi-	
brissa arrays have the same vel ocity, or that 
right and le	 vibrissae arrays are in the same 	
phase of the whisk. Neither are the protrac-
�on and retrac� �on � � mes strongly related�
to the rota� onal head vel ocity. Instead, the �
angular posi�ons of le� 	 and right arrays are	
strongly correlated with the velocity of the f
head.

4.2  Future directions: Simultaneous
measurement of hef ad and vibrissa
velocities during contact with an objb ect

Un� l recently, the small size and rapid speed �
of vibrissa movements f precluded quan�-�
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�ca� � on of the pa� �erns of contact that the�
vibrissae make with an object, and there
was no method to examine how head and
vibrissa veloci� es might change during the�
explora� on process. Our laboratory has re-�
cently developed a technique to permit visu-
aliza� on of vibrissa-object contact pa� � erns�
during the rat’s natural exploratory behav-
ior (Towal and Hartmann 2010). Light from 
a laser is passed through a set of lenses to f
create a thin, planar light sheet. The light
sheet cascades ver�cally down immediate-�
ly in front of af �at glass wall. Fig. 6  A shows �
one frame from a high speed video camera
(1000 fps) obtained as a rat explored the �at�
glass surface. Vibrissae in contact with the 
glass are clearly seen as white dashes. As
shown in Fig. 6  B, we have used this technol-
ogy to quan� fy the external space contact-�
ed by each vibrissa as the rat explores the
glass sheet. It is clear from the � gure that�
head movements account for much of thef
variability in the spa� al loca� � ons of vibrissa-�
object contact. When head movements are 
removed, the vibrissae remain primarily in
narrow “slots,” associated with their pos-
i�on in the array. This was con� � rmed using�
step-wise regression techniques which indi-
cate that both whisker and head movement 
variables are required to explain a signi� cant�
amount of the variability in the whisker-ob-
ject contact pa�erns. �

 Conclusions 
This chapter has three main conclusions.
First, and most importantly: di� erent studies�
measure “vibrissa vel ocity” under extremely
di�erent mechanical condi� �ons. Passively shak-�
ing a vibrissa at 8 Hz, for example, does not 
replicate the mechanical condi�ons associated �
with 8 Hz free-air whisking.
Second, the vel ocity of whisking is likely to bef
an important control parameter for the rat. The
rat could vary whisking vel ocity to improve the
accuracy of radial distance determinaf � on.�
Third, the posi�on, orienta� �on, and vel ocity of �
the head will have a large e� ect on the tac� � le �

informa� on acquired by the vibrissae. Like the �
eyes and the �ngers, the vibrissae are rela� � vely �
low mass, high resolu� on sensing structures,�
whose movements may be controlled nearly
kinema� cally. Eyes, vibrissae and � � ngers are�
all located on far more massive structures (the
head and the forelimb) whose mass cannot be
neglected. Movements of the head and fore-
limb are generally much slower than those of
the vibrissae, eyes, and � ngers, and they serve�
to place these �ne-resolu� � on sensory struc-�
tures on the por�on of the surface that the �
animal will explore next. Future work will aim
to quan� fy the rela� �ve contribu� �ons of head �
and vibrissa movements – opera�ng at di� �er-�
ent spa� al and temporal scales – to the acquisi-�
�on of sensory informa� �on as the rat explores�
an unknown environment.
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 Abstract
The sense of touch, and the neural code that
underlies it, makes it possible to execute every-
day tasks such as picking up a glass or bu� oning�
a shirt. Recrea� ng touch in upper limb prosthe-�
ses requires an in-depth understanding of how 
indenta� on of the skin is transformed to the�
�me of occurrence of neural ac� � on poten� � als �
by tac� le mechanoreceptors, and this under-�
standing may come from modeling and simula-
�on. Typical models transform either sustained�
indenta� on to � �ring rates, or vibra� � on to the �
�ming of ac� � on poten� � als. In contrast to those�
approaches, the skin-receptor model over-
viewed here simulates the transfer func� on of �
the slowly adap� ng type I (SA- I) receptor with �

input of indentaf � on and output of the� � ming of �
ac� on poten� �als. To achieve this transforma-�
�on, the model couples a� � nite element model�
of skin, a sigmoidal transducf � on func� �on, and�
a leaky integrate-and-� re neuron model. Sub-�
units of the computa�onal model are then en-�
hanced and combined with a physical sensor 
to produce ac�on poten� � al discharge that is�
di� eren� � ally responsive to the ramp and hold �
phases of indenta� on. These are compared to �
recordings from a mouse SA-I receptor. The
overall approach may aid sensor and systems
designers building touch prosthe� cs in an e� �ort�
to restore percep�on at the peripheral a� �erent.�

Gregory J. Gerling
University of Virginia, Department of Systems
and Informa� on Engineering �
151 Engineer’s Way, Charlo�esville, VA 22904�
e-mail: gregory-gerling@virginia.edu
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1.  
Introduc� on�

The sense of  touchf , and the neural code that
underlies it, makes it possible to execute
everyday tasks such as picking up a glass or 
bu� oning a shirt. In persons a� � icted by dis-�
eases (diabetes and AIDS), lack of touch and 
pain sensa�on can lead to injuries that result �
in irreversible � ssue damage and chronic�
pain. Understanding the sense of touch isf
important for designing human-machine
interfaces in medical environments, for ex-
ample, to aid doctors who operate surgical
robots and perform manual examina� ons. �
A greater understanding of touch is also f
required for restoring touch sensa� on via�
upper limb prostheses which will interface 
with the human nervous system.

We have begun to understand touch sen-
sa�on via both electrophysiological experi-�
ments where neural responses to s�mulus�
proper�es are recorded and psychophysical�
experiments where perceptual responses to
s�mulus proper� � es are solicited from human �
subjects. These two experimental method-
ologies are in many ways complementary as
some ques� ons only apply at one level. The�
integra� on of the two can help elucidate �
underlying physiological and neural mech-
anisms. However, as neither measuring nor
precisely controlling the forces within the
skin is currently possible, an understanding
of how a s� mulus, the skin, and the receptor�
interact to generate trains of acf �on poten-�
� als must be gained through computa� �onal�
modeling. Engineering and physiology inter-
sect here and engineers o	 en have to learn	
the �ne art of the possible in their colleague’s�
domain, and vice versa. The inten� on of this �
chapter is to overview the neurophysiology
of touch sensf a� on and some models of the �
skin, receptor, and neural response. In more 
detail is discussed a model of the slowly
adap�ng type I  mechanoreceptor that seeks�

to predict the sequences of acf �on poten� �als �
elicited by mechanical indenta� on.�

1.1 Neurophysiology of  touch sensation

Our sense of touch is mediated bf y arrays of
touch-sensi�ve receptors embedded in skin. �
Mammalian cutaneous mechanoreceptors
are classi� ed by the type of s� � mulus which �
elicits their preferred response, and also by
their morphology, receyy p� ve� � eld character-�
is� cs, rate of adapta� � on, and psychophysic-�
al sensa� on (Johnson et al. 2000; Johnson�
2001). In general, Pacinian corpuscles (PC)
respond to vibra�on, rapidly adap� � ng (RA) �
receptors respond to �u� � er and moving�
s� muli, slowly adap� �ng type II (SA-II) recep-�
tors respond to stretch, and slowly adap� ng�
type I (SA-I) receptors respond to sustained 
and vibratory indenta� on. �

The slowly adap�ng type I (SA-I) mech-�
anoreceptor, the focus of this work,f facili-
tates the percep�on of curvature and edges �
which enables us to grasp objects such as
glasses, bu� ons, and spoons (Phillips et al.�
1981). SA-I receptors are cri�cal for resolv-�
ing spa�al detail and discrimina� �ng surface�
form and orienta�on. Addi� �onally, SA-I re-�
ceptors may become func�onally more im-�
portant as we age (Cole et al. 1999) and their
transduc� on mechanism may be closely re-�
lated to pain recep� on.�

The SA-I transduc� on end organ is a clus-�
ter of Merkel cells, whereby a single SA-I
a�erent � �ber branches to innervate � ~5  –  40
Merkel cells. Merkel cells are located in the
basal layer of the ef pidermis near the epider-
mal-dermal s��ness border, and are found�
in both the glabrous skin of �nger� � ps (Fig. 1) �
and the touch domes of hairy skin (Guinard
et al. 1998). 

When an object contacts the skin’s sur-
face, mechanical forces propagate through 
the underlying � ssue toward the loca� � ons of �
SA-I mechanoreceptors. Each SA-I encodes
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Fig. 1 Basic  neurophysiology of touch, showing (le	 ) indenta	 �on at the surface of �
the skin, (center) layers of the skin with the loca� ons of the MCNC (Merkel cell – �
neurite complex) near the IR (Intermediate Ridge) that lies in opposi� on to the �
PR (Papillary Ridge), (upper right) two example trains of ac� on poten� � als, where �
a more vigorous response might correspond to an SA-I a� erent under a larger�
magnitude of force, and (lower right) 3  D reconstruc� on of a cluster of Merkel cells�
using confocal scanning laser microscopy. Abbrevia� ons MC, SD, and PC stand for�
Meissner corpuscle, sweat duct and Pacinian corpuscle. The insets are adapted
from Dillon (1981) and Guinard et al. (1998)

al. 2006), curvature (Goodwin et al. 1991; 
Goodwin et al. 1997; Wheat et al. 2001),
and small dot s� muli (LaMo� �e et al. 1986;�
Srinivasan et al. 1990; Phillips et al. 1992)
applied sta� cally. The applica� �on of dynam-�
ic (vibratory) s�muli also has a rich history�
(Bolanowski et al. 1984; Whang et al. 1991;
Kaczmarek et al. 2000).

Fig. 2 Example extracellular recording of neural f
ac�on poten� �als from an SA-I a� �erent in response�
to the force shown applied with a 3 mm diameter
cylinder probe. Adapted from Lesniak et al. 
(2009  b)

mechanical distor� on local to its end organ�
into trains of neuralf pulses, or spikes, in a 
process termed  tac� le mechanotransduc-�
� on (Johansson et al. 1979; Mills et al. 1995; �
Ogawa 1996; Tachibana et al. 2002; Halata et
al. 2003), (Fig. 1). Once encoded, trains of ac-
� on poten� � als from hundreds of SA-I� �bers �
are sent to the central nervous system (CNS).
When decoded by the CNS, the outcome is a
three-dimensional neural representa� on of �
the deformed skin surface, similar to a ret-
inal image (Gardner et al. 2000; Goodwin et 
al. 2004). An example spike train recorded
from a single SA-I in response to an applied
force is shown (Fig. 2).

Electrophysiological and psychophysical
experiments in humans or monkeys have
been used to determine the limits of abso-
lute and di� eren� �al spa� � al acuity mostly �
using square gra� ngs (Craig 1999; Wheat �
et al. 2000; Gibson et al. 2002; Goldreich
et al. 2003; Sanger 2003; Vega-Bermudez
et al. 2004; Gibson et al. 2005; Ingeholm et
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Apart from in vivo experiments, input-
output rela�onships for  touch receptors�
(both slowly and rapidly adap� ng) have�
been inves�gated using isolated skin-nerve �
prepara�ons in animals. Once a skin � �ap is�
separated from the body and placed on a
�at substrate, compressive or tensile s� �muli�
are applied to the skin and the response at 
a single  a�erent nerve is recorded. Khalsa,�
Ho�man, and Grigg, in speci� � c, have used�
this prepar a� on to a� � ord the precise deliv-�
ery of s�muli. Their specially-built appar-�
atus can stretch and hold the skin in various
mechanical states of stress; to inves�gate, �
for example, how various bi-axial states of
stress, as well as shear stresses, impact the
vigorousness of the neural response (Khal-
sa et al. 1996). Addi�onally, with the ability�
to control indenta�on normal to the skin�
surface, it was shown that indenta� on by �
control of comf pressive stress leads to more
vigorous � ring in SA-I receptors than by dis-�
placement, force, or strain (Ge et al. 2002).

Although we understand, in general, how
skin receptors convert skin deforma�on �
into a neural response (Johnson et al. 2000;
Johnson 2001) and how responses from a
popula�on of receptors are interpreted by�
the brain (Burton et al. 2000; Gardner et 
al. 2000), many prac�cal details have yet to �
be resolved. As a result, we are not able to
reproduce how a popula� on of receptors �
responds to indenta� on s� �muli, posi� � oned�
randomly on the �ngerpad, nor are we re-�
motely close (Goodwin et al. 2004). This is 
in part because simultaneous mapping of
responses from hundreds of recef ptors is not
currently possible and because  skin mechan-
ics and receptor transduc�on are complex �
while models are primi� ve. Moreover, we �
do not en� rely understand what features �
are embedded in the neural response, nor
how the CNS interprets the trains of ac� on�
poten� als from the sensory periphery (Jo-�
hansson et al. 2004).

1.2  Models of touch sensatiof n

Models to predict the neural response to
tac�le s� � muli focus mainly upon either  skin �
mechanics or neural dynamics. Both types 
of models will be overviewed, in terms of
input-output rela� onships and ability to pre-�
dict the spa�al and/or temporal characteris-�
�cs of an imposed s� � mulus.�

Models of skin mechanics have invef s�-�
gated how the skin embeds edge features
into the neural response. The skin mechan-
ics models indicate SA-Is respond more vig-
orously to edges because higher magnitudes
of stress and strain concentrate in the skin 
beneath indented edges. Skin mechanics are
typically modeled under the assump�on that�
the receptors are stress or strain sensors in
an elas� c skin matrix using either con� �nuum �
mechanics (Phillips et al. 1981; Sripa�  et al. �
2006) or � nite elements (Srinivasan et al.�
1996; Maeno et al. 1998; Dandekar et al.
2003; Wu et al. 2004). Basically, an indenter
deforms simulated skin and distribu� ons of �
stress and strain are calculated in underlying
�ssue. Various stress and strain measures,�
such as strain energy density (SED), are then 
sampled at the sensor loca�on and convert-�
ed via a scaling func�on to SA-I� � ring rates.�
Predicted SA-I � ring rates are typically com-�
pared through correla� on to� in vivo � ring�
rates, for like s�muli, recorded from single �
touch receptors by inser� ng a microelec-�
trode into a single peripheral nerve � ber at �
the arm (Johansson et al. 1979). These mod-
els have been used to inves� gate the per-�
cep�on of slip in grasping tasks (Maeno et �
al. 2003), detec� on limits for gra� �ng, gap, �
and curved s� muli (Srinivasan et al. 1996;�
Wu et al. 2005), dynamic contact and force
response (Serina et al. 1998; Pawluk et al. 
1999), and skin viscoelas� city (Wu et al. �
2004).

The major limita�on of skin mechanics �
models as previously employed is that they
�t only to� �ring rate, which may not fully�
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explain the sequences of acf � on poten� �als�
from which the brain derives perceptual
informa�on. In par� �cular, recent studies�
suggest that the �ming of individual ac� �on �
poten�als must be considered to explain�
the transmission of perceptual informa�on �
within behavioral �mescales. For example, �
people can react to touched objects within 
100 msec, when the brain has only had �me �
to process the � rst few spikes (Johansson et�
al. 2004). The � mely arrival of just the� � rst�
pulse (~  40  – 80 msec a	er s	 � mulus onset)�
may tend to � t the behavioral� � mescales�
necessary for the recogni� on of fric� � on�
and object curvature (~100 msec) (Westling
et al. 1984; Jenmalm et al. 1997). Indeed,
the �mely iden� �� ca� � on of s� �mulus onset �
events has been found to be similarly impor-
tant for auditory (Heil 2004) and other sen-
sory modali�es (VanRullen et al. 2005). Since�
skin elas� city models only predict average�
discharge rate, rather than the occurrence 
of individual af c�on poten� � als over adapta-�
�on � � me, these models cannot be used to�
inves� gate other coding metrics, e. g., � � rst �
ac�on poten� �al latency (Johansson et al. �
2004) or ac� on poten� � al discharge, in ear-�
ly versus later phases of a ramf p and hold 
s�mu lus. To do so, the exis� �ng paradigm of �
combining  skin mechanics models with scal-
ing func� ons must be extended. �

One way to extend skin mechanics mod-
els to predict the � me of occurrence of ac-�
�on poten� � als is by modeling SA-I neural �
dynamics. Generally, neurayy l dynamics are 
modeled using either the Hodgkin-Huxley
model, two-dimensional reduc� ons of the �
Hodgkin-Huxley model, or leaky integrate
and �re models (Gerstner 2002; Izhikevich �
2004). SA-I neural dynamics have predomin-
antly been modeled with specialized leaky 
integrate and � re models (Freeman et al.�
1982  a; Freeman et al. 1982 b; Slavik et al.
1995; Leung et al. 2005). These models ap-
proximate the SA-I membrane as a resis-
�ve capaci� � ve (RC) circuit (similar to other�

cell membranes) to predict the �me of oc-�
currence of ac� on poten� � als elicited by�
vibra�on when the membrane poten� � al is�
driven to threshold. By de�ning a discharge �
threshold, the � me of response onset can �
be predicted. These models, however, tend
to not include skin mechanics or other non-
nervous aspects of sf � mulus transforma� � on. �
This is a major problem because the skin
mechanics, receptor end-organ transduc-
�on, and neural dynamics are inherently�
�ed together (Darian-Smith 1984; Pubols et�
al. 1986; Pubols 1988). One other limita�on �
is that the input of these models is limitedf
to vibratory s�muli, at the exclusion of sus-�
tained s� muli.�

In contrast to the aforemen� oned e� � orts�
in computa� onal modeling, others are at-�
temp� ng to build physical models, where �
ar�� cial sensors are posi� �oned in elas� �c�
substrates, to provide  tac� le feedback to a�
user. For example, tac� le sensors modeling�
the skin and ridges have been built for use
in robo�c applica� � ons (Maeno et al. 2003).�
While able to provide informa� on on s� �mu-�
lus magnitude, typical force sensors lack the
capability to produce neural spikes. Instead, 
force sensors typically report con�nuous�
change in voltage over �me. It may be bene-�
�cial to convert a sensor’s voltage response �
into trains of ac�on poten� �als if integrated �
with the nervous system.

In this chapter, both computa� onal mod-�
eling and physical modeling e� orts are ad-�
dressed. The � rst is a computa� �onal model�
of the SA-I a� erent that is able to output �
trains of ac� on poten� �als in response to skin�
indenta� on. The second is a physical model�
that takes the output from a force sensor and
transforms its voltage response into trains
of ac�on poten� �als in a way that is di� �er-�
en� ally responsive to ramp and hold phases �
of indenta� on. These algorithms, combined�
with ar�� cial sensors, might enable tac� �le �
prostheses in upper limb amputees. Such
prostheses would provide crucial feedback
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Fig. 3 Block diagram of components of  skin-receptor model

Fig. 4 (upper panel) Geometry and mesh of the
~16 000 element, � nite element model which �
represents a cross-sec�on of the� �ngerpad and �
(lower panel) deformed mesh, under the load of
an indenter displaced to 1.0 mm in the direc� on�
normal to the �ngerpad surface, showing the �
propaga� on of the resultant von Mises stress�
(units of Pascals) through the � ssue layers.�
Adapted from Gerling et al. (2008)

for performing everyday tasks in a fashion
similar to that of  mechanoreceptors in our
glabrous skin. 

2.   
A computa� onal model of the SA-I �
a� erent to produce spike-based�
output

The skin-receptor model described here is a 
transfer func� on to convert skin indenta� �on �
to the � ming of ac� � on poten� � als (Lesniak et �
al. 2009  a), thereby bridging the gap between 
skin mechanics and neural dynamics mod-
els. The skin-receptor model is composed of
three coupled sub-models: a skin mechanics
sub-model, a transduc� on sub-model, and�
a neural dynamics sub-model (Fig. 3). Each
sub-model performs a sub-transforma� on�
towards predic�ng SA-I spike � �mes elicited �
by skin indenta� on.�

2.1 Skin mechanics – transduction – neural
dynamics model

Skin indenta� on is transformed into strain �
energy density (SED) at the receptor by the
skin sub-model. The skin is modeled with a
two-dimensional �nite element model (FEM)�
that captures the geometry and proper�es�
of � nger� �p skin (Fig. 4) (Gerling et al. 2008). �
Speci� cally, s� ��ness and thickness of the �
epidermal, dermal, and hypodermal layers 
are present, as is the undula�ng interface�
between the epidermal and dermal layers.  
The troughs of this undula�ng interface are�

known as intermediate ridges, and the � ps �
of intermediate ridf ges are where SA-I recep-
tors are located. Therefore, SED measured at
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Fig. 5 (upper panel) RC circuit
representa� on of the membrane at the �
SA-I ac�on poten� � al ini� � a� �on region and �
(lower panel) state machine diagram
describing the  leaky integrate and � re�
algorithm followed by the neuron sub-
model

circuit (Eq. (2)) de� ne how transmembrane�
current entering the neuron sub-model gen-
erates a membrane poten�al, where � � is the
membrane RC �me constant.�

(2)

When the membrane poten� al is driven to a�
threshold value, the membrane poten�al is�
reset, an absolute refractory period is enter-
ed, and a � me for the occurrence of an ac-�
� on poten� �al is recorded.�

Algorithmically (Fig. 5, lower panel), the
neuron sub-model simulates � me in 0.1 msec �
increments. For each � me increment, the�
neuron sub-model is either in a refractory
period (refractory) and does nothing, or is 
not in a refractory period (! refractory) and
calculates the membrane poten� al using �
Eq. (2). Whenever the membrane poten�al�
reaches threshold, an ac�on poten� � al is re-�
corded and the 1.0 msec refractory period is
entered.

an intermediate ridge � p represents the SED �
distor� ng a SA-I receptor, and is the quan� �ty�
passed to the transduc� on sub-model.�

The transduc� on sub-model transforms �
the SED at the SA-I receptor to transmem-
brane current. Since the receptor is not ac-
cessible to electrophysiological recording, 
the rela�onship between SED and trans-�
membrane current is unknown. However,r
sensory cells such as hair cells and pain re-
ceptors exhibit s� mulus-current curves that�
are sigmoidal (Holt et al. 2000; Siemens et al.
2006). For this reason, the transduc� on sub-�
model u� lizes a sigmoidal func� �on (Eq. (1))�
where �, �, and � specify the shape of the
func� on, and where� # is the SED that gives
rise to the transmembrane current, I, passedII
to the neural dynamics sub-model.

(1)

The neural dynamics sub-model generates
ac� on poten� �als in response to transmem-�
brane current using a  leaky integrate and
�re model that represents the SA-I mem-�
brane as an RC circuit (Fig. 5, upper panel) 
(Gerstner 2002). The dynamics of this RC
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2.2 Example results

Example results from the model are shown
in Figure 6, for indenta� on depths varying �
from 1.0 to 2.0 mm for a 3.0 mm bar indent-
er. In the rightmost plot, note changes of thef
latency of the � rst ac� �on poten� �al and of �
the � ring rate (or inter-spike interval).�

This model is able to predict spike �ming, �
in addi� on to � � ring rate. While shown with �
a sustained s� mulus here, the model could �
be used with a dynamic s�mulus or incorp-�
orate skin viscoelas� city. In par� � cular, the�
model is extended in Sec� on 3�  to reproduce 
the high �ring frequency of the SA-I receptor�
in the s�mulus ramp up, as compared to its�
lower � ring frequency when the s� � mulus is �
held in place.

3. 
Implementa� on of a spiking-sensor�
model with a force sensor 
in a silicone substrate to
di�eren� � ally respond to ramp�
and hold phases of indenta�on �

To extend tTT he computa� onal model into the �
physical realm, demonstrated here is the in-
tegra� on of the aforemen� � oned transduc-�

Fig. 6 Transforma�on of SED to current to ac� � on poten� � als, over� � me, for 1.0, 1.5, and 2.0 mm deep �
indenta�ons. Note in the right hand plot, the lack of decline in the ac� �on poten� � al rate for the sta� � c�
phase of the sf �mulus, which is unnatural and does not well represent adapta� � on in comparison to the�
high frequency ini� al discharge that is expected�

� on and neural dynamics sub-models with�
an ar�� cial force sensor embedded in a sil-�
icone-elastomer substrate (Kim et al. 2010). 
The intent is to produce a spiking response
from a force sensor that typically reports
change in voltage. In addi� on, the previous�
transduc�on func� � on is re� � ned to produce �
ac�on poten� � al discharge that is di� � eren-�
�ally responsive to ramp and hold phases of �
indenta� on (i. e, sensi� � ve to rate of indenta-�
�on). The SA-I’s “spike � � ring” has two dis� � nct�
phases in response to ramp and hold inden-
ta�on: dynamic and sta� � c (Johnson 2001). �
The dynamic phase, i. e., when the s�mulus is �
moving, produces a burst of acf � on poten� �als�
with a high discharge rate. The sta� c phase, �
i. e., when the s�mulus probe has stopped �
moving and is held into the skin, produces a
comparably lower discharge rate. We note
to the reader that at the onset of s�mulus�
ramp-up and nearing its hold phase, there
typically are observed considerable accel-
era�on components. These are not included�
here in our de�ni� �on of ramp and hold.�

An experiment used the spiking-sensor
model to predict �mes of ac� �on poten� �al�
occurrence for three indenta� on depths.�
The objec� ves were to a) demonstrate the�
produc�on of a response sensi� �ve to the �
rate of indenta�on and b) compare the re-�
sponses to recordings from isolated skin-
nerve prepara� ons. The predicted results �
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were compared to neural recordings from
a single SA-I � ber in the mouse under simi-�
lar indenta�ons, using a protocol described �
elsewhere (Lesniak et al. 2009  b; Maricich et 
al. 2009). To evaluate part b), we analyzed
the latency of the � rst ac� � on poten� � al (� �me�
interval between onset of s� mulus and on-�
set of � rst ac� � on poten� � al) and discharge�
rate (using inter-spike interval) over both
the dynamic ramp-up and sta� c sustained�
indenta� on phases.�

3.1 Spiking-sensor model

3.1.1 Force sensor – silicone substrate

A single, piezoresis� ve force sensor was em-�
bedded into a silicone-elastomer substrate
such that controlled compressive s�muli �
elicited �me-changing voltage output. The �
commercially available sensor (Flexiforce 
A201, Tekscan Inc., South Boston, MA) re-
sponds to normal force in a 0  –  4.4 N range 
over its thin (0.20 mm) and circular (diam-
eter 9.53 mm) pressure sensi�ve area. When �
the sensor is integrated into a force-to-volt-
age circuit, the force applied on the pressure
sensi� ve area reduces the resistance across�
the sensor so that applied force translates to
a change in the measured voltage. 

The single sensor was embedded at a 
laterally central loca�on in the cylindrical-�
shaped, silicone-elastomer substrate (diam-
eter 30 mm, height 10 mm) and at a depth of
1.0 mm from the surface. The s�� ness of sili-�
cone-elastomer was set to a 136 kPa elas�c�
modulus, as this value closely matches that
reported for the epidermal layers of skin inf
human cadavers (Maeno et al. 1998).

3.1.2  Spike generation model
(transduction and neural dynamics)

The transduc�on and neural dynamics mod-�
els were connected to the output of thef

force sensor, and thereby used as the algo-
rithm underlying the spiking-sensor model.
However,r  the aforemen� oned transduc-�
�on model was modi� � ed to represent the�
rate sensi�ve response of the SA-I neuron.�
As before, force detected at the sensor is
transformed into current, similar to how
applied stress/strain at an SA-I  a� erent is �
transformed into receptor current across its
membrane. However, while the prior model
considered only sta� c phase spiking through �
the use of a sigmoidal func�on, we here �
add the ability to separately produce spike 
burs�ng in the� �rst 100 msec. Therefore, the�
transduc�on func� �on (Eq. (3), (4)) developed�
here transforms force into current, where 
I(t) is the transmembrane current, f(fff t) is the
sensor detected force, df(ff t) is the change in
sensor detected force, # is the intercept con-
stant, ks is the sta� c gain,� kd is the dynamic d

gain, and � is the resolu�on or step size of �
� me of force detected (10 msec in our case).�

(3)

(4)

The sta�c term of the sub-model linearly re-�
lates to the force and the dynamic term re-
lates to the magnitude of the �rst-order force�
di�erences. Constant terms� # (0), kd (3  E-03),d

and ks (3  E-07) were determined through 
model �� ng, and the dynamic term was �
found to dominate in the < 500 msec phase
while the sta�c term dominates therea� 	 er.	
Note also that the neural dynamics from
Sec� on 2 were used here with parameters�
of thef � (72 219 msec), C (4.78  E-6 mF), andC
�̄ (41 476 mA) as determined through model�̄
��  ng.�
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3.2 Experimental procedure

A set of exf periments were conducted with 
the spiking-sensor model where a sustained
displacement of the f � at end of a rigid cylind-�
rical rod (20 mm diameter, polyoxymethy-
lene material commonly referred to as Del-
rin) was delivered at three depths (1.1, 1.3,
1.5 mm) within ~100 msec and held for 5 sec.
The indenter � p had a speed of 5.2 (±  0.7)�
mm/sec, no curvature and was centered 
over the sensor’s recep�ve� �eld. The 20 mm �
�p size ensured that equal force was deliv-�
ered over the en� re recep� � ve� � eld of the�
force sensor. A load cell (Honeywell, Model 
Sensotec 11 subminiature, Columbus, OH)
recorded normal force with a 44 N maximum
load capacity. The load cell was mounted to
a mechanical linear z-stage (Newport, Mod-
el ILS100) that was controlled by a mo�on �
controller (Newport, Model ESP300) with a 
displacement resolu� on of 0.1� 
m.

Once the sensor-substrate was precondi-
�oned, the indenter� �p was lowered un� �l it�
was judged to be barely contac�ng the sur-�
face of thf e sensor-substrate with the visual 
aid of a camera. Nextf , the indenter �p was �
displaced at a rate of ~ 5.2 mm/sec and pro-
vided a sustained indenta�on for 5 sec. A� 	er 	
the 5 sec, the �p was released at the same�
rate and kept idle for 2 sec. This process was
repeated where the order of the indentf a� on�
depths was randomized. Fig. 7 shows an in-
denta�on to a depth of 1.5 mm.�

ToTT provide biological comparison data,
electrophysiological neural recordings from
isolated skin-nerve prepara�ons were con-�
ducted on a single mouse, similar to a pro-
cedure described elsewhere (Maricich et al.
2009). In addi�on to recording extracellular-�
ly, the force at the probe �p was recorded. �
The apparatus and experimental runs used
the �at end of a cylinder to indent the skin �
encompassing the en�re recep� �ve � �eld. In-�
dividual trials consisted of a 5 sec disf place-
ment at a speed of ~ 30 mm/sec. The � me �

Fig. 7 Plot of data transforma�on for a single �
1.5 mm indenta�on into the sensor-substrate. �
The force is recorded at the load cell al � ached to �
the indenter �p, the force value at the Flexiforce �
sensor in the sensor-substrate, and the producr � on�
of ac� on poten� �als� for that s� mulus. Only the� �rst�
1.0 sec is shown

to ramp-up was around 50 msec. Because 
the ar��cial sensor was larger than the SA-I�
recep� ve � � eld, the indenter � �p in the ar� ��-�
cial sensor prepara� on was sized at 20 mm,�
compared to 3 mm in the mouse prepara-
� on. This required greater force to traverse�
into the substrate and therefore slowed the
maximum rate of the actuator, to 5.2 mm/
sec compared with 30 mm/sec in the mouse
prepara�on.�

3.3 Example results

The results of Fig. 8 demonstrate the desired
rate sensi� vity and the linear increase in�
� ring rate (decrease in inter-spike interval)�
with increasing indenta� on depth (Johnson�
2001). Over the three displacements 1.1,
1.3, and 1.5 mm, the average sta� c inter-�
spike interval (ISI) was 69.0, 45.2, 35.1 msec
for the spiking-sensor model and 159.9, 67.2, 
35.4 msec for the SA-I receptor, while aver-
age dynamic ISI was 7.3, 4.2, 3.8 msec and 
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Fig. 8 Trace depic�ng the � �ming of ac� �on poten� � als for indenta� �on at three displacement values.�
Shown (le	) is a series of 	 �mings of ac� � on poten� �als recorded from one SA-I receptor via an� ex
vivo mouse prep and (right) a series of spike �mes predicted by using the sensor-substrate and the �
spiking-sensor model. Note that the average dynamic ISI was calculated as the sum of the ISIs from the
occurrence of thf e �rst spike to the spike � �me immediately before the � �me of max load divided by the�
number of ISIs within this window, f for both the ar�� cial and neural responses. Furthermore, average �
sta�c ISI was calculated similarly over a 2  –  5 sec window for both the ar� �� cial and neural responses�

30 mm/sec, ~50 msec in the mouse prepar-
a�on. That said, the mouse SA-I produces�
an exquisitely rapid response compared to
the ar�� cial force sensor’s response lag (see�
lag in Fig. 8 between onset for Load Cell and l
Sensor).

Finally, Fig. 8 illustrates the irregular na-
ture of the sf pike-to-spike elicita� ons, similar �
to that of the observed traces and known
to accompany SA-I  a�erents. This e� �ect is �
prod uced in the model due to the ampli� ca-�
� on of the small changes in force, or perhaps�
to noise in the circuit, origina�ng from the�
sensor.

Conclusions and future directions 
Recrea� ng touch in upper limb prostheses re-�
quires a greater understanding of how skinf
indenta� on is transformed to spike� � mes by �
slowly adap� ng type I (SA-I) mechanoreceptors.�
Both computa� onal and physical models may�
aid in genera�ng op� �mal solu� � ons for tac� � le �

6.2, 7.1, and 3.8 msec, respec�vely. Note�
that average sta�c ISI was calculated over�
the 2  –  5 sec interval, well into the s� mulus�
hold and not including the high discharge
of ac�on poten� �als when the s� � mulus was �
backed o� at 5 sec. The ISI values produced �
by the ar��cial system were clearly di� � erent�
between its dynamic and sta� c phases and�
decreased as indenta� on depth increased. �
In addi�on, the predicted ISI values were�
within the vicinity of those observed f from
the mouse SA-I, though lower in the dynam-
ic phase for the ar��cial system. �

However, the predicted � rst spike laten-�
cies were longer (74.3, 73.9, 96.3 msec) in
comparison to those observed in the SA-I re-
ceptor (26.8, 31.7, 28.8 msec). The predicted
later occurrence of thef � rst ac� � on poten� �al�
as compared to the mouse SA-I receptor is
due, in part, to the di�erent ramp-up rate �
and dura�on, which measured 5.2 mm/sec,�
~100 msec in case of the ar�� cial sensor and �
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sensor con�gura� �on. The examples here prod-�
uce spike � ring for sustained s� � muli and well �
mimic the rate sensi�ve response of the SA-I �
mechanoreceptor to a ramp and hold s�mulus. �
Future e� orts will need to consider both sus-�
tained and vibra� onal s� �mulus predic� �on and�
the characteris� cs of the other three types of �
tac�le mechanoreceptors. Another important�
future direc� on will be determining how to in-�
terface micro-wires to the nervous system so 
that ar�� cial sensa� � on is connected to the CNS.�
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 Abstract
Many arthropod � liform � � ow sensors contain�
hundreds of sensilla that respond to complexf
natural air� ow s� � muli. The combina� � on of �
complex morphology and richness of natural
s� muli present a signi� � cant challenge for mod-�
eling these sensory apparatuses. We survey ad-
vances in our understanding over the last �ve�
years of the interacf � ons between� � liform hairs�
immersed in air� ow. We then discuss a general�
characteriza� on of � � liform hair response based�
on our work modeling the cricket cercal sys-
tem, which u� lizes a newly developed unsteady �
Stokes model to inves�gate the response of a �
group of hairs to temporally complex signals.

1. 
Arthropod air velocity sensors

Organisms have developed di� erent types �
of sensory systems to collect informa�on �
about the � uid environment that surrounds�
them. For example, the lateral line in �sh�
senses spa� al pressure gradients in water.�
Human ears transduce air pressure waves
into movements of the cochlear �uid and�
basilar membrane, which in turn physically
de�ect the stereovilli of hair cells that are �
coupled to neurons. In many arthropods,
there are temporal pressure gradient sen-
sors analogous to ears, but there are also
direct air velocity sensors that mechanically
transduce air mo�on into electrical signals �
in the organism’s nervous system. These dir-
ect air velocity sensors consist of very thinf
hairs, called �liform hairs, which de� �ect in �
response to air � ow and are coupled to sen-�
sory neurons at the base of the hair sha	.
Arrays of � liform hairs permit arthropods�
to evaluate informa� on about the direc� �on �
and dynamic proper� es of the low-magni-�
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Fig. 1 A single cercus of the f
 cricket  Acheta domes� cus� with an
approximate 1 mm length scale.
Note the dense patch of � liform�
hairs at the proximal end of the f
cercus

� liform hairs, and research on them forms�
the basis of this discussion.

Despite the morphological di� erences in �
� liform hairs seen between taxa, there are �
func�onal similari� �es. The hair sizes are �
similar, with each species exhibi�ng a wide �
range of hair lengths that falls within the
con�nes of about 50� �m to 2 mm. The as-
sociated basal diameters range within the
bounds of about 1 to 15 �m. The hair lengths
act to frac�onate frequency responses, with �
longer hairs responding more vigorously to 
lower frequencies and shorter hairs to high-
er frequencies (Barth et al. 1993, Osborne 
1996, Kumagai et al. 1998  a). Each of the hairs 
is seated in a viscoelas� c socket that de� � nes�
the pivot point of the hair and restricts thef
hair mo� on. The suspension structure of the �
hair sha	 determines how quickly the hairs	
relax back into their res� ng posi� � ons a� 	 er	
a displacement and how strongly the hairs
resist incident air� ow. A cu� �cular structure �
called the socket cup rises slightly above 
the surface of the arthrof pod appendage
and limits the maximum possible hair excur-
sion. Addi�onally, the morphological and�
mechanical asymmetries of the socket may 
determine the preferred direc�on of mo� �on�
for each hair (Gnatzy and Tautz 1980). The
 trichobothria of the spider Cupiennius salei
are able to move much farther (25°–  35°)
than cricket � liform hairs (5°) before con-�
tac�ng the socket cup (Barth et al. 1993). �
Trichobothria also exhibit either a mechanic-
al direc� onality parallel or perpendicular to �
the long leg axis or, in many cases, a nearly
isotropic mechanical response with respect

tude, low-frequency air signals created by
predators, prey, or mates. A great deal of
e� ort over the past 30 years has been dir-�
ected at studying the anatomy, physiologi-
cal development, and biomechanical and
neural response proper�es of these air� �ow �
sensors.

Both the morphology and the arrange-
ment of the mechanosensory hairs vary
across arthropod taxa. The hairs of the wanf -
dering spider Cupiennius salei are elaborate-i
ly feathered structures that are smoothly
curved near the distal end of the hair andf
are o	en con	 � gured in linear arrays along �
the spider’s legs (Barth et al. 1993). In orb-
weaving spiders, the hairs (called trichoboth-
ria in spiders) are sparser than in wandering
spiders and o	 en do not have the intricate 	
feathering (Barth et al. 1993). Insects, such
as the crickets Acheta domes� cus� , Gryllus
bimaculatus, and Nemobius sylvestris and
the cockroach Peripli aneta americana, all
have smooth hairs shaped like elongated
paraboloids (Kumagai et al. 1998  b) that are 
distributed over two shallowly-tapering ap-
pendages called cerci at the distal end of the f
abdomen. The insect sensory system com-
prising the cerci and its popula�on of sen-�
silla, including the �liform hairs, is called the�
cercal system. The cricket cercal system is
larger in size and populated with more �li-�
form hairs than that of many other insects, f
and includes a prominent and characteris�c�
dense patch of hairs near thef proximal end
of each cercus (see Fig. 1). Spiders and crick-
ets have been used extensively as model or-
ganisms with respect to the biomechanics of



16. Assessing the mechanical response of groups of arthropod filiform flfi ow sensorsfl 241

to the direc� on of the s� � mulus air� � ow�
 (Barth et al. 1993). Cricket hairs always show
a strong mechanical direc�onality (Gnatzy�
and Tautz 1980), with the most numerous
alignments either parallel or perpendicular
to the cercus. The �liform hairs of all species �
respond linearly to sinusoidal air�ow that is�
su�  ciently gentle to avoid hair contact with �
the socket cup.

Slow �ows around structures as small as�
�liform hairs are characterized by� �uid mo-�
�on that is a� � ected more by the intern al�
fric� on of the � �uid than by the iner� �a. This �
type of � ow is commonly described as a �
low Reynolds number � uid� �ow, where the�
Reynolds number, Re = U L/�, is the ra� � o�
of iner� al to viscous forces within the � � uid�
� ow. The quan� ��es de� � ning Re are charac-�
teris�c scales that describe the � � ow� � eld: �
U is a characteris�c rela� �ve velocity,� L is a
characteris�c length scale, and� � is the kin-�
ema�c viscosity of the � �uid. For an air� �ow �
with a peak velocity of 1 cm/s around a hair
with a 5 �m diameter, the Reynolds number 
is 0.003, assuming that the kinema� c viscos-�
ity of air is 1.568 × 10–5 m2/s. Provided that
U is small enough to ensure that Re << 1 and
that the �liform hairs do not contact the�
socket cup during their mo�on, the hairs �
are reasonably modeled as linear oscillators
that move due to drag forces imposed by 
low Reynolds number � uid� �ow. We brie� � y �
introduce the methodology for calcula�ng �
these drag forces in the next sec� on, but see �
Humphrey et al. (1993) and Humphrey and 
Barth (2008) for in-depth discussions.

Because � liform hairs are so slender and �
are immersed in slow �uid� � ows, closely-�
packed hairs can poten� ally exhibit viscos-�
ity-mediated coupling: interac�ons between �
hairs that occur due to the contact between 
� uid boundary layers that form around the�
hairs. There has been a long-standing discus-
sion in the literature about the occurrence
of sif gni� cant levels of viscosity-mediated �
coupling. In many situa� ons, such as in the �

sparse hair distribu� ons of spiders (Bathel-�
lier et al. 2005) or in the low density region 
near the distal end of cricket cercif , the � uid-�
mediated coupling between hairs appears to
be negligible, so that the hairs may be mod-
eled as independent structures. However,
there is evidence that coupling could play a
signi� cant role in other hair arrangements,�
par� cularly in the dense patch of hairs at�
the proximal end of cricket cerci (Osborne
1996, Kumagai et al. 1998  a). The purpose
of this work is tof provide a brief review of f
the e�orts to model the response of a group�
of � liform hairs to both simple and complex �
s� muli. Addi� �onally, we discuss a method�
for modeling the response of a group of
hairs to temporally complex signals.

2. 
Modeling individual �liform hairs�

Models of group hair mechanical response
are elabora�ons on models of individual �
hair responses. Tautz (1977) was the � rst�
person to recognize that the linearity of �li-�
form hair response and their rela� ve rigidity�
allows them to be approximated as forced,
damped harmonic oscillators in angular dis-
placement,

(1)

where I is the moment of inerI � a of a hair,�
R is the torsional resistance due to the me-
chanical suspension structures within the
viscoelas� c socket,� S is a torsional restoring
constant also due to the socket suspension 
structures, and �(t) is the driving torque act-
ing on the hair. The dots above the angular
displacement �(t) denote � me deriva� � ves. �
Tautz used a small anTT gle approxima�on to�
rewrite Eq. (1) in terms of hair �p displace-�
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ment, and then analyzed the model assum-
ing a sinusoidal force of unspeci� ed am-�
plitude on the right-hand side. He did not 
a� empt to � �nd the precise form of this force.�

Researchers who followed Tautz (Fletcher
1978, Shimozawa and Kanou 1984 b, Hum-
phrey et al. 1993, Shimozawa et al. 1998) cal-
culated the explicit forcing on a hair based
on models of the incident aif r� ow. The driv-�
ing torque on the hair, �(t), is the drag force
distribu� on along the hair � � mes the lever�
arm integrated over the length of the hair:

(2)

The par� cular form of the drag force dis-�
tribu�on depends on the approxima� �on �
used to model air� ow. The model that has �
widespread acceptance today was � rst in-�
troduced by Humphrey et al. (1993), who ac-
knowledged important contribu� ons from �
the earlier modeling a�empts of Fletcher�
(1978) and Shimozawa and Kanou (1984  b).
Humphrey et al.’s method relies on the com-
bina�on of a substrate boundary layer and �
Stokes’ mechanical impedance for a cylinder
(Stokes 1851).

Boundary layers are smooth velocity gra-
dients that form between two �uid� � ows�
that are prescribed to have di�erent vel-�
oci� es. In the case of an arthropod append-�
age such as a leg or a cercus, air s�cks to the�
appendage surface and matches its velocity.
This is known as a no-slip boundary condi-
�on. Because of the no-slip boundary condi-�
�on, the velocity must smoothly vary from�
zero at the surface of the af ppendage to the
full magnitude of the bulk � ow far from the �
surface. The boundary layer consists of thef
part of the velocity gradient that starts atf
the substrate and ends at the point above 
the surface where the �uid is moving at 99 %�
of the free stream velocity. Stokes (1851)
showed that the height of the boundarf y lay-
er that forms over an in� nite� �at plate varies�
as 1/^f^̂ with f denof � ng the frequency of the�

oscilla� ng plate. Using a change in variables, �
this can be shown to be the same case as
an in�nite plate immersed in oscilla� � ng � � ow�
of frequency f. A similar proff � le is obtained �
when considering axial � ow over an in� � nite�
cylinder (Humphrey et al. 1993). Because 
of the 1/^f^̂  dependence, higher frequency
�ows have smaller boundary layers. And�
higher magnitude (faster) � uid � � ows corre-�
sponding to higher Reynolds numbers have
smaller boundary layers. The heights of the 
boundary layers at biologically relevant fre-
quencies (1–  500 Hz) and veloci�es (0.1 mm/s �
to 30 cm/s) are on order the lengths of �li-�
form hairs (Shimozawa and Kanou 1984  b,
Barth et al. 1993, Humphrey et al. 1993),
making the boundary layer velocity pro� le�
cri�cal to the calcula� �on of drag forces on�
the hairs.

The drag force at each point along the hair
is calculated using a combina� on of Stokes’ �
mechanical impedance for a cylinder (Stokes 
1851) and the boundary layer pro� le. Stokes�
calculated the velocity and pressure �elds (� u
and p, respec� vely) around a narrow cylin-�
der by explicitly solving a lineariza�on of the �
Navier-Stokes equa�ons now known as the�
unsteady Stokes equa�ons: �

(3)

In Eq. (3), 	 and � are the density and dy-
namic viscosity of the air, resf pec�vely. This�
lineariza� on of the general Navier-Stokes �
model of �uid� �ow is valid under the as-�
sump� on of a low Reynolds number, which �
holds for slow �ows around� � liform hairs.�
The drag force per unit length of a cf ylinder is
the integral of the pressure and shear stress
� elds around the circumference of the hair, �
which can be rewri�en in terms of the rela-�
� ve velocity between the cylinder and the�
� uid (Stokes 1851). The rela� �ve velocity at�
a point along the length of the hair is taken
to be the di� erence between the hair’s local�
linear velocity and the local boundary layer
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pro�le (Humphrey et al. 1993). The result is a�
complex conversion factor between velocity 
and force at each angular frequency �:

(4)

where Z(�) is called the mechanical imped-
ance of the cylinder-air system (Shimozawa
et al. 1998).

This method has been used to model indi-
vidual hair responses (Humphrey et al. 1993,
Osborne 1996, Shimozawa et al. 1998), as 
well as group hair responses in which the 
members of a hair popula� on are assumed �
to move independently (Dangles et al. 2005,
Dangles et al. 2006  b, Magal et al. 2006).

3.   
Modeling  mul� ple� � liform hairs�

Fluid-mediated coupling between neighbor-
ing sensilla is negligible when � liform hairs�
are sparsely distributed. Under this condi-
�on, the � �ltering e� � ect of an array may be�
approximated as the sum of indef pendently
interac�ng hairs. Applying this assump-�
�on to the en� � re cricket cercus, Magal et�
al. (2006) developed a model of total cer-
cal canopy response for the wood cricket
Nemobius sylvestrisii . They modeled each hair 
based on the work of Humphrey et al. (1993) 
and Shimozawa et al. (1998) as an independ-
ent linear oscillator in the boundary layer
that forms over a �at substrate. They com-�
pletely characterized the number of hairsf
and their lengths over N. sylvestris cerci and
used hair direc� onality data for � Acheta do-
mes�cus� (Landolfa and Jacobs 1995) to es-
�mate the number of hairs sensi� � ve to axial �
�ow from the rear of the cricket. These hairs�
were assumed to cause an a�erent response�
only at threshold veloci�es that depend on�

hair length and s�mulus frequency, based �
on results obtained for Gryllus bimaculatus
(Shimozawa and Kanou 1984  a). Magal et al.
summed the maximal hair de� ec� � on over all�
hairs that exceeded their velocity thresholds
and mul� plied the result by the propor� � on�
of hairs with af ppropriate direc�ons of mo-�
� on. They assume that the a� � erent impulse �
discharge rate is propor�onal to maximum �
hair de�ec� �on in order to use this calcula-�
�on as an approxima� �on of the total neural �
response of the cercal canof py. This response
measure has been used by Dangles et al.
(2005, 2006  b) to compare the cercal canopy
response of di� erent� N. sylvestrisii instars and
of wilf d N. sylvestris popula� ons in dis� � nct�
environments that are exposed to di� erent�
types of preda� on pressure.�

The studies by Dangles et al. (2005,
2006  b) comparing cercal func� onality un-�
der di�erent circumstances exemplify the�
types of studies that are needed in order to
understand the evolu� onary history, devel-�
opmental constraints, and phenotypic plas-
� city of the cercal system. However, groups�
of hairs maf y have an e�ect on the� � uid ve-�
locity pro� le other than what is predicted�
by simply summing the e� ects of independ-�
ent hairs. Boundary layers form not only
around the arthropod appendage, but also 
around the � liform hairs themselves. These�
hair boundary layers can be rela� vely large �
with respect to hair diameter in slow � ows, �
and can propagate the e� ects of hair mo-�
� on from one near neighbor to another. This �
� uid-mediated coupling can either cause �
damping in the mo�on of near neighbors �
(Bathellier et al. 2005, 2010; Cummins et al.
2007, Cummins and Gedeon 2007) or it can 
cause ampli� ed mo� �on, also called syner-�
gis� c coupling (Cheer and Koehl 1987, Cum-�
mins 2009), depending on the orienta�on �
and frequency of the air�ow.�

There is empirical evidence (Osborne
1996, Kumagai et al. 1998  a) and theore�cal �
analysis (Bathellier et al. 2005, Cummins et



244 Bree Cummins,Tomas Ge, deon 

al. 2007,7 Cummins and Gedeon 2007,7 Cum-
mins 2009) that suggests hair coup ling does
occur on cricket cerci, at least in the densely
packed region near the cricket body. Since 
the a�erent response in the model of Magal�
et al. (2006) is propor� onal to maximal hair �
excursion, and hair coupling manifests as 
changes in that hair excursion, signi�cant�
coupling may shi	  total canopy response 	
proper� es from those es� �mated under an�
assump� on of independence. It thus makes�
sense to try and quan� fy the amount of �
coupling that occurs in a given hair arrange-
ment on the cerci.

Several studies have a� empted to either �
quan�fy or qualita� � vely describe the cou-�
pling between thin, closely spaced biological
hair arrays. Cheer and Koehl (1987) exam-
ined the func� onal shi� 	  that occurs in the 	
bristled feeding appendages of �ny crusta-�
ceans called copepods. The bristles, or se-
tae, are linear arrays of rouf ghly cylindric-
al shapes that are ac�vely moved through�
the water for the purpose of gathering food
par� cles. There was a long-standing debate�
about whether or not the setae acted as
� lters that sieved food out of the water or�
as scoops that pushed food toward the ani-
mal. Cheer and Koehl (1987) developed an
analy�cal model of two cylinders with var-�
ied spacing in steady low Reynolds number
� ow perpendicular to the long axis of the �
cylinders. They found that decreasing the
spa cing between the cylinders causes syn-
ergis� c coupling a� 	er they are su	 �  ciently �
close together. So the cylinder arrays act
more like a paddle than a rake at a small spa-
cing and low Reynolds number, and change 
func�onality as either of these parameters �
increases. The paddle-like ac� vity occurs �
because in low Reynolds number �ow, the �
boundary layers around each cylinder over-
lap at close distances and create a pocket of
slower moving � uid between them. Cheer �
and Koehl (1987) suggest that the amount
of couf pling between the cylinders depends 

on the Reynolds number of thef �uid-struc-�
ture interac�on, the ra� �o of hair diameter�
to spacing between the cylinders, and the
width of the cylinder array. 

Humphrey et al. (1993) originally pro-
posed that coupling between hairs is neg-
ligible if the nondimensional spacing be-
tween hairs, a/d// , is larger than the smaller d
of the ra� o of hair length to hair diameter �
and the inverse of the Ref ynolds number,
a/d > min{L/d,Red –1}. However, this criterion 
does not depend on either air frequency or
the hair mechanical parameters (I,II R, and S),
both of which may impact the width of the
boundary layer that forms around the hair.
Bathellier et al. (2005, 2010) revisited the is-
sue of coupling and developed an intricate
model capable of calculf a� ng the coupling�
between hairs arranged linearly, as well as
performing some elegant experiments with
two isolated trichobothria of the sf pider Cu-
piennius salei. This model depends on the
distance between hairs, the diameter and
mechanical proper�es of the � perturbed hair,rd
the angular velocity of the perturbing hair,
and the magnitude and frequency of thef free
stream air�ow. The basis of this model is the�
analy� cal calcula� � on of Stokes’ mechanical�
impedance for two cylinders, instead of onlf y
one. It di�ers from the earlier Cheer and�
Koehl (1987) model in that sinusoidal � ows, �
rather than steady � ows, are considered. Us-�
ing this model, Bathellier et al. (2005, 2010) 
� nd that coupling between trichobothria of �
similar lengths appears to be suppressed at
the maximal response of the hairs and thatf
larger coupling is seen between hairs of
greatly varying lengths, provided that the 
hairs are su� ciently close. Using an exten-�
sion of the model to mul� ple hairs arranged�
in a line, they further predict that signi�cant�
coupling could be seen in short cricket hairs 
located within the dense hair patch on a
cricket cercus.

Bathellier et al. (2005, 2010) present a
very interes�ng approach, but they do not�
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consider the boundary layer caused by the 
presence of an arthropod appendage. This
substrate boundary layer will a�ect the for-�
ma�on of the boundary layer around a hair.�
Since the hair boundary layer is wider in
slower � ow, we suspect that the method is�
an underes� mate of the coupling between �
linearly arranged hairs in �uid � � owing paral-�
lel to the insect appendage, since this causes
stagna� ng� �ow around the hairs. In � � ow�
perpendicular to the appendage, the hairs
are exposed to faster � ow (Humphrey et �
al. 1993), and so the coupling may be over-
es�mated in this case. The disadvantage of �
including a substrate boundary layer in the 
deriva� on is that the coupling between lin-�
early arranged hairs can no longer be ex-
pressed in an easily evaluated closed form. 
Despite this issue, the coupling es�mate �
supplied by Bathellier et al. (2005, 2010) is 
the current best analy� cal criterion for de-�
ciding if � uid-mediated hair interac� �on is �
negligible in oscillatory �ow.�

These e�orts to model coupling be-�
tween hairs have been limited to highly con-
strained arrangements of hairs. On cricket
cerci, where hairs appear in dense aggrega-
�ons exhibi� �ng various direc� � ons of mo� � on,�
it is probable that these methods do not ac-
curately capture the extent of viscositf y-me-
diated coupling. In order to model arbitrary 
hair arrangements, Cummins et al. (2007),
Cummins and Gedeon (2007), Heys et al.
(2008), and Cummins (2009) abandoned
a� empts to� � nd an analy� �cal solu� �on to �
the mechanical impedance for mul�ple�
hairs and instead presented various meth-
ods for predic� ng hair mo� � on numeric-�
ally. 

Heys et al. (2008) model the system in
a penalty immersed boundary framework
(Kim and Peskin 2007) that does not require 
simpli� ca� �ons to the Navier-Stokes equa-�
�ons or to the cercal geometry. Brie� �y, an �
immersed boundary method is a numerical
approach that simulates the interac�on of �

purely elas�c structures with a surround-�
ing � uid domain. The penalty immersed �
boundary method extends this approach
to account for iner�al e� �ects by modeling�
dis�nct iner� � al and elas� �c structures that �
are coupled with strong springs. This nu-
merical method has substan�al bene� �ts;�
any �ow regime may be modeled over any�
surface, including a realis�cally shaped ap-�
pendage, an arbitrarily arranged group of
non-rigid �li form hairs, and parts of the ar-�
thropod thorax or abdomen. Any coupling 
between the hairs will be automa�cally ac-�
counted for, through the calcula�on of the �
velocity �eld that arises around the irregular�
hairy surface. Using this method, Heys et al.
(2008) �nd that two iden� � cal cricket hairs�
with  axially aligned planes of mof � on seem �
to act as a “super” hair as they get closer to-
gether, showing a maximum de� ec� � on half �
that of an isolated hair, and a phase shi	 that	
di� ers by 30 % from that of a single hair� . 

Despite the advantages of this af pproach,
it has the signi� cant disadvantage that it is �
computa� onally expensive, requiring a lot of �
compu� ng� �me and a coarse discre� �  za� � on�
scheme. Our goal in seeking an alterna�ve �
numerical method has been to decrease
the computa� on� �me in order to evaluate a�
large number of hair arranf gements at a large 
number of frequencies. In Cummins et al.
(2007) and Cummins and Gedeon (2007), we 
u� lize the method of regularized Stokeslets �
(Cortez 2001) to numerically solve N linear
oscillator equa� ons in a boundary layer � � ow�
that is perturbed by the presence of �liform�
hairs. The forces on the hairs due to the per-
turba� on velocity� �eld are calculated within �
each � me step of an ordinary di� � eren� �al�
equa�on (ODE) solver using a steady Stokes�
approxima� on of the air� �ow. This method�
shows signi�cant coupling between hairs, �
but because of the steadf y Stokes approxi-
ma�on, the predic� � ons from this model are �
valid only at distances less than ^�/�� �^̂̂̂ , where
� is the kinema� � c viscosity of air and� � is the 



246 Bree Cummins,Tomas Ge, deon 

angular frequency of the drivinf g air�ow.�
To overcome the spa� al limita� � on inher-�

ent in the steady model, we developed an-
other implementa�on based on the method�
of regularized unsteady Stokeslets (Cortez
et al. 2010, Cummins 2009). This method
simultan eously solves N linear oscillator 
equa�ons and the unsteady Stokes equa� �ons�
with vel ocity matching condi� ons along the�
hairs, presuming the hairs to be immersed
in an analy�cally calculated boundary layer�
� ow. As in our � �rst method, we model the�
e�ect of hairs as a perturba� �on velocity �
� eld that contributes to the forcing distribu-�
� on along each hair, but an ODE solver is not �
required. Although this method does not
share the � exibility in geometry or � �ow type�
that the penalty immersed boundary ap-
proach does, it is a much faster calcula� on�
and so allows for a more comprehensive
explora� on of possible hair arrangements �
over the cercus, while avoiding the overes-
�ma� �on of coupling inherent in our earlier�
e�ort. This model (Cummins 2009) predicts�
50  –  66 % more damping in the mo� on of �
a short cricket hair in-line with long hairs
than does the work of Bathellier et al. (2005,
2010). At this �me, experiments are being�
carried out in Dr. John Miller’s lab to deter-
mine the amount of couf pling occurring be-
tween �liform hairs on cricket cerci.�

4. 
Hair responses to biologically 
relevant s�muli�

The ability to model biological arrangements
of hairs and perturba� ons to those arrange-�
ments is important for understanding the 
speci�c func� �onality of sensor arrays in dif-�
ferent species. It is likewise important to be
able to predict the mechanical response of 

groups of hairs to biolof gically relevant sig-
nals. So far, most of the numerical modeling 
of � liform hairs and a fair amount of the ex-�
perimental work has concentrated on oscil-
latory signals or band-limited white noise. 
Except in rare cases, this s� mulus regime�
does not mimic natural condi� ons. In gen-�
eral, air velocity sensors are required to op-
erate in noisy environments and to capture 
complex signals that may have transient or 
spa� ally rich components that indicate the �
presence of prey,yy predators, or mates. One
of the next great challenges in �liform hair �
modeling is to increase the range of s� muli �
for which we can predict hair response.

The penalty immersed boundary ap-
proach of Heys et al. (2008) is already cap-
able predic� ng the response to complex �
s�muli, although only computa� � ons using�
simple s�muli have been performed thus �
far. Outside of a full Navier-Stokes numeric-
al solver, modeling s� muli that are spa� � ally�
complex remains a challenge. Recently, Kant 
and Humphrey (2009) have succeeded to
model hair response to very short, abrupt
accelera� ons of an object. These acceler-�
a� ons induce air� � ow pulsa� �ons mimicking �
the beginning of an f a� ack lunge of a spi-�
der (Casas et al. 2008), or of the vor� ces in �
the wake of a �ying prey insect as it passes�
a spider (Barth and Höller 1999). The pul-
sa� ons decrease in magnitude with both �
�me from the event and distance from the �
source. Kant and Humphrey (2009) approxi-
mate the spa�al decay as that of a spherical �
dipole, where the radius of the sf phere is �t �
to empirical data from Dangles et al. (2006  a) 
and Casas et al. (2008). For ease of calcula-
�on, they assume a Gaussian temporal de-�
cay of the pulse. With these choices, Kant
and Humphrey then calculate the bound-
ary layer arising from this spa� ally and tem-�
porally decaying pulsa� on source along the�
cercal (or spider leg) axis. With this method,
they are able to predict the response of dif-
ferent hairs with varying posi� on from the �
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lunging object to pulses with di�ering tem-�
poral structure. They � nd that shorter hairs �
respond more quickly and with larger mag-
nitude to pulsa�ons than do longer hairs in �
both spiders and crickets. This is perhaps not
an unexpected result given the decreased 
iner�a of the shorter hairs.�

We can use the output of our model (Cum-
mins 2009) to predict hair mo�on induced�
by temporally complex bulk �ows by using �
a complementary approach to that of Kant
and Humphrey (2009). Instead of character-
izing the s�mulus� using Fourier methods, we
characterize hair mechanical response using
Fourier methods, speci�c ally by calculat-�
ing an approximate impulse response func-
� on of a hair. An impulse response func� �on �
(IRF) is the response of a system to a Dirac-�
pulse. When convolved with an arbitrary
signal, it predicts the response of the under-
lying system. In our case, it predicts the me-
chanical mo� on of a� �liform hair subject to�
a mixture of driving air�ows at di� �erent fre-�
quencies.

An IRF can be calculated by taking the 
inverse Fourier transform of the mechani-
cal transfer func�on of a system, where the �
transfer func� on is the complex-valued func-�
�on of frequency that encodes the gain and �
phase response of the sf ystem. Since a true
IRF encodes the response of the system to
all frequencies, it is never exactly recovered
by any �nite number of frequency measure-�
ments. Nonetheless, we may approximate
the IRF of a given � liform hair by calcula� �ng �
the hair’s response at each frequency up to
the point where the response a�enuates,�
and then taking the inverse Fourier trans-
form of thf e truncated transfer func�on (see�
Cummins 2009 for details). The IRF will de-
pend on the biomechanical parameters of
the hair, on the number and arrangement of
neighboring hairs, and on the appendage di-
ameter at the hair base.

The approximate IRF serves as general
response characteris� c for a� � liform hair, �

just as transfer func�ons tradi� � onally have�
done. An IRF encodes the same informa-
� on as a transfer func� � on, but in the� � me �
domain rather than the frequency domain.
The advantage of an IRF is that it may be
convolved with any air velocity � me trace to�
predict the hair’s response to the signal. This
convolu� on is equivalent to taking the Fou-�
rier transform of the sif gnal, calcula�ng the �
resultant boundary layer over the cercus for
each frequency component in the truncated 
range, simula�ng the hair response to each�
frequency input, and summing all of the hair 
responses together. This la�er approach is �
similar to the work of Kant and Humphrey
(2009), except that the s� mulus does not �
exhibit prescribed spa� al or temporal decay. �

Using IRFs, we characterized the respons-
es of long (1 mm, ~ 8 �m base diameter)
and short (0.25 mm, ~3 �m base diam eter)
� liform hairs with axial direc� �ons of mo-�
�on. The hairs are either isolated or they �
have two neighbors with the same biome-
chanical proper�es as the reference hair. �
The two � anking neighbors are oriented �
either along the cercal axis or transversely
across the 0.5 mm diameter cercus, as in
arrangements 2) and 3) in Fig. 2  a. The ax-
ial separa� ons are 0.3 mm (long hairs) or �
0.12 mm (short hairs) and the transverse arc 
length separa�ons are 0.1 mm (long hairs)�
or 0.07 mm (short hairs). The associated
nondimensional spacings (distance/base
diameter) are 37.5, 40.0, 12.5, and 23.3 re-
spec� vely. These separa� �ons were the mini-�
mum found for long and short hairs near the
proximal end of a representa�ve � Acheta do-
mes�cus�  cercus. The biomechanical param-
eters of the hairs and their basal diametersf
were calculated from regression rela�on-�
ships for Gryllus bimaculatus in Shimozawa
et al. (1998). The transfer func� ons of the�
hairs were calculated out to 600 Hz and the
IRF was calculated with a Nyquist frequency
of 6000 Hz. The Nyquist frequency is half the 
sampling frequency in the � me domain, so �
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Fig. 2 a Schema� c showing the hair arrangements for the  impulse response func� � ons (IRFs) plo� � ed �
in panel b. Arrangement 1) is an isolated hair; 2) shows axial neighbors; and 3) shows transverse
neighbors. Note that the schema�c is not to scale. � b Le	  panel: Plot of the approximate IRFs for a 	
1 mm hair that is isolated (black), has 1 mm neighbors with 0.3 mm axial separa�on (dark gray), or has�
neighbors with 0.1 mm arc length separa�on (light gray). Right panel: The solid lines are the same as in�
the le	 panel and are included in the plot for compar	 ison purposes. The dashed lines are the IRFs for
a 0.25 mm hair with and without 0.25 mm neighbors. Axial neighbors are at 0.12 mm separa�on and �
transverse neighbors are at 0.07 arc length separa� on�

a

b

parison between hair lengths. For the most
part, the hairs with transverse neighbors do 
not di� er much from their respec� �ve refer-�
ence curves, although slight amounts of syn-
ergis�c coupling can be seen at the largest�
peak in the long hair IRF and at the largest
dip in the short hair IRF. The hairs with axial
neighbors show damped IRFs throughout
the majority of the trace. The comparison
between hair lengths is quite striking, in

that the �me step of the discrete approxi-�
mate IRF is 1/1200 of a second.

The solid lines in Fig. 2  b are the IRFs for
the 1 mm hair and the dashed lines are those
for the 0.25 mm hair, with black lines repre-
sen�ng the isolated hairs and shades of gray�
represen�ng the hairs with neighbors. The�
le	  panel in Fig. 2  b displays the long hair re-	
sponse alone for clarity, and the riyy ght panel 
includes both long and short hairs for com-



16. Assessing the mechanical response of groups of arthropod filiform flfi ow sensorsfl 249

that short hairs respond to a � pulse more
swi	 ly and with greater magnitude than 	
long hairs, even in the presence of neif ghbor-
ing short hairs. This result is in agreement
with the work of Kant and Humphrey (2009), 
although the s� mulus is simpler: It�  is an ap-
proximate � pulse that induces a boundary
layer both spa�ally and temporally uniform�
along the cercal axis. As men� oned earlier, �
this result agrees with an intui�ve argument �
based on the di�eren� � al iner� � a between�
long and short hairs. We are currently work-
ing on verifying this mechanical response on 
the cricket cercus and determining if the dis-
tribu� on of short hairs might confer select-�
ive advantage on the organism.

In order to use the IRF method to predict
hair mo�on, it will be necessary to establish �
es�mates of the decay in velocity magni-�
tude for arbitrary s� muli, make appropri-�
ate assump�ons about the forma� �on of the �
boundary layer, and account for � me lags �
in responses of hairs in a group. The inter-f
play between coupling and complex s� muli �
remains a signi� cant challenge in modeling �
total hair canopy response.

 Conclusions and outlook 
The goal of realif s� cally modeling the mechan-�
ical response of a populf a� on of � � liform hairs�
s� ll faces signi� � cant challenges, but the advanc-�
es in the last few years have provided a means
for predic�ng responses to a large number of �
s� mulus types. Immersed boundary method �
approaches are computa� onally intensive, but�
can model naturally occurring, complex s�muli,�
while unsteady Stokes methods are faster but
less general. Exci� ng opportuni� �es remain for �
combining these methodologies to leverage the
generality of the immersed boundary methodf
without incurring its full computa� onal cost.�
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 Abstract 
This chapter is about biological mechano-sen-
sors embedded in the cu�cular exoskeleton of �
arthropods and serving purposes analogous
to those of technical strain gauges. Spidersf
have several thousands of such sensors provid-f
ing them with a highly resolved picture of the
mech anical events in their exoskeleton. The
spider “strain gauges”, also called slit sensilla,
form � ny slits (length ca. 8 to 200 � 
m, width 1
to 2 
m) in the exoskeleton, each supplied by
two sensory cells. The slits are sites of locally
increased compliance which respond to the 
slightest deforma�on of the exoskeleton caused �
by muscle ac�vity, hemolymph pressure, or ex-�
ternal sources of lf oad such as substrate vibra-

� ons. Slit compression by as li� � le as ca. 1.5 nm�
and due to strains down to some –10 to –20 
#
are su�  cient to set o� �  ac� � on poten� � als in the �
sensory cells. A par� cularly intriguing feature�
of slit sensilla are lyrif form organs represen�ng �
diverse and some�mes seemingly bizarre close �
parallel arrays of up to ca. 30 slits. 
The following text will highlight some of the 
proper� es of the sensors per se and relate their�
structural characteris�cs to natural sources of �
load and the strains produced by them in the 
exoskeleton. Considering the limita�ons of dir-�
ect micromechanical measurements, the mod-
elling of strains and organ deforma� on by Finite �
Element analysis has been par�cularly reward-�
ing. Computa� onal biomechanics has thus con-�
tributed substan� ally to revealing the principles�
underlying the measurement of strains in a
highly re� ned biological sensory system. It also�
has paved the way for the future development
of bio-inspired ar�� cial strain sensors for tech-�
nical applica� ons. �

Friedrich G. Barth
University of Vienna, Faculty of Life Sciences
Department of Neurobiology
Althanstr. 14, 1090 Vienna, Austria
e-mail: friedrich.g.barth@univie.ac.at

D. Strain and substrate motion



252 Friedrich G. Barth

1.  
Introduc� on�

The forces contained in the adequate s�mu-�
li of all  mechanoreceptors generate some 
strain in the sensory structures. Indeed,
stress, which is force per unit area (� = F/F A// ),
and strain (# = l/lo), which is rela�ve defor-�
ma� on due to stress, are inseparable from �
each other. The dis� nc� �ve feature of the �
strain sensors treated here is their close
rela� onship to the arthropod  exoskeleton.�
The cu� cular exoskeleton of arthropods like�
insects and spiders serves not only to mech-
anically support the animal and to provide
the necessary leverage for locomo�on, but�
also protects it from unwanted environ-
mental in� uences, and may camou� � age or�
alterna�vely adver� � se its bearer by adopt-�
ing an appropriate shape and color. In addi-
�on, the exoskeleton represents the inter-�
face between the outside and inside of the
organism and, therefore, carries a wealth of
sensory structures on its surface that col-
lect informa�on about the outside world. �
Importantly, tyy he exoskeleton serves its sen-
sory func�on not only as a base for large �
numbers of exterorecef ptors, but also as a
s�mulus conduc� � ng structure, which propa-�
gates stresses and strains to specialized sen-
sors embedded in it and forming a skeletal 
sense unique to arthropods and alien to hu-
mans and other vertebrates. The  slit sensilla 
of spiders form the most elaborate sensory 
system of this tf ype and will, therefore, be
the focus of our a�en� � on. Slit sensilla pro-�
vide spiders with a detailed picture of the 
mechanical events going on in their exoskel-
eton which they use as guidance for various 
pa� erns of behavior.�

Arachnid slit sensilla, like insect  cam-
paniform sensilla, are analogues of tech-
nical  strain gauges. The wealth of strainf
gauges now commercially available re�ects�
their general importance for many areas of

engineering like the construc� on of build-�
ings, bridges and industrial machines, cars,
airplanes and rockets, to name just a few.
Like strain gauges the slit sensilla measure
the e�ects of force. In our present biologic-�
al case these forces act on the exoskeleton
and are prompted either by muscular con-
trac� on and hemolymph pressure (used to �
extend the leg), or to external sources like 
vibra� on of the substrate and gravity. Both�
the slit sensilla and campaniform sensilla are
�ny holes in the exoskeleton and spots of �
enhanced compliance which slightly change 
their shape when the exoskeleton is min-
imally deformed by such forces. The sensory
cells a� ached to the holes are excited by this�
deforma�on. �

What follows will not only highlight prop-
er�es of the sensors (sensilla) per se. An �
in-depth understanding of the prin ciples at
work and of the achievements madef pos-
sible by their applica�on also asks for the�
considera�on of several components of the�
en� re sensory system and the ways in which�
they in�uence, shape and indeed re� �ect �
each other. The focus here (albeit treated
with di�erent levels of detail) will be on the�
occurrence and topography of the sensilla,f
their structural characteris� cs, the natural �
sources of loadf , and the strains in the ex-
oskeleton resul�ng from them. Having es-�
tablished this background the focus will then
be on the mechanical tricks involved in the
some� mes bizarre close parallel arrange-�
ments of slitsf forming so-called  lyriform
organs. The data gained from electrophysi-
ological studies will highlight physiological
proper� es of the sensory cells associated �
with the slit sensilla. 

Finally, some concyy lusions will be drawn
regarding the development of synthe�c slit�
sensilla for technical applica� ons. For earlier �
reviews on arthropod skeletal strain sensilla,
see Barth (1981, 2002), Barth and Blickhan 
(1984), and Vincent et al. (2007).
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Fig. 1 Occurrence and  topography. Above: spider leg (Cupiennius salei) and scorpion leg ( Androctonus 
australisii ) showing lyriform organs and groups of slits. BTa, basitarsus, Co, coxa; Fe, femur; MTA, 
metatarsus; Pa, Patella; PFe, praefemur; Ta, tarsus; Ti, Tibia; Tr, trochanter. (from Barth and Libera 1970;
Barth and Stagl 1976, with permission, Springer Heidelberg)

2.  
Occurrence and  topography

We shall concentrate here on a few ba-
sic statements only. The reader inter-
ested in more detail is referred to the lit-
erature (Barth and Libera 1970; Barth and
Wadepuhl 1975; Barth and Stagl 1976).
Throughout the chapter we will return to
the ques�on of sensilla topography several�
�mes, in par� �cular in the context of sourc-�

es of load and strain measurements at vari-f
ous sites of the exoskeleton. 

Slit sense organs were �rst referred to by �
Bertkau (1878) but � rst shown to be mech-�
anoreceptors only much later by Pringle
(1955). They are a unique feature of  arach-
nids and best studied in  spiders. Whereas
the number, arrangement and posi� on of �
slit sense organs are very similar among
spiders, their total number and degree of
grouping (see below) di� er considerably in�
 scorpions (Barth and Wadepuhl 1975),  whip
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Fig. 2 Lyrifi orm orff gans. Scanning electron micrographs of lyriform organs on the spider leg (Cupiennius
salei). Organs shown in b, c, d, and e correspond to organs numbered 8, 2, 10, and 7 in Fig. 1 (with
permission from Müllan 2005)

However, it also has mechanical signi� cance�
since the deforma� on of a slit by cu� �cular�
strains cri� cally depends on the presence�
and distance of neighboring slits (as will be
shown below). In Cupiennius one half of f thef
slits compose a total of 144 lyriform organs,
all of which are situated on the extremif � es,�
the majority (134) of them on the walking
legs. From a biomechanics and biomime� cs �
point of view, their stranf ge pa�erns are of �
par� cular interest.�

The majority of the lf yriform organs are
found close to joints (Fig. 1, 2), whereas sin-
gle slits are arranged in rows on the front 
and back surfaces of the legs and pedipalps 
and some�mes close to muscle a� �achment�
sites. In both cases the slits are oriented
roughly parallel to the limb’s long axis. A few
addi�onal observa� � ons regarding the posi-�
�on of the slits on the body shall be men-�
�oned here: � (i(( )i The slits are concentrated 
on the proximal end of the leg, where the 
stance phase of locomo�on is generated�
and the musculature concentrated whose 
contrac� on causes strains in the exoskel-�
eton. (ii)i Most lyriform organs are located at

spiders, whip scorpions and  daddy-long-legs
(Barth and Stagl 1976). The whip spider and 
the daddy-long-leg we examined were the 
least well equipped. They had only 58 and
45 slits per walking leg as compared to 352
in the Central American wandering spider
Cupiennius salei, which for many years has
been our main experimental animal.

Cupiennius has about 3.300 sensory slits
in its exoskeleton (Barth and Libera 1970). 
The majority of them (86 %) are embedded
in the hard sclero�zed cu� � cle of the walk-�
ing legs and pedipalps. On the opisthosoma
(“abdomen”, excep�ng the pe� �olus) where�
they are surrounded by rela�vely so� 	  meso-	
cu�cle, only 96 slits were counted. Arachnid �
slit sensilla occur in three types of arranf ge-
ment:  single slits (at least 100 
m away
from the next slit),  loose groups formed by
several slits, and composite or  lyriform or-
gans represen� ng conspicuous close paral-�
lel arrangements (slits separated by about
5 
m and never by more than 10 
m) of up
to 30 slits. The dis�nc� �on between these �
three types of slit arrangement was origin-
ally based on morphological criteria alone.
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or very near to joints where forces are trans-
mi�ed from one leg segment to the next and�
where a concentra�on of stresses is to be�
expected. (iii(( )i Single slits are o	 en found far	
away from joints but close to muscle a� ach-�
ment sites where bending forces are likely
to occur. These rules are not exhaus� ve. �
Speci�c cases require careful examina� � on�
of the par�cular area of the exoskeleton,�
as, for example, is illustrated most clearly
in the spider  vibra�on sensor (McConney et�
al. 2007; Fratzl and Barth 2009). We will also
see that what ma�ers for the s� � mula� � on of �
slit sensilla is not only the magnitude and
direc�on of cu� �cular strains but also their �
� me course.�

3.   
Basic structure

Slit sensilla can be seen from outside through 
a dissec� ng microscope as � � ne elongated�
slits (about 8 to 200 
m long and 1 to 2 
m
wide). In transmi�ed light their brightness�
indicates that they are holes in the exoskel-
eton covered by a thin (0.25 
m thick) and 
largely epicu�cular membrane. The dendrite�
of one of the two sensory cells innerva� ng�
each slit and picking up the s�mulus (slit�
compression) ends in a specialized structure
in this outer slit membrane which we refer
to as the  coupling cylinder (diameter ca.
0.5 
m, depth ca. 1 
m) (Fig. 3). The dendrite 
of the second sensorf y cell ends close to the
membrane covering the inner side of the slit 
(Fig. 3  d). 

These � ne slits then are holes in the exo-�
skeleton which are deformed by cu�cular�
strains. The s�� ness (Young’s modulus) of �
the cu�cle surrounding most of the slit sen-�
silla is of the order of that found in bone
(Blickhan and Barth 1979). The slits must, 

therefore, be very sensi�ve sensors and so �
they prove to be. Compression in the nano-
meter range su� ces to set o� �  nervous im-�
pulses in their sensory cells.

From an engineering point of view slits 
in a skeleton are problema�c. They repre-�
sent notches (openings) with a large length 
to width ra� o (aspect ra� � o up to more than�
100) where  stress concentra�ons leading �
to cracks and fracture are to be expected 
(Peterson 1966). Nature takes care of these
risks in at least three ways: (i) The resistance
to pressure and tensile forces is increased
close to the slits by a substan�ally increased �
thickness of the exocu�cle around the open-�
ing, which contributes the most by far to the
exoskeleton’s mechanical strength (among
its layers exo-, meso-, endocu� cle) (Fig. 3  a). �
(ii) From a material’s point of view the ar-
thropod cu� cle is a  � �ber reinforced laminate �
with the � bers arranged in layers parallel to�
the surface. Near the slits the � bers devi-�
ate from their arrangement parallel to the
surface, following instead a course reminis-
cent of that of the stress lines near a notch 
subjected to tensile force or pressure. They
curve inward like the lines of greatest princi-
pal stress conforming to the contours of thef
slit (Fig. 3  c). This means that the direc� on in �
which the load-bearing capacity of the cu-f
� cle is largest is the same as the direc� �on �
of the greatest principal stress. (iii) The last 
trick dealing with the problem of  notches 
under load, are the rounded (instead of
sharp-edged) ends of the slits and � bers�
following their contours, moulded around 
them instead of beinf g interrupted. 

In nature there is no structure without
func�on. In the given case morphological�
details of the slit become meaninf gful only
in the light of s�mulus transmission. There-�
fore, a short note is needed here to explain
the primary mechanical processes. The fol-
lowing sequence of events characterizes the 
uptake of an inf i� ally di� � use s� �mulus from�
the general cu� cle of the exoskeleton and �
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Fig. 3 Basic structure. a Cross sec� on through the slits of a  lyriform organ (� Cupiennius salei). The 
slits with their outer and inner membranes can be clearly seen; Ex, exocu� cle; Mes, mesocu� �cle; En, �
endocu� cle; c, cellular components.� b View of slits of the metatarsal vibra� on receptor organ (see also�
d in Fig. 2) as seen from inside an exuvia.d c Arrangement of cuf � cular laminae around a slit according�
to � ne structural analysis. oM, outer membrane; � iM, inner membrane; arrows indicate adequate
s� mula� �on by compressional forces. � d On the le	  side a cross sec	 �on through the outer membrane�
(oM) is shown at the site of the  coupling cylinder (Cc) which contains the dendri�c ending (De) of one�
of the two sensory cells innervaf � ng each slit. The electron microg� raph on the right shows the ending
of the second sensory cell’s dendrite (2) at the level of the slit’s inner membrane (iM). The  dendites of 
both sensory cells (1, 2) are contained in a cu� cular dendri� � c sheath (Ds). (� a and c with permission from
Müllan 2005; b from Barth 2002 and d from Barth 1971, 2002, with permission, Springer Heidelberg)

su� cient to say that the amount of slit de-�
forma�on and its dependence on load direc-�
�on increases with slit aspect ra� �o (length�
to width ra� o). (� ii) The slit’s covering mem-
brane is only 0.25 
m thick, supposedly con-
siderably so	er than the surrounding exo-	

its focus onto an area of onlf y about 1 
m2

of the  dendrite: (i) According to both elec-
trophysiological and biomechanical experi-
ments (Barth 1972  a, b) only compression of
the slit triggers ac�on poten� �als, not, how-�
ever, its dila� on. In a � �rst approach it may be �
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cu�cle, and curved like a roof gu� �er which �
makes it mechanically reac�ve to compres-�
sion of the slitf ; its curvature increases its
bending moment in just the right direc�on �
(laterally imposed stress) (Fig. 3). (iii) The 
 coupling cylinder is a�ached to the � � oor �
of the outer membrane where the bending
moment due to slit compression is great-
est. Its outer region is compressed mainly
in a direc�on perpendicular to the slit long �
axis. (iv) Finally, there is a slight deforma� on�
of the dendrite � p by monoaxial compres-�
sive forces perpendicular to the long axis of
the slit which changes the conduc�vity of �
the dendrite membrane and thus leads to a
nervous response. The cu� cular structures �
involved in s�mulus transmission appear �
well adapted to being easily deformed. As in
other mechanorecep�ve sensors like spider�
hair sensilla (Barth 2004; Barth et al. 2004)
the amount of def forma�on (in the given�
case that of the slit) is scaled down on its
way to the dendrite which may be a protec-
� ve measure. Whereas the basic mechanics�
of s� mulus transmission seems to be quite�
clear for the dendrite ending in the outer slit 
membrane, that is not the case for the sec-
ond dendrite ending at the inner membrane
of the slit (Molina et al. 2009).

4.
Sources of  load and strains 
in the  exoskeleton

As has been demonstrated in many cases
(e. g. Wehner 1987; Barth 2004; Barth 2006;
Fratzel and Barth 2009) sense organs to a
large degree re� ect the proper� � es of their�
adequate s�mulus, from the gross morpho-�
logical to the micro- and molecular level.
Therefore no sensor can be understood with-
out su� cient knowledge of the s� �mulus pat-�

terns it is naturally exposed to and measures.
Key ques� ons to be asked here are: �

Where do the loads/forces originate that 
lead to stress and strain in the cu�cle and�
deforming the slits? What are the actual 
strains in the exoskeleton like? The � rst in-�
depth measurements of an arthropod that 
provided answers to these ques� ons were �
those made by Reinhard Blickhan more than
twenty years ago, with the spiders Cupien-
nius salei and i Aphonopelma spec. (a bird
spider which makes measurements easier 
due to its larger size). They refer to the legs
where most of the slit sensilla are f found and 
are s� ll the only ones of their kind (Blickhan�
and Barth 1985; see also review in Barth
2002). Here again we have to concentrate 
on a few basic principles.

There are three main sources of load:f
(i) Hemolympl h pressure which the spiders 
use to hydraulically extend their legs at
joints lacking extensor muscles. (ii) Contrac-CC
� on of the musculature�  which is primarily 
found in the proximal sec� on of the leg so �
that the forces of iner�a are kept low as one�
would expect in a long and slender extrem-
ity moved rapidly and with large amplitudes.
(iii) There are also external sourcesl of loadf
such as  gravity and  vibra�on of the substrate�
on which the spider is standing. Figure 4
summarizes the mechanical Bauplan of an 
arthropod leg which consists of thin-walledf
tube-like components connected by joints. 
Work concentrated on the � bia-metatarsus�
joint where four lyriform organs are found,
among them the most extensively studied
one (HS8, see Fig. 1). In addi� on the � � bia-�
metatarsus joint does not have extensor
muscles so that the e� ects of hemolymph �
pressure (used for extension) and muscle
forces can be separated.

The force at the joint is dominated by the moments
prompted by the hemolymph pressure and the
muscle forces which act antagonis� cally. Although�
spiders have a so-called open circulatory system
the blood �ows in well de� �ned spaces between the �
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Fig. 4 Sources ofo loadf .
a The  legs of arthropodsf
are composed of tubular
segments connected by joints
resul�ng in areas of contact �
much smaller than the
segment’s cross sec�on. They�
are exposed to internal loads 
(� lled arrows; hemolymph�
pressure; muscular force)
and external loads (empty
arrows; gravity; ground
reac� on force; substrate �
vibra�on).� b Spider leg
� bia showing the channels �
for the fast transport of 
hemolymph (blood) used
to hydraulically move the
joint. c. Arrangement of the
�exor muscles in the spider�
leg � bia. Pa, patella; Ti,�
� bia; Me, metatarsus. (from �
Blickhan and Barth 1985,
with permission, Springer
Heidelberg)

ducer, and electrical s� mula� � on of muscles).�
Muscular forces induce nega� ve strain (com-�
pression) in the region of three of the four 
lyriform organs (HS8, HS9, VS4), but posi� ve�
strain at organ VS5. In other words, the mus-
cular ac�vity e� � ec� �vely s� � mulates the three �
organs posi�oned laterally on the leg but not�
the ventral organ. Instead the ventral organ
is s� mulated (compressed) by hemolymph�
pressure. The  mechanical sensi� vity for � dor-
so-ventral forceff s measured up to 20 
#/mN
which means that a 1 mN load changes the
length of a piece of cu� cle by 20 × 10� –6.

The mechanical sensi�vity to� lateral
forceff s was only 10 
#/mN near the lyriform
organs and strongly depended on the joint
angle. Finally, the  mechanical sensi� vity is �
smallest to axial forceff s with values below
0.8 
#/mN and also highly dependent on the 
joint angle (Blickhan and Barth 1985).

muscles. Dorsoventral channels are of par�cular �
relevance here. They end at the greatest possible
distance from the dorsal hinge joint. The result is a
large moment M

�
MMh which is equal to the product of

the pressure P and the eP � ec� � ve area� A on which it
acts: M

�
MMh = P ×P A (r

�
s × n

�
A). Similarly, the momentyy M

�
MMm

generated by the � exor muscles equals the prod-�
uct of thf e muscle force vector F

�
Fm and the posi� on �

of the center of f gravity of the muscle f a� achment�
area r

�
c with regard to the joint’s axis of rota�on: �

M
�
MMm = r

�
c × F

�
Fm. A third moment M

�
MMG contribu�ng to the�

joint forces results from the  ground reac�on force�
F
�
FG and its arms of force vector r

�
Ar : M

�
MMMG = r

�
Ar × F

�
FG.

The  mechanical sensi�vity � Sm = strain/force
[#/N] of exoskeletal areas with lyriform 
organs and at other loca�ons of the� � bia�
could be determined by applying miniatur-
ized strain gauges at the respec� ve sites and �
imposing controlled dorsoventral or lateral
forces to the joint (using force transducer, 
displacement transducer, pressure trans-
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Fig. 5 Direct measurements. a Experimental set up allowing the simultaneous
measurement of leg kinema�cs (video), cu� � cular strains (miniaturized strain�
gauges), ground reac�on force (force pla� � orm), and hemolymph pressure (pressure �
transducer). In the walking track there is a mirror allowing to view the spider from 
the side and from above. b In vivo strain measurement at the site of a  lyriform
organ using a miniaturized strain gauge glued onto the cu� cle of a lyriform �
organ (HS8) on the spider leg. (from Blickhan and Barth 1985, Barth 1985, with
permission, Springer Heidelberg)
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Although knowing the mechanical sensi-
� vity to di� �erent loads allows for the predic-�
�on of strains occurring in a freely moving �
animal and thus the s� mula� � on of lyriform �
organs, it cannot replace in vivo measure-
ments. These require a lot of technology
(Fig. 5) because many parameters have to be 
monitored simultaneously: stepping pa� ern,�
joint angle and leg kinema� cs (video), cu� �-�
cular strains at the site of the lf yriform organs 
(miniaturized strain gauges), hemolymph 
pressure (miniature pressure transducer),
and the ground reac�on force exerted on�
the ground by the legs (force pla�orm).�

Under condi� ons of slow walk (1 to �
10 cm/s; 0.3 to 1.5 steps/s) and given the
dependence of the mechanical sensf i�v-�
ity Sm on the joint angle (�bia-metatarsus�
joint) the strains in the spider leg �bia result�
mainly from  muscular force (up to 200 mN)
and  hemolymph pressure (up to 5.3 kPa). Be-
cause of the spa� al limita� �ons on a spider�
leg, bird spiders were used for these experi-
ments. Their legs are slightly larger in diam-
eter than those of Cupiennius.

The magnitude of the  cuf �cular strains�
found at the sites of the di� erent lyriform �
organs close to the Ti-MeTa joint are very
similar (Blickhan and Barth 1985) (Fig. 6  a),
varying only between –13 and –  20 
#. How-
ever, they change with the rhythm of the f
spider’s movement and di� er in� �me course �
at the di� erent posi� � ons in rela� �on to the �
walking pa�ern. Whereas organs HS8, HS9�
and VS4 laterally on the � bia back and front �
side signal muscle force during the � exion of �
the joint (stance or load bearing phase, neg-
a�ve strain), the ventral organ VS5 is s� �mu-�
lated by hemolymph pressure during joint
extension (swing phase) when the other or-
gans are not compressed but dilated (posi-
� ve strain). Lyriform organs are not located�
at sites of par� cularly high strain. Instead�
the signi�cance of the di� �erences in the �
� me course taken by the cu� �cular strains �
at the di�erent sites is underlined by the �

�nding that on the dorsal surface of the leg,�
where there are no lyriform organs, strains 
as high as 38 
# parallel to the leg long axis
were found. Whereas the �me courses of �
the strains are very similar in all four walk-
ing legs the strain amplitudes at the site of
a par�cular organ increase from leg one to �
leg four (e. g. up to –  80 
# at the site of or-f
gan HS8 as compared to ca. –  20 
# on the
second leg). This di�erence is mainly due to�
the �a� � er contact of the fourth leg with the �
substrate than that of the other legs, lead-
ing to an increase of the verf � cal component �
of the standing force (40 mN) (Blickhan and
Barth 1985). Both dorsally, in the middle of 
the � bia, and at the inser� � on of the� �exor�
muscle, strains measure up to –70 to –  80 
#
during the stance phase.

This short summary underlines the im-
portance of knowledge of the s� muli to be �
expected under natural condi� ons. It should �
be remembered that the exoskeleton is ex-
posed to many forces which it can tolerate 
not only because of the cf u� cular material �
it is made of and its structural organiza� on�
but also because mechanical loads can be
detected and if necessary avoided by the
many slit sensors embedded in it. The meas-
urements described above were, therefore,
extended by taking into account situa� ons�
where one would expect par�cularly high�
strain values, namely during rapid starts and
stops and jumps (Brüssel 1987; review in 
Barth 2002).

As the  walking speed increases (10 to 
30 cm/s) the load does so as well, especially
in the joint region, where at 30 cm/s strains
as high as –  360 
# were measured (stance
phase). As long as the substrate is horizontal
it does not make a di� erence whether the�
spider is walking upright or hanging from a 
surface. However, walking on a ver�cal plane�
is common for Cupiennius and other spiders.
When walking upwards load increases 2- to
3-fold and strain values in the joint region are
conspicuously irregular with similar strain
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Fig. 6 Strains in the exoskeleton. a During �exion of the metatarsus (ME) by muscular contrac� � on there�
are nega� ve cu� �cular strains (see black bars below horizontal line indica� �ng loca� �on of organ) leading�
to slit compression laterally on the leg �bia at the sites of organs VS4, HS8 and HS9 whereas ventrally�
(see organ VS5) there are posi�ve strains (black bar above horizontal line), implying dila� �on of the �
slits. Note, that hydraulic joint extension by hemolymph pressure leads to e�ec� �ve s� � mula� �on of the �
ventrally located organ (VS5) only. The two graphs below the scheme show the mean strains (± SD)
measured at organs HS8 and VS5, respec�vely, during one step of a freely walking spider. Stance and�
swing phase are marked by the dark and light shading of the bar above graph.f b Strains (mean ± SD)
measured laterally on the � bia (close to lyriform organs HS8 and HS9) in spiders (� Cupiennius salei)
walking upwards on a ver�cal plane at di� �erent speeds. (� a from Blickhan and Barth 1985; b from Barth
2002 a	 er Brüssel 1987, with permission, Springer Heidelberg)	

movement at least the �bia of the spider leg �
is an object of equally distributed strength,
but this is not the case during rapid move-
ments when loading concentrates in the
distal joint region. This implies that the lyri-
form organs are in a region with strongly
varying strains and high peak loadings. The
lyriform organs are indeed well adapted to 
monitor such variable load condi� ons and to �

magnitudes for all walking speeds (Fig. 6  b).
Downward walks at a speed of 20 cm/s load-
ed the joint region much more than walks 
in the horizontal plane (Brüssel 1987; Barth
2002). During starts and stops and jumping
movements the high accelera�on imposes �
loads similar to those measured during the 
most rapid walks.

Under the condi�ons of slow and uniform�
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avoid dangerous peaks by elici�ng  synergic �
re� exes (Seyfarth 1978, 1985), due to their�
posi� on, orienta� �on and physiological prop-�
er� es. As will be seen in the next sec� � on the �
close parallel arrangement of the slits in lf yri-
form organs leads to a remarkable mechan-
ical  range frac�ona� �on, that is to say great�
di� erences in mechanical sensi� �vity among�
the slits and a large working range of the en-
�re organ.�

Before proceeding in more detail, an issue
of poten�al confusion shall be addressed.�
Do the slit sensors respond to strain, to dis-
placement, or to force? Are they force or
strain receptors? There is no short and clear
cut answer to this because it depends on the
level at which it is sought: (i) At the sensor
level a slit measures slit face displacement. 
Accordingly the slit is a displacement (or de-
forma�on) receiver. Whereas strain is the �
rela� ve� change in length, the slits measure
absolute changes of lenf gth which are the
sum of many unit strains or displacements.f
The deformability of the s�mulus transmit-�
� ng structures as described in sec� � on 3 em-�
phasizes the importance of displacement as
does the lack of closeness of the dendrite �p�
to the areas of par� cularly high stress along �
the circumference of the slit. (ii) When con-
sidering the slit as part of a larf ger piece of
exoskeleton it may be called strain receiver, 
measuring local deforma�on of the skeleton,�
analogous to what technical strain gauges
do. (iii) Following up this reasoning even fur-
ther, a sensory slit is to be regarded as part
of an en� re leg (or another part of the body) �
and as a device which measures forces that
cause the deforma�on of the exoskeleton.�
In this context, then, a slit is a force sensor.

A more unequivocal answer to our ques-
�on emerges if we ask which parameter the�
spider will be most interested in. It will not 
be interested to know in isola� on how the �
slit faces are displaced with respect to one 
another. Quite di� erently, it is important for �
the spider to know about the deforma�on �

of larf ger parts of the exoskeleton sif gnalled
by the respec�ve strains in order to avoid �
fracture or to deduce from them informa-
� on about the forces ac� �ng on the skeleton.�

5. 
Modelling strains and
organ deforma�on�

The most peculiar form of slit sensilla aref
the lyriform organs. They come in arrange-
ments that at �rst sight appear bizarre if �
one hypothesizes that they re�ect mechan-�
ical proper� es speci� � cally adapted to the�
strains occurring at a par�cular posi� �on in�
the exoskeleton (an assump�on jus� ��ed by�
a biologist’s evolu�onary thinking). Direct�
measurements of thf e micromechanics of
the original sensors are limited regarding
spa�al resolu� � on. Modelling as an alterna-�
� ve approach has helped greatly to achieve�
a be� er understanding of the principles un-�
derlying lyriform slit arrays.

 Lyriform organs are arrays of individual
slits. The � rst ques� �on then is what the�
mechanical proper�es of a single slit are. In �
early model studies the deforma�on of slits�
cut into araldite disks was measured under
load applied in the plane of the disk (Barth
1972  a, b). It could readily be demonstrated
that the magnitude of slit def forma� on and�
its direc�onality strongly increased with slit�
aspect (length-to-width) ra� o and absolute �
length. Likewise the slits were much more
easily deformed by forces perpendicular to
the slit long axis than by forces parallel (or
 intermediate) to it. In a single slit, deforma-
� on increases strongly towards the middle�
along the long axis. Thus, in order to achieve
high  mechanical sensi�vity a single slit�
should be long and oriented perpendicular 
to the lines of the principal stresses. In ad-
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di� on the dendrite � � p in the outer slit mem-�
brane should be located in the middle along
the long axis of the slit.f

In a more recent a�empt (Hößl et al. 2006) �
to quan�fy the mechanical proper� � es of �
slit sensilla, Kachanov’s analy� cal approach �
(Kachanov 1994; Gorba�kh and Kachanov �
2000), which was developed within fracture
mechanics to calculate stress intensity fac-
tors at the �ps of interac� � ng cracks, was �
applied to study the deforma�on of the slit�
faces by far-�eld strains. Apart from under-�
standing the mechanical behavior of lf yri-
form slit sensilla the goal was also to provide
a solid basis for the quan� ta� �ve predic� � on�
of thf e deforma� on pa� � ern of bio-inspired�
synthe� c strain sensors for technical appli-�
ca� ons. Kachanov’s method turned out to �
be appropriate for studying single slits and
loose groups of slits (crack spacing more
than about one half of crack length), not
however for the study of lyriform organs
where the distance S between slits typically
is much smaller than half of slit length lo, S <
0.5 lo (Fig. 7  a) (Hößl et al. 2006). The amount
of  lateral spacing between the slits strongly
in�uences their mechanical interac� �on. Ac-�
cording to the results of a  Finite Elementf
(FE) analysis, the errors for the crack open-
ing distances along the slit are too large to
be acceptable for distances between slits of
S < 0.25 lo (lo being the length of the lonf gest
slit in the array) (Fig. 7  a). Hößl et al. (2006)
discuss extended versions of Kf achanov’s the-
ory to overcome this di�  culty but conclude �
that the most economic route for the analy-
sis of slits as cloself y arranged as in lyriform
organs (S typically < 0.05 lo) is FE analysis. FE
analysis allows the study of a wide varietf y
of slit shapes, posi�ons and orienta� � ons in a�
lyriform array, of curved slits as they actually
occur, and of slits in sf pa�ally curved regions�
of the exoskeleton.

As a con� nua� � on of ini� � al work which�
applied simple direct measurements of thef
deforma� on of slits cut into polymer disks�

(Barth et al. 1984), planar FE models were
developed using ABAQUS (ABAQUS Inc.,
Pawtucket RI) to calculate the rela�ve slit �
face displacement of sinf gle slits and arrays
of � ve interac� � ng slits arranged in pa� �erns�
typical of actual lf yriform organs under uni-
axial compressive far-� eld strains (Hößl et al. �
2007). The models took the form of planar 
square discs measuring 400 lo by 400 lo with
the slits at their center (lo, length of the lonf g-
est slit in the array). With these dimensions,
boundary e�ects of slit face deforma� �on �
were avoided. Meshing with 6-noded trian-
gular plane stress elements was strongly re-
� ned in the vicinity of the slits (Fig. 7  b)� (Hößl 
et al. 2007). The models did not have an ab-
solute length scale so that the results can be
scaled to any slit size. In a �rst step slit face �
displacements Dc were calculated for the
slit centers (c) and normalized with respect 
to the deforma� on� Dsc of a single slit (sc) of
aspect ra� o � lo/b = 100 subjected to uni-axial
far-� eld strain of –  25� 
# (–  2.5 × 10–  5) normal
to the slit faces. For details of the methods
and their biological jus��ca� � on see Hößl et�
al. (2007).

Based on the diversity of arachnid slit sen-
silla the e� ects of the following geometrical �
parameters were studied quan�ta� �vely: as-�
pect ra�o (� l/l b) of the slit, slit shape (capped
rectangular or ellip�cal), geometry of slit’s �
center line (straight, C- or S-shaped), load
direc� on (� �), lateral distance (S) between
slits, longitudinal shi	  (	 
) between slits, and
slit length di� erence (� �l) of neighboring slits.

5.1 Single slit (uni-axial normal load)

Slit face displacements are most sensi� ve�
to changes in slit length l and load direcl �on �
�, increasing with increasing l and an anglel
� of up to 90°. Interes�ngly, aspect ra� �o is �
of lif � le in� � uence only for values between�
20 and 100 (or higher) typical of lyriform
organs. It deserves par�cular a� � en� �on in�
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Fig. 7 Modelling. a A comparison of the opening deforma� on (� OD) of 5 slits of length lo lying in parallel
as calculated by a fracture mechanical approach (bk) (Kachanov’s method; see text) and  �nite element�
(FE) analysis (bfeb ), respec�vely. With decreasing distance� S (and thus S/SS l// o) between the slits the error
(bk – bk feb )/bfeb in Kachanov’s approxima� on increases. The ranges of spacing denoted by I, II, and III occur�
in slit sensilla de� ned as single slits, loose groups, and lyriform organs, respec� �vely.� b Finite element
model of a lyriform organ (“heart shaped”, compare Fig. 2  c) with S/l// o = 0.04 deformed by load at 90°
with regard to the slit long axes. For be� er visibility the displacements are scaled up by a factor of 10� 4.
Note the di� erence in magnitude of deforma� �on between slits. Orange diamonds indicate sites of �
maximum slit face deforma� on. (� a a	er Hößl et al. 2006 with permission Elsevier Ltd.;	 b a	 er Hößl et al. 	
2007, with permission Springer Heidelberg)

both of length lo, are compared for aspect
ra�os between 1 and 100. For an aspect�
ra�o of 1 the value for � Dc/Dsc increases by
50 % (from 1 to 1.5). This is mainly due to the
area of circular holes of diameter lo which is

regard to a comparison with the round to el-
lip�cal insect  campaniform sensilla, where it�
rarely exceeds a value of 3 (Barth 1981). In
Fig. 8 a (Hößl et al. 2007) the deforma�on of �
a capped rectangular slit and of an ellif pse,
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larger by about 80 % than that of a slit with f
an aspect ra� o of 100. For all non-trivial as-�
pect ra� os capped rectangles (like in arach-�
nid slits) show larger face displacements
than ellipses (like many insect campaniform 
sensilla) of the same aspect ra�o because of �
their larger area. The strong dependence of
Dc/Dsc on the orienta� on angle � $ of the ap-
plied load results in maximal displacement
at � = 90° (Hößl et al. 2007).

5.2 “ Lyriform” arrays of five parallel slitsfi

5.2.1 Uni-axial normal load (� = 90°)

In the close parallel arrangements of slitsf
shown in Fig. 7  b the e�ects of lateral spac-�
ing, longitudinal shi	, and length grada	 � on�
were examined under uni-axial normal load. 
Whereas the lateral spacing S was changed
when studying its e� ect on slit interac� �on in �
the non-staggered array, S/S lo was kept con-
stant at 0.04 in the oblique bar and triangu-
lar arrays, which corresponds to the spacing
found in real  lyriform organs. FE modelling
provided the predic� ons partly shown in �
Fig. 8  c and d. Clearly, considerable amyy pli�ca-�
�on and shielding of the individual slits’ face �
displacements can be achieved by varying S,

, and �l. Our studies of the ef �ect of vary-�
ing these geometrical parameters not only
revealed func�onal principles of exis� �ng �
lyriform organs. They also allow for a rea-
sonable hypothesis concerning their respec-
�ve relevance during their evolu� �on and �
how they contributed to adjust the organs
to par� cular measurement demands/tasks�
like working range and resolu� on regarding �
s� mulus magnitude and direc� � on (see also�
further below).
(i) Lateral spacingl in a non-staggered array 

of �ve slits has prac� � cally no e� � ect on �
slit deforma�on as long as � S/S lo � 3 where 
there is prac�cally (< 3 %) no di� �erence�
in Dc of neif ghbouring slits anymore. 

However, for slits as closely spaced as 
in natural lyriform organs (S/S lo � 0.1) the 
inner slits exhibit much smaller rela� ve�
displacement Dc/Dsc than the shielding
outer slits.

(ii) The e� ect of � longitudinal shi"i 
 be-
tween neighboring slits was studied in
an oblique bar array with constant lat-
eral spacing of S/S lo=0.04 (Fig. 8  d). The
rela�ve slit face displacements are con-�
siderably larger than that of a single slit if
0.25 � 
/lo � 2.5; the largest ampli�ca� �on �
factor is predicted to be ca. 4.25 (425 %)
for the center slit at 
/lo $ 0.85. If, on
the other hand, 
 approaches lo, Dc de-
creases rapidly. Thus all slits of oblif que
bar arrangements show ampli�ca� �on �
and a similar level of face displacement.
This characteris� c poten� �ally allows an �
enhancement of the signal-to-noise ra-
�o by central convergence of the infor-�
ma� on provided by the individual slits.�
A longitudinal shi	  between neighboring 	
slits is typical of the natural case, as is f
the grada�on of slit length which implies�
a shortening of the cu�cular ligaments�
between the slits and a decreasing ef-
fect of ligament bending (see also sec-
� on 5.3.).�

(iii) In triangular arrays with slits of di�i er-��
ent length, the shorter slits (numbers 2
to 5 in the array) are strongly shielded
at length grada�ons� �l/l lo � 0.1 (�l, dif-l
ference in length between neighbour-
ing slits; lo length of longest slit in array)
while the longest peripheral slit (slit 1) 
behaves like a single slit for �l/l lo � 0.09 
(Hößl et al. 2007). The result is a widely
di� ering response of the slits in the ar-�
ray, sugges�ng that triangular con� � gura-�
�ons of slits serve to maximize the range�
of sif gnal magnitude the organ can deal 
with. Among arachnid lyriform organs
(Fig. 1 and 2  b) length grada� ons vary �
between $ 0.08 and 0.3.
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Fig. 8 Examples showing the in� uence of various geometric parameters of a single slit (� a, b) and of 
an array of � ve parallel slits (� c, d) on the normalized slit-face displacement at mid-length under load
normal to the slits’ long axes (Dc/cc Dsc// , slit displacement rela� ve to that of a single isolated slit).� lo, slit
length; b, width of slit. f a and b E� ect of change of aspect ra� �o � lo/b on the deforma� on of a “capped �
rectangular” and an ellip�cal slit, both of length � lo. At an aspect ra�o of 1 � Dc/c Dsc increases by 50 %,c
whereas at ra�os > 20 the e� �ect is considerably smaller.� c and d E� ect of lateral spacing (� S/S lo) and 
longitudinal shi	  (	 
/lo) between �ve parallel slits on slit face deforma� �on. Note considerable  shielding�
and  ampli� ca� � on. (from Hößl et al. 2007, with permission, Springer Heidelberg)�
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5.2.2 Dependence on  load direction

As expected from the strong e�ect of load�
direc� on on the deforma� � on of a single slit�
there are similar e�ects in lyriform arrays.�
Again maximum slit face displacement oc-
curs at � close to 90°, the smallest or none
at � $ 0°. This applies to the oblique bar and 
the triangular arrangement as well (Fig. 9).
The angular range of mechanical sensf i�vity�
can be dras�cally enlarged by changing the �
slit con� gura� �on to heart-shaped or fan-�
shaped. The actual occurrence of such con-
�gura� � ons suggests that they are adapted�
to di�erent measurement tasks and/or dif-�
ferences in the direc� onal pa� � ern of the�
strains of interest.f

5.3  Arrays closely matching natural
lyriform organs

Carrying the  FE analysis one step further,
we approached the natural geometries of
lyriform organs more closely than in case of 
the planar models of �ve slits arranged in �
di�erent typical pa� � erns (Hößl et al. 2009).�
Models were based on the details of actual
organs (such as number of slits, lateral and 
longitudinal shi	, curvature and the angle 	
between the slits) and thereby extended
the quan� ta� � ve basis for the design of  bio-�
inspired technical strain sensors. The overall 
result of thif s e�ort is that even minor vari-�
a�ons in structural parameters may signi� �-�
cantly change a slit’s direc�onal response�
(Fig. 10). Due to the quan�ta� � ve assessment �
of the load condi�ons to which the models �
were subjected the slit deforma� on predict-�
ed by the FE-models could be meaningfully
compared with the values in an intact natu-
ral organ found by taking direct measure-
ments using white light interferometry. The 
agreement between the predic�ons of the�
model studies and the direct measurements
was surprisingly good. This in turn made it 

possible to produce well-founded quan� ta-�
� ve statements about the actual deforma-�
�on of natural slits under biological strain�
condi� ons (see further below).�

The oblique bar array will serve as an ex-
ample to illustrate this point (see Hößl et al.
2009). As long as the slits are equally long
their deforma� on is prac� � cally the same �
in this arrangement (Barth et al.1984, Hößl 
et al. 2007). This is not so in more realis�c�
models (Fig. 10), where neither slit length
nor longitudinal shi	 and angle between slits	
are constant. Whereas the overall direc�on-�
ality of the organ is the same as is the case 
for the simpler �ve-slit model (Fig. 9  a), the�
gradua� on in  mechanical sensi� �vity among�
the seven slits di�ers markedly from it. Note�
that whereas the upper model shown in
Fig. 10 is already close to the natural slit mor-
phologies (straight slits) the lower model or-
gan copies the original slits even more pre-
cisely (slightly curved slits varying in width;
based on scanning electron micrographs).
The seemingly minor “improvement” of the
model geometry signi� cantly in� �uences slit �
face deforma�on, the most obvious e� �ect �
being a much more even distribu�on of the�
mechanical sensi�vi� �es of the shorter slits 4�
to 6. Slit 7 is the smallest and one of the
per ipheral slits, shielded on one side by the
larger slit 6. As one would expect its defor-
ma�on is very small. In the original organ it�
will respond to very high strains/loads only.

5.4  A comparison of computational  FE f
models with direct measurements

One lyriform organ has been studied more
widely than any other with regard to the 
func�onal aspects of interest here. This is �
the “triangular” lyriform organ HS8 on the
posterior aspect of thef �bia close to the�
� bia-metatarsus joint, which in� Cupiennius
salei consists of 7 to 8 slits (Fig. 1 and 2  b). i
It has previously been studied electrophysi-
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Fig. 9 Direc� onal sensi� �vi� �es� to uni-axial compressive far-� eld stress of di� � erent “lyriform” �
arrangements of slits.f a, b, and c In these model arrangements referred to as oblique bar, heart-shaped
and triangular S/lo was 0.04, simula� ng the natural case. Note di� � erences in absolute sensi� � vity,�
range frac� ona� �on between slits, and range of direc� �onal sensi� �vity covered by the ensembles.�
d and e E� ects of varying the angle between the slits’ long axes. The direc� �onal range of mechanical�
sensi�vity is considerably enlarged by increasing the angle between slits. (from Hößl et al. 2007, with �
permission, Springer Heidelberg)
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Fig. 10 Arrays closelyy yl  matchiny g natural  lyl rifi orm orff gans. Finite element (FE) simula�on of the  direc� �onal�
sensi�vity of seven neighboring slits as in lyriform organ VS3 (see Fig. 2  f) with slit 1 being the longest�
and slit 7 the shortest slit in the array. a and b von Mises equivalent stresses in simple (a) and very
detailed model (b) under load normal to the long axis of slit 1. a� and b� Direc�onal mechanical �
sensi�vity given as the ra� �o between slit face displacement at the dendrite’s posi� � on along the slit �
(Dd) and the slit face displacement at mid-length of an isolated single slit (Dsc). Note even distribu�on �
of absolute sensi�vi� � es (range frac� �ona� � on) among slits in � b� as opposed to a�. (from Hößl et al. 2009,
with persmission, Springer Heidelberg)

Barth 1985; Brüssel 1987). In addi� on, the�
tension and pressure lines in a model � bia �
have been determined in early photoelas�c�
experiments under quasi-natural load (Barth
and Pickelmann 1975). Likewise the complex

ologically (Barth and Bohnenberger 1978,
Bohnenberger 1981) and the strains in the 
cu� cle during normal behavior have been �
examined at the site of HS8 in life spiders
using micro-strain gauges (Blickhan and
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deforma� on pa� � ern of the elas� � c lines of �
the bars between the slits of a simpli� ed �
HS8 model has been calculated from the iso-
chroma�cs in an approach which treats lyri-�
form organs as arrays of bars in a hole with f
the organ’s outline (Blickhan et al. 1982).
Importantly, spa� ally highly resolved white �
light interferometric measurements of the f
slit face displacements of HS8 in an intact 
spider, and under the same controlled load
condi�ons as in the electrophysi ological�
studies, are now available (Hößl et al. 2009;
Schaber et al. 2011 submi� ed). A compari-�
son with this data allows the reliability of 
the FE-models to be judged and safe quan-
�ta� � ve predic� � ons can be made about the �
slit face compressions in the original  organ
under biologically relevant condi� ons. The �
main conclusions are as follows.

(i) The slit face deforma�ons at the lo-�
ca�on of the dendri� � c ending in the outer�
membrane predicted by the models used for
FE analysis are very close (within 5 %) to the 
values obtained by direct measurement. This 
demonstrates that the deforma� ons of slits�
in real organs can reliably be es�mated by  FE �
models. (ii) At the electrophysiologically de-
termined s� mulus thresholds which are just�
su�  cient to elicit a nervous response of the�
sensory cells (Barth and Bohnenberger 1978)
the slit face displacements are $ 1.7 nm,
$ 14 nm, $ 37 nm, $ 43 nm, and $ 10 nm for 
slits 2,3,4,5 and 6 (slits 1 and 7 resisted prop-
er physiological examina�on). The value of �
1.7 nm for slit 2 is close to the value of 3 nmf
es� mated for slit 1 when exposed to strains�
of –14f 
# which were measured with micro-
strain gauges during slow locomo�on (Blick-�
han and Barth 1985). (iii) The sequence of
the slits in the organ in regard to the magni-
tude of their deforma� on is the same in the�
FE simula�ons and in the IF measurements �
and follows slit length.

 Conclusions and outlook

The focus of this chapter was on processes of 
s�mulus transport and transforma� � on. The �
reader interested in the nervous response of
the sensory cells, their membrane physiology,yy
transduc� on and encoding, is referred to re-�
views in Barth (2002) and French et al. (2002).
Holes like those of thf e arachnid slit sensilla or
insect  campaniform sensilla are  notches in load
bearing material. An engineer will try to avoid 
such notches because of thf e risk off cracks and
fracture due to stress concentra� on which in-�
creases with the holes’ aspect ra�o (Peterson�
1966). Obviously nature has found ways to cope
with this problem by making use of the versaf � l-�
ity of the exoskeletal cu� cular material which is�
a � ber reinforced laminate composite (see sec-�
�on 3). However, the problem’s solu� � on does�
not emerge from the structural organiza�on �
of the exoskeleton alone but from the possibil-
ity of avoiding dangerous loads. By embeddingf
several thousands of measuring devices intof
the exoskeleton an arthropod like the spider 
Cupiennius will detect mechanical loads and
strains with great spa�al and temporal resolu-�
� on. The sensory informa� �on delivered by the�
slits serves to avoid dangerous load situa� ons�
as seen in the role slit sensilla play in  synergic
leg re� exes, which reinforce an imposed move-�
ment thereby pulling the leg away from large 
forces (Seyfarth 1978, 1985). 
The sensory func�on of the holes rests on lo-�
cally increased compliance and the local ampli-
� ca� � on of displacement. Thus measurements �
down to the nanometer range are possible even
in a material (exocu� cle) whose Young’s modu-�
lus comes close to that of bone. The enormous
capacity contained in the concept of embed-
ding strain measuring sensory holes into mate-
rial under load is amply demonstrated by the
e�ect of slit structure and slit arrangement on �
an organ’s selec�vity and� �ltering proper� � es.�
Numerous adapta� ons to par� � cular measuring �
tasks and the � ne tuning to the biologically rele-�
vant strains are possible and can actually be ob-
served in nature. While in a single slit its length,
orienta�on, and the posi� � on of the sensory den-�
drite along the slit’s length are the parameters
most e� ec� � vely in� � uencing mechanical sensi-�
� vity, there is a range of addi� � onal parameters�
to be taken into account when evalua�ng the �
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complex mechanics (and s�mulus transforma-�
�on) in lyriform organs. In these a much larger�
overall  working range (re. s�mulus magnitude)�
can be achieved by the close parallel arrange-
ment of several di� erently shaped slits. The�
threshold s�mulus amplitudes needed to elicit �
a nervous response were found to di�er by�
more than 40 dB among the slits of organ HS8,
and the linear parts of the slitsf ’ working ranges 
complement each other. Thus the linear range 
and the range of high increment sensi�vity are �
greatly increased by the lyriform arrangement
as compared to the single slit (Bohnenberger
1981). Generally, a sinyy gle slit’s deformability is
reduced by the presence of closely neighbour-
ing slits. The resul� ng pa� � ern of shielding and�
amplifying slit face displacement can be quan�-�
ta�vely predicted by FE modelling. A  longitudi-�
nal shi	  of neighbouring slits is highly in	 �uen� � al �
in this regard and indeed found in most natural
organs. Fan-like arrays of slits with diverf ging
orienta� on make an organ sensi� � ve to strains �
from a wide range of direc� ons. Surprisingly, a�
large range of  diref c� onal sensi� � vity also results �
from some types of parallel slit arrangements.
In addi�on to the versa� � lity and re� � nement in�
the sensory periphery, di�erences are to be ex-�
pected with regard to the central nervous con-
vergence and integra� on of the signals coming�
from the slits of an organ. Informa� on from slits�
with the same or similar response characteris-
� cs may converge to enhance the signal to noise�
ra� o (see e. g. oblique bar model). There may be �
averaging by convergence of inf forma� on from �
slits responding with di�erent absolute sensi-�
�vity to cover a large working range (re. s� �mu-�
lus magnitude) (see, for example, triangular 
model). Similarly, the range of large di�erence�
sensi� vity may be expanded by convergence �
of informa�on from slits as arranged in organ�
HS8. These are just a few examples, which can
be complemented by considering the response
of an organ to s� mulus direc� � on. Clearly, with �
its slit sensilla the spider is able to extract the
biologically relevant informa�on from complex�
s� mulus pa� � erns from even the weakest signals�
and amidst the ever present background noise.
Knowledge of the diversity of slit pa�erns and �
their mechanical proper�es can now also be �
used to predict the type of strain to be expected f
at the loca� on of a par� � cular slit arrangement. �
Likewise the knowledge now available presents

a challenge to engineers to design novel strain
sensors based on principles found in spider
slit sensilla for technical applica� ons. The for-�
malized quan�ta� �ve nature of the predic� � ons�
about sensor deforma�on made possible by the �
computa� onal modelling approach should form�
a solid basis for such an endeavour.
Importantly, the �ny holes do not cri� � cally in-�
terfere with the load bearing capabili�es of the�
material as demonstrated by their mere exist-
ence in the arthropods and also following from
recent model studies on  campaniform sensilla
(Vincent et al. 2007). Synthe� c  bio-inspired slit-�
like sensors might serve all the technical appli-
ca� ons strain gauges have, which s� � ll represent�
the most widely used devices to monitor force,
mo�on, deforma� � on, displacement etc. in in-�
dustrial and scien��c applica� � ons. These appli-�
ca� ons would include those most reminiscent �
of the role of f the sensors in nature where thef y
monitor movements and loads and most likely
also func� on as sensors in feedback control �
loops. Such control loops are not only relevant
in robo� cs but also for many machines and sys-�
tems designed to show adap�ve behavior and �
to react to changing working condi�ons (e. g.�
Fujimasa 1996). The  bio-inspired sensors might
be of par�cular interest for all applica� �ons�
where only small forces occur on small objects
and where high spa� al resolu� �on is required.�
A �rst a� �empt to manufacture a biomime� � c�
strain sensor is that by Wicaksono et al. (2005)
and a list of advice regarding technical sensor
design based on insect  campaniform sensilla 
can be found in Vincent et al. (2007). The goal
should certainly not be to achieve an exact copy
of the biological sensor but to develop micro-f
sensors based on the same mechanical and
geometrical principles with the help of micro-
technologies like silicon-micro-machining, thin 
� lm layer technologies, etching techniques and�
photolithography.
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 Abstract
Golden moles are nocturnal, surface-foraging
mammals with rudimentary vision. Several
species possess massively hypertrophied mal-
lei that presumably confer low-frequency,
substrate-vibra� on sensi� �vity through iner-�
�al bone conduc� � on. When foraging, the Na-�
mib Desert golden mole, Eremitalpa granEE �
namibensisii , typically moves between sand
mounds topped with dune grass that contain
most of the living biomass in the Namib Desert.
Foraging trails are punctuated with characteris-
�c sand disturbances in which the animal “head �
dips” under the sand, presumably to obtain a
vibra� onal “� � x” on the next mound to be visit-�

ed. Playback experiments with substrate-borne
vibra�ons suggest that in the absence of olfac-�
tory cues, golden moles are able to locate the
food-containing mounds solely using vibra� ons�
generated by the wind blowing the dune grass.
Based on middle ear anatomy, the ossicular yy
mass distribu� on and the anchorage points, we�
have hypothesized that there are several de-
grees of freedom of the middle ear apparatus of
Chrysochloris asia� ca� , a closely-related golden
mole. A horizontal vibra� on, which drives the �
head laterally will excite the rota�onal mode � �y,
whereas a ver� cal vibra� � on excites mode � �z.
We suggest that these two modes play the main
role in iner�al bone conduc� �on in response to�
vibra�onal s� �muli, since they depend on both �
the increased mallear mass and the displace-
ment of its center of mass from the rota� onal�
axis. In addi� on to these two modes, we pos-�
tulate that there is a third vibra�onal mode,�
namely the rota�on of the ossicular chain about �
the long axis of the malleus (�x) in response to
airborne s�muli. The transi� �on between modes�
occurs between 200  –  300 Hz. Laser Doppler vi-

Peter M. Narins
University of Calif fornia at Los Angeles
Departments of Phf ysiological Science and
Ecology and Evolu�onary Biology�
621 Charles E Young Drive S
Los Angeles, CA 90095-1606, USA
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brometric measurements of thf e malleus head
in response to vibra�onal s� � muli in � ChCC rysochlo-
ris reveal peak sensi� vity to frequencies below �
300 Hz. Func� onally, golden moles appear to be�
low-frequency specialists, and it is likely that
they detect prey principally through substrate
conduc� on.�

1.  
Introduc� on�

Golden moles (Chrysochloridae), mem-
bers of the Af frotherian clade, are small 
(7.6  –  23.5 cm) fossorial mammals endemic
to sub-Saharan Africa. They exhibit a suite
of specializa� ons for life underground, are�
image blind (Fielden 1991) and they are 
“thought to rely heavily on the sense of
smell and hearing” like other fossorial spe-
cies (Burda et al. 1990; Francescoli 2000).
The lack of light and the poor propaga�on �
of airborne sound underf ground limit the im-
portance and reliability of vision and hearing 
in these species. The presence of consf pecif-
ics, prey and most predators is conveyed via
substrate vibra� ons, and long-distance com-�
munica� on via substrate-borne signaling�
is considered the principal communica� on�

Fig. 1 The Cape golden mole, Chysochloris asia� ca�
(Photo: Gary Bronner)

modality in subterranean mammals (Nevo
et al. 1991).

The proposed means by which substrate 
vibra� ons are detected in some golden mole�
species is iner�al bone conduc� � on. This�
mechanism implies the presence of a massf
that impedes ossicular mo�on while the �
skull vibrates, and thereby induces rela� ve �
mo�on between stapes and skull – an e� � ect-�
ive s�mulus for the inner ear. �

The Cape golden mole (Chrysocyy hloris asi-
a� ca� ) is a member of the family Chrysochlo-
ridae, within which a variety of middle ear f
adapta�ons are found, and is the subject of �
our middle ear measurements (Fig. 1). Like
all mammals, golden moles possess a tym-
panic membrane that vibrates in response
to airborne sounds. A� ached to its inner�
surface is the distalmost of the three audi-
tory ossicles – the malleus, which in the
case of the Cape golden mole, is massivelyf
hypertrophied. An overview of golden mole
middle ear morphology is given by Mason 
(2003  a) and Fig. 2 illustrates �ve examples�
from his study.

The most obvious varia� ons in these mid-�
dle ears are the rela� ve sizes and shapes of �
the mallei. Among the hypertrophied mid-
dle ear types, the malleus head shows two
dis�nct forms: spherical or ball-shaped in� Er-
emitalpal and Chrysospalax and club-shaped x
in ChrCC ysochlorisyy and Cryptochloris. The need
for addi� onal mass in order to detect sub-�
strate vibra� ons by means of iner� �al bone�
conduc�on seems straigh� �orward, but what�
are the func�onal di� �erences between the �
two malleus forms?

Hearing in golden moles has not been 
studied, but a subterranean lifestyle and
poor audi�on are o� 	en coupled. One gold-	
en mole species that exhibits a spherical
hypertrophied malleus is the Namib Desert 
golden mole (E. g. namibensisii ) and accord-
ing to observa�ons by Van der Vyver Nolte �
(1968), it shows “li� le to no response to�
sounds”. This animal is sensi� ve to substrate�
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Fig. 2  Middle ear morphologies 
exhibited by � ve species �
of the golden mole family
(Chrysochloridae). Only the 
malleus (M) and the incus (I)
of a Amblysomus l ho� entotus� ,
b ChCC rysocyy hloris stuhlmanni,
c ChrCC ysochloris asiayy �ca� ,
d Erimitalpa gran�  namibensis� and
e Chrysosyy palax villosus are shown;
eardrums and stapes are omi� ed�
for clarity. From Mason (2003  a
and 2007)

2. 
Materials and methods

2.1 Animals

Cape golden moles (Chrysochloris asiaCC �ca� )
were caught in the � eld near Cape Town�
(RSA) and a	 er at least two weeks of cap-	
� vity, shipped to the University of California,�
Los Angeles (UCLA). Animals were housed
individually, but they rarely, if ever, vocal-
ized under these condi�ons. To evoke vo-�
caliza� ons, two animals were placed in the�
same tank. When they surfaced, a micro-
phone (Brüel & Kjaer, 4134, Naerum, Den-
mark) placed 0.5 m above the tank recorded
acous� c interac� �ons.�

2.2  Stimulation with airborne sound and
substrate-borne vibrations

A	er surgical prepara	 � on, the caudal por-�
� on of the animal’s skull was a� � ached to an �
aluminum block which was � xed to a vibra-�
� on exciter (Brüel & Kjaer, 4809, Naerum, �
Denmark). The middle ear may be s� mulat-�
ed acous�cally with a miniature loudspeaker�
(MS, Knowles, CI-2960) during which the
sound pressure level is recorded with a probe
tube microphone (PTM, Etymo� c Research, �
ER-7  C) close to the tympanic membrane

vibra� ons and detects and localizes dune�
grass-topped hummocks containing ter-
mites and other arthropods when foraging
in the Namib Desert. It presumably uses a 
two-stage vibra� onal detec� �on system such�
that at a distance, the animal detects the
ver� cally-polarized Rayleigh waves emi� �ed�
by the hummocks themselves in response
to wind blowing the dune grass. Then when
the golden mole is close to a hummock, it 
can sense the low-level substrate vibra� ons�
generated by the prey items as they move
through the hummock (Narins et al. 1997).
Moreover, these animals are capable of lo-f
calizing ar�� cial vibra� � onal sources in the�
absence of olfactory cues (Lewis et al. 2006).
The Cape golden mole (C. asia� ca� ) exhibits a 
club-shaped malleus head and, perhaps not
coincidentally, cyy lear acous�c interac� � ons �
between cap�ve � C. asia�ca� individuals have
been reported (Willi et al. 2006  b). Based
on observa� ons and on physical consid-�
era� ons, the two dis� �nct morphologies of �
hypertrophied mallei may re� ect di� � erenc-�
es in the detec�on abili� � es of these species �
to airborne sound.
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Fig. 3 a Caudal por�on of the skull of � C. asia� ca�  mounted on vibra� on exciter. The  middle ear is �
s� mulated acous� � cally with a miniature loudspeaker and the sound pressure level is recorded with�
a probe tube microphone close to the tympanic membrane. Vibra�on exciter s� � mula� � ng skull in �
b ver� cal direc� �on, and� c in horizontal direc�on. The long axis of the mallei is oriented horizontally,�
corresponding to that during head dipping

Fig. 4 Airborne/vibra�onal s� �mula� � on apparatus. �
Golden mole (GM) skull is placed on the sample
holder (SH) and the beam from the Scanning Laser
Doppler Vibrometer (SLDV) is focused on the head
of the malleus. Beam posif �oning is facilitated �
by two transla�on stages (xy-TS and z-TS) and�
the telescopic ver� cal li� 	 ing column (TVLC). The	
skull is s�mulated by the vibra� �on exciter (VE). �
RM = rubber mat; FM = open cell foam mat. See
text for remaining abbrevia�ons. Modi� � ed from�
Willi et al. (2006  b) with permission

(Fig. 3  a). Alterna�vely, this setup allows for �
ver�cal (Fig. 3  b) or horizontal (Fig. 3  c) vibra-�
�onal s� � mula� � on.�

2.3 Velocity measurements

The dynamic response of the malleus wasf
measured by means of Scanning Laser Dop-
pler Vibrometry (SLDV). The system (PSV-
300, Polytec, Waldbronn, Germany) allows
automated velocity measurements at mul-
� ple points (Fig. 4). It includes a built-in�
video camera (FCB-IX47  P, Sony, Minokamo,
Japan), which is op� cally in-line with the la-�
ser beam, and displays the selected meas-
urement area on the computer monitor ena-
bling grid selec�on, posi� �oning and focusing�
of the laser beam as well as facilita�ng the�
posi�oning of the specimen rela� �ve to the�
SLDV. Such alignment is achieved by the tel-
escopic ver�cal li� 	ing column (TGC 8  AWD3	
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Magne� c, Liestal, Switzerland) and an XY-�
transla� on stage (Newport, Irvine, CA, USA)�
in two perpendicular direc�ons within the �
horizontal plane. During velocity measure-
ments in response to both airborne and vi-
bra� onal s� � mula� �on, the laser beam was in�
line with the medio-lateral axis of the skull,
and except for the placement of the micro-f
phone and the speaker for acous�c s� � mula-�
� on, the two setups are iden� � cal (Fig. 4). The �
jack that supports the vibra�on exciter was�
placed on a rubber mat (6 mm thick) and an
open-cell foam mat (25 mm thick) in order to
a� enuate any vibra� � ons reaching the SLDV �
during vibra� onal s� �mula� � on. The e� � ect of �
ambient vibra� onal disturbances was a� � en-�
uated further by moun� ng the en� �re setup�
on a high-performance laminar-� ow isolator�
(LFI, Newport, RS-4000, Irvine, CA, USA).

A measurement grid comprising 20  –  40 
measurement points is superimposed on the
image of the accessible distal por� on of the �
malleus head and parts of the skull. A scan f
of these 20  –  40 points was made. Data ac-
quisi� on occurred at a frequency reso lu� � on�
of 1 Hz f for both acous�c and vibra� �onal �
s� mula� � on over the corresponding fre-�
quency band. Both amplitude and phase of
the measured veloci�es – in case of acous� � c �
s� mula� � on also the amplitude of the sound �
pressure – were averaged �ve � � mes for each �
measurement point.

2.4 Alignment of coordinate sf ystem

Following the recording of resf ponses to 
both the airborne and vibra� onal s� � muli,�
the specimen holder (aluminum block) with
the skull �ghtly a� �  xed to it was removed�
from the vibra�on exciter. The structures �
that masked the proximal por�on of the os-�
sicular chain containing the short process of 
the incus (SPI) and the len�cular process of �
the incus (LPI) during the experiment were
carefully removed. All middle ear structures

were preserved in order to ensure that
the ossicular chain maintained its posi�on �
rela� ve to the skull. The skull was then re-�
posi� oned in the measurement setup and �
aligned to its previous posi�on. The built-in �
video camera then captured and stored an
image of the enf � re ossicular chain. �

During a laser scan, the SLDV-system as-
signs x- and y-coordinates to each point on
the measurement grid. The posi� on and�
alignment of this coordinate system was
scaled and adjusted to anatomical land-
marks. The origin of the coordinate system 
was set at the ligament of the short f pro-
cess of the incus (SPI), whereas the x-axis
was coaxial with the long axis of the malleusf
and the y-axis pointed towards the len�cu-�

Fig. 5 Superimposi�on of � a pre- and b post-
experimental images. By superimposing the
two images all structures of the  ossicular chain
can be referred to the coordinate system of the f
measurement grid c. d The coordinate system is 
aligned to anatomical landmarks e. g., the short 
process of the incus (SPI), and the coordinates
of thf e len�cular process of the incus (LPI) were�
determined. Modi�ed from Willi et al. (2006  b)�
with permission
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lar process of the incus (LPI). Superimpos-
ing the pre- and post-experimental images
(Fig. 5  a  –  c) allowed us to refer the coordi-
nates of the measurement grid and the co-
ordinates of the SPI and the LPI to the same f
coordinate system (Fig. 5  d).

3. 
Results

We found that the long process of the incus 
or LPI (the a�achment point to the stapes) in �
the golden mole middle ear responded dif-
ferently to vibra� onal and airborne s� �mu-�
la�on. That is, this structure’s resonant fre-�
quencies for vibra� onal s� �muli are below �
200 Hz, whereas its resonant frequencies for
airborne s� muli are in the range of 2 kHz. �

3.1 Ossicular response

The medio-lateral mo� on of the LPI was cal-�
culated from the velocity measurements for
the same � ve right ears for vibra� � onal and�
airborne s� mula� �on. The dataset was re-�
duced to these �ve ears since the LPI mo� �on �
was successfully reconstructed for them in
response to both modali�es. All responses �
were shi	 ed along the logarithmic frequen-	
cy axis to align the resonant frequencies at 
150 Hz for substrate-borne s� mula� �on and �
at 2 kHz for airborne acous� c s� � mula� � on, �
respec�vely.�

For vibra� onal s� � mula� � on the resonant �
frequencies at the LPI were between 71 and
200 Hz (mean: 135.7 ± 49 Hz). Below reso-
nance, rela�ve mo� �on between the skull�
and incus is small and the two structures
move in phase; above resonance, they move
out of phase by 180° (Fig. 6). 

In response to airborne acous�c s� � muli�
the LPI shows a resonance between 1.3 and

Fig. 7  Ossicular response to acous� c s� � mula� � on. �
All �ve responses were shi� 	ed along the	
logarithmic frequency scale to align all resonant
frequencies at 2 kHz. The phase measurement 
shows that for frequencies below resonance, the
incus and the skull are moving in phase, whereas
for high frequencies (> 5 kHz), these two structures
move in an�phase. Modi� �ed from Willi et al.�
(2006  b) with permission

Fig. 6  Ossicular response to medio-lateral
vibra� onal s� � mula� � on. All� � ve responses were�
shi	 ed along the logarithmic frequency scale to 	
align all resonant frequencies at 150 Hz. Note
that for frequencies below resonance, the incus 
and the skull are moving in phase, whereas
above resonance these two structures move in
an� phase. Modi� �ed from Willi et al. (2006  b) with�
permission

2.2 kHz (mean: 1.76 ± 0.43 kHz). At reson-
ance, velocity amplitudes reach 1.4 ± 0.6 ×
10– 4 m/s. In four out of �ve specimens, a sec-�
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Fig. 8 Mo� on pa� � erns of the  malleus and incus in response to� a vibra� onal and� b  – e airborne
s�mula� �on at di� � erent frequencies indicated by iso-velocity lines. The rotatary axis for each mode�
is de� ned by the iso-velocity lines of smallest amplitudes (center of blue lines). At low frequencies�
the rotatory axis is almost perpendicular to the long axis of the malleus a–c, whereas with increasing
frequency it approaches the long axis of the malleus f d, e. The transi� on between modes occurs�
between 200–300 Hz f. Modi� ed from Willi et al. (2006  b) with permission�

In order to visualize the ossicular mo�on �
pa�ern in response to airborne and sub-�
strate-borne vibra�ons, we used the recon-�
structed iso-velocity amplitude maps gen-
erously covering the ossicular chain (Fig. 8).

ondary resonance was observed between
100 and 200 Hz (mean: 145 ± 48 Hz) which
coincides well with the resonant frequency
in response to the vibra�onal s� �mula� � on�
(Fig. 7).
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The maps represent the results obtained 
from the le	 ear of one animal.	

At low frequencies (115 and 120 Hz, re-
spec� vely) the mo� �on pa� � erns for vibra� � on-�
al and airborne s�mula� � on resemble each �
other (Fig. 8  a, b). The rotatory axis passes
through the SPI and is nearly perpendicular 
to the long axis of the malleus. For vibrf a� on-�
al s�mula� � on, this axis is maintained up to�
600 Hz. However, with increasing frequency
of the acouf s� c signal, this rotatory axis turns�
clockwise and at the resonant frequency
(1.4 kHz) this axis is in line with the long axis 
of the malleus (Fig. 8  d  –  e). The orien ta� on of �
the rotatory axis does not change uniformly
with frequency: Between 120 and 200 Hz, it
rotates by about 12°, whereas between 200
and 300 Hz the axis performs a clockwise ro-
ta�on of about 75°. A� 	 er this rapid change it	
takes another 1.1 kHz in order to reach the
mode at which the ossicular chain rotates
precisely through the long axis of the malleus
head. This mode is maintained up to about 
6 kHz, above which there is a transi� on to�
the next higher mode (data not shown).

3.2 Vocalizations

TwTT o dis� nct types of calls were recorded: �
chirps and noise bursts. Noise bursts var-
ied in dura� on between 0.1–  0.2 s and cov-�
ered frequencies from 1–  22 kHz containing
most energy around 1.5 kHz (fundamental), 
between 4  –  5 kHz (third harmonic) and be-
tween 10  –  20 kHz (Fig. 9). The vocaliza�on �
in Fig. 9 shows a short transi� on between a�
chirp (1) and a noise burst (2) but o	en these	
two types of calls are sef parated in �me. �
Chirps appear as short pulses of 0.02 s butf
also with dura�ons up to 0.5 s. They o� 	 en 	
contain 3  –  5 harmonics with most energy
contained in the fundamental. High num-
bers of harmonics (> 10) were only observed 
when the chirp ended with a noise burst
(Willi et al. 2006  b).

Fig. 9 Spectrogram of  callsf from ChrysochlorisCC
asia� ca� . During handling, the animals emi�ed two�
dis�nct types of sounds: chirps (call component 1�
and call 3, and noise bursts (call-component 2).
The two vocaliza� ons clearly di� �er in the�
frequency band they cover and in their harmonic
structure. Modi� ed from Willi et al. (2006  b) with�
permission

4. 
Discussion

That the hypertrophied malleus of the f gold-
en mole most likely comprises an adapta� on�
for vibra� on detec� �on has been discussed �
by several authors (Henson 1974; Kuyper
1984; Hickman 1990; Lombard and Hether-
ington 1993; Mason 1999; Mason and Nar-
ins 2002; Mason 2003 b; Mason and Narins
2010). Moreover, the foraging behavior of
the Namib Desert golden mole (E. g. na-
mibensisii ), which also exhibits this middle ear 
specializa�on, puts this sensory modality in �
a meaningful ecological context (Fielden 
1990; Narins et al. 1997).

4.1 Modes

The velocity pro�les shown in Fig. 8 demon-�
strate that the ossicular chain of C. asia� ca�
exhibits two dis� nct modes of rota� � on with-�
in the frequency range tested (< 10 kHz). For
both vibra� onal modes, the malleus rotates �
about an axis that passes through the SPI,
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and the rotatory axes of the two modes aref
nearly perpendicular to one another. At low
frequencies (~100  –  200 Hz), be it in response
to airborne sound or substrate-borne vibra-
�on, the club-shaped malleus head oscillates �
about the SPI showing maximum amplitudes
at its superior end and the rotatory axis is 
nearly perpendicular to the long axis of thef
malleus (�rst mode). In response to higher�
frequency sounds (~1–  6 kHz), the rotatory
axis runs parallel to the long axis of the mal-f
leus head (second mode). This is not the
�rst report of a middle ear exhibi� �ng such �
dis� nct modes. Fleischer (1978) proposed �
two rotatory axes of the microtype middle
ear, one in response to low and one in re-
sponse to high frequencies, the two axes be-
ing perpendicular to one another. Although
his  ideas were cri� cally discussed by Saun-�
ders and Summers (1982) based on velocity
measurements on the mouse middle ear,r
Fleischer’s idea and considera�ons clearly�
apply to the middle ear of C. asia�ca� .

4.2  Two vibrational modes of the golden 
mole malleus

The mo�va� � on for this study was the ques-�
�on of the func� � onal di� � erences between �
the two types of hf ypertrophied mallei, club-
shaped and ball-shaped. We showed that
the club-shaped malleus in the middle ear of
C. asia� ca� responds in two dis�nct modes: a�
rota�on about an axis perpendicular to the �
long axis of the malleus (� rst mode) and a�
rota�on through the long axis of the malleus�
(second mode). What predic� ons can we�
make about the behavior of the ball-shaf ped
malleus of E. gran� or � C. villosus (see Fig. 2)?

The hypertrophied mallei have been ex-
perimentally shown to respond to vibra-
� onal disturbances in � C. asia�ca�  (Willi et al.
2006  a,b; Narins and Willi 2007) and there 
is good evidence that E. g. namibensisii  relies
on the percep�on of substrate vibra� �ons as�

well (Fielden 1990; Narins et al. 1997; Mason
and Narins 2001, 2002, 2010; Mason 2007).
Therefore both middle ear designs are ex-
pected to respond to vibra�ons. In addi� � on, �
data suggest that the middle ear of C. asi-
a�ca� is also responsive to airborne sound.
What predic� ons can we make about the�
middle ear of E. g. namibensisii with respect
to airborne sound detec� on?�

The vibra� ng skull is the driving force for �
the middle ear and the displaced center of 
mass of the malleus leads to staf pes move-
ments through its iner� a (Fig. 10). When�
acous�cally s� �mulated, the skull is not in�
mo�on and the force driving the ossicular �
chain is passed from the tympanic mem-
brane to the manubrium. This results in the
�rst vibra� � onal mode (Fig. 10) of the mal-�
leus at low frequencies. With increasing fre-

Fig. 10 Simpli� ed schema of the two�
hypertrophied  malleus types represented by
cylinders and approxima� ng the club-shaped (le� 	 )	
and ball-shaped (right) malleus for  C. asia�ca�  and
E. g. namibensisii , respec� vely. The thickness of the�
arrows indicates the angular moment of inerf �a of �
the ossicular chain in response to low-frequency
vibra�onal s� �mula� � on (1� st mode) and high-
frequency acous�c s� � mula� �on (2� nd mode). SPI: � p�
of the short process of f the incus. Modf i� ed from �
Willi et al. (2006  b) with permission
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quency, thouyy gh, the mass of the malleus inf -
creasingly impedes this mode.

In order to par� ally overcome the imped-�
ance of the mass, the middle ear design al-
lows the ossicles to respond in the second 
mode, which has its rotatory axis passing 
through the center of mass. This is possible
for both middle ear designs, the club-shaped
and ball-shaped malleus. However, in the
second mode the two designs di� er signi� �-�
cantly in their angular moment of iner� a de-�
� ned by: �

(1)

where I2 is the angular moment of inerf �a of �
the second mode (Fig. 10), m is the mass of 
the cylinder and r its radius. The thickness
of the arrows in Fif g. 10 indicates the rela� ve�
magnitude of the angular moment of iner-
�a. If the angular moment of iner� � a for the�
�rst mode is iden� �cal in both designs, then�
that for the second mode is necessarily dif-
ferent, being larger for the ball-shaped mal-
leus (Fig. 10, right model) compared to the
club-shaped malleus (Fig. 10, le	  model). 	
As a result the responsiveness of the club-
shaped malleus would exceed that of the f
ball-shaped malleus. When the radius is
doubled, the angular moment of iner� a is�
quadrupled. An extreme version of a larf ge
malleal radius is found in the middle ear of
Chrysosyy palax villosus (Fig. 2  e) but in E. g. na-
mibensisii it is also quite large compared to
that of C. asia�ca� .

A ball-shaped design is volume e� cient, �
implemen�ng a vibra� � on detector oc-�
cupying minimal space. In order to allow the
middle ear to respond to higher frequencies
with a second mode, the radius of the mal-f
leus head is reduced. In C. asia�ca� the ra-
dius of the malleus is reduced but it also in-
creases towards the distal end, which shi	s	
the cen ter of mass further away from the
anchorage point (SPI). The further away the 
center of mass is shif 	ed in the club-shaped	

malleus, the thinner the cylinder may be-
come, while s� ll maintaining the same an-�
gular moment of inef r�a as the ball-shaped�
design, since the angular moment of inerf � a�
for the �rst mode is determined by: �

(2)

where I1 is the angular moment of iner�a of �
the � rst mode (Fig. 10), m is the mass and l is �
the distance of the center of mass from the
suspension point (highly simpli�ed model).�

The unusual malleus morphology in the
middle ear of C. asia� ca� has been shown
to respond to substrate vibra�ons and air-�
borne sound. Its design appears to be an 
elegant solu� on to the problem of how a �
middle ear can exploit increased ossicular in-
er� a for the detec� �on of low-frequency sub-�
strate vibra� ons at li� � le cost to the animal’s�
high-frequency airborne sound-detec�on�
capability.

Clearly, there are many fascina� ng ques-�
�ons that remain unanswered: Do the two �
vibra� onal modes of the golden mole mal-�
leus translate to disparate mechanical input 
to the inner ear via the stapes? Can the in-
ner ear di� eren� �ate between these two�
separate inputs? How do the viscoelas�c�
and other proper� es of the malleus confer�
frequency dependence on the middle ear?
How do golden moles localize a vibra� onal �
source? This ques�on is especially interest-�
ing since in E. g. namibensis, the mallei of
the two ears are not parallel. This raises the
exci� ng possibility of azimuth-dependent�
di� eren� � al mallear mo� �on, a unique adap-�
ta�on for vibra� � onal localiza� � on in verte-�
brates. Experiments are currently planned
to test this intriguing hypothesis.
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 Abstract
All �ying insects require both visual and mech-�
anosensory informa� on to e� � ec� � vely control�
� ight in complex environments. Some� �mes, �
however, visual systems may not have su�-�
ciently short response � mes to accommodate �
for rapid perturba� ons in the� � ight path. Thus �
insects also rely on fast and precise mechano-
sensory systems as part of their �ight control�
mechanism. We review a subclass of mech-
anosensory systems that serve as gyroscopic
organs – otherwise known as iner� al measure-�
ment units in engineering systems. We review 
current neurophysiological and behavioral data
for two puta�ve biological gyroscopes: crane� � y�
halteres and the antennae of hawkmoths. In ad-
di�on we present data that further clari� �es the �
gyroscopic func� on of moth antennae, showing�
that they directly measure pitching mo� ons. �
We also introduce new data on mechanosen-
sory systems in the wings of moths and suggest f
that these too could provide cri�cal iner� � al sen-�
sory informa�on to � � ying animals.�

1. 
Introduc� on�

Flying insects acquire and process informa-
� on about their environment to control their�
movement in a complex and dynamic world.
They do so over a vast range of temf poral
and spa�al scales, from long distance navi-�
ga�on occurring over thousands of kilom-�
eters (e. g. monarch bu� er� � ies: Etheredge�
et al. 1999), to landmark naviga� on for daily �
foraging (Srinivasan et al. 1996) to shorter 
term visual informa� on processing associ-�
ated with pollina�on behavior (Srinivasan�
2006, Sprayberry 2009), predator-prey in-
terac�ons (Leh mann 2009) and ma� �ng be-�
haviors (Land and Colle�  1974).�

Of all insect sensory modali�es associat-�
ed with �ight control, mechanosensory sys-�
tems operate with the fastest �me scales,�
some�mes as short as a few milliseconds�
between s�mulus onset and behavioral re-�
sponse. Some of these mechanosensory
processes are associated with propriorecep-

Thomas Daniel
University of Washington, Department of Biology
Sea�le, WA 98195-1800, USA�
e-mail: danielt@u.washington.edu
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� ve inputs cri� �cal to � � ight control such as �
head stabiliza�on for visual signal process-�
ing (Colle� and Land 1975; Sandeman 1980;�
Huston and Krapp 2009), and wing posi�on �
detec� on (Frye 2001). Others are involved�
in exterorecep� ve informa� �on processing �
including air� ow detec� �on (Niehaus 1981;�
Sane and McHenry 2009; Fratzl and Barth
2009), gravita�onal sensing (Kamikouchi et �
al. 2009) and, of great importance to � ight �
control, gyroscopic sensing via specialized
iner�al measurement organs (Frye 2007; �
Daniel et al. 2008; Sane and McHenry 2009)

Since the �mes needed to process visual�
informa�on can be quite large rela� �ve to the�
� me-scales of movement control, par� � cu-�
larly under low light condi� ons (Warzecha�
and Egelhaaf 2000; Theobald et al. 2009), 
alternate sensory modali�es are cri� � cal for�
rapid course correc�on. As such, animals �
rely on mul� modal informa� � on processing�
to coordinate movement over a broad range
of �me scales, using mechanosensory re-�
� exes for responses to rapid perturba� �ons �
and vision for slower processes. Here we 
review recent research and controversies
surrounding mechanosensory systems as-
sociated with iner� al measurement in insect�
�ight control.�

2.   
Halteres and antennae act as
vibra� ng structure  gyroscopes�

Vibra�ng structure gyroscopes (VSGs) are�
commercially available iner� al measure-�
ment sensors whose inspira�on may have�
followed from our understanding of spe-
cialized sensory structures in �ying insects. �
The principles underlying these sensors
are similar those for rota�ng gyroscopes: a�
proof mass movinf g in an arc subject to ro-

ta� on in an orthogonal plane experiences�
an accelera� on� a that is propor� onal to �
the cross product of the two rota�onal vel-�
oci� es� � and %: a = –2(v� �). The torque (�)
associated with that accelera� on is propor-�
�onal to the product of the mass � m and that
accelera� on: � � = –  2� m(v � �). For vibra� ng�
systems this torque will have components
at the driving frequency and twice that fre-
quency.

2.1  Halteres

The most well known biological structure
that operates as a VSG is the haltere, found 
in all true � ies, including fruit � �ies, house�
� ies, and their rela� � ves, mosquitoes and �
crane �ies (Pringle 1948). These organs are�
derived from hind-wings that are reduced to 
club-shaped structures (Fig. 1), and are os-
cillated in a plane perpendicular to the long
axis of the body (Nalbach 1993). Thus the 
angular velocity (v) in the accelera� on equa-�
� on above is a periodic func� � on of � �me. �
Body rota� ons in axes orthogonal to the �
haltere stroke plane induce Coriolis forces,
and these forces yield strains on the cu� cle�
of the haltere at the drivinf g frequency and
double that frequency. Each haltere con-
tains at its base � elds of sen sory structures�
(campaniform sensilla) which have been
shown to be directly connected via a single
neural synapse to the muscles controlling
� ight (Fayyazuddin and Dickinson 1996).�
Recent theore� cal work (Thompson et al.�
2009) has shown that the movement of hal-
teres subject to Coriolis forces takes on com-
plex lemniscate � p trajectories that could be�
encoded to produce an e�ec� � ve � � ight con-�
trol system. They suggest that if the neural
system measured mid-stroke mo�ons with �
great precision, then one could construct a
biologically inspired iner� al rate sensor. �

Despite overwhelming evidence suggest-
ing that halteres respond to these small
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Fig. 1 The crane � y� Holurusia sp (panel A) shows the loca�on of halteres (arrows). The base of the �
haltere has several �elds of campaniform sensilla (panel� B shows the df1 and df2 �elds). Each � �ny dome�
in the �elds is a single sensillum shown diagramma� �cally in panel � C (a	 er Kiel 1997) 	

(at least 30 ms, Colle� and Land 1975).�  Ad-
di�onally, haltere sensory neurons are able �
to encode oscillatory mo�ons at frequencies �
well above those cri� cal for Coriolis force�
measurement (Fox and Daniel 2008).

These gyroscopic sensors phase-lock with 
a level of precision rarely seen for any bio-
logical sensory structure. Phase locking, as 
measured by vector strength (Fox and Daniel 
2008), may reach a theore� cal maximum of �
1.0. Barn owl auditory neurons, for example, 
are associated with exquisite sound local-
iza� on and show a vector strength that lies �
between 0.9 and 0.95 (Köppl 1997). Haltere 
neurons, on the other hand, have a vector
strength of approximately 0.98 – the high-
est reported thus far. If phase-locked strain
sensing is crucial for gyroscopic force meas-
urement, then halteres are well equipped to
provide that sensory func� on.�

Finally, tyy here remain several tantaliz-
ing  issues associated with biological gyro-
scopes. First, they are able to respond to
remarkably small mo�ons. A few degrees�
of � lt are su� � cient to cause depolariza� � on�
of the sensory neuron. Addi� onally, the�
structures that contain the dendrites (cam-
paniform sensilla, Fig. 1  C) of these sensory
neurons are themselves highly asymmetric,
sugges�ng that they � �lter mo� �on in a single�
plane. Thus, while the haltere may experi-
ence complex three-dimensional pa�erns�
of strain, it is possible that the campaniform
sensilla to which the sensory cell dendrites

Cori olis forces, there was un� l quite recently�
no strong evidence indica�ng that haltere �
campaniform sensilla could provide the ap-
propriate temporal resolu�on and mo� �on �
phase locking. We (Fox and Daniel 2008)
asked if indeed the sinf gle neurons associ-
ated with these strain sensors could provide
that informa�on to the nervous system and�
its � ight control centers. Using an extraor-�
dinarily large Dipteran species, the crane�y�
Holorusia (Fig. 1), we were able to mechani-
cally s� mulate the haltere and record intra-�
cellularly from the neurons receiving strain 
informa� on. �

Neurophysiological data from those intra-
cellular recordings of haltere sensorf y neu-
rons showed that they are able to provide
the appropriate temporal and spa� al strain �
resolu�on to serve a gyroscopic sensory �
func�on (Fox and Daniel 2008). The latency�
from applica� on of a punctate s� �mulus at �
the distal � p of the haltere to ac� �on poten� �al�
detec� on in the sensory cell’s axon midway�
between sensilla and the pterothoracic gan-
glion was measured to be about 4 ms across 
a popula� on of 19 di� � erent cells. This short�
response delay, couyy pled with the known
single-synap� c geometry of the haltere-to-�
�ight muscle circuit (Fayyazuddin and Dick-�
inson 1996), indicates that processing for
mechanosensory input from the halteres 
will always be far faster than the equiva-
lent processing speeds of the mul� -synap� �c�
pathway from re�na to� � ight control centers �
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a� ach could provide a direc� �onal � �lter for�
informa� on encoding.�

2.2  Moth antennae

Like � ies, moths and bu� �er� � ies use both �
visual and mechanosensory inputs in �ight�
control. The large delays involved in visual
processing imply that vision alone is not suf-
� cient to provide all the necessary informa-�
�on required for � � ight control (Hedrick and �
Daniel 2006). The rela�vely quick processing�
of inf forma� on generated by mechanosen-�
sory structures could poten�ally supple-�
ment the visual informa�on, much like in �
case of the halteres (Dickinson 1999). Un� l�
quite recently, however, the role of mech-
anosensory input remained poorly explored 
for Lepidoptera. Frye (2001), for example,
showed that a single sensory neuron com-
prising the stretch receptor in the hind-wing
of the sphinx moth Manduca sexta is crucial
for � ight control. It encodes at cri� � cal fre-�
quencies and its abla� on compromises the�
visually-mediated �ight response. However,�
it has not been shown that this cell is cri� cal�
for balance control. Finally, wind sensing has
been suggested as one of the kef y mechano-
sensory func� ons of antennae in Lepidop-�
tera (Niehaus and Gewecke 1981, Niehaus
1981). Such a role of antennae for regula� ng�
�ight speed has been demonstrated in a va-�
riety of insects, such as bees (Heran 1959), 
�ies (Burkhardt and Schneider 1957), or �
locusts (Gewecke 1970). What remains un-
clear is whether antennae subserve an ad-
di�onal func� � on in balance stabiliza� �on, as�
organs that can detect e� ects of small-scale�
turbulence on an animal’s �ight path in or-�
der to mediate rapid correc� ve maneuvers.�

Sane et al. (2007) recently suggested that
the antennae of moths serve af gyroscopic
func�on. Indeed, they sa� � sfy all of the cri� �c-�
al criteria we established above for sensory
gyroscopes. Together, the evidence support-

ing this role is quite strong. For example,
antennal removal signi� cantly compromises�
� ight; subsequent rea� �achment of antenn-�
ae restores � ight. Addi� � onally, the base of �
the antenna contains both the Böhm’s bris-
tles and Johnston’s organ, specialized mech-
anoreceptors that send neural projec� ons�
to the motor control centers of the central 
nervous system (Kloppenburg et al. 1997).

Like the halteres of �ies, the strain sen-�
sors at the base of antennae respond with 
very low latencies (about 2 ms to the motor
control center of the brain: Sane et al. 2007).
Also like halteres, they can encode at the 
cri� cal frequencies associated with Coriol-�
is forces. In � ying moths, for example, the�
wingbeat frequency is approximately 25 Hz
sugges� ng that strain signals will occur at�
25 and 50 Hz. Unlike haltere neurons which
show broad tuning (and linear encoding)
over a very broad frequency range, the neu-
ral response of antennal mechanosensorsf
suggests that they are tuned to 50 Hz, the
frequency most uniquely associated with
Coriolis forces (Sane et al. 2007).

There is s�ll some controversy about�
whether antennal mechanosensory systems
measure iner� al forces associated with ro-�
ta� on, forces associated with aerodynamic�
drag (Niehaus 1981) or even gravita� onal�
forces for posture control (Kamikouchi et 
al. 2009). Indeed, it is en� rely possible that�
they serve all three roles. But the purport-
ed gyro scopic func� on for antennae, de-�
spite the neurophysiological evidence and
observa�ons from animals with antennae�
removed (Sane et al. 2007), is s� ll an open �
ques�on. Those data alone do not preclude�
wind sensing as the sole mechanosensory
func� on for antennae: antennectomy leads�
to loss of wind detef c�on as well as loss of �
puta� ve Coriolis force detec� � on in freely�
� ying animals. To demonstrate rota� �onal�
sensing, it is cri�cal to separate visual, wind�
and rota�onal s� �muli. We have done so us-�
ing a �ight simulator modeled a� 	er those 	
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Fig. 2 The � ight simulator used in studies of antennal mechanosensory func� �on. One computer controls �
both the visual world, consis� ng of a cylindrical arena lined with LED panels. In addi� �on that computer�
also controls a stepper motor that can independently rotate the arena with the tethered moth and
synchronizes these with a high speed digital video camera (Phantom v5 camera). A second computer
records the data from the high speed digital video camera to document wing and abdominal mo� ons�
that occur in response to visual or mechanical pitch s�muli (or a combina� � on of the two)�

sensory modality is capable of detecf � ng�
body rota� ons.�

A simple experimental manipula�on, in-�
spired by those of Sane et alf . (2007), can re-
solve the issue of Coriolis force detec�on by�
antennae. If antennae are involved, inf part,
for re� exive control of the abdomen in re-�
sponse to pure rota� onal s� �mula� � on, then �
removal of the antennal f � agellum (the proof �
mass for detec�ng Coriolis forces) would �
eliminate that response. Moreover, since the
cri� cal mechanosensory cells lie proximal to �
the antennal � agellum, the neural machin-�
ery associated with Coriolis force detec� on�
remains intact following antennectomy.
Hence, rea� aching antennae would recover�
the mechanically s� mulated abdominal re-�
� exes. �

Our data show that animals subject to a
3 Hz mechanical pitch s�mula� � on (with no �
changes in either visual or wind s� mula� �on) �

developed by Reiser and Dickinson (2008)
in which visual and mechanical rota�onal�
s� muli can be delivered independently to�
tethered animals (Fig. 2).

Results from the � ight simulator show �
that visual and mechanical s� muli drive a�
combina� on of re� �exive maneuvers in� �y-�
ing Manduca (sphinx moth(( ). In addi� on to �
visually s� mulated head and wing mo� �ons,�
there are, as in most large �ying insects, pro-�
nounced re� exive abdominal mo� �ons. Thus�
visual pitch s�muli lead to dorso-ventral�
� exions of the abdomen as well as changes �
in the stroke amplitude of the wing eleva�on �
angle (Hinterwirth and Daniel 2010). Simi-
larly, visual yaw s�mula� � on leads to lateral�
abdominal mo�ons. Interes� � ngly, animals�
exposed to periodic mechanical pitch s�muli �
with no changes in visual or wind s� muli also�
show phase locked abdominal � exions and �
extensions. It is clear, therefore, that some 
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respond with phase locked abdominal �ex-�
ions of about 5 degrees (Fig. 3). And, as pre-
dicted, removal of the f �agellum eliminates �
that response and subsequent antennal
rea� achment recovers the response.�

The original abdominal re� ex is not sig-�
ni� cantly di� � erent from that associated�
with animals having antennal rea�achment�
(Fig. 4). These data, therefore, provide un-
equivocal evidence that antennae are in-
deed detec� ng rota� � ons of the body. In-�
deed for any animal with an appendage that
vibrates ac� vely or passively, a Coriolis force �
will occur whenever the animal turns during 
locomo�on. If, in addi� �on, that appendage�
is equipped with mo� on (or strain) sensi� �ve �
sensory cells, it could detect that force. The 
challenge remains, however, to determine
whether the nervous system uses such in-
forma� on in locomotory control. �

Fig. 3 The mo�on of the arena (blue trace) for �
a periodic mechanical pitching signal is plo�ed�
against �me. For one individual we also plo� �ed �
the abdominal �exion angle that occurs in�
response to that pitch s�mulus for the intact�
animal ( Manduca sexta) (12 trials shown in grey,
mean shown in green), with its antennae removed
(12 trials shown in grey, mean shown in blue) and
with its antennae rea� ached (12 trials shown in �
grey, mean shown in oranyy ge). There was no visual
s� mulus provided to this animal �

Fig. 4 The normalized gain of the abdominal
� exion of  � Manduca sexta is shown for the
three treatments summarized in Fig. 3: intact 
animals, those with antennae removed, those 
with antennae rea�ached). The response gain is�
the abdominal � exion amplitude divided by the �
amplitude of the pitchf s� mulus. It is normalized �
to the mean gain of intact animals. We analyzed 
7 animals, each with 6 trials. Antennectomized
animals are signi�cantly di� �erent (t-test, p < 0.01) �
from intact animals. The gain response of those
with rea� ached antennae are not signi� �cantly�
di�erent from intact animals�

3. 
Might wings or other structures
provide data about  iner� al forces?�

The examples above set the stage for un-
derstanding the more complex and enig-
ma�c roles of wing strain sensors. While all �
insect wings contain campaniform sensilla, 
Lepidoptera have par� cularly large arrays of �
them. In Manduca there is a rich set of cam-
paniform sensilla distributed over both the
upper and lower surface of the wings (Fig. 5).
Approximately 300 sensors adorn the dorsal
and ventral surfaces of the f front wing, with
the majority located in � elds of sensilla at �
the base. Approximately 130 more sensors 
are distributed over the surfaces of the hind
wing, again with the bulk of them locatedf
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Fig. 5 Diagramma�c representa� � on of the  strain sensor distribu� � on on the fore- (le� 	) and hind-wing 	
(right) of  Manduca sexta. Loca� ons of individual sensors on the dorsal (triangles) and ventral (circles) �
wing surfaces, as well as the approximate loca�on of the� �elds of  campaniform sensilla at the wing base�
are shown. Adapted from Dombrowski (1991) 

processed by the central nervous system. If
wings not only drive � ight, but also detect�
iner� al moments, then they would be in the�
unique posi� on of simultaneously serving as�
organs of both sensa� on and actua� � on.�

We turn to aerodynamic considera�ons�
to iden� fy a second poten� �al use of the�
campaniform sensilla. We know that many
large insect wings deform quite drama�cally�
during � ight (Combes and Daniel 2003), and�
that such deforma� on is domin ated less by �
aerodynamic loading than by iner� al and �
elas�c processes for wings having structural�
proper� es similar to insect cu� � cle (Daniel �
and Combes 2002). Hence high wing beat
frequencies drive iner� al bending of the�
wings, which has important aerodynamic 
consequences. For example, by applying
high-speed digital par�cle  image veloci-�
metry to isolated and robo�cally actuated �
wings we were able to show that wings sub-
ject to large amounts of bending (those from
recently emerged moths) generate signi�-�
cantly more li	 -favorable momentum	 � ux �
than s�� er wings of the same mass (Mount-�
castle and Daniel 2009). The mechan isms 
that underlie this increased momentum � ux �
are s�ll unclear but likely relate to favora-�

near the wing base (Dombrowski 1991). In
general we are unsure about how sensory 
informa�on from these structures is used�
in any � ying insect. We have, therefore, a �
reverse engineering problem: iden� fy what�
sensory informa� on from wing campani-�
forms is used in � ight control. �

We use evolu�onary history to inform us�
about one poten� al role for these sensors�
in the wings. As men� oned above, dipteran �
halteres are derived from the hind wings
of some ancestral progenitor. Similarly, the 
forewings of stref psipteran insects have been
modi�ed through evolu� �onary processes to�
serve the same role as halteres in the dip-
tera (Pix et al. 1993). For natural selec� on�
to favor a gyroscopic func� on for these �
structures, the wings themselves might have 
provided at least rudimentary Coriolis force
informa�on to the antecedents of Diptera�
and Strepsiptera. Indeed, since wings are es-
sen�ally proof masses oscilla� �ng in a plane,�
we can assert that they must experience a
Coriolis force whenever the animal’s body
rotates in a plane orthogonal to that of the 
wing stroke. However, while we can rea-
sonably posit the existence of such a force,
we do not know whether it is encoded and
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ble passive wing pitching mo� ons as well �
as elas� c bending waves that propagate in �
a chordwise direc� on from the leading to �
trailing edge of the wing.

Taken toTT gether, the informa�on we have�
above suggests two possible func�ons for �
informa�on encoded within the wing cam-�
paniform sensilla. The � rst role is gyro-�
scopic sensa� on analogous to the halteres�
of the Dif ptera and Strepsiptera, for which
the wings themselves are the evolu� onary �
precursors. In this capacity we would expect
that the campaniform sensilla would be par-
�cularly good at represen� � ng forces occur-�
ring at the Coriolis frequencies (25 and 50 Hz
in Manduca, corresponding to the wingbeat
and its � rst harmonic, respec� � vely). The sec-�
ond role is in encoding aerodynamic forces
on the wing, suggested by the fact that wing

Fig. 6 Electrophysiological data from sensory cells supplying wing  campaniform sensilla. Panel A shows
a single trace of the band-limited mechanical white noise f s�mulus with the corresponding intracellular �
neuronal response to that s� mulus in panel� B. Panel C shows the coherence curves for four individual
cells (light gray traces)and the popula� on mean (heavy black). Panel� D shows the power spectrum of
the corresponding s� mulus. The frequency regions corresponding to Coriolis forces are indicated by red�
boxes

bending occurs and is aerodynamically im-
portant. If the campaniform sensilla oper-
ated in this mode we would expect to see
sensi�vity to the rela� � vely higher frequency�
signals that would occur due to propaga� on�
of bendinf g waves across the surface during
each wing stroke. In either case we would
like to know the precision with which these
sensors could encode informa�on about the �
relevant signal, as well as how much infor-
ma�on they encode. �

Drawing on our experience with halteres
and antennae, we examined the encoding
proper�es of these sensory structures, ask-�
ing at what frequencies they could encode
informa�on and with what level of preci-�
sion. We used iden�cal techniques as above �
(intracellular recording from the sensory 
axons, mechanical s� mula� � on of the wings)�
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to characterize their response func� ons. Re-�
peated segments of 2  –  200 Hz band-limited
white noise were provided during s� mu-�
la� on, allowing us to calculate temporal�
precision using the ji�er metric (Berry et�
al. 1997), frequency tuning from the coher-
ence func�on (Theunissen et al. 1996), and a �
lower limit to the informa� on rate using the�
s� mulus reconstruc� � on technique (Rieke et�
al. 1997). Figure 6 shows the results of these
analyses performed on data from the af-
ferent neurons of four di�erent wing cam-�
paniform sensilla. For these four cells the
precision of spiking across mul�ple repeats �
of a sinf gle s� mulus was 0.29 ± 0.28 msec�
(mean ± SD), coherence was signi�cant from �
2  –  200 Hz (the en�re range of our band limit-�
ed s� mulus) with a peak at� ~150 Hz, and the 
informa� on about the s� � mulus contained�
within the responses was 103.2 ± 22.5 bits/
sec (mean ± SD), corresponding to 2.5 bits/
ac�on poten� �al. These informa� �on trans-�
mission rates compare favorably with the
highest such es� mates yet reported (Borst�
and Theunissen 1999).

The broad frequency tuning of these 
strain sensors does not allow us to deter-
mine whether wing campaniform sensilla 
act purely as Coriolis sensors or as sensors
of aerodf ynamic forces. In fact, the high pre-
cision informa� on encoding rates of their �
sensory cells suggest that they could serve
mul�ple roles. In addi� �on to poten� � ally en-�
coding Coriolis forces and providing infor-
ma�on about dynamic bending waves, they �
could also provide data on aerodynamic � ut-�
ter and other high frequency events.

 Conclusions 
Insects are imbued with a rich set of strain sen-
sors, all of which provide inf forma�on about �
bending and de� ec� � on of structures associ-�
ated with �ight control. We suspect that many �
of these sensory systems serve mulf �ple roles. �
Some, such as antennae, may simultaneously
provide informa�on about gyroscopic sensing, �

gravity sensing and wind sensing, in addi� on to�
their classic role as chemosensory structures.
Other structures (such as wings) have strain
sensors that may serve a gyroscopic func�on �
as well as the measurement of aerodynamicf
loading. Preliminary neurobiological studies of
these mechanosensory systems all point to ex-
traordinary rates of informa�on � � ow and high�
levels of precision in mof �on sensing.�
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 Abstract
Beetles of the genus Melanophila approach for-
est � res from large distances away. For the de-�
tec� on of � �res and of hot surfaces beetles have�
evolved infrared (IR) receptors, which have
developed from common hair mechanorecep-
tors and are therefore termed photomechanic.
Compared to a hair mechanoreceptor, a photo-
mechanic IR sensillum shows the following two
special features: (i) The forma� on of a complex �
cu� cular sphere instead of the hair sha� 	; the 	
sphere consists of an outer exocf u� cular shell as �
well as of a cavernous micro�uidic core. (ii) The �
enclosure of the dendri�c � � p of the mechano-�
sensi� ve neuron inside the core in a liquid-� �lled�
chamber. Hence we propose that the photo-
mechanic IR sensillum represents a micro�uidic �

converter of inf frared radia�on to an increase of �
the pressure inside the sphere, which is in turn
measured by a mechanosensi�ve neuron. �
A simple model of this biological IR sensor is thef
Golay sensor �lled with a liquid instead of gas. �
Here absorp�on of IR radia� �on results in a pres-�
sure increase of the liquid and the df e� ec� �on of �
a thin sensor membrane. For the evalua� on of �
this model analy� cal formulas are presented for �
the calcula�on of the pressure increase in the �
cavity, the deforma�on of the membrane and �
the � me constant of an ar� ��cial leak to com-�
pensate for ambient temperature changes.
Some organic liquids with high thermal expan-
sion coe� cients may improve the de� � ec� � on of �
the membrane as compared to water.

Helmut Schmitz
University of Bonn, Ins�tute of Zoology�
Poppelsdorfer Schloß, 53115 Bonn, Germany
e-mail: h.schmitz@uni-bonn.de
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1.  
Introduc� on�

“Fire-loving” (pyrophilous) beetles depend 
on  forest � res for their reproduc� � on. They�
approach ongoing � res and invade the burnt �
area immediately. For long-range naviga-
�on towards a � �re as well as for short-range �
orien ta� on on a freshly burnt area these �
beetles have special sensors for smoke and
infrared (IR) radia� on. Whereas the olfacto-�
ry receptors for smoke are located on the 
antennae, the IR receptors are housed in
extraantennal sensory organs found on the
thorax or on the abdomen. In the best-stu-
died pyrophilous beetle, Melanophila acumi-
nata, infrared receptors and their associated
sensory neurons are derived from  mechano-
receptors (Schmitz et al. 2007). Unlike other 
mechanosensory neurons, IR sensi�ve neu-�
rons immediately send their informa� on to �
be processed centrally by the brain rather
than locally in their respec�ve ganglia of �
origin (Gronenberg and Schmitz 1999). It is 
suggested that smoke derived odours and IR
informa� on converge on descending brain�
neurons which, in turn, control and direct
�ight toward the forest� � re.�

Two genera of jewel beetles (family Bu-
pres� dae) can be classi� �ed as pyrophilous:�
About a dozen species of thef genus Mela-
nophila that are distributed all over the world
except for Australia and the “� re-beetle”�
Merimna atrata that is endemic to Australia
(Poulton 1915; Schmitz and Schmitz 2002).
On the freshly burnt area, the males of bothf
genera o	 en stay on the stems of trees close 	
to burning or glowing wood or hot ashes. As 
soon as they become aware of a conspeci� c�
female, they try to copulate vigorously. A	er 	
ma�ng, the females deposit the eggs under �
the bark of burnt trees. The main reason for 
the pyrophilous behavior is that the wood-
boring larvae of Melanophila and Merimna
can only develop in the wood of burnt trees

(Apel, 1989; Schmitz and Schmitz 2002). As
a morphological speciality both pyrophilous 
bupres� d genera are equipped with an-�
tennal smoke receptors and thoracic or ab-
dominal IR organs (Schmitz and Bleckmann
1997; Schütz et al. 1999; Schmitz et al. 2001;
Schmitz and Trenner 2003).

Another pyrophilous beetle can be found
in Australia: the “li�le ash beetle” � Acanthoc-
nemus nigricans (family Acanthocnemidae).
This inconspicuous beetle is only 4 mm long
and strongly a� racted by hot ashes. How-�
ever, its biology is nearly unknown. Obvi-
ously, Acanthocnemus also depends on �res �
for its reproduc�on and is equipped with a�
pair of sophis� cated prothoracic IR recep-�
tors (Schmitz et al. 2002; Kreiss et al., 2005).
Up to now, nothing is known about possible 
smoke detectors in Acanthocnemus.

Fire detec� on is the compelling precondi-�
� on for the survival of all pyrophilous beetle�
species men�oned above. However, the out-�
break of a forest � re is highly unpredictable. �
In the northern boreal forests, where most 
Melanophila species can be found, a � re�
sta�  s� �cally occurs only every 50  –  200 years.�
Because �nding a� �re is crucial for the sur-�
vival of all Melanophila species, Melanophila
beetles need to be able to detect � res from�
distances as large as possible. Therefore, it
has to be postulated that the sensory organs
which are used for � re detec� � on must have�
been subjected to a par� cularly strong evo-�
lu�onary pressure with regard to sensi� � vity. �
Furthermore, when �ying over a burnt area�
in search of a landinf g ground, pyrophilous
insects have to avoid “hot spots” with dan-
gerous surface temperatures above about
60 °Celsius. Finally, the � re-relevant infor-�
ma�on provided by the peripheral sensors�
has to be processed by a highly e� cient�
central neuronal network guiding the insect 
straight to a � re.�
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Fig. 1 Le�:� The “�rebeetle” � Melanophila acuminata is about 1 cm long. On either side of the body one
IR organ is found directly behind the bases of the middle legs. f Right: One  IR pit organ containing about
70 hemispherical  IR sensilla

2.  
The  photomechanic IR receptors
in pyrophilous  Melanophila beetles 

2.1 Structure

Bupres� d beetles of the genus � Melanophila
inhabit the palaearc�c as well as the ne-�
arc�c regions of the world. Both sexes ap-�
proach  forest � res because their life  cycle �
depends on burnt wood as larval food 
(Champion 1909; Linsley 1943; Evans 1962;
Apel 1989; Gronenberg 1996). Ini� ally, the �
freshly burnt area serves as a mee� ng place �
where the males search for females. For the
detec� on of � �res,� Melanophila beetles are
equipped with special antennal smoke de-
tectors (Schütz et al., 1999) and thoracic IR
receptors (Schmitz and Bleckmann 1997).
The single IR receptors (called sensilla in in-
sects) are situated in two pit organs located
on the third thoracic segment. Each IR organ
houses about 70 IR sensilla which are closely
packed together at the bo�om of the pit �
(Vondran et al. 1995) (see Fig. 1).

From the outside, a single sensillum can
be recognized by a hemispherical dome with
a diameter of about 12  –15 f 
m (Fig. 2). The
dome is built by a thin cu�cle which repre-�
sents the outer boundary of a spherical in-
ternal cavity. The cavity is almost completely

� lled by a� � ny cu� � cular sphere with a diam-�
eter of about 10 
m. Based on transmission
electron microscopical observa�ons (Von-�
dran et al. 1995) the sphere consists of three
di� erent zones: an outer lamellated mantle,�
an intermediate layer of unstructured cuf -
� cle revealing many irregularly arranged �
microcavi�es, and an innermost zone where �
the cu� cle appears uniform except for some �
spots of higher electron density. The sphere
is connected to the vertex of the outer cf u� c-�
ular dome by a small cu� cular stalk and the�
narrow gap surrounding the sphere is � lled�
by leaf like extensions of at least two non-
neural enveloping cells. From below, the
sphere is innervated by a single sensory cell. 
All morphological as well as all physiological
data available has so far demonstrated that 
this cell is a ciliary  mechanoreceptor (Von-
dran et al., 1995; Schmitz et al., 2007). 

2.2 Function

Currently, two models of sensillum func�on �
can be found in the literature, but which are
inconsistent with each other. (i) In the �rst�
one a photomechanic principle was estab-
lished (Schmitz et al., 1997; Schmitz and
Bleckmann 1998) proposing that the bio-
molecules (i. e. proteins and chi� n) of the cu-�
� cular sphere strongly absorb mid-IR radia-�
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�on. In a way not understood in detail, the�
resul� ng thermal expansion of the cu� �cular�
sphere is thought to be measured by the
mech anosensi�ve receptor cell. (ii) The se-�
cond model assumes the presence of an air-f
� lled cavity inside the sphere (Evans 2005)�
and suggests that IR radia� on enters this�
cavity by a small apical waveguide (diame-
ter about 1.5 
m). Due to the absorp� on of �
IR photons at the inner cu� cular walls of the �
cavity the enclosed air is said to be heated
up and to expand. In a way not further speci-
� ed the resul� �ng increase in gas pressure is�
believed to s� mulate the  mechanoreceptor.�

According to our recent �ndings the thor-�
acic infrared (IR) sensilla of the pyrophilous 
jewel beetle Melanophila acuminata most
likely evolved from hair mechanoreceptors
(sensilla trichodea) (Schmitz et al. 2007). 
Hair mechanoreceptors, which can be found 
in any insect, have cu� cular hair sha� 	 s of 	
di� erent length. In insects the strain–sensi-�
� ve dendrite of a single mechanosensi� �ve �
sensory cell is a�ached to the base of the �
hair sha	 . As a result, even a slight de	 � ec-�
� on of the hair sha� 	  s	 � mulates the� � p of the �
dendrite. To further elucidate the  sensory
transduc� on mechanism, the morphology�
of IR sensilla and of f neif ghbouring hair mech-
anoreceptors was inves� gated by using elec-�
tron microscopical techniques (SEM, TEM)
in combina�on with focused ion beam mill-�
ing (FIB). It was assumed that any devia�on �
from the bauplan of a hair mechanorecef p-
tor is of par� cular relevance for the trans-�
forma� on of IR radia� �on to a mechanical�
s�mulus. This makes even more sense in the �
light of the homology of sensor structures 
presumed to be relevant for s� mulus up-�
take and transduc�on. Compared to a hair �
mechanoreceptor, an IR sensillum shows the
following special features (see Fig. 2). First, a
complex cu� cular sphere is formed instead �
of the hair sha	; the sphere consists of an	
outer exocu� cular shell as well as of an inner�
porous mesocu�cular part. Second, the den-�

dri�c� �p of the mechanosensi� �ve neuron�
inside the sphere is enclosed in a �uid-� � lled �
larger basal chamber, which is connected to
a system of microcavif � es and nanocanals in�
the mesocu� cular part (Schmitz et al. 2007).�
Most probably, IR radiayy �on absorbed by �
the proteins, the chi�n� �bres and the � �uid�
of the sensillum heats uf p the sphere caus-
ing immediate thermal expansion especially
of the � uid inside the spongy mesocu� � cular �
layer. According to the morphological results 
of Schmitz et al. (2007) the only compliant
structure in the sphere is the membrane of
the �p of the mechanosensi� �ve dendrite.�
It is reasonable to suppose that the de�ec-�
� on of the membrane by a few nanometers�
opens stretch-ac� vated ion channels. Hence�
we propose that an IR sensillum represents 
a micro� uidic converter of infrared radia� � on�
into an increase of thef pressure inside the
sphere which is then measured by the mech-
anosensi� ve neuron. The proposed principle �
of transf forming IR radia�on into a bioelec-�
trical signal has been termed photomechan-
ic. The existence of a central airf -� lled cavity �
in the sphere as described by Evans (2005)
could not be veri�ed. We therefore exclude�

Fig. 2 Le�:�  The hemispherical  IR sensilla located 
at the bo�om of the pit organ. Each of the small �
dome-shaped receptors (diameter 12  –15 
m) is 
accompanied by a wax gland (arrow). Bar 10 
m.
Right: Semischema�c drawing of a 2-dimensional�
sec� on through the middle of an IR sensillum.�
exo: s�� exocu� �cle; s: outer exocu� � cular shell �
of internal sphere. Lamella�on is caused by �
concentric layers of reinforcing chi�n� �bres�
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the possibility that the Melanophila sensil-
lums relies on the expansion of gas and can
thus be classi� ed as a biological Golay cell.�

3.   
Golay sensor

A simple model of this biolof gical IR-Sensor is
the pneuma� c Golay sensor (Golay 1947). It�
consists of an internal gas-�lled cavity, which �
is closed on one side by a window and on the 
other side by a thin membrane. IR-radia� on�
enters through the window and heats up
the gas by absorp� on. The de� �ec� �on of the �
membrane caused by the expanding gas can 
be read by an op�cal system (Golay 1947), a�
capaci�ve detector (Chevrier et al. 1995), or �
a tunneling displacement transducer (Kenny
1996). To enhance the IR-absorp� on in the�
gas the cavity is equipped with an addi� onal�
absorber. Re�ec� � ng walls of the cavity are�
another way to enhance the absorp� on.�
The detec� vity D* (Jones 1960) is a� �gure�
of merit to characterize the f performance
of IR detectors. D* is de� ned as the radia-�
� on power, normalized to the unit area and�
unit bandwidth, required to get a signal from
the IR detector equal to the detector noise.
A conven� onal Golay sensor D* is about�
4 · 109 cmW–1 Hz1/2 (Golay 1949). Such sen-
sors micromachined from silicon have been
designed by several authors (Chevrier et al.
1995; Kenny 1996; AjA akaiye et al. 2007).

4. 
Sensor components

4.1 Fluid

The most e� ec� �ve sensor is one which�
shows the least heat loss of the cavity. M. J. 
Golay recommended using the least conduc-
� ve gas available, xenon (Golay 1949). The�
use of water instead of gas has some con-
sequences. Compared to xenon or carbon
dioxide the thermal conduc�vity of water is �
larger by a factor of 100 or 40, resf pec�vely.�
This means that the heat loss of a waterf -
� lled cavity is no� �ceably higher. The� �me �
constant � is a measure of the response� �me �
of a sensor. A sensor with a low value of � is�
reac�ng quickly. � � is de�ned as�

(1)

where & is a factor depending on geometry
and boundary condi� ons,� 	,				 density, cp, heat
capacity, and yy 
, heat conduc�vity of the�
�uid inside the cavity. �

Due to its high density and heat capacity 
compared to gas (�water/�C02 � 45), water as
a cavity � uid will reduce the speed of the�
sensor’s response. An advantage of waterf
is that its IR absorp� on is very high (for ex-�
ample about 5 orders of maf gnitude higher
than that of carbon dioxide) and therefore 
no addi�onal IR-absorber will be necessary. �
The detec� vity D* of an IR-sensor is one pos-�
sible � gure of merit to rate these in� �uencing �
factors. Bousack and O� enhäuser (2007)�
compared the e� ects of various� � uids and�
the geometry of the cavitf y on the detec�v-�
ity of the sensorf .

4.2 Cavity insulation

A way to reduce the heat loss of the cavity
and to thereby achieve a higher � uid tem-�
perature is to improve the insula�on of the�
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cavity. The exocu� cular shell and the inner �
spongy layer of mesocu� cle of the sensilla �
act as an insula�on of the inner pressure�
chamber because the thermal conduc�vity�
of cf u�cle is low. The thermal e� �usivity� b is a 
measure to quan� ta� �vely describe and com-�
pare the heat insula�on proper� � es of di� � er-�
ent materials.

(2)

For a sensor produced with microsystems 
technology, silicon is commonly used. Sili-
con however has a high thermal e�usivity of �
16 300 Ws1/2/m2 K compared to the thermal
e�usivity of cu� � cle, 400  –  650 Ws� 1/2/m2K.
That means that silicon is less suitable for 
a good thermal insula� on of the cavity.�
Plas�cs have a thermal e� �usivity of about�
300 –  900 Ws1/2/m2K, which is comparable to 
that of cf u� cle. Drawbacks and opportun i� � es�
using plas� cs for the cavity must be ana-�
lyzed. In the best-case scenario, the cavity
is fully thermally insulated. In this case, the
change in temperature inside the cavity can
be calculated from simple energy balance
considera� ons:�

 (3)

where T, T0 are the mean and ini� al tempera-�
ture inside the cavity,yy I0 is the IR radia�on �
density, A the cross sec�on surface of the�
cavity, m the mass oyy f �uid inside the cavity �
and t the �me.�

Because the temperature progress is lin-
ear,r  the IR radia�on density I� 0 can be calcu-
lated immediately without �me restric� �ons �
due to a large �me constant. Perhaps this�
explains why Melanophila acuminata uses
a slow sensor with a high thermal mass but
with fast response �me of some millise-�
conds. In addi� on the� �me constant of the �
Melanophila acuminata sensor is reduced 
because of its small dimensions.f

4.3 Cavity shape and size

Regarding an e� ec� � ve energy balance of the�
cavity, the suryy face of the IR-window shouldf
be large (gathering more IR) and the volume
of the cavity should be small (reducing en-
ergy losses across the surface and causing a
larger temperature increase due to a smaller
thermal mass). For this reason a small ball-
shaped cavity would be a good solu�on. It �
is not surprising that nature chose such a
shape for the sensillum. A technical solu�on �
manufactured using microsystems technol-
ogy, yy however, needs to have a cylindrical
shape. For a cylinder the energy balance is
less favorable than for a sphere, especially
when its length (depth of the cavity) is larger
than its diameter. An addi�onal limita� �on �
is the diameter of the cavitf y, iyy f its bf o�om�
forms a thin membrane, whose de�ec� �on is �
used as a read-out for the pressure signal.

4.4 Sensor read-out

The sensillum senses the deforma� on (strain) �
of the dendri�c membrane. For a technical �
read-out the de�ec� � on of a thin membrane �
at the bo� om of the cavity can be used. The �
de�ec� �on z of a circular membrane due to a �
pressure di� erence across its two surfaces�
can be calculated as a func�on of the radial �
distance applying shell theory (Szabo 2001).

(4)

where �P is the pressure di�erence, R the �
radius of the membranef , D its �exural s� ��-�
ness, E Young’s modulus of elas�city, t� P the
thickness of the membranef , and � Poisson’s �
ra�o. This formula is only applicable for�
zmax < 1 · tP. When the diameter of the cavitf y
is reduced, the membrane must obviously
become thinner to be su�  ciently de� � ected. �
This ul� mately puts a limit on the minimum �
diameter of the cavity. The actual de�ec-�
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�on of the membrane can be measured by �
op� cal methods, e. g. interferometry, piezo-�
resisi�ve � �lms on the membrane or by a ca-�
pacitor, using the membrane as one of its
two plates. For a capacitor the change of
the capacitance due to a pressure increase
in the cavity can be calculated (Bousack and
O�enhäusser 2007), assuming a constant �
charge distribu�on on the capacitor plates.�

(5)

where CK is the capacitance, #0 the permi�v-�
ity of free space, #r the rela�ve permi� �  vity,�
and d0 the distance between the capacitor 
plates.

4.5 Compensation leak

In the Melanophila IR receptor the inner 
sphere is enclosed by a thin layer of � uid. �
The nanocanals in the shell of the sf phere al-
low the exchange of �uid in and out of the�
micro�uidic compartment in the sphere�
(Schmitz et al. 2007). Thus, any internal
pressure change which may be caused by
slowly changing ambient temperature can
be compensated for. Golay sensors also use
such compensa� on leaks for compensa� �ng �
changes of ambient temperatures (Chevrier 
et al 1995). The geometric design of such a
compensa�on leak for a cavity was analyzed�
in Bousack et al. (2008).

5. 
Sensor model

A technical version of the sensor is shownf
in Fig. 3. Similar to the sensillum the sen-
sor contains an internal water-� lled cavity,�
which is etched into a silicon wafer. The cav-
ity is closed on one side by a window made
from Suprasil (Heraeus 2009) and on the
other side by a thin silicon membrane. The
absorbed IR-radia� on produces a change�
in pressure and the de� ec� � on of the mem-�
brane caused by this pressure increase can
be read out by a capaci� ve detector.�

For the calcula�on of the temperature�
distribu� on inside the cavity a simple as-�
sump� on is a uniformly distributed power �
density using the Lambert-Beer law of ab-
sorp� on.�

 (6)

where I0 is the IR radia�on density at z =�
0, � the absorp� on coe� � cient, and H� C the
height of the cylindrical cavity. For the uni-
formly distributed power density the tem-
perature distribu� on, the de� � ec� �on of the �
membrane and the capacitor signal can be 
calculated analy� cally (Bousack and O� �en-�
häusser 2007) assuming an isochoric change
of state. In realitf y the absorp�on takes place �
in a very thin zone where the absorp�on co-�

Fig. 3 TecTT hnical model of thf e sensor
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e� cient is very high as in case of water. In�
this case the power density is a func� on of �
the coordinate z.

(7)

It is obvious that a signi� cant absorp� �on �
and heat produc�on inside the cavity occurs�
only in a very thin zone of the cavity directly
behind the window.

To assess the in�uence of power dens-�
ity with respect to equa�ons (6) and (7)�
the temporal temperature distribu�on was�
calculated for the model in Fig. 3 using the
so	 ware COMSOL Mul	 �physics® for the�
3-dimensional case. In this example a win-
dow made from Suprasil (window thickness 
0.5 mm), a cavity depth and diameter of
0.5 mm in silicon, and an IR density I0= 10
W/m2 at the outer window surface are as-
sumed, using a mean absorp� on coe� �  cient �

 in a wavelength window 2  –  4 
m of 50
1/m for Suprasil and 2.2 · 105 1/m for wa-
ter (Wieliczka et al. 1989). The absorp�on �
coe� cient � 
 is a measure of thf e amount of
absorbed IR energy in a medium per unit-
length in a wavelength window, see equa-
�ons (6) and (7). Evidently, a signi� � cant�
amount of the heat f produced in the absorp-

Fig. 4 Temperature
distribu�on a� 	 er 5, 20 and	
50 ms irradia� on (radia� �on �
density of 10 W/W m2) at
the outer surface of thf e
window using a uniformly
distributed power density,
see equa� on (6), and a �
power density due to 
an absorp�on zone, see�
equa�on (7)�

� on zone of the cavity is conducted into the�
window due to the approximately two-�mes�
larger heat conduc�vity of the window ma-�
terial compared to that of water. The tem-
perature pro�les in Fig. 4 indicate that in the �
case of a thin absorf p�on zone only 50  –  60 % �
of the energy compared to the uniformly
distributed power density is stored in the
cavity and that for � mes short a� 	 er the start	
of the irradiaf � on the maximum temperature�
is higher.

A reduc�on of the cavity depth e. g. to �
0.2 mm may seem to be a reasonable pro-
posal. However, manufacturing problems
using thin wafers, the water �lling proced-�
ure etc. have to be inves�gated � �rst.�

For the calcula� on of the pressure in the�
cavity based on the temperature pro� le in�
the absorp� on zone the equa� �on of state �
must be solved. Because the pressure de-
pends upon the two independent variables
temperature and volume, the total deriva-
�ve gives�

(8)

Where �P is the pressure di� erence,� # = (!P/P
!T)V the isochoric tension coe� cient, � ' ='
–  (1– /V) · (!V/!// P)T the isothermal compress-
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ibility coe�  cient, and V the volume of the�
cavity. For water (25 °C, 1 bar) # = 5.68 bar/r K
and � = 45 · 10–6 1/bar (Weast 1981).

One can assume that the increase in vol-
ume due to the de�ec� � on of the membrane�
is negligible (isochoric change of state), that
means (�V/V)/� << � · �T in equa�� � on (8).�
With the mean temperature calculated from 
the temperature pro� le (uniformly distrib-�
uted power density in the cavity in Fig. 4) at
t = 50 ms a pressure increase of 110 N/m2 re-
sults. For a more precise calcula� on of the�
pressure increase the temperature pro� le �
of the thin absorp�on zone, see Fig. 4, and�
the in�uence of the second term in equa-�
�on (8) will be considered. The increase in�
the volume �V of the cavitf y is due to the �ny �
de�ec� �on of the membrane. Using equa-�
�on (4) the volume� �V can be calculated in 
rela�on to the pressure increase� �P.

(9)

Combining equa� ons (8) and (9) yields a re-�
la� onship for � �P which considers the in�u-�
ence of temperature and volume.

(10)

For water as a � uid with a high IR absorp-�
�on coe� � cient a formula for the tempera-�
ture pro� le � �T�� (z) could be derived (Soltner
et al 2009), which allows a numerical solu-
�on of equa� �on (10). Because the value of �
� in equa� on (10) is larger than unity, the �
pressure increase �P is reduced consider-
ably in comparison to the isochoric change 
of  state (� << 1) men� oned above. An iso-�
baric change of state means �P = 0 because

of ��� (very so	 membrane), in this case	
the de� ec� � on of the “membrane” is only�
due to the thermal expansion of the water.f
In reality neither the isochoric nor the iso-
baric change of state isf feasible. To achieve
high pressure in the cavity or a large mem-
brane de�ec� �on a complex op� �misa� �on is �
necessary. 

 Conclusions 
Like the photomechanic insect IR receptors, our
technical model features very small displace-
ments of the sensor membrane in the range of
1 nm and less. The insects have the advantage
of possessing a very sensf i� ve mechanorecep-�
tor,r  the mechanosensi�ve neuron, which can �
detect minute de�ec� �ons (strain) of its mem-�
brane. It seems that this sensi� vity of the beetle�
is di�  cult to achieve in an inexpensive and ro-�
bust technical sensor.
For our miniaturized technical sensor, an ap-
propriate technical read-out mechanism with a
high resolu�on of 1 nm may be necessary. So far�
a sensor with a capacitor as read-out is near to 
comple� on in the� Center ofo  Advanced Europeanf
Studies and Rd esearch (caesar), Bonn. Several
read-out methods will be evaluated, but it has
to be stressed that this search must yield a rug-
ged and cost-e� ec� � ve design in order to be able�
to compete with exis�ng IR sensors. �
An obvious method for enhancing the displace-
ment of the membrane is to choose liquids withf
op�mal thermal proper� �es, e. g. high thermal�
expansion coe� cient and low heat capacity. �
Here several hydrocarbon liquids commonly
used in expansion thermometers permit an im-
provement. Methanol is a good candidate com-
pared to n-pentane and toluene due to be� er�
handling during the � lling process of the cavity.�
Addi� onally care has to be taken in selec� �ng�
appropriate wall materials with a low thermal
conduc� on necessary to reduce the heat loss of �
the cavity (at the cost of the sensor’s temporal 
resolu� on). Un� �l now silicon is used because of �
its well known manufacturing technology for
micro systems. As an alterna�ve micro injec� �on �
molding of plaf s�c materials with low heat con-�
duc� vity is under inves� � ga� � on. �
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Abstract
With a special electric organ, weakly electric 
� sh emit electric signals, each of which builds �
up an electric �eld around them in the water. To�
sense locally occurring voltages caused by their 
own signals, the � sh use thousands of electrore-�
ceptor organs distributed over their skin. Near-
by objects are detected because they distort
the self-produced electric � eld and thus project�
electric images onto the array of electrorecep-f
tors. By analysing these electric images, the �sh �
can detect and localize objects in the water and 
recognize their electrical and spa�al proper� � es. �
Inspired by these remarkable capabili� es of �
weakly electric � sh, we designed technical sen-�
sor systems that can solve similar sensing prob-
lems. We applied the principles of acf � ve elec-�
troloca�on by building devices that produce�
electrical current pulses and simultaneously
sense local current densi�es. Depending on the�

speci� c task, sensors can be designed which (i)�
detect an object, (ii) localize it in space, (iii) de-
termine its distance and (iv) measure its electri-
cal proper� es. Our biomime� � c sensor systems�
proved to be insensi�ve to environmental dis-�
turbances such as heat, pressure or turbidity.
They can be used in a wide range of applica� ons, �
such as material iden��ca� �on, remote distance�
measurements and medical diagnos� cs.�

1. 
Electrorecep�on in Nature�

For orienta�on in the environment, animals�
employ di� erent senses, depending on the�
physical condi�ons prevailing in a par� �cular�
habitat and on the evolu�onary history of �
the par�cular species. Most animals, includ-�
ing humans, mainly use vision to detect and 
localize objects and other environmental
par ameters. In most species, eyes are adapt-
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ed to the light condi�ons existent during the�
ac�ve hours of the par� � cular animal species.�

If no or verf y li�le light is available when an�
animal is ac� ve, evolu� � on has favoured the �
development of alternaf � ve senses. These�
can be hearing (owls, bats), olfac� on (many�
�shes), touch (for example with whiskers),�
water wave detec� on (all� � shes), or the elec-�
tric sense (electrorecep�ve� � shes). O� 	 en, a	
combina�on of several senses is employed �
that complement each other. 

Electrorecep� on, i. e., the detec� �on of �
naturally occurring electric s�muli by ani-�
mals with specialized electroreceptors in 
their skin, can only be found in animals that
live in water and thus is always coupled to
an aqua� c medium. Many marine and fresh-�
water � shes, with the important excep� �on �
of most (but not all) teleosts, are electrore-
cep� ve (Bullock et al. 1982; Hopkins 2009). �
Detec� on of electrical signals coming from �
the environment and es�ma� � ng the posi� �on �
of their source is calledf passive electroloca-
�on. This is in contrast with� ac� ve� electrolo-
ca�on in weakly electric� � shes, which, in ad-�
di� on to electrorecep� �on, implies the ac� �ve �
produc�on and emission of electric signals �
with specialized electric organs.

Passive electroloca� on requires the pres-�
ence of environmental electricalf � elds in�
order to detect objects or other structures.
This disadvantage is overcome in ac�ve elec-�
troloca�on, where the animal itself is the �
source of the electrical enerf gy used for ob-
ject detec� on (Lissmann and Machin 1958).�
Ac�ve electroloca� � on is used by so-called�
weakly electric �shes, which consist of two �
distantly related clades of �shes that live in�
African and South American tropical fresh-
water rivers, creeks or lakes (von der Emde
1998). With a specialized electric organ in
their tail, these � shes can emit electrical�
signals, or electric organ discharges (EODs), 
into their surroundings. The self-produced
electrical signal builds up an electrical � eld�
around the animal, which is perceived by an

Fig. 1 Gnathonemus petersii, a member of the i
African  weakly electric Mormyridae family. The
electroreceptor organs used for electroloca� on �
(Mormyromasts) are visible as small dots at the
head and the back of thf e �sh. The drawing at the�
bo� om depicts the distribu� �on of mormyromasts �
along the body. They occur at highest density
in the nasal region and on the elongated and 
moveable chin appendix (Schnauzenorgan). The
drawing of electroreceptor distribf u�ons was �
kindly provided by Dr. Michael Hollmann

array of cutaneous electroreceptor organs
that are distributed over the body surface 
of the �sh. Objects are detected because�
they interact with and modulate the EOD
and thus cause local � eld distor� � ons that �
are detected by the animal’s electroreceptor
organs (von der Emde et al. 2008  a).

In this chapter I shall elucidate the prin-
cipal mechanisms of ac�ve electroloca� � on�
by using the African mormyrid �sh � Gnatho-
nemus petersii, also known as the elephant-
nose �sh, as an example (Fig. 1). This weakly�
electric �sh is probably the best studied ani-�
mal with respect to its ac�ve electroloca� �on �
system. G. petersii grows to a length of more i
than 30 cm and lives in freshwater rivers of 
Central and West Africa. It is mainly ac� ve �
at night when it orients itself in its habitat f
and � nds its prey (small insect larvae liv-�
ing on the ground) primarily by employing
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ac�ve electroloca� �on (von der Emde and �
Bleckmann 1998). A foraging G. petersii de-i
tects prey mainly with its movable chin ap-
pendix (called the Schnauzenorgan), which is
covered with more than 500 epidermal elec-
troreceptor organs (Hollmann et al. 2008).

2.  
Ac� ve electroloca� � on in weakly�
electric �sh �

During ac� ve electroloca� �on, modula� � on�
of the EOD is the carrier of environmental 
informa�on for the animal. The modula-�
� ons of the EOD are caused by objects close�
to the animals’ skin di�ering in impedance �
from the surrounding water. Depending
on the impedance di� erence between ob-�
ject and water, the current �owing locally �

Fig. 2 The concept and proper�es of  electric images in  � G. petersii. The 2-dimensional image depends on
the distance of an object. With increasing distance (right), the loca�on of the peak in the image remains�
constant, while the overall amplitude decreases, the image increases in width and the slope of the
image (do� ed lines) becomes shallower. Note that metal and plas� � c objects result in inverted images.�
The drawing was kindly provided by Dr. Jacob Engelmann

through those electroreceptors apposing
the object is either decreased or increased,
resul� ng in a decrease or increase of the lo-�
cal EOD amplitude. Capaci� ve proper� � es �
of nearbf y objects can addi� onally alter the�
waveform of the local EOD (von der Emde
et al. 2008  a). An “electric image” origina�ng�
from the objects is thus projected onto the 
animal’s electrorecep� ve skin, which typic-�
ally has a centre-surround (or Mexican hat)
spa�al pro� �le (Capu� �  et al. 1998; von der �
Emde et al. 1998). For example, a good con-
ductor projects an image with a large  centre
region where the local EOD amplitude is 
increased, surrounded by a small rim area
where the amplitude decreases compared
to the amplitude in absence of an object.
Images of non-conductors are of f of pposite
arrangement: local EOD amplitude decreas-
es centrally and slightly increases in the sur-
rounding rim area (Fig. 2).

Electric images are always blurred, or 
“out of focus”, since no focusing mechan-
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isms comparable to the lens of an ef ye exist.
Hence when projec�ng 3-D objects on the�
2-D sensory surface, there is no one-to-one
rela� onship between spa� �al object proper-�
� es and image shape. It follows that the� � sh�
has to use complex decoding algorithms in 
order to extract object informa� on, such �
as size, shape and geometrical proper� es.�
In addi�on, electric images depend on ob-�
ject distance and loca�on along the� �sh’s �
body, tyy he � sh’s body propor� � ons, bending �
movements of the �sh’s body, the presence �
of addf i� onal objects, the background and �
many other factors. To make ma� ers worse,�
electric images of two objects will fuse in a
non-linear way depending on the distance
between them (Capu�  and Budelli 2006).�

2.1  The production of EODs f
by  electric organs

Weakly electric �shes produce electric im-�
pulses by muscle or nerve cell derived elec-
tric organs, which in the case of the African
mormyridae lie in the caudal peduncle. Two 
basic types of EODs can be f found: pulse type

Fig. 3 Pulse-type (le	) and  wave-type EODs in  	 G. petersii and Eigenmannia (right), respec� vely. In the�
centre of the electric image of a metal object (sphere), the amplitudes of the local EODs (grey) are
increased rela�ve to the amplitudes outside the image (black)�

EODs, where the interval between two EODs
is longer than the dura� on of a single EOD,�
and wave-type EODs, where discharges are
produced directly one a	 er another result-	
ing in a sinusoidal wave signal (Fig. 3). In all 
cases, electric organ discharges are used 
for nocturnal orienta� on through ac� � ve�
electroloca� on and also for electro-com-�
munica�on (Moller 1995; Hopkins 2009). In�
both processes, the EOD waveform plays a
cri�cal role. The waveform of an EOD de-�
pends on the morphology of the electric
organ and on the hormonal state of thef
animal. The electroreceptor  organs involved
in electroloca� on are tuned to the charac-�
teris� cs of the self-produced EOD and thus �
can detect object-induced modi�ca� �ons of �
the local EOD. Most objects in the environ-
ment of the � shes are mainly resis� �ve and �
thus only modulate the local EOD amplitude. 
However, animate objects also have capaci-
�ve proper� �es, which lead to waveform �
and phase shi	 s of the local EOD in addi	 � on�
to amplitude changes (von der Emde and
Bleckmann 1992).

For objects with complex impedances, 
amp litude and waveform modula� ons of �
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the EOD are frequency dependent. Pulse-
type EODs contain many frequencies de-
pending among other parameters on their 
dura� on. The range of capaci� � ve object val-�
ues an animal can detect thus depends on 
the dura�on of its EOD: shorter EODs enable�
the detec�on of lower capacitances and vice�
versa. Mormyrids have adapted their signals
in such a way that the detectable range of 
capacitances corresponds to the range of
cap aci� ve values of animated objects found �
in the natural habitat of the �sh (von der �
Emde and Ringer 1992).

Wavetype EODs also come in variety of 
waveforms and frequencies, which in dif-
ferent �sh species span a range from below�
100 Hz to more than 2000 Hz (Moller 1995).
Un� l now, no study has clearly shown any�
correla� on between EOD frequency and de-�
tec�on task in wave-� � sh. Instead, di� �erent �
EOD frequencies play an important role in
electro-communica�on, for example, dur-�
ing species recogni� on, mate� � nding and for �
establishing dominance structures in groups 
of �shes.�

2.2   Electroreceptor organs and
pre-receptor mechanisms

2.2.1 Pre-receptor mechanisms

Before a sensory s�mulus hits the recep-�
tor cells, it is modi� ed by structures exter-�
nal to the receptors themselves. In ac� ve�
electrorecep�on, such pre-receptor mech-�
anisms have been studied � rst in some�
South American weakly electric �sh, where�
they enhance the percep� on of electric im-�
ages (Capu�  et al. 2002; Pereira et al. 2005). �
Also in G. petersii pre-receptor mechanisms i
have been found that condi�on the sensory�
signals (Pusch et al. 2008). One of these is
the �sh’s body which in� �uences the electri-�
cal � eld through its shape and its low resis-�
�ve internal electric proper� � es. This allows a�

� sh to focus the electric � � eld on the � �p of its �
Schnauzenorgan where the density of elecf -
troreceptors is highest. Electrical currents 
are addi� onally funnelled by the constantly �
open mouth (“funnelling-e� ect”), which�
leads to a homogenous voltage distribu� on�
in the nasal region (the region above the
mouth) of the �sh.�

When G. petersii swims over the groundi
for foraging, they move their Schnauzenor-
gan rapidly, which might cause changes of
the electric �eld distribu� �on around the �
body and hinder ac� ve electroloca� � on with �
the Schnauzenorgan. Interes� ngly, however,�
it was demonstrated that the Schnauzenor-
gan takes the electrical �eld with it when�
it moves (Pusch et al. 2008). Thus, the �p-�
e�ect is s� � ll present also during movement, �
which results in constant s� mulus condi� �on�
at the �p of the Schnauzenorgan even dur-�
ing its rapid scanning movements during for-
aging. So, regardless of bendinf g, the � eld is�
always op� mal which helps the � �sh detect�
small objects that cause only minute ampli-
tude changes at the Schnauzenorgan’s �p.�

2.2.2  Electroreceptor organs

All electrorecep�ve � � shes possess so called�
ampullary electroreceptor organs which re-
spond to low frequency electric signals of
animate and inanimate origin. These recep-
tor organs are used for passive electrolo-
ca� on (Bodznick and Montgomery 2005;�
Wilkens and Hofmann 2005).

Weakly electric � shes from Africa and �
South America have, in addi� on, a second�
class of electroreceptor organs which are
used to encode the amplitude and the phase
of thef �sh’s own EOD. These tuberous recep-�
tor organs are most sensi� ve to the domin-�
ant frequencies of thef �sh’s own EOD. Like �
all mormyrid �sh,� G. petersii possess two i
types of tuberous electroreceptors, which 
are called Mormyromasts and Knollen-
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Fig. 4 A  mormyromast electroreceptor organ (le	)	
and its projec� on into the electrosensory lateral�
line lobe (ELL) in the brainstem (horizontal sec� on�
on the right) of G. petersii. Electroreceptor cells (A- 
and B-cells) of the mormyromasts are innervated 
by lateral line nerve a�erents, which project into �
somatotopic maps in two zones of the ELL f

2.3 Behavior during active electrolocation

2.3.1  Electric signalling behavior

The pulse-type EODs of G. petersii are all-or-i
nothing events and their waveform cannot
be modi� ed by the animal on a short term�
basis (Hopkins 2009). However, the � sh can�
change the temporal pa� ern of EODs prod-�
uced and thus in� uence the number of EODs�
emi� ed within a certain� �me window. In�
wave-type EODs, this results in di�erent fre-�
quencies of the wave signal, while in pulse-
type EOD, the sequence of pulse intervals 
(SPI) changes. In pulse � sh, this SPI func� �ons �
in electro-communica�on by conveying dif-�
ferent types of inf forma� on between the �
�sh (Carlson and Hopkins 2004). During ac-�
�ve electroloca� � on, the SPI is important for �
regula�ng the � � ow of informa� �on about the�
environment to the animal.

In mormyrid pulse � sh typical SPI can be �
observed, when electrically inspec� ng an �
object or during foraging. The important 
parameter during ac� ve electroloca� � on of �
objects seems to be a regular pa� ern� of in-
ter-pulse intervals, as suggested by several
authors for various species of mormyridsf
(von der Emde 1992; Moller 1995; Carlson
2002;). All �sh regularize their discharge�
ac�vity during probing of an object. These�
regular pa�erns contrast with the variable �
discharge rates during swimming and also 
during food search. Regulariza� on during �
object inspec� on may serve to keep recep-�
tors and associated brain structures on a
constant level of adaf pta�on, which may be�
especially important because a high degree
of plas�city of electrosensory brain struc-�
tures. 

2.3.2 Locomotor behavior

When inves� ga� �ng a novel object, mormyr-�
ids perform probing motor acts (PMA), i. e. 
characteris�c behaviours composed of a�

organs (Benne�  1965). Knollenorgans are �
exclusively used to detect the EODs of other
mormyrids during electro-communica�on �
(Xu-Friedman and Hopkins 1999), while
mormyromasts are responsive to the ani-
mal’s own EOD and modula�ons of the EOD�
by the external environment (Bell 1990).

Each mormyromast houses two types of
receptor cells that are tuned to di�erent as-�
pects of the signal-carrier, i. e. one channel 
for amplitude and one for waveform coding. 
Each mormyromast consists of two cham-
bers containing several receptor cells. A-
cells are found at the basal part of the outer 
chamber, while B-cells are located inside of
an inner chamber (Fig. 4) (Bell et al. 1989). 
Both are innervated by separate nerve
� bres, which project to the electrosensory�
lateral line lobe (ELL) in the brain, where
type A and B a�erent terminate in separate�
areas each forming a somatotopical map
(Fig. 4) (Bacelo et al. 2008).
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ser ies of swimminf g manoeuvres in close
proximity to the object. Six types of PMA
have been described, which all may serve 
to posi�on the � � sh op� �mally for some as-�
pect of acf � ve electroloca� �on (Toerring and�
Moller 1984; von der Emde 1992; Moller
1995). While all species of mormyrids per-
form similar PMAs, there exists one PMA
which is only performed by G. petersii. Dur-
ing ‘chin probing’, G. petersii brings its mov-i
able chin appendix, the Schnauzenorgan,
close to the object, almost touching it. The
�sh then moves the Schnauzenorgan over �
the object, following its contours. This be-
haviour resembles a hap�c inspec� �on of an �
object with the � ngers of the human hand �
or the scanning movements of the fovea of
the eye when looking at an object or inspect-
ing a picture. The scanning of an obf ject by
these Schnauzenorgan movements provide 
�ne detailed electrical informa� �on about�
the shape of the object (von der Emde and 
Fetz 2007; Engelmann et al. 2009).

When G. petersii searches for small insect i
larvae on the ground of the river, they never
perform PMAs. Nevertheless, characteris� c �
and stereotyped behavior occurs in these
situa� ons, helping to op� �mize sensory input �
about the prey. During foraging, G. petersii
employs a characteris�c swimming posture: �
they swim at a constant angle of their body 
axis of about 20° with their head towards thef
ground. With the �p of their Schnauzenorgan �
they almost touch the ground, moving it in a
stereotyped fashion from le	  to right while	
swimming forward. During these very fast
sweeping movements, the Schnauzenorgan
scans a wide angle of the ground (Hollmann
et al. 2008; von der Emde et al. 2008  a).

When prey or another object of interest
is encountered, the scanning movements of
the Schnauzenorgan stop abruptly, and it is
brought in a twitching movement towards 
the object for further explora�on. In the�
case of prey, explora�on is very brief and�
the �sh � �lts forward to suck up the insect �

larva. In order to acquire an object buried
in the soil, the Schnauzenorgan is used as a
burrowing s�ck to dig out the prey up to a�
depth of 2 or 3 cef n�metres. �

The above described slanted swimming 
posi�on during prey search also ensures�
that the nasal region, the skin area above 
the mouth and between the nares at the
�sh’s head, is held fairly constant at an  angle�
of about 50° rela� ve to the ground. It thus�
points forward and slightly upward so as
to be in an op� mal posi� � on to detect ap-�
proaching objects such as obstacles. When
the � sh approaches an obstacle, the object �
will cause an electric image to be project-
ed onto the nasal region and will thus be
detected and iden��ed. The nasal region,�
which contains an excep�onally high dens-�
ity of electrorecef ptors, is thus used like the
fovea in the re�na of the eye.�

2.4   Perception of objb ects 
by weakly electric fishfi

During ac�ve electroloca� � on weakly electric�
� sh can recognize several object proper� � es.�
Among these is the electrical resistance of 
an object, which is determined by measur-
ing the amplitude changes of the locally per-
ceived EOD caused by the object (Lissmann 
and Machin 1958). Capaci� ve object prop-�
er�es, i. e. an object’s complex electric al�
impedance, are perceived by measuring the
local EOD waveform distor�ons with the A-�
and B-type electroreceptor cells within each
mormyromast organ (von der Emde and
Bleckmann 1992). 

Mormyrids can also localize objects in 
3-dimensional space during ac� ve electrolo-�
ca� on (von der Emde et al. 1998). This ability �
is based only on distance and is independ-
ent of the size or electrical proper� es of the �
object. G. petersii thus has a true sense of i
depth percep�on.�

If an object moves away from the �sh �
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three things happen: the size of the elecf -
tric image gets larger, the amplitude in the 
image’s centre decreases and the image
gets more fuzzy, i. e. the rise (or fall) of the
amplitude towards the centre is less steep. 
The la� er parameter, called the � slope of the
image, together with the amplitude change
in the centre turned out to be crucial for
distance measurements by G. petersii: The
animals measure the slope/amplitude ra� o�
of the electric image, which depends only on
object distance and not on size or other ob-
ject proper� es (Fig. 2) (Schwarz and von der �
Emde 2001).

Even though the electric sense lacks fo-
cusing mechanisms, weakly electric � sh can �
also perceive an object’s three-dimensional 
shape. In a two-alterna� ve forced-choice�
procedure G. petersii quickly learned to 
recognize objects of various shaf pes and to
discriminate them from objects of other
shapes (von der Emde and Fetz 2007). Shape 
recogni� on persisted even when the objects �
were rotated in space, indica�ng a view-�
point independent recogni�on of objects. �
In addi� onal experiments,� G. petersii dem-i
onstrated size constancy during object rec-
ogni�on (von der Emde and Fetz 2007). For�
analyzing the shape or size of an unknown
object, �sh have to perform probing motor �
acts, i. e. they have to swim around the ob-
ject scanning it with their sensory surface 
from several viewpoints. This is in contrast
to distance measurements, which can be 
achieved instantly and do not require scan-
ning movements.

As men�oned above, the electric images�
of objects located close to each other near
the � sh will fuse in a nonlinear way lead-�
ing to complex electric images. In spite of 
this e�ect,� G. petersii is able to perceivei
the shape of an object even when it is pos-
i�oned right in front of a large background �
(von der Emde et al. 2008  a). When trained
to discriminate between two objects placed
next to each other and a solid object of the f

same length, G. petersii was able to detecti
gaps as small as 2  –  3 mm between the two
objects (K. Behr, unpublished). At present
it is not known what physiological mech-
anisms the �sh use to perform these tasks.�

3. 
Developing  technical electroloca�on �
sensors

Given the remarkable abili�es of weakly �
electric �sh to detect and analyze objects�
during ac�ve electroloca� � on, the idea was�
pursued of usinf g the same principles as the
� sh in technical sensor applica� �ons (Schwarz �
et al. 2001). A sensor system working ac-
cording to these principles might bene�t �
from the fact that many of the mechanisms
of af c� ve electroloca� � on in weakly electric �
� sh are well understood. When designing�
such a system, it is not the goal to build an
exact copy of an electricf �sh or to design a�
sensor that looks like these animals. Instead,
a Bionik-approach was chosen, i. e. our goal
was to confer the principles of ac�ve elec-�
troloca�on to sensor systems op� �mized to �
solve speci�c remote sensing tasks (von der�
Emde et al. 2008  b). 

3.1  Mathematical modelling

When trying to understand the working
principles of a complex system, one is faced
with a great number of variables andf pos-
sible solu�ons. Under these condi� �ons it is�
helpful to develop a mathema�cal model �
of the sf ystem in order to be able to quickly
test and try out a large number of param-
eter values and possible solu� ons. Such a�
model should replicate the �ndings of the �
biological experiments carried out with the
natural model, i. e. with weakly electric � sh.�
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Fig. 5 Modelling results of the  electrical � eld produced by an electric� �sh (� A, B) and a rod-like  technical
sensor system (C, D) at the head-posi�ve phase of the EOD. Fields are colour coded and addi� � onally �
depicted by equipoten� al lines. Equipoten� �al lines are denser near the skin of the � � sh when a target �
of brass (conductor) is present close to the skin (B, D), leading to increased amplitudes of the electric 
signal. In contrast, equipoten� al lines pass through an insula� �ng target object (� A, C). Similar behaviour 
of equipotenf � al lines can be seen when the target is placed near the technical sensor model or the� �sh �
model

2000; Kelly et al. 2008;). Our models were
designed in COMSOL Mul� physics (www.�
comsol.com). The electric �eld around the �
� sh was calculated using Poisson’s equa� � on:�

(1)

where � is the poten�al in volts, � �0 is the
charge density in C/m3 and the permi�v-�
ity of free space (#0) is taken to be 8.854 ×
10  –12 F/F m. The conduc�ng medium was as-�
sumed to be water with a conduc� vity of �
400 
S/cm and a rela�ve permi� � vity (� #r)
equalling 80. Because tuberous electrore-
ceptor organs of weakly electric � sh respond�
to a frequency range between 1 and 5 kHz,

A	er these biological systems have been 	
modelled accurately, the next step will be to 
apply the model to a par� cular sensor task.�

During ac� ve electroloca� �on, a nearby �
object di�ering in its electrical impedance �
from the surrounding water will change the
� ow of the electric current produced by the �
�sh. These perturba� �ons give rise to chang-�
es in the local poten� al di� �erences across �
the skin of the �sh (transdermal voltage) at �
those skin regions facing the object. In or-
der to understand the range of transdermal 
voltage changes detected by the �sh, we�
�rst modelled the electrical� � eld of a weakly �
electric �sh based on previous modelling �
studies (Rasnow 1996; Budelli and Capu�
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the frequency used in our model was �xed �
at 1 kHz. The � sh morphology and the elec-�
tric �eld parameters for the model were�
taken from the exis� ng literature and our �
own results (von der Emde et al. 2008  b).

Figure 5  A, B show the modelling results 
for the electrical �eld surrounding a weakly �
electric �sh with a length of 20 cm in the �
presence of a non-conduc� ng (conduc� � vity �
= 0 S*m–1, A) or a conduc� ng spherical ob-�
ject (conduc�vity = 3.5 × 10� 7 S*m–1, B). Field
voltages are shown in false colours with posi-
� ve voltages in red and nega� �ve voltages in�
blue. The e� ects of the two types of objects �
are clearly opposite. The conduc� ng (metal)�
object has no electrical �eld gradient inside �
itself and the surf face of the tarf get is equipo-
ten� al. For insula� � ng objects, the poten� �al�
lines con�nue inside the target, which re-�
sults in a poten� al di� �erence along the sur-�
face. These di�eren� � al e� � ects will in� �uence�
the electrical current distribu� on on the skin�
of the animal in an opposite way, leading to a
di� eren� � al response of the electroreceptor�
organs embedded in the skin. Our modelling
results thus re� ect accurately the results ob-�
tained in biological experiments that meas-
ured the electric images cast by real objects
onto the skin of weaklf y electric � shes (e. g. in �
Pusch et al. 2008).

In order to model a technical sensor sys-
tem, the geometry of thef �sh model was�
modi�ed in such a way that a non-conduct-�
ing rod-like structure of the arf ��cial sensor�
resulted. The electric source (analogous to
the electric organ of thef � sh) was assumed�
to be an electrode at the end of the rod withf
a nega�ve current density. The electrore-�
ceptors were assumed to be electrodes with
posi�ve current densi� �es. The ini� � al con-�
di�ons were calculated in the absence of �
an electroloca�on target. The voltage was �
noted along the respec�ve tangen� �al axes�
of the arf ��cial sensor, again in analogy to�
the �sh. In order to measure the e� � ec� �ve�
changes caused by the presence of a tarf -

get, the ini�al condi� �ons were subtracted. �
As in the �sh model, the targets consisted �
of a metal or af plas� c sphere. The results of �
our simula�ons are shown in Fig. 5  C and D.�
In addi�on, we modelled the e� � ects of mov-�
ing the target object away from the � sh or�
the rod up to a distance of 10 cm in inter-
vals of 1 cm. As the tarf get moved away from 
the central axis, the change in poten� al de-�
creased both in the � sh and the technical�
model in a similar way (K. Mayekar, unpub-
lished observa� ons).�

3.2 Measurements

In addi� on to modelling biological and tech-�
nical sensor systems, we ini�ally started�
to design prototypes of technical sensors,
which can be used for physical measure-
ments. The �rst prototypes consisted of �
three parts: an array of electrodes, an analof g
device for signal genera�on and processing,�
and a computer (Fig. 6). In later versions, the 
analog device was partly replaced and in-
corporated into the logical computer device. 
The electrodes build up an electrical �eld in �
the medium and simultaneously measure it
at several points. In order to do so, the elec-
trodes were usually arranged in lines with
� xed distances between them. One or two�
outer electrodes formed one pole of thef
emi�  ng system; all the other ones (between�
1 or 16 electrodes) formed the second pole.
Analogous to wave-type electric � sh, the�
electrical signal that was emi� ed by the sys-�
tem was a sine wave. The voltage between 
the poles was ampli�ed and� �ltered, analog �
to digital converted and transferred to the 
computer for further analysis. In order to
detect, localize or analyze an object near the
sensors, the di� erences between the undis-�
turbed � eld without an object present and �
the � eld distorted by the object was calcu-�
lated and processed. Thus, at the beginning
of each session the sensor had to obtain atf
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Fig. 6 Schema� c set-up �
of a  technical ac�ve �
electroloca�on sensor.�
An electrical �eld is�
build up by one of thef
A-electrodes (both
� elds are shown here). �
Electrodes B1 … Bn form 
an array of measuring 
electrodes. Each
B-electrode measures
the local voltage, which
might be changed by the
presence of an objectf
within the electrical � eld �

3.2.1  Target detection

One of thf e easiest tasks of tf echnical elec-
troloca�on sensors is to detect the presence �
or the disappearance of an obf ject. A change
of sensor output above a certain prede� ned�
threshold can be used for such a task. Con-
� nuous measurements of sensor input and�
comparisons of the inf puts over �me will�
result in a high sensi�ve detec� �on system�
for objects of di�erent materials. Because�
the sensors can detect both electrical con-
duc� ng objects (metal) and non-conductors �
(plas�c) they are� �exible systems, with a sin-�
gle sensor being able to detect the presence 
of most kinds of objects (Fig. 7).

3.2.2 Remote distance measurement

An interes� ng applica� � on of an ac� � ve elec-�
troloca�on sensor is the accurate determi-�
na� on of the distance to an object at short �
range. One of many possible applica�ons of �

least one measurement in the absence of
the object in order to obtain a baseline level
of voltages, which could later be used for 
comparisons. In all following object inves-
�ga� � ons, only the di� � erence between this�
�rst calibra� � on and the following measure-�
ments was used. 

Di� erent types of sensors that work ac-�
cording to the principles of af c� ve electrolo-�
ca�on can be used for a wide range of indus-�
trial applica�ons. The requirements for the�
di�erent technical purposes are variable,�
requiring the development of an op� mized �
sensor system for each task. 

One of the big advantages of f technic-f
al electroloca� on sensors is that they can �
work under di� cult environmental condi-�
� ons, such as under high pressure or in high �
or even changing temperatures. In addi� on,�
these sensors can work in polluted environ-
ments, e. g. in murky waters, or in media 
containing contamina�ons.�
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Fig. 7 Distance
measurements with a
technical, 2-pole ac� ve�
electroloca�on sensor.�
The voltage measured 
by the sensor is plo�ed�
versus the distance of the 
sensor from the target
object. At large distances,
voltage amplitudes are
medium. Voltages increase
(conductors) or decrease
(non-conductors) when 
the sensor-object distance
is reduced. Note that the
sensor not only responds
to distance changes but 
also to di�erent types of �
materials

each measurement, or the physical proper-
�es of the medium and the object are not �
constant. To cope with these condi�ons, we �
designed another sensor-system consis� ng�
of more than two electrodes. With this type 
of mulf � -electrode sensor it is possible to�
apply the algorithms previously found to be
used by weakly electric � sh when measur-�
ing distances to objects, i. e. using the above
men�oned slope/amplitude ra� � o (von der�
Emde et al. 1998). It turned out that using
this method it was possible to roughly de-
termine distances of a variety of objects, in-
dependent of obf ject proper�es such as size �
or material (S. Schwarz, unpublished obser-
va� on).�

3.2.3 Detection of  material properties

The ability of weakly electric � sh to recog-�
nize the electrical proper�es of objects (and�
thereby their material proper�es) can be as-�
signed to technical sensor systems working
according to the principles of af c�ve elec-�
troloca� on (Fig. 7). By designing a sensor �
system that scans an object and measures

such systems could be in industrial produc-
�on, where it is important to know the exact �
posi� on and the distance of a piece of work �
to a machine or parts of a machine. To solvef
such a problem, an ini� al prototype sensor �
was built consis� ng of only two electrodes.�
These were used to build up an electric � eld�
in the medium and to simultaneously meas-
ure this �eld in the presence or absence �
of objects. A prerequisite f for the sensor to
work under these condi� ons is to calibrate �
the system in the absence of the obf ject.  A	 er 	
calibra�on, the base line signal is stored and �
during subsequent measurements it is sub-
tracted from the current signal. If the obf ject
is known and has been measured before, the
resul�ng di� �erence can be used to calculate�
the distance to the object. Figure 7 shows
the results of measurements with a two-
electrode electroloca� on sensor measuring �
the distance of four types of objects. Up to
a distance to about 2.5 cm a speci� c signal�
could be measured for each object, which
might be used to determine object distance
when the type of obf ject is known.

In some industrial applica� ons, it is either �
impossible to calibrate the sensor before
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these proper�es it may be possible to detect�
impuri� es of the material composi� � on of an �
object. Moreover, mechanical inhomogen-
ei� es inside an object, such as cracks or�
holes, can also lead to changes in current
� ow through an object and thus might be�
detectable by an ac�ve electroloca� �on sen-�
sor.

Ac�ve electroloca� �on sensors could also �
be applied in medical diagnos�cs and pro-�
vide imaging informa� on in media which are �
di� cult to access using other systems. One �
example for this may be the detec� on and �
recogni�on of “vulnerable plaques” in blood�
vessels, which are one major cause of heartf
a�acks. We are developing a system using a �
catheter based microelectrode array sensor,
which, like the electric � sh, emits an elec-�
trical signal and simultaneously detects the 
three dimensional electrical � eld changes �
caused by the blood vessel wall. Preliminary
experiments revealed that such a sensor 
system can dis� nguish biological materials�
with di�erent dielectric proper� � es (Metzen�
et al. 2010). We therefore assume that a 
catheter sensor based on ac�ve electroloca-�
� on will be able to detect and localize dif-�
ferent types of “plaques” in blood vessels.
In addi� on, such a system will be able to�
determine the basic composi�on and size of �
such plaques and therefore might cons� tute�
a future diag nos� c tool for the preven� � on of �
heart a� acks. �
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 Abstract
Weakly electric � shes possess two dis� �nc� � ve�
electrosensory systems that are specialized to
detect amplitude and � me (phase) informa� �on.�
The amplitude sensi�ve system detects electric�
feedback signals from the � sh’s own electric �
organ discharges that are altered by the
resis�ve component of nearby objects. The�
�me (phase) sensi� �ve system, on the other�
hand, detects signal � mes that are altered by�
the capaci� ve component of the objects. These�
subcomponents of the electrosensory system 
are fundamental to the � sh’s ability to obtain the�
electric image of its immediate surroundings.
The jamming avoidance response is a behavior
in which the �sh alter the frequency of their �
electric organ discharges to avoid mutual
jamming of the electroloca�on behavior. The �
informa� on necessary to perform correct jam-�
ming avoidance responses is encoded in the
�me pa� �ern of amplitude and � � me signals that �

occurs in the millisecond �me scale. The� � me�
signal is encoded in the di� erence in phases �
between signals at di� erent loca� � ons on the �
body surface. This di�eren� � al phase sensi� �ve�
system operates on the microsecond � me scale.�
Our behavioral experiments demonstrated that
even submicrosecond phase di�erences could �
be detected by the electrosensory system 
and manifested in the jamming avoidance 
responses. Neurons of the central nervous sys-
tem that are specialized to process amplitude
and di� eren� � al phase informa� � on were found�
in the electrosensory lateral line lobe. In the 
midbrain, neurons are sensi�ve to speci� � c�
� me pa� � erns of ac� �vi� �es of the amplitude and�
di�eren� � al phase sensi� �ve neurons projec� �ng�
from the lower sta� on. These midbrain neurons �
examine � me pa� �ern of synap� �c poten� � als and�
exhibit responses necessary for the jamming
avoidance response. The electrosensory system
of electric �shes is one of the best-under-�
stood systems for temporal coding of sensorf y
informa�on.�

Masashi Kawasaki
University of Virginia, Department of Biology
Gilmer Hall, McCormick Road
Charlo� esville, VA 22904, USA�
e-mail: mk3u@virginia.edu
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1.  
Introduc� on�

Wave-type electric � shes emit sinusoidal�
electric organ discharges (EODs) at several 
hundred Hz from their tail se� ng up an al-�
terna� ng (AC) electric � � eld around the body. �
Electric � eld distor� � on by nearby objects is �
sensed by electroreceptors in the skin al-
lowing the �sh to detect the loca� � on, size,�
shape, and the electrical proper� es of the�
object. In this  electroloca�on behavior, �
� sh are capable of detec� �ng resis� � ve as �
well as capaci�ve components of the ob-�
jects (Fig. 1  A) (von der Emde 1992) (see also
Chapter 21 by G. von der Emde). Resis� ve�
and capaci� ve components are sensed by �
amplitude and phase sensi�ve electrosen-�
sory systems, respec�vely. �

The frequency of the EOD is highly  stable 
(Bullock 1970; Guo and Kawasaki 1997).
When two � sh with similar EOD frequen-�
cies meet, however,r  their electric �elds in-�
terfere and their ability to electrolocate de-
teriorates (Heiligenberg 1975). To avoid such
mutual jamming, the � sh perform the  jam-�

Fig. 1 Electrical behaviors in  weakly electric �sh. � A Electroloca�on. Objects with electrical resis� �vity or�
capacity di�erent from those of the surrounding water cause a distor� � on of the electric� �eld set by the �
electric organ of the �sh. The distor� � on is monitored by electrorecep� tors in the skin for electroloca� on�
of the object.f B The  jamming avoidance response. Fish change their otherwise constant discharge
frequencies away from each other to avoid mutual jamming of their electrosensorf y systems

ming avoidance responses (JARs) in which 
they shi	 their discharge frequencies so as	
to increase their frequency di� erence (Bul-�
lock et al. 1975; Kawasaki 1993) (Fig. 1  B). The
� sh is capable of determining� the sign of thef
frequency di�erence (Df) between its own �
discharge and that of a neighbor and per-
forms a frequency-increasing or frequency-
decreasing JAR appropriately. When a �sh �
encounters a neighbor with a discharge fre-
quency lower than its own, it increases its
frequency; when it encounters a neighbor
with a higher discharge frequency, it deyy -
creases its own.

Detailed behavioral studies iden��ed a�
computa�onal algorithm by which the cen-�
tral nervous system determines the sign of 
Df in Eigenmannia and Gymnarchus (Heili-
genberg 1991; Kawasaki 1993). During the
JAR, electroreceptors are exposed to the
mixture of thef �sh’s own EODs and those�
of its neighbor. The EOD mixture contains
two elements of temf poral code that jointly
carry informa�on as to the sign of Df. The�
temporal coding occurs in microsecond and
millisecond � me scales. This ar� �cle presents�
neuronal mechanisms for the processing of
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�me in � Gymnarchus and compares microsec-
ond � me processing in di� �erent species.�

Sensing mechanisms in the microsecond
�me scale is widely found in the electrosen-�
sory system of the electricf � shes and in the�
auditory systems in vertebrate and inverte-
brate animals. A hearing aid for the humans
designed a	er a microsecond sensing audi-	
tory organ of an insect is an outstanding
example of biologically inspired engineering 
product (Miles and Hoy 2006).

2.  
Neuronal mechanisms
for  microsecond �me sensing�
in GyG mnarcyy hcc us

The �rst temporal cue for the JAR is phase �
di� erence. Due to di� �eren� � al contamin-�
a� on of the � �sh’s own EODs by the neigh-�
bor’s EODs across body areas during the
JAR, di�erent areas of the body experience�
phase modula�ons of di� � erent depths (Ka-�
wasaki 1993). The phase di� erence occurs�
in the microsecond � me scale. Even smaller �
phase di� erences (100 to 300 nanoseconds)�
s� ll induce JARs (Fig. 2) (Guo and Kawasaki �
1997).

The precise phase (zerocrossing �me) of �
each cycle of the electrosensory signal at
di� erent body areas is conveyed by phase-�
locked ac� on poten� � als of the� �me coding�
a� erent, the S-type�  a�erent (Fig. 3) (Kawa-�
saki and Guo 1996). The a� erent� � bers syn-�
apse onto the soma of the giant cells that 
project to the inner cell layer (ICL) of the
med ial zone of the electrosensorf y lateral line 
lobe (ELL). Both S-type a� erents and giant �
cells �re one ac� �on poten� � al in response to �
one zerocrossing of the sensory signal with
a precision of a f few tens of microseconds.f
The a� erent� �bers bifurcate before they�

terminate onto the giant cell soma and their
branches also terminate onto the inner cell
layer (Fig. 4). Thus the terminals of giant cells
and a� erents converge at the inner cell layer.�
By individually labeling component neurons,
Matsushita and Kawasaki (2004) described
detailed cytoarchitecture of this convergent

Fig. 2  Jamming avoidance responses to small
amplitude and phase di� erences. JARs of rising �
and falling frequency, respec�vely, were induced�
alternately every 30 seconds (do� ed lines). The�
bo�om trace indicates the sign of the frequency�
change (Df). Magnitudes in amplitude/di� eren� �al�
phase modula� ons were 0.58 %/2.8 � �sec in A,
0.058 %/280nsec in B, and 0.0192 %/92.6nsec
in C. Modi�ed from Guo and Kawasaki (1997)�

Fig. 3 Phase-locked responses of the S-type
a�erent � �ber in � Gymnarchus (top) in response
to sinusoidal sensory s� mula� �on (� bo� om� ). Each
cycle of the electrosensory s�mulus evokes a �
phase-locked ac� on poten� � al with precision. The�
giant cells also respond in a phase-locked manner
with slightly longer latency
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Fig. 4 The  phase comparison circuit in the electrosensory lateral line lobe (ELL) of  Gymnarchus.
A Transverse view of the ELL. The S-type a�erents terminate onto the soma of giant cells which�
terminate in the inner cell layer (ICL) – a layer in the ELL. A branch of a�erents also terminates in the ICL.�
B The area of an ovoidal cell in A is exf panded. The ovoidal cells are embraced by a large terminal of a f
giant cell and an a� erent� � ber. The pyramidal cells (green) are output neurons of the phase comparison �
circuit. The pyramidal cells respond to phase di�erences by changing the spike rate. Modi� � ed from �
Matsushita and Kawasaki (2004)

Fig. 5 The ovoidal cell and its two input synapses
in the ELL of Gymnarchus. The projec� on sites �
of ovoidal cell axons are unknown. The dendro-
dendri�c connec� � on to the pyramidal cell is �
thought to be the output path. From Matsushita
and Kawasaki (2004)

site in the inner cell layer by light and elec-
tron microscopy (Fig. 5). They found that the 
ovoidal cell is crucially located in the circuit 
for phase comparison. Individual terminals
of thef giant cell embrace ~ 85 % of the surf -
face area of the soma of an ovoidal cell with
an extraordinarily large synapse. Only chem-
ical transmission seems to take place at this 
giant synapse. The dendrite of the ovoidal 
cell, which extends out of thef giant synapse,
is embraced with a single large terminal of
an S-a� erent� � ber. Electron microscopic ob-�
serva�ons have suggested both chemical�
and electrical transmission at this synapse
(Matsu shita and Kawasaki 2004). Thus, each
ovoidal cell receives one synapse from a giant 
cell and one synapse from an S-a� erent. This�
unusual morphology strongly suggests that
the ovoidal cell is the phase comparator and
detects the phase di� erence between the�
terminals of a giant cell and an a�erent.�

Although to record the electrical ac�v-�
ity of the ovoidal cells has not been sucf -
cessful, we have recorded from the output
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Fig. 6 Responses of the pyramidal cells in the  electrosensory lateral line lobe of f Gymnarchus to phase 
di�erences.� A The ‘phase chamber’ in which the head and trunk por� ons of the body were electrically�
isolated and given separate sinusoidal signals with precisely controlled phase. B An example neuron
showing the responsiveness to phase di�erences between the chambers but not to changes in phase �
in individual chambers. C An example of threshold measurement. This neuron showed stf a� s� � cally �
signi�cant responses to phase modula� � on depths larger than 1 � �sec. D Distribu�on of thresholds in 62 �
pyramidal cells. Modi� ed from Matsushita and Kawasaki (2005)�
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neuron of the circuit, the f pyramidal cells,
and have shown their sensi� vity to phase�
di�erences (Matsushita and Kawasaki 2005).�
The curarized prepara� on was placed in a�
‘phase chamber’ in which di�erent parts of �
the body surface were given phase control-
led sensory signals (Fig. 6  A). The pyrami-
dal cells responded to di�i erences�� between 
the  phases of two signals but not to phase
modula� on in one chamber alone (Fig. 6  B).�
Threshold values for the magnitude of def -
tectable phase di� erences were on the or-�
der of a few microseconds (Fig. 6  C, D).

3. 
Neuronal mechanisms
for  millisecond � me sensing�
in Gymnarchuyy s

In addi� on to phase di� � erence informa� � on,�
wave-type electric � shes use amplitude cues �
for the JAR. During the JAR, electroreceptors
are exposed to electrosensory signals from
the � sh’s own and a neighbor’s EODs. The �
signal mixture exhibits modula�ons in ampli-�

Fig. 7 S� muli causing the  JAR in wave-type electric� �shes. Le� 	 and right panels, respec	 � vely, depict�
situa� ons where the� � sh decreases (Df < 0) or increases (Df > 0) its � � ring frequency of the EOD in�
the JAR. Due to contamina�on of the� � sh’s own EOD by a neighbor’s EOD, modula� �ons occur in both �
amplitude and � me di� �erence between a� � erent signals from di� �erent body areas. The strongest JAR is�
induced when the frequency di�erence between the two� � sh is 2  Hz in most individuals of � Gymnarchus.
The Lissajous graph completes a cycle in 0.5 sec when the frequency di�erence is 2 Hz�

tude as well as in phase di� erence. As shown�
in Fig. 7, the �me rela� �ons between ampli-�
tude and di�eren� � al phase modula� �ons are�
unique for Df < 0 and Df > 0, or JARs consist-
ing of an increase or a decrease of f discharf ge
frequency. Behavioral experiments demon-
strated that the � sh detects the sense of ro-�
ta�on by examining the temporal sequence �
of four sensory events occurring in the amp-
litude and � me di� �erence axes, amplitude �
increase and decrease, phase advance and 
delay (Kawasaki 1993). The Lissajous graphs
in Fig. 7 complete a rota� on every 500 milli-�
seconds when |Df| = 2 Hz. The increase and
decrease of amf plitude are represented by
excitatory and inhibitory amplitude sensi-
�ve neurons in the electrosensory lateral�
line lobe (ELL) in the hind brain that � re a �
burst of acf �on poten� �als at the rising and�
falling epochs of the amplitude modula� ons,�
respec� vely. Likewise, there are two types�
of neurons in the ELL that are sensf i� ve to �
phase di�erences and� � re a burst of ac� � on �
poten�als during phase di� � erence advances �
and delays, respec� vely. These ELL neurons�
respond iden� cally to either sense of rota-�
�on, because they respond only to one pa-�
rameter, amplitude or � me di� � erence. Only �
the temporal rela� on between these par-�
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Fig. 8 Intracellular recordings from a sign-selec� ve�
neuron in the  torus semicircularis off Gymnarchus.
A and B An example neuron showing a spike
preference to Df < 0. C and D Spike-removed 
membrane poten�als in response to singular�
presenta� on of amplitude modula� �on (solid �
line) or modula� on in� � me di� � erence (broken �
line). E Membrane poten�als in response to the �
simultaneous presenta� on of the two s� � mulus �
modula�ons in� C and D. The amplitude and phase
modula�ons are aligned in� �me, represen� � ng�
situa� ons where the animal exhibits JARs with �
decreasing frequency (le	 column, Df > 0) or 	
increasing frequency (right column, Df < 0). Black 
lines in E indicate the actual membrane poten�al, �
gray lines indicate numeric sum of actualf
responses to component s�muli in � C and D. This
neuron strongly preferred the situa�on in the le� 	
column, giving deep excitatory synap� c poten� � als �
and ac�on poten� � als (which have been removed�
for the sake of analysis and presenta�on in this �
�gure). From Carlson and Kawasaki (2006)�

ameters di�ers for the di� �erent senses of �
rota� on but each parameter changes iden� �-�
cally for both senses of rota�on of the graph. �
These neurons do not interact with each
other in the ELL, but project to common
areas in the midbrain torus semicircularis
(Kawasaki and Guo 1998). There, one � nds �
‘sign-selec� ve’ neurons that are selec� � ve to�
the sense of rota�on (Fig. 8  A, B) (Kawasaki�
and Guo 2002). While some neurons prefer 
the clockwise rota�on, other neurons prefer�
the counterclockwise rota�on. Carlson and �
Kawasaki (2004, 2006) recorded from these
‘sign-selec� ve’ neurons with extracellular �
and in vivo whole-cell techniques to reveal
synap� c poten� � als that interact within these �
neurons for the di�eren� � a� �on of the� �me�
sequence of the modula�ons (Fig. 8  C  –  E).�

A singular presenta�on of an amplitude�
or phase modula�on evoked rela� �vely weak�
synap�c poten� � als in these midbrain neu-�
rons that were � me locked to the modula� � on�
(Fig. 8  C, D). The posi� ve and nega� �ve peaks�
in synap� c poten� �als occurred at any� �me�

posi� on depending on neurons indica� �ng �
various latency or delay from the modula�on�
peaks to the peaks in the synap� c poten� � als�
in these midbrain neurons. These delays 
are presumably due to various physiological
mechanisms exis� ng between the electrore-�
ceptor and these neurons. They include ad-
apta�on of transduc� �on mechanisms, � � ring�
mechanisms of the cell membrane, and ex-
citatory and inhibitory synapses. Due to the 
delays, the synap� c poten� � al peaks in these�
midbrain neurons are aligned in �me result-�
ing in a maximum response to either a clock-
wise or a counterclockwise combina� on of �
input signals (Fig. 8  C  –  E). Thus the �me rela-�
�ons that are speci� � c to a par� � cular sense of �
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rota� on (Fig. 7) are detected by coincidence�
of postsynap�c poten� �als in the midbrain�
neurons. Coincident arrivals of postsynap�c�
poten� als are enhanced by voltage sensi� �ve �
membrane processes to give stronger pref-
erence to the corresponding sense of rota-
�on (Carlson and Kawasaki 2006).�

4. 
Comparison of  microsecond
sensi� ve systems�

Phase (� me) di� �erence signals on the order�
of microseconds are used for various behav-
ioral func� ons in di� �erent types of weakly�
electric � shes. A gymno� �form� � sh, � Eigen-EE
mannia, is a wave type electric �sh that �
generates wave type EODs. Eigenmannia
exhibits JARs that are very similar to those
of Gymnarchus. Despite being independ-
ently evolved electric � shes, � Gymnarchus
and EiEE genmannia use complex yet iden�-�
cal computa�onal algorithms for their JARs. �
They both use the � me pa� � ern of amplitude �
and di� eren� � al phase modula� �ons to en-�
code the di�erence in discharge frequen-�
cies (Heiligenberg and Bas� an 1980; Heili-�
genberg 1991; Kawasaki 1996). Though the 
computa� onal algorithms and the parallel�
and convergent processing of amf plitude and 
phase informa�on are shared, these� � shes �
have neuronal mechanisms for di�eren� � al �
phase computa� on in di� �erent brain areas. �
The circuit occurs in the hindbrain in Gym-
narchus, but in the midbrain in EigEE enman-
nia. Both � shes exhibit JARs with very small�
magnitudes of amf plitude and di�eren� � al �
phase modula� on (Rose and Heiligenberg�
1985; Kawasaki et al. 1988; Guo and Kawa-
saki 1997). The hyper accurate JARs, how-
ever, are small in regard to the magnitude
of frequency shi	 s and slow in regard to	
� me course. Since the func� � on of the JARs�

is to increase the frequency of amf plitude 
and �me modula� �on by increasing the fre-�
quency di�erence between a � �sh’s and its�
neighbor’s EODs for jamming avoidance,
such slow and small changes in EOD fre-
quency would hardly func� on as jamming�
avoidance. The electroloca�on of objects,�
how ever, demands such high sensi�vi� � es �
because the magnitude of the electric di-
pole � eld that the � � sh generates around �
itself a� enuates as the inverse cube of the�
distance. The detec� on of resis� � ve and ca-�
paci� ve objects at some distances requires �
high sensi�vi� � es. Thus, the extreme sen-�
si�vi� � es to amplitude and� � me may have�
evolved both in Gymnarchus and Eigenman-EE
nia under the selec� on pressure for the de-�
tec�on of extremely small modula� �ons of �
feedback signals for electroloca�on objects�
away from the �sh. This suggests that neu-�
ronal mechanisms for JARs evolved in both
Mormyriformes and Gymno�formes based �
on neuronal circuits preadapted to the 
electroloca� on func� � ons. The presence of �
a gymno�form� �sh,� Sternopygus, that does
not perform JARs but possesses central neu-
rons that respond to electrosensory s�muli�
that would evoke JAR in other species, sup-
ports this no� on (Rose et al. 1987).�

Gymno�form pulse-type electric� � shes�
perform a di�erent type of jamming avoid-�
ance response. Rather than changing the dis-
charge frequencies smoothly and gradually, yy
pulse-type gymno� form � �sh shi� 	  the	 �ring �
� mes of a few EODs transiently to avoid �
synchronized �ring of EODs with those from�
neighbors. Studies in Brachyhypopomus
(Heiligenberg et al. 1978; Baker 1980) dem-
onstrated that this jamming avoidance re-
sponse does not require di� eren� �al phase �
informa�on. A temporal pa� �ern of ampli-�
tude modula�on alone, evoked in the sen-�
sory feed back signal, is su� cient. The mid-�
brain of thesef � shes, however, possesses �
large neurons that are reminiscent of the dif f-
feren�al phase comparison circuit in wave-�
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Fig. 9  Novelty responses to �me di� � erences in a pulse-type gymno� �form � � sh  � Brachyhypopomus
gauderio. Curarized � sh were placed in a phase chamber as in Fig. 6  a.� A 30 Hz pulse train was given
simultaneously to both chambers up to �me zero at which moment the pulse phase was either delayed�
or advanced by 200 �sec for one second (s�mulus bars) (� A, B, D, and E). In C and F, there was a sF �mulus �
only in the head chamber throughout the trace. Note that a transient frequency increasing behavior 
(novelty response) was observed only when there was a �me di� �erence between the head and trunk�
signals (A and D)

was introduced between pulses s� mulat-�
ing di�erent parts of the body, the� �sh �
transiently raised the EOD frequency. This
type of frequency raising behavior is known
as the ‘novelty’ response that occurs in re-
sponse to changes in electroloca� on signals. �
The threshold value for � me di� �erence for a �
novelty response is less than 10 �sec (Kawa-
saki and Matsushita 2009).

Mormyrid pulse type electric �shes also�

type gymno�form� �shes (Réthelyi and Sz-�
abo 1973). The actual use of the di� eren� �al�
phase sensi� vity in these � � shes has not been�
known so far. Our preliminary experiments,
however,r  indicate that Brachyhypopomus
shows a behavioral response to phase di� er-�
ences (Fig. 9). Brachyhypopomus was placed
in the phase chamber as in Fig. 6  A and given
a con� nuous pulse train at � ~30  Hz. When a
� me di� �erence of approximately 200� �sec
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Fig. 10 Comparison of  phase (� me) comparison circuits in a mormyriform pulse-type� � sh � Brienomyrus
(A), mormyriform wave-type �sh,� Gymnarchus (B), and a gymno� form wave-type � �sh � Eigenmannia (C). 
The two parallel channels in each row represent signal paths from di� erent areas of the body between �
which � me di� � erence is detected. The small cell in� Brienomyrus and Eigenmannia, and the ovoidal cell 
in Gymnarchus are thought to be the phase (� me) comparators which compare the phases (� �mes) of �
� ring of input neurons. Note the similar topographical organiza� � on of the� � me comparison circuits in all �
species

di� erent phases of an EOD pulse. Thus, the�
pulse dura� on is encoded by the � � me di� �er-�
ences between di� erent a� � erent � � bers from �
the Knollenorgans. The dura� on of the EOD�
pulses in mormyrid electric �shes ranges �
from 100 �sec to 30 msec. While ac�on po-�
ten�als generated by self-s� � mula� �on due to�
the � sh’s own EODs are blocked in the nu-�
cleus of the electrosensorf y lateral line lobe
(Zipser and Benne�  1976; Bell et al. 1983), �
those evoked by the neighbor’s EODs reach

possess a � me (phase) comparison system. �
The system does not seem to be involved
in electroloca�on or in the jamming avoid-�
ance response, but performs species and
sex recogni�on by waveform analyses of �
short EOD pulses (Hopkins 1986). A type of 
electroreceptor, the Knollenorgan, � res one�
ac�on poten� � al in response to one phase �
of an EOD pulse (up or down stroke of a
pulse). Knollenorgans at di�erent loca� �ons�
on the body surface may be s� mulated by �
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the midbrain where the � me di� � erences are �
detected. The small cells in the nucleus ex-
terolateralis pars anterior (ELa) are sensi�ve �
to �me di� �erences between signals at di� � er-�
ent parts of the body (Friedman and Hopkins
1995, 1998; Amagai et al. 1998; Xu-Friedman
and Hopkins 1999).

Fig. 10 summarizes the phase (� me) coding �
systems of some of above-men�oned � �shes�
which exhibit striking similari�es despite�
their distant phylogene� c rela� �onships. The �
shared features include (1) large-diameter
and fast-conduc� ng axons in the � � me path-�
ways; (2) adendri� c somata in phase-locked�
neurons; and (3) existence of mixed syn apses 
(electrical and chemical) both at phase-con-
serving synapses that conserve the spike
�me sequence and at � �me-comparing syn-�
apses that drive �me comparator postsyn-�
ap� c neurons. Fast conduc� �on is believed to �
contribute to accurate conduc� on of � �me-�
locked � ring with minimal ji� �er. Adentri� � c�
postsynap� c cells are probably an adapta-�
�on for fast electrotonic propaga� � on and �
integra� on of synap� �c poten� � als (Carr 1993; �
Carr and Friedman 1999). Another striking
similarity is that � me-locked axons bifurcate�
into direct and indirect paths to provide in-
puts to � me comparators, and the� � me com-�
parator neurons (small cells in Eigenmannia
and Brienomyrus and ovoidal cells in Gymn-
archus) receive inputs from the indirect and
direct paths for �me comparison. �

Compara� ve analyses of the electrosen-�
sory systems reveal signs of evoluf � onary de-�
velopment and altera� on of the func� �ons of �
nervous systems. The frequency analyses in 
the JAR rely on amplitude and � ming sens-�
ing systems that had evolved and currently
s�ll func� �ons for the electroloca� � on behav-�
ior. The neuronal mechanism for the JARs in
electric �shes is an example where a new sys-�
tem is piled on top of old ones in the phylo-
gene�c evolu� � on. Such a design feature may�
be found in both biological and human engi-
neered systems (Marcus 2008).
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Abstract
Fish rely on �ow sensors for predator avoid-�
ance, hun� ng, rheotaxis, and other vital func-�
�ons. The cupula on top of the sensory cells of �
these sensors is a structure that couples the
 water � ow close to the� �sh and the receptor �
cells by e� ciently absorbing the mechanical �
energy contained in the s� mulus. The structure�
and mechanical proper�es of the � � sh cupula �
were inves� gated in order to develop a bio-�
inspired analogue to be used for synthe�c � �ow �
receptors. A	 er having studied the biological 	
original structure, an engineered analogue of
the cupula was developed. The addi� on of the�
ar��cial cupula to the � � ow sensors improved�
both the response magnitude (sensi� vity) and �
the detec�on threshold by almost 40 � �mes. In �
the end, the bio-inspired modi�ca� �on resulted�
in engineered sensors with capabili� es compa-�
rable to those of thf e � sh � � ow sensors.�

1. 
Introduc� on�

Bio-inspired design of resf ponsive mater-
ials and structures involves an understand-
ing of the desif gn principles and strategies
employed by biological systems, in order 
to bene� t the development of engineered�
systems with enhanced proper�es. From a�
materials perspec� ve, biology o� � ers an al-�
most limitless source of novel af pproaches
capable of arousing innova� on in various as-�
pects which include fabrica� on, design, and�
func�onality (see various relevant chapters �
in this volume).

Biologically inspired design can catalyze
development through the use of a bi-direc-
� onal approach to problem solving, where�
both the problem and poten� al solu� � ons�
are analyzed simultaneously (Bar-Cohen
2006). Although there are many examples
of success stories involving bio-inspired de-
sign, the rules and the methods of this af p-
proach are s� ll evolving. In order to fully �
leverage this bi-direc�onal approach it is �
important to understand the fundamental

Vladimir V. TsukTT ruk
Georgia Ins� tute of Technology�
School of Materials Science and Engineeringf
771 Ferst Drive, Atlanta, GA 30332-0245, USA
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principles. Generally, natureyy ’s approach is
to con� nuously improve past designs and�
make changes to solve new challenges;
whereas engineers, o	en literally start their 	
designs from the drawing board (Bar-Cohen
2006).

Flow measurement is a basic area of meas-
urement, u� lizing many di� � erent physic al�
rela�onships (Nguyen 1997, Darby 2001). �
Although simply measuring �ow velocity is�
a straigh� orward process, 3  D� � ow visuali-�
za�on with high spa� �al resolu� �on (velocity, �
pressure, and vor� city� �elds) is not nearly �
as simple. From a prac� cal viewpoint, there �
is a large demand for a compact � ow-visu-�
aliza�on system that is capable of ac� � ng as �
a detec� on system for a variety of applica-�
�ons, including the guidance of autonomous�
underwater vehicles. A major advantage of a
passive-array technique compared to more
common bulk-based (free-� ow) techniques, �
such as Doppler shi	 , is the ability for dra-	
ma� c miniaturiza� � on, low energy consump-�
�on, and the absence of any energy emission �
into the environment. A major disadvantage
of �ow sensors like those discussed in this�
chapter is that the sensing is taking place 
near the stagnant boundary layer of the sur-
face, which signi� cantly increases the need �
for high sensi� vity and rela� �vely tall sen-�
sors that s� ll do not signi� � cantly interfere�
with the � owing environment. Furthermore,�
rela�vely large arrays of individual sensors �
are required to accurately visualize the sur-
rounding � ow. This requirement leads to �
signal processing issues, where increasing
demands on compu� ng limit the portability�
of such systems. f

Work presented in this chapter includes a
brief overview of f our recent studies of ff � sh�
water �ow receptors and the subsequent �
development of bio-inspired synthe� c struc-�
tures to improve � ow sensor performance. �
We summarize a series of recent invesf �ga-�
�ons from our group which have been pub-�
lished in a number of recent reports (Pe-

leshanko et al. 2007,7 Anderson et al 2008,
McConney et al. 2009  a,b).

2. 
Developing underwater � ow�
sensing materials

The ar�� cial hair-like � �ow sensors devel-�
oped in Chang Liu’s group at Northwest-
ern University are piezoresis� ve sensors�
inspired by � sh lateral line� �ow receptors �
(Liu 2007). The current  microfabricated hair 
sensors consist of a microscopic polymer
“hair” with a diameter below 100 micro-
meters and photolithographically-mounted
onto a silicon-based piezoresis�ve micro-�
can�lever. The whole sensor system is cov-�
ered by parylene, which acts as a robust
water proof coaf � ng. The� � ow-derived signal�
is generated by the de� ec� � on of the hair�
under � ow and the corresponding resist-�
ance change of the piezoresis�ve microcan-�
�lever due to its bending. In their original�
design these sensors are robust and have a
minimum detec�on threshold of � � ow vel-�
oci�es above 0.2 mm/s. This threshold is�
well below current commercial devices, but 
s�ll much higher than that required for the�
visualiza� on of � � ne � � ow structures with mi-�
croscopic resolu�on. Minimizing the detec-�
� on threshold is a key factor for many prac-�
� cal reasons, including the enhancement of �
the spa�al range of underwater monitoring�
systems and the precise determina� on of �
the underwater environment.

As is known from numerous biological 
studies, �sh rely on � � ow receptors for sev-�
eral important tasks, including naviga� ng,�
hun�ng prey, rheotaxis and schooling. Fur-�
thermore, the � ow receptors allow blind �
�sh to avoid colliding with sta� � onary ob-�
jects (Hassan 1989). Fish have developed
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Fig. 1 A SEM image of a  �sh neuromast with the cupula removed by enzyme treatment to visualize the �
stereovilli and kinocilium; B op�cal micrograph of � �sh body surface with stained  super� � cial cupulae �
(arrows indicate a few examples); C op� cal micrograph of array of stained  cupulae at high magni� �ca� �on;�
D SEM image of �sh head showing the  canals of the lateral line (arrows indicate examples of canal �
openings)

McHenry and van Ne� en 2007; see also �
chapter I,2 by H Bleckmnn et al. and chapter
VII,9 by N Izadi and G Krijnen). Cupulae are 
usually around 100  –1 000 �m high, but their
size and mechanical proper�es have been�
shown to vary greatly in di�erent species �
(Teyke 1990). They e� ciently couple the hair �
cells (sensory cells) to the surrounding  water 
�ow by increasing the drag of the neuro-�
masts, thereby enhancing s� mulus absorp-�
� on and transmission. Our work was aimed �
at understanding the design that endows 
�sh with the ability to sense � �ow with a very �
low minimum detec�on threshold. Follow-�
ing preliminary studies and the examina� on �

the ability to sense � ow rates in water as �
low as several tens of a micrometer f per se-
cond (Kroese et al. 1978, Coombs and Jans-
sen 1989). The lateral line is a system of � ow�
transducing neuromasts. These are either 
located on the body surface and referred
to as free neuromasts, or arranged inside
canals with series of pores opening to thef
outside and then called canal neuromasts
(Fig. 1). A neuromast, the basic �ow sens-�
ing unit in � sh, typically includes from 20 to�
1000 mechanosensi� ve  hair cells (Coombs�
and van Ne�en 2006). These are covered �
by a very compliant bio-hydrogel structure
called a  cupula (Bleckmann et al. 2001,
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of the literature it became af pparent that the
cupula was a key func� onal structure of � � sh�
� ow receptors. Our studies therefore fo-�
cused on understanding and implemen�ng �
the role of the cuf pula in synthe�c sensors.�

The dimensions and aspect ra� o of sup-�
er�cial cupulae of blind cave � �sh were �
measured using atomic force microscopy
(AFM), scanning electron microscopy (SEM),
�uorescence op� � cal microscopy (FOM), and�
conven�onal op� �cal microscopy. As can be �
seen from FOM images the super�cial cu-�
pulae (neuromasts) are either randomly
arranged over large areas of the � sh body�
surface or arranged in linear arrays with
regular spacing between the neuromasts
of 100  –  200 micrometers (Fig. 1). Super� cial �
cupulae stained with �uorescent dye pos-�
sess a � ag-like shape with an average height �
of 100f �m, a width of 26f �m, and an aspect
ra� o of about 4.0.�

In order to guide the development of a
 synthe�c cupula, the mechanical proper-�
� es of super� � cial cupulae in blind cave � � sh�
have also been characterized. They were
directly measured using � uid-based sur-�
face force spectroscopy with a microscopic
colloidal probe directly on the cupula using 
typical AFM probing procedures (Chizhik et 
al. 1998). A SEM image of the surface region 
with a cupula covered with a mucus layer is
presented in Fig. 2. The � sh scales carrying�
cupulae were washed to remove the mu-
cus layer prior to AFM probing. The elas� c �
modu lus of such cuf pulae was measured in
water using a microcan� lever with a� � ached �
silica beads 5 to 10 �m in diameter. The can�-�
lever was operated in force-volume mode to 
collect 256 force-distance curves from a se-
lected surface area (Fig. 2). A representa�ve �
plot with the coordinates showing penetra-
�on depth versus the applied load for nor-�
mal loads below 1 nN and an overall deform-
a� on below 100 nm is presented in Fig. 2. �
The loading curves are highly non-linear due
to the viscous contribu�on of highly viscoel -�

Fig. 2 A AFM loading data for biological  cupula
at very low loads applied perpendicular to the
surface of thf e �sh, inset is an SEM micrograph �
of a dried � sh cupula� B, C Histograms of surf face
distribu� on of elas� � c modulus and surface �
s��ness for cupula surface obtained from AFM�
micromapping

as�c hydrogel materials associated with the�
� me-dependent mechanical response.�

The two-element Voight viscoelas� c �
model was combined with the Hertzian con-
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Fig. 3 Le�  Fabrica� on procedure and chemical structure of  synthe� �c PEG cupula grown directly �
on the ar�� cial hair sensor. Both the side and top-view schema� �cs are presented for the whole�
sensory system. The component shown in yellow represents the conduc� ve contact that completes �
the conduc�ve circuit by making contact with the piezoresis� � ve doped silicon shown in black. The�
components shown in green and grey are passive layers. The signal absorbing hair made from SU-8 
photoresist is drawn in pink. Center and right Side view and top-view op� cal images of stained dome-�
shaped synthe� c cupulae with imbedded hair�

proper�es similar to those of the � �sh cu-�
pulae were fabricated by photo-crosslinking
tetra-acrylate func� onalized PEG (poly-�
ethyl ene glycol) directly on top of the mi-
crofabricated sensor (Fig. 3). PEG was depos-
ited directly onto the hair sensor and then
exposed to ultraviolet light (wavelength
365 nm) of varying intensity and exposure
� me. Photomasks with proper dimensions�
were used to con�ne the crosslinking of the �
PEG to certain areas through selec�ve light �
exposure. The resul�ng synthe� �c cupula has �
a dome-like shape with the hair completely
covered by the PEG hydrogel. It is impor-
tant to note that when the PEG solu�on is�
dropcast onto the hair structure, the surface
at the base of the hair is wetf , resul�ng in a�

tact model to �t the non-linear loading data �
for the cupula. The analysis of the data  arraf y
has generated histograms of the surface 
distribu� on for the elas� � c modulus and the�
surface s��ness for selected surface areas �
of several micrometers across (Fig. 2). These 
data show rela�vely narrow distribu� � ons�
indica�ng a homogeneous composi� � on of �
the cupula biohydrogel material. The aver-
age surface s��ness of about 4 × 10� –3 N/m 
is typical for very compliant biohydrogel 
material highly swollen in an aqueous envir-
onment. The biohydrogel material has an 
elas� c modulus from 4 to 10 kPa and a re-�
laxa�on � � me of 0.4  –  0.5 s, which are values�
characteris� c of swollen hydrogels.�

The  synthe� c cupulae with mechanical�
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Fig. 4 A Distribu�on of the� �ow velocity, U, �
as a func�on of distance, y, from a surface�
and a schema�c of an ellip� � cal cross-sec� �on �
of a  synthef � c cupula (a and b, long and short �
axes), used to gain theore� cal es� � mates of �
the sensi�vity di� �erence between a bare and�
cupula covered hair sensor due only to the 
change in cross-sec� onal area (plot provided �
by JAC Humphrey). B, C Fourier transforms of
experiments using a dipole oscilla� ng at 50  Hz as�
a source of water �ow for a bare hair sensor (� B)
and one capped by a cupula (C) (other peaks in the
graphs represent contribu� ons from laboratory�
and equipment characteris� c frequencies, except�
for harmonics at 100 Hz). B, inset Arrangement of 
oscilla� ng dipole (metal ball in the center of the �
image) in the water tank with hair sensory system
� xed by two holders below ball �

dome-like structure (Fig. 3). The base diame-
ter of these dome-shaped synthe�c cupulae�
was within 1 to 2 mm and their aspect ra�o�
did not exceed 1.

The �ow sensor tes� �ng was carried out�
under water in a special tank by shaking a 
dipole placed at set distances from the sen-
sor surface (Fig. 4). The dipole amplitude and
frequency were controlled and monitored,
while simultaneously monitoring the Fou-
rier transform of the sensor’s piezoresis� ve�
output. The dipole amplitude was varied to
obtain the sensor’s sensi�vity to � �ow rate. �
The minimum threshold s� mulus has been �
measured by lowering the dipole excursion
amplitude un� l the sensor output could �
not be detected anymore. Following the
measurements with the ini�al sensor with�
a bare hair, the sensor was encapsulated in
a dome-shaped cupula as described above 
and tested under iden�cal� � ow condi� �ons. �
This experimental rou�ne was implemented�
to avoid large varia� ons of ini� �al sensi� �vity�
between sensors and to ascertain measure-
ments under iden� cal experimental condi-�
�ons. Figure 4 demonstrates the results of �
the Fourier transforma�on from two such�
experiments at 50 Hz dipole oscilla� on for�
the ini�al and the encapsulated hair sen-�
sors. As becomes apparent from the direct
comparison, the amplitude of the main oscil-
la� on signal at 50 Hz drama� � cally increased, �
by a factor of 25 on average, a	 er the add-	
i�on of the synthe� �c hydrogel cupula around �
the hair sensor.

Correspondingly, as we observed in these
measurements at the lowest possible amp-
litude of oscilla�on, the unaltered sensors�
tested here had minimum �ow velocity de-�
tec� on thresholds of around 0.2 mm/s in �
accordance with previous results from Liu’s
group (Liu 2007). However, a	 er the synthet-	
ic hydrogel cupula was fabricated onto the
sensors, the threshold veloci� es decreased �
by a factor of ca. 1/3 to roughly 0.075 mm/s. 
Theore�cal es� �mates derived from the nor-�
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Fig. 5 A Tall super�cial �
synthe�c cupula on hair �
sensor in dry state (bo� om)�
and in water (top). B Sensor
output vs �ow velocity for �
bare and cupula-capped 
hair sensors. The distance of
oscilla�ng dipole from the �
sensor was varied between
15 mm and 45 mm (see text)

ora�on of solvent resulted in fast drying and�
par�al polymeriza� � on. These fast processes�
� xed the ini� � al shape of the dried hydrogel �
material and made its robust gra	ing to the 	
hair sensor possible.

The resul�ng tall and stable synthe� � c cu-�
pula preserved its shape in dry state and did
not collapse a	er having been kept for sev-	
eral weeks in a modestly humid lab environ-
ment. The tall cupulae can be signi�cantly �
swelled by placing them into water thereby
signi�cantly increasing their cross-sec� � onal�
area and their interac�on with the � � ow en-�
vironment (Fig. 5). The fabrica� on method�
applied provided a certain degree of control
of the heif ght and width of the cuf pula by con-
trolling the number of drops and the volume 
of each drop, respec� vely. Micromechan ical �
tes�ng indicated that this synthe� �c cupula�
material was so	er (E 	 ~10’s Pa) than that of
the photopolymerized dome-shaped syn-
the�c cupulae due to the low density of the�
regular covalent crosslinking network. 

The performance of the hif gher-aspect
ra� o synthe� �c cupula as a sensing enhance-�
ment structure was tested in a similar man-
ner as that of the dome-shaped cupula, us-
ing the standard dipole test (Fig. 5). There
was an impressive di� erence in sensor�
performance before and a	er the addi	 � on�
of the bio-insf pired structure: the sensi�v-�
ity improvement was more than 60 � mes�
for the high-aspect ra� o cupula, which is �

mal distribu� on of the velocity � � eld and�
the ellip�cal cross-sec� �on of dome-shaped �
cupulae indicated that the expected signal
ampli� ca� � on due to the increased cross-�
sec�onal area of the hair-cupula sensor ac-�
counted for only about half of the actual
signal ampli�ca� �on (Fig. 4  B). The discrep-�
ancy can be a� ributed to an enhanced sig-�
nal absorp�on due to an addi� � onal fric� �onal�
factor speci� cally associated with the high�
permeability of the hydrogel network andf
intermolecular interac� ons of the hydrogel�
with the �owing water. �

The focus of the next step to be taken was
to improve the previous dome-like cupula’s
performance by fabrica� ng a higher-aspect �
ra�o cupula, much like that of � � ag-like� �sh �
super� cial cupulae (McHenry and van Net-�
ten 2007). We used an aspect ra�o of 4.0 �
(Fig. 1) as a general guide for the develop-
ment of hif gh-aspect ra� o synthe� � c cupulae�
(Fig. 5). In order to fabricate tall synthe�c�
hydrogel cupulae with a � ag-like shape we �
developed a controlled drop-cas� ng meth-�
od (McConney et al. 2009  a). To facilitate 
this endeavor a 3-axis micro-posi� oner was�
used to precisely posi� on a microsyringe�
�lled with the func� �onal PEG macromono-�
mer solu� on directly above the hair of the�
sensor. Then several drops of PEG solu� on�
were precisely dropped onto the hair with-
out we�  ng the base surface. A� 	er the de-	
posi�on of precursor solu� �on, the fast evap-�



348 Michael E. McConney, Vladimir V. Tsukruk

a tremendous improvement, much higher
than that observed for the dome-shaped
cupulae discussed above (Fig. 5). In fact the 
sensi� vity was so high that the distance be-�
tween the oscilla�ng dipole and the sensor�
had to be increased from 15 mm to 45 mm in 
order to quan� fy the minimum detectable�
threshold because the shaker was incapable 
of small enough amplitudes to perform all
measurements at 15 mm away (Fig. 5). The 
high-aspect ra� o cupula improved the min-�
imum detectable velocity, which was about 
100 �m/s for the ini�al bare hair sensor to�
below 3 �m/s for the sensor with the �ag-�
like cupula. The dome-shaped cupula result-
ed in an intermediate minimum detectable
threshold velocity of 75 �m/s, which was sig-
ni�cantly outperformed by the high-aspect�
cupula by a factor of 1/25 on average.

The unprecedented minimum detect-
able �ow is remarkable considering that the �
limit of detectable � ow of the ini� �al bare �
hair sensors was 0.1–  0.2 mm/s. It is even 
lower than the minimum detectable � ows of �
20  –  40 �m/s that were measured in di� erent�
� sh and suggested to represent a uniquely�
high sensi� vity (Kroese et al. 1978). There-�
fore, by the applica� on of bio-inspired sen-�
sor super-structures, we were able to truly 
rival the performance of our biolof gical mod-
els.

  Conclusions 
This chapter presents the authors’ e�orts in the�
area of bio-inspired approaches regarding the f
design of structured sf o	  materials for sensing 	
applica�ons. Speci� �cally, we focused on� �sh-in-�
spired synthe�c structures made of func� �onal-�
ized polymeric hydrogel materials for enhancing
underwater � ow sensing. By studying � � sh and�
understanding that the hydrogel-like cupula of 
its neuromasts was a specialized structure that
increased the sensi� vity of hair-cells for water �
� ow s� �muli, we were able to demonstrate the�
value of a bio-inspired approach for the de-
velopment of an engineerf ed cupula applied to
a synthe� c hair-like� �ow sensor. With physical�

proper� es close to those of the biological cupu-�
lae, the ar�� cial cupulae led to drama� �cally en-�
hanced � ow sensing capabili� � es even exceed-�
ing those observed for selected � sh examples.�
The synergies resul� ng from an interac� �on be-�
tween biology and engineering are clearly dem-
onstrated by this study.

 Acknowledgements 
The authors would like to thank Prof. S. Coombs
for her collabora�on on the work with� � sh, the �
late Prof. J. A. C. Humphrey for collabora� on on �
the calcula� ons related to the model shown in�
Fig. 4  A and Prof. C. Liu for the supply of ar��-�
cial hair sensors. We would also like to sincerely
thank Prof. Barth for his helpful comments and
sugges�ons with the manuscript. We would �
also like to thank C. Schaber,r  as well as former
and current members of TsuTT kruk’s research
group, Dr. S. Peleshanko, Dr. M. Ornatska, Dr.
M. Julian, K. Anderson, and Dr. M. Lemieux for
their invaluable contribu�ons, discussions, and�
assistance. This work was supported by DARPA
(BioSenSE), AFOSR, and AFRL.

References

Anderson KD, Lu D, McConney M, Han T, Reneker,
DH, Tsukruk VV (2008) Hydrogel microstruc-
tures combined with electrospun � bers and �
photopa�erning for shape and modulus con-�
trol. Polymer 49: 5284  –  5293 

Bar-Cohen Y (2006) Introduc�on to biomime� �cs:�
The wealth of invf en� ons in nature as an inspir-�
a� on for human innova� � on. In: Bar-Cohen Y�
(eds) Biomime� cs: biologically inspired technol-�
ogies. CRC Press, Boca Raton, pp 2  –  40

Bleckmann H, Mogdans J, Dehnhardt G (2001) 
Lateral line research: the importance of using
natural s� muli in studies of sensory systems. �
In: Barth FG, Schmid A (eds.) Ecology of sens-
ing. Springer, Berlin Heidelberg New York, pp.
149–168

Chizhik SA, Huang Z, Gorbunov VV, Myshkin NK,
Tsukruk VV (1998) Micromechanical proper-
� es of elas� �c polymeric materials as probed�
by scanning force microscopy. Langmuir 14:
2606  –  2609

Coombs S, Janssen J (1989) Peripheral processing 
by the lateral line system of the mo� led sculpin�



23. Synthetic materials for bio-inspired flow-responsive structures fl 349

(Co� us bairdi� ). In: Coombs S, Görner P, Münz H
(eds.) The mechanosensory lateral line: neuro-
biology and evolu� on. Springer-Verlag, New�
York, pp 299  –  319

Coombs S, van Ne� en SM (2006) The hydrodynam-�
ics and structural mechanics of thf e lateral line
system. Fish Physiol 23: 103  –140

Darby R (2001) Chemical engineering � uid dynam-�
ics. 2nd ed. Marcel Dekker, New York

Hassan ES (1989) Hydrodynamic imaging of the sur-
roundings by the lateral line of the blind cave 
� sh (� Anop� chthys jordani� ) In: Coombs S, Görner
P, Münz H (eds.) The mechanosensory lateral 
line: neurobiology and evolu� on. Springer-Ver-�
lag, New York, pp. 218  –  227

Kroese ABA,Van der Zalm JM, Van der Berken J
(1978) Frequency response of the lateral-line
organ of XenoXX pus laevisii . P� üg Arch Eur J Physiol�
375: 167–175

Liu C (2007) Recent developments in polymer
MEMS. Adv Mater 19: 3783  –  3790

McConney ME, Chen N, Lu D, Hu HA, Coombs S,
Liu C, Tsukruk VV (2009  a) Biologically inspired 

design of hydrogel-capped hair sensors f for en-
hanced underwater �ow detec� �on. So� 	  Ma	 � er�
5: 292  –  295

McConney M, Anderson KD, Bro� LL, Naik RR, Tsu-�
kruk VV (2009  b) Bioinspired material approach-
es to sensing. Adv Funct Mater 19: 2527–  2544

McHenry MJ, van Ne� en SM (2007) The� � exural�
s��ness of super� � cial neuromasts in zebra-�
� sh (� Danio rerio) lateral line. J Exp Biol 210: 
4244  –  4253

Nguyen NT (1997) Micromachined � ow sensors – a �
review. Flow Meas Instrum 8: 7–16

Peleshanko S, Julian MD, Ornatska M, McConney
ME, LeMieux MC, Chen N, Tucker C, Yang Y, Liu
C, Humphrey JAC, Tsukruk VV (2007) Hydrogel-
encapsulated microfabricated haircells mim-
icking � sh cupula neuromast. Adv Mater 19:�
2903–2909

Teyke T TT (1990) Morphological di� erences in neuro-�
masts of thf e blind cave � sh � Astyanax hubbsi andi
the sighted river �sh� Astyanax mexicanus. Brain
Behav Evol 35: 23  –  30



 Polyelectrolyte hydrogels 
as electromechanical transducers

Katsiaryna Prudnikova, Marcel Utz

24

Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . .  351

2. Theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352

3. Measurement of electromechanical 
coupling coefficients. . . . . . . . . . . . . . . . . . . . . 354

3.1 Streaming potential measurements  . . . . . . . . 354

3.2 Indentation testing . . . . . . . . . . . . . . . . . . . . . . 356

4. Pressure sensors based on hydrogels . . . . . . .  358

Conclusions and outlook  . . . . . . . . . . . . . . . . . . . . . . 360

Acknowledgments  . . . . . . . . . . . . . . . . . . . . . . . . . . . 360

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 360

Abstract
Polyelectrolyte hydrogels consist of cross linked,f
charged polymer chains swollen in water or an-
other highly dielectric solvent. They represent a
salt solu� on in which ions of one type (usually, �
anions) are bound to the polymer backbone, 
while the other ions (usually, ca�ons) are freely�
mobile in the solvent. This di� erence in mobil-�
ity brings about interes�ng electromechanical�
proper�es. In this contribu� � on, we discuss our �
recent research concerning the applica�on of �
polyelectrolyte hydrogels as sensor materials.
A new indenta�on method for the quan� � ta� �on �
of thf e electromechanical e�ect in polyelectro-�
lyte hydrogels has been developed, and used
for a systema�c study of the rela� � onship be-�
tween the spa� al charge density and the elec-�
tromechanical coupling constant. Prototypes of
micro�uidic devices applying such gels as pres-�

sure transducers have been built, and prelim-
inary experimental data of their perf formance is
presented.

1. 
Introduc� on�

Polyelectrolyte hydrogels are linear, slightly
cross-linked polymers containing ionizable 
groups on the backbone. When swollen in 
water or another solvent with high dielec-
tric constant, the ionizable groups dissoci-
ate, producing a salt solu�on in which ions�
of one kind (usually nega� ve) are a� � ached�
to a polymer network, while the others (usu-
ally posi� ve) are freely mobile in the solvent. �
This dras� c di� � erence in mobility leads to �
the electromechanical coupling e� ects that�
are the topic of this contribuf �on.�

Charged polymer systems are ubiquitous 
in nature, and are � nding increasingly wide-�
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spread applica� ons in technology. Tanaka et�
al. (1982) have shown that charged, cross-
linked polymers swollen in water undergo 
large changes in volume and shape upon ex-
posure to an electric � eld. This has inspired�
a large body of research, both exf perimental
and theore� cal, focused on studying the �
deforma�on of polyelectrolyte gels in re-�
sponse to various s�muli, such as changes in�
pH, temperature, and salinity (Beltran et al.
1991, Doi et al. 1992, de Gennes et al. 2000,
De et al. 2002, Yao and Krause 2003, Wall-
mersperger et al. 2004, Yamaue et al. 2005).
pH- and temperature-responsive hydrogels
have been used as “intelligent” valves in mic-
ro�uidic systems (Beebe et al. 2000, Richter�
et al 2003, Basse�   2005). Electromechani-�
cal e�ects in polyelectrolytes bear inter-�
es�ng similari� � es to processes in biological�
systems. For example, the ability of per� uor-�
inated ionomers such as Na�on to convert�
electrical inputs into a mechanical output
has been likened to the s� mulated contrac-�
�on of muscle � � bers (Shahinpoor et al.1998;�
Nemat-Nasser 2002; Shahinpoor and Kim
2002). Due to their poten� al applica� �on in�
robo�cs, these systems have been inves� �-�
gated extensively over the last decade. They
di�er from the gels under study in this con-�
tribu�on in that their water content is much�
lower (on the order of a few percent). Even
though it seems likely that their opera� on�
is based on similar physical principles as the
much more highly swollen hydrogels, but at
the present � me this is not yet en� �rely clear.�

On a physical level, the electromechan-
ical coupling in hydrogels is fully reversible,
in the sense that mechanical deforma� on�
produces measurable electrical �elds. How-�
ever,r  this has received much less scien�� c �
a�en� � on than electrically induced deforma-�
� on (Sawahata et al. 1995). This is somewhat�
surprising, since polyelectrolyte hydrogel
based sensors o�er unique proper� � es that�
are unmatched by transducers based on pie-
zoelectric crystalline materials: they are � ex-�

ible, easy to produce in any desired shape, 
and, depending on their composi� on, po-�
ten�ally biocompa� �ble.�

In the present contribu� on, we will sum-�
marize our recent work on polyelectrolyte 
hydrogels as sensor materials. These ac�v-�
i� es have been along two main lines: on the �
one hand, we have systema� cally studied�
the structure-property rela� onships, with�
the goal to iden� fy the physical principles �
that allow to maximize the voltage produced
for a given change in pressure. This required
the development of a standardized test
method, which exposes the hydrogel sample 
to a well-de�ned pressure distribu� � on. On�
the other hand, we have started to explore
applica� ons of hydrogel-based pressure sen-�
sors in the context of micro�uidic devices.�

The remainder of thisf paper is organized
as follows: The next sec�on gives a brief �
overview of available theore� cal approach-�
es to electromechanical e� ects in hydrogels.�
We then discuss a test method developed in
our group, and compare its results with the-
ore�cal predic� �ons and with conven� � onal�
streaming poten�al measurements. Finally,�
we discuss early results on the performance
of micro�uidic devices exploi� �ng the elec-�
tromechanical coupling e�ect for pressure �
sensing.

2. 
Theory

Figure 1 shows a conceptual rendi�on of a �
polyelectrolyte hydrogel network swollen in
water. The ionizable groups are dissociated
to an extent that depends on their pKa value
in rela�on to the pH of the solu� � on. Typical�
acid dissocia� on constants for carboxylic �
groups range from from pKa = 4.25 to 6.76
(Park and Robinson 1987; Skouri et al. 1995; 
Gong et al. 2007).
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Fig. 1 Concept drawing of a  polyelectrolytef
hydrogel

gel/liquid boundary. The magnitude of the 
Donnan poten� al depends on the density of �
dissociable groups in the gel, and the osmo-
� c pressure of the solvent. Applying pressure�
to the gel is equivalent to a local increase in
the osmo�c pressure of the solvent, which�
leads to a measurable local change in the 
Donnan Poten�al. �

An alterna� ve viewpoint, based on non-�
equilibrium thermodynamics, has originally
been suggested by de Gennes et al. (2000)
in the context of the Nf a� on-type polymer�
actuators men� oned in the introduc� �on:�
The electromechanical e�ect is the result�
of the couf pling between ion �ux, driven by�
the electrical poten� al di� � erence, and solv-�
ent � ux, driven by the osmo� � c pressure gra-�
dient. As will be detailed in the following,
each viewpoint captures certain aspects of 
our experimental data on electromechanical
coupling in hydrogels.

We have quan�� ed the electromechan-�
ical coupling on polyelectrolyte hydrogels
using two di�erent experimental approach-�
es. On the one hand, we have measured
the streaming poten�al through a hydrogel�
membrane. This involves exposing a gel lay-
er, supported between two sieve plates, to a 
di� eren� �al solvent pressure, and measuring�
the resul�ng electrical poten� �al di� �erence �
between the upstream and downstream
liquid. As discussed in the next sec� on, the �
varia�on of the streaming poten� �al with gel �
composi� on and salinity of the solvent was �
very well described by the non-equilibrium 
thermodynamics approach. On the other
hand, we have developed a test method
based on indenta� on of a � � at gel sample �
with a spherical indenter while monitoring
the electrical poten�al distribu� � on. The var-�
ia�on of the coupling with gel composi� � on�
was found to be propor� onal to the Donnan �
poten� al in the gel, sugges� � ng that the equi-�
librium picture is appropriate for this type of
experiment.

If the dry, cross-linked polymer is brought
in contact with a solvent, it swells un�l the�
gain in free energy due to solva�on is bal-�
anced by the free energy of stretchinf g of
the polymer chains. Since the degree of dis-
socia� on of the ions can be very sensi� �ve �
to temperature, pressure, and pH, the equi-
librium swelling volume of polyelectrolyte 
hydrogels is o	 en a strong func	 �on of these�
external factors (Beltran et al. 1991, De et
al. 2002). The swelling behavior of polyelec-
trolyte gels has been treated in detail on the 
basis of de Gennes’ polymer scaling theory
by Rubinstein et al. (1996). 

The electromechanical coupling in
charged polymers has been approached
from two dis� nct theore� �cal standpoints:�
equilibrium and non-equilibrium thermo-
dynamics. The equilibrium picture is based
on the Donnan poten� al: In contact with a�
polar solvent, the free counterions di� use�
out beyond the boundary of the swollen f gel
un�l the corresponding gain in entropy is�
balanced by the resul�ng electric poten� �al�
di�erence between the inside and the out-�
side of the gel (Donnan 1934). This leads to 
the forma�on of a charge double layer at the �
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3. 
Measurement of electromechanicalf
coupling coe	 cients	

3.1  Streaming potential measurements

The streaming poten� al is de� � ned as the�
electrical poten� al di� � erence resul� �ng from�
the pressure-driven �ow of a liquid through �
a capillary or a membrane. We wanted to 
test whether the streaming poten�al and�
the electromechanical coupling e� ect in �
polyelectrolyte hydrogels were related. In
order to accomplish this, the varia�on of the �
streaming poten� al coe� �  cient (upstream-�
downstream voltage di� erence per unit�
pressure di� erence) with the composi� � on of �
the gel was compared to the varia�on of the �
electromechanical coupling constant. We
conducted a study of the streaminf g poten-
�al in poly(acrylic acid)/poly(acrylamide) hy-�
drogels. Both the acrylic acid (AA) to acryl-
amide (AM) ra� o and the cross-linking dens-�
ity were varied. In the presence of a bu� er�
at pH = 5, changing the AA content amounts
to a varia�on of the spa� � al density of nega-�
� ve charges on the polymer backbone, since �
only the acrylic acid groups dissociate at this
pH. In addi� on, the e� �ect of changing the sa-�
linity of the ef quilibra�ng solu� � on was meas-�
ured. Figure 2 shows the measurement ap-
paratus. Two chambers containing a bu� er�
solu�on of pH 5.00 and de� � ned salinity were�
separated by the polyelectrolyte hydrogel
sample, which was held in place by a  couple 
of sieve plates. Ag/AgCl electrodes were //
used to measure the electrical poten� al dif-�
ference between the two solvent chambers.
A �me-modulated pressure di� � erence was�
imposed using an electronic pressure con-
troller. Compressed nitrogen gas was used 
as the primary pressure source.

The concentra�on of ionizable groups af-�
fects the swelling behavior of the gels. Since
more highly charged gels tend to swell more,

Fig. 2 Pressure cell assembly. a sieve plate,
b o-ring, c steel rods to connect half-cells,
d cell-�ghtening screws, � e acrylic block cell, 
f electrodef

the � nal charge density in the equilibrium �
swelling state is a non-linear func� on of gel �
composi� on, as shown in Fig. 3  B. �

Accurate measurements of di� eren� � al �
voltages in electrochemical se�  ngs require�
measurement ampli� ers with high input im-�
pedance, typically in excess of 1014 �. Due to
unavoidable stray capacitances in the meas-
urement setup, this leads to spurious, slowly
dri	 ing signal readouts. In order to eliminate 	
these, we used a slow sinusoidal modula�on �
of the inf put pressure. This allowed for the
removal of the ultra-low frequency compo-
nents in the data by digital high-pass �lter-�
ing. Figure 4 shows a typical pressure input
pro� le along with the streaming poten� � al �
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Fig. 3 A Swelling ra�o of acrylic acid/acrylamide�
gels as a func� on of gel composi� � on. The three �
di�erent traces represent di� �erent degrees�
of cross-linking (cross-linker concentra�ons �
0.0079M, 0.014M, and 0.032M), with the least
cross-linked gel swelling the most. B Spa�al �
densi� es of ionizable groups in the same gels a� 	er	
swelling

Fig. 4 Pressure di�erence input (blue, top), and �
resul� ng voltage readout signal (red, bo� �om) �
from a typical streaming poten�al measurement. �
Slow dri	  in the voltage response has been	
removed by digital high-pass �ltering�

Fig. 5 Streaming poten�al coe� �  cient for di� �erent �
gels as a func� on of solvent salinity (indicated as�
concentra� on of NaCl in the bu� � er). Low salinity �
leads to a large response. The lines represent
a simple theory based on de Gennes’ non-
equilibrium thermodynamics treatment

response (Fiumefreddo and Utz, 2010). The
voltage output is a linear func� on of the in-�
put pressure, as shown by Fourier analysis:
No addi�onal harmonics were detectable at �
a signal/noise ra� o in excess of 30 dB. The�
propor� onality coe� �  cient rela� � ng the pres-�
sure amplitude to the observed streaming 
poten� al is shown as a func� � on of solu� � on�
salt concentra� on, and density of dissoci able �
groups, in Fig. 5. The streaming poten�al in-�
creases with charge density, and deyy pends on
the salinity of the solvent. This is shown in
Fig. 5: Higher salt concentra�ons generally �
lead to smaller streaming poten� als. This�

makes immediate sense due to the screen-
ing e�ects of the addi� � onal charged ions.�
Figure 5 also shows that the solvent salinity
a� ects the dependence of the streaming po-�
ten� al on the intrinsic charge density of the �
gel. A simple theory based on de Gennes’
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non-equilibrium thermodynamic treatment 
(Fiumefreddo and Utz 2010) can explain this
behavior quan�ta� �vely, as shown by the �
solid lines in Fig. 5. The predic�ons are cal-�
culated with a single adjustable parameter:
the degree of dissocia� on of the ionizable �
groups. In the present context, a value of
about 30 % dissocia�on gives a good� �t to �
the data. This is a reasonable value, corrobo-
rated by the known proper� es of polyacrylic�
acid (Park and Robinson 1987; Skouri et al.
1995, Gong et al. 2007), as well as independ-
ent observa� ons from our own work (Prud-�
nikova and Utz 2010). The streaming poten-
� al increases with the charge density in the �
gel, but reaches a satura�on point when the �
density of nef ga�ve charges on the polymer �
backbone becomes comparable to the con-
centra� on of free nega� �ve salt ions.�

3.2  Indentation testing

With the goal of developing a standardized,
systema� c method to test the response of �
polyelectrolyte gels to inhomogeneous pres-
sure distribu�ons, we have designed a test�
based on indenta� on of a � �at polymer gel �
sample with a spherical indenter. The prin-
ciple of the method is shown in Fif g. 6. The
sample is placed on top of a concentric ring
pa�ern of microfabricated Pt electrodes �
with diameters from 2 mm to 24 mm. The
sample is indented from above by a sphere
of 20 mm radius. The indenter f force is pro-
duced by a pneuma� c cylinder (not shown), �
which is in turn connected to a pressurized
gas source via an electronic pressure con-
troller (MKS Instruments, Inc.). The load
was slowly modulated in �me in order to�
eliminate problems with slow signal dri	. 	
The voltages picked up by the pla� num elec-�
trodes were ampli� ed using a home-built �
high-impedance ampli� er circuit, which was�
connected to a Na� onal Instruments A/D �
converter unit. For full details on the experi-

Fig. 6 A Principle of the indentaf � on experiment. �
B Indenter assembly. C Pt electrode pa� ern made �
using a mask li	 -o	 �  microfabrica� �on technique�

mental setup and procedure see Prudnikova
and Utz (2010). 

The elas� city problem of a spherical�
body in contact with a �at surface has been�
treated by Hertz (1882). In the present case,
the indented sample does not represent a
homogeneous half-space, but a rela� vely�
thin, so	  sample layer (approx 1–  2 mm) on 	
top of a very s�� support. This arrange-�
ment is described by a modi�ed version of �
the original Hertzian theory (Johnson 1987).
Figure 7 shows a typical data set obtained
from this experiment. The signal is recorded
simultaneously from all electrodes, which
provides spa� al resolu� �on. As shown in �
Fig. 7  C, the resul� ng amplitude pro� �le fol-�
lows the shape of the modif � ed Hertzian�
contact pressure. The electromechanical
coupling constant can therefore be deter-
mined from the known input force ampli-
tude by a straigh� orward � � t to the spa� �al�
amplitude pro� le.�

Gels with systema� cally varying com-�
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Fig. 7 A Voltage output from a single electrode. 
A rectangular force signal with a period of 40s
has been applied to the indenter. B Absolute
value spectrum of the signal shown in A. The f
odd harmonics correspond closely to a square
wave, con� rming the linearity of the voltage as�
a func� on of pressure.� C Spa�al pro� � le of the�
voltage amplitude as a func�on of radial distance�
from the center of the indenter. The distribu� on�
follows the pa� ern expected from the modi� �ed�
Hertzian contact model (solid line)

Fig. 8 A Electromechanical coupling constant
measured by indenta� on for di� � erent gels as a �
func� on of spa� � al density of ionizable groups.�
The square, round, and diamond-shaped
symbols represent di� erent cross-link densi� � es. �
B The same data plo�ed as a func� �on of the�
independently measured Donnan poten� al of �
each gel

posi� on were used for these experiments. �
Their cross-link densi�es, however, were �
somewhat di� erent from those used for the�
streaming poten� al measurements. This was�
necessary because the samples need to be
slightly more robust for the indenta� on ex-�

periment. Conversely, the samples used for
the indenta�on experiments were too brit-�
tle for the streaming poten�al experiments, �
and would break upon clamping inside the
sample holder. While the results from the
streaming poten�al and indenta� �on meas-�
urements cannot be compared directly as a 
result, it is s�ll signi� � cant that the streaming�
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poten�al and the electromechanical coup-�
ling coe�  cients are similar in magnitude, �
and behave very alike upon varia� on of the �
acrylic acid content in the sample.

Indenta�on results are compiled in Fig. 8.�
Similar to the streaming poten�al, the elec-�
tromechanical coupling coe�  cient increases �
with the density of ionizablef groups in the 
sample. However, in contrast to the stream-
ing poten� al coe� � cients, the electrome-�
chanical coupling constant seems to be inde-
pendent of the cross-link density; it is purely 
a func� on of the density of ionizable groups�
in the gel, as evidenced by the fact that the
samples with di� erent cross-link densi� �es�
fall on the same curve in Fig. 8  A. Figure 8  B 
plots the same data, but instead of the den-f
sity of ionizable groups, the Donnan poten-
� al, i. e., the equilibrium electrical poten� � al �
di� erence between the inside of the gel and �
the surrounding solvent, is used as hori-
zontal axis (Prudnikova and Utz 2010). As is
obvious from the � gure, the electromech-�
anical coupling coe� cient is propor� �onal to �
the Donnan poten� al. �

The data presented here suggests that 
while the exposure of the gel to a gradient in
pressure of the surrounding solvent (stream-
ing poten�al) is be� � er described by non-�
equilibrium thermodynamics and transport
theory, the response to mechanical pressure 
directly applied to the gel seems to be ad-
equately accounted for by the no�on of a �
simple modula� on of the Donnan poten� � al.�

4. 
 Pressure sensors based on hydrogels

As an example of a hydrogel-based pressure 
and touch sensor, the device shown in Fig. 9
was built. It consists of a pa�ern of 17 circu-�
lar Au electrodes. The electrodes are separ -

Fig. 9 A Microfabricated pressure/touch sensor
based on polyelectrolyte hydrogel layer (PG � lm).�
17 electrodes are pa�erned onto a glass support.�
B Micrograph of the Au electrode paf �ern�

ated radially by 1.75 mm. The access leads 
are protected by a 4 �m layer of photoresist, 
exposing only the circular � p of each elec-�
trode to the polyelectrolyte gel. The gel is
produced by cas� ng the monomer solu� � on�
between glass slides held apart by 250 �m
spacers, subsequent polymeriza� on by UV�
irradia� on, and equilibra� �on at pH 5, result-�
ing in samples of 300 �m thickness. Finally,
a 50 �m layer of poly(dimehtyl siloxane)
(PDMS) protects the gel from drying out.

This sensor was exposed to loading with
a spherical indenter of 2.15 cm radius, at af
force oscilla�ng between 2 and 3 N. In com-�
bina� on with the modulus of the gel layer�
(0.55 MPa), this produces a contact radius
in the vicinity of 2 mm, comf parable to the
separa� on of the electrodes.�

The results are shown in Fig. 10  A; the sig-
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Fig. 10 A Signals obtained by loading the
microfabricated  touch sensor with a sharp � p�
radius: only a single electrode produces a large
signal. B Loading with a blunt object leads to
excita� on of mul� �ple nearby electrodes�

By contrast, indenta�on with a sphere of �
6.5 cm radius produces the picture shown in
Fig. 10  B: now, the signals from neighboring
electrodes are of comparable strength. 

This simple demonstra�on device shows�
that it is possible to build a sensor that can
provide quan�ta� � ve force informa� �on, spa-�
�al resolu� �on, as well as the dis� � nc� �on be-�
tween sharp and blunt contact, by simply 
placing a polyelectrolyte hydrogel layer on
top of a suitablf y laid out pa� ern of elec-�
trodes.

A poten� al applica� � on of hydrogel-based �
pressure sensors lies in the � eld of micro-�
�uidic devices. The main idea is to separate�
the � uidic network from a layer of polyelec-�
trolyte gel by a thin, � exible membrane of �
PDMS. In this way, tyy he pressure distribu-
�on inside the network is transmi� �ed into�
the gel layer, which then converts it into an
electric poten� al distribu� �on. The la� �er can �
be measured at any desired point if elec-
trodes are pa� erned into the glass support�
of the gel layer. This is shown schema�cally�
in Fig. 11  A: a linear �uidic channel is instru-�
mented with two electrodes, at either end.
The voltage di� erence between the elec-�
trodes is propor�onal to the pressure drop�

nal from the electrode closest to the center
of the contact area produces a large signal,
whereas nearby electrodes exhibit amp-
litudes more than a factor of 10 smaller.f

Fig. 11 A Schema� c of a �
hydrogel-based � ow sensor in�
a �F-channel - electrodes are
pa� erned onto the support layer�
and are insulated exposing only
the area beneath the channel
to the contact with a polymer 
gel. The pressure drop across
the channel translates into a
poten� al di� �erence measured�
across two electrodes. 
B �F-channel with electrodes 
and � uidic connectors on plas� � c�
holder. C Microfabricated
Au electrodes D complete
experimental assembly
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across the channel. If the viscositf y of thef
�uid is known, this can be used to quan� �fy�
the rate of �ow.�

We have built such a device, shown in 
Fig. 11 B  –  D. A channel of 24 mm lenf gth, 
86 �m deep, and 190�m wide was prepared 
via conven�onal wet etching in a glass sub-�
strate, and covered with 200 �m PDMS layer.
The electrodes (Fig. 11  C) were pa�erned on�
a glass support by spu� ering and photo-�
resist li	 -o	 �. Only their circular� � ps, meas-�
uring 200 �m accross, are exposed to the
polyelectrolyte gel (PG) �lm, the rest of the�
metal structure was protected by a layer of 
photoresist. The electrodes are separated
along the channel by 20 mm. The sandwich
structure of thef � uidic channel, hydrogel�
layer, PDMS layer, and electrodes was as-
sembled and aligned by hand under a stereo
microscope, and held together on a plas�c�
support (Fig. 11  D).

Water was forced through the �uidic�
channel by applying a sinusoidal �me-pres-�
sure pro�le to a water reservoir using an�
electronic pressure controller. This lead to a 
sinusoidally varying �ow rate between 2 and �
5 �L/s, with a resul� ng voltage amplitude �
of about 2 mV. These data are as yet pre-
liminary, and ryy e� ect some unresolved im-�
perfec� ons of the chip. In par� �cular, there�
asymmetry of the signal (posi�ve vs nega-�
� ve peaks), which seems linked to gasket �
problems. However, the data con� rms the�
original concept of af pressure-instrumented
micro�uidic network.�

Conclusions and outlook

In summary, a quan�ta� � ve experimental study�
of the electromechanical f proper�es of poly-�
electrolyte hydrogels based on poly(acrylic
acid) and poly(acryl amide) has been presented.
The electromechanical coe�  cient was found�
to follow the Donnan poten� al of the gels. The �
streaming poten�al, which describes the elec-�
trical response to the forced � ow of solvent�
through the gel, was also measured. While the

streaming poten�al and the electromechanical�
voltage are of similar magnitude, their scalingf
with the crosslink density of the gel was found
to di�er. While the electromechanical e� �ect is�
invariant of the crosslink density (at constant
spa� al charge density in the gel), the streaming�
poten� al is higher for more highly crosslinked�
systems.
We have demonstrated the use of polyelectro-f
lyte hydrogel layers in micro�uidic systems in�
order to implement pressure sensors. Two sim-
ple devices have been built: a spa�ally resolved�
touch sensor, which can dis� nguish blunt from�
sharp objects, and a micro� uidic� � ow meter �
based on the viscous pressure drop across a
channel of known � uidic resistance. �
Future e� orts in this � � eld will be devoted to�
consolidate the as-yet preliminary data on the 
touch sensor and the �ow meter. In addi� � on,�
the experimental results on the rela� onship �
between the gel structure, state of stress, and f
resul� ng electrical poten� � al needs to be inte-�
grated with recent con� nuum models of gel�
mechanics (Hong et al. 2008). Such a coupled
electromechanical di� usion- and deforma� �on�
theory will allow large-scale �nite element�
modeling (FEM) of complex polyelectrolyte gel 
sensor and actuator systems, enabling the de-
sign of func�onal devices.�
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Abstract
Recently, protein and synthe�c nanopores have �
been employed extensively as single-molecule 
probes to illuminate the func�onal features of �
proteins, including their binding a� nity to dif-�
ferent ligands, backbone � exibility, enzyma� � c�
ac�vity and folding state. In this chapter, I�
present a brief overview in this emerging area
of biosensing. The underlying principle of de-
tec� on is that the device is based upon a single �
nanopore drilled into an insula�ng membrane, �
which is immersed in a symmetric chamber con-
taining electrolyte solu�on. The applica� �on of a �
transmembrane poten� al across the membrane�
will enable the recording of a well-def �ned elec-�
tric current due to the � ow of ions crossing the �
nanopore. The par�� oning of single proteins�
into the interior of the nanopore is detected by
discrete current � uctua� � ons that depend upon�

the interac� on between the proteins and the�
nanopore. The detec� on mechanisms include�
chemical modi� ca� � on and gene� � c engineering�
of protein nanopores, electrophore�c capture�
of proteins via movable nucleic acid arms, and f
func� onaliza� �on of the inner surface of syn-�
the� c nanopores. This approach holds promise�
for the explora� on of proteins at high tempor-�
al and spa�al resolu� � on. Moreover, nanopore�
probe techniques can be employed in high-
throughput devices used in biomedical molecu-
lar diagnosis and environmental monitoring.

1. 
Introduc� on�

There is an unprecedented need for novel
methodologies to detect a broad range of
substances, from small organic molecules
to macromolecules, bacteria and viruses. In 
this chapter, we discuss the power, versa� lity�
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and tractability of the  nanof pore technique
as a single-molecule probe that holds po-
ten� al to reveal several important features�
of  polypep� des and  proteins. The underly-�
ing principle of nanof pore probe techniques
is simple: the applica� on of a  voltage bias�
across an electrically insulated  membrane
enables the measurement of a f �ny picoamp-�
scale  transmembrane current through a sin-
gle nanopore. Each molecule, transloca�ng �
through the nanopore, produces a dis� nct-�
ive current blockade, the nature of which
depends on its biophysical proper� es as well�
as the molecule-nanopore  interac� on. Such�
an approach proves to be quite powerful,
because single small molecules and biopoly-
mers are examined at very high spa�al and�
temporal resolu�ons (Bayley 1999; Bayley et �
al. 2000, 2004; Bayley and Mar� n 2000; Bez-�
rukov 2000; Deamer and Akeson 2000; Bay-
ley and Cremer 2001; Deamer and Branton 
2002; Meller 2003; Bayley and Jayasinghe 
2004; Dekker 2007; Mar� n and Siwy 2007;�
Howorka and Siwy 2008; Howorka and Siwy
2009; Movileanu 2008, 2009). Here, we also
discuss recent studies that provided a mech-
anis�c understanding of the forces that�
drive  protein  transloca�on through a nano-�
pore. These measurements facilitate the
detec� on and explora� �on of the conforma-�
� onal� � uctua� �ons of single molecules and �
the energe� c requirements for their transi-�
� on from one state to another. We present�
recent strategies for engineering new func-
� onal nanopores, in organic and silicon-�
based materials, and with proper� es that �
are not encountered in nature. From a prac-
� cal point of view, this methodology shows�
promise for the integra� on of  engineered �
nanopores into nano� uidic devices, which�
would provide a new genera�on of research�
tools in nanomedicine and high-throughput
instruments for molecular biomedical diag-
nosis and environmental monitoring.

Stochas�c biosensors represent a unique�
class of single-molecule detectors that is

based upon the altera�on of electrical cur-�
rent by dis� nct molecules that interact ei-�
ther transiently or permanently with an en-
gineered recogni� on group located within a �
nanopore (Mar�n and Siwy 2007; Howorka�
and Siwy 2008; Movileanu 2009) (Fig. 1  A).
Each transient  interac� on of a single mol-�
ecule with the engineered recogni�on group �
produces a well-de� ned current blockade,�
the dura�on of which depends upon sev-�
eral parameters, including the size, charge 
and shape of the interacf �ng molecule, the �
access ibility of the engineered recogni� on �
group (e. g., the diameter of the inner sur-
face of the nanof pore; the posi� on of the�
recogni�on group), and the strength of the �
analyte-reac�ve group interac� �on (Fig. 1  B) �
(Bayley and Mar� n 2000; Bayley and Cremer�
2001). This current blockade occurs as a re-
sult of the interacf � ng molecule-induced ob-�
struc�on of the ionic� �ow through the  nano-�
pore. Therefore, the  par�� oning of a single�
molecule into the interior of the nanopore f
is probed by the resis�ve-pulse technique in �
real �me (Bezrukov 2000).�

In the past decade, research in the area of
nanopores has been s� mulated by the keen�
interest of this technif que in single-molecule
sequencing of  nucleic acids (Kasianowicz et
al. 1996; Akeson et al. 1999; Henrickson et
al. 2000; Meller et al. 2000; Howorka et al. 
2001  a,b; Howorka and Bayley 2002; Kasia-
nowicz 2004; Meller et al. 2005; Bayley 2006;
Kim et al. 2006; Butler et al. 2007; Rhee and
Burns 2007; Branton et al. 2008; Butler et al.
2008; Howorka and Siwy 2008; McNally et al.
2008; Wanunu et al. 2008 Comer et al. 2009;
Dorvel et al. 2009). Despite numerous ob-
vious challenges in using nanopores for nu-
cleic acid sequencing (Branton et al. 2008),
recent studies have demonstrated that na-
nopores represent versa� le single-molecule�
probes for a broad range of molecules and
their assemblies (Dekker 2007; Gri�  ths�
2008; Hayden 2008). An extensive research
on biosensing has been carried out with the
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Fig. 1 Principle of  stochasf �c sensing with a permanently open  protein nanopore. An open protein �
nanopore represents the permea� on pathway for transmembrane transport of small ions.� A When
a transmembrane poten�al is applied, a single-channel electrical current is readily recorded. � B The
nanopore interior is either gene�cally engineered or chemically modi� � ed by covalent a� � achment of �
a func� onal reac� �ve group. Analytes are added to one of the chambers and transiently interact with�
the func� onal reac� � ve group located within the pore interior. This transient interac� � on results in a�
well-de�ned single-channel current blockade, the nature of which depends on the strength of the �
interac� on between the analyte molecule and the func� � onal reac� �ve group�
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staphylococcal �-hemolysin (�HL) protein. 
�HL forms a mushroom-shaped heptameric 
transmembrane pore in planar lipid bilayers
(Fig. 2  A) (Song et al. 1996). This protein is a
highly tractable �-barrel-type pore because
of thef following unique combina� on of a� � rib-�
utes: (i) the availability of its high-resolu�on �
crystal structure (Song et al. 1996), (ii) the
ease of its  gene� c engineering (Bayley and �
Cremer 2001; Movileanu et al. 2001), (iii) its
large  single-channel conductance (Bezrukov
et al. 1996; Kasianowicz et al. 1996), which 
facilitates high �me-resolu� � on single-chan-�
nel electrical recordings, (iv) its high thermal 
stability (Kang et al. 2005), (v) the pore re-
mains open inde� nitely under a wide range �
of experimental condi� ons, such as pH (Bez-�
rukov and Kasianowicz 1993; Kasianowicz
and Bezrukov 1995), ionic strength (Kra-
silnikov et al. 2006; Rodrigues et al. 2008),
 temperature (Kang et al. 2005; Jung et al.
2006),  transmembrane poten� al (Movileanu �
et al. 2005) and osmolytes (Bezrukov et al.
1996; Krasilnikov and Bezrukov 2004). These
a�ributes made the � �HL protein a suitable
nanopore pla� orm for single-molecule sto-�
chas� c sensing of small molecules and large�
biomolecules (Bayley and Mar� n 2000; Bay-�
ley and Cremer 2001; Howorka et al. 2001  b;
Bayley 2006; Rhee and Burns 2007; Branton
et al. 2008; Gri�  ths 2008; Hayden 2008; �
Howorka and Siwy 2008, 2009; Movileanu
2008). 

2.   
Watching  polypep�de  transloca� � on �

In the last decade, several groups have ex-
tensively examined the transloca� on of �
polypep�des through protein pores using �
single-channel electrical recordings. These
studies, which employed cyclic pe� des �

(Sanchez-Quesada et al. 2000), and �-helical
(Movileanu et al. 2005; Sutherland et al.
2005; Stefureac et al. 2006) and �-hairpin 
(Goodrich et al. 2007) polypep� des, revealed �
speci� c kine� �c signatures of polypep� �de-�
pore  interac�ons. These kine� �c signatures�
depended upon biophysical features of the 
transloca�ng polypep� �des, such as their�
charge, length,  folding and  stability. In gen-
eral, the  single-channel electrical recordings
showed very short-lived current blockades 
assigned to bumpings of the polypep� de �
into the pore entrance and long-lived cur-
rent blockades assigned to major  par��on-�
ings of thef polypep� de into the interior of �
the pore. One simple model of the interf -
ac� on between a polypep� �de and a protein �
pore can be illustrated by a two-barrier, sin-
gle-well free-energy lansdcape (Movileanu
et al. 2005; Wolfe et al. 2007; Movileanu
2008). This kine� c scheme was observed�
with �-helical  pep� des (Movileanu et al.�
2005; Wolfe et al. 2007). In contrast, other
studies showed di� erent kine� �c schemes. �
For example, in a recent study, we comyy -
bined single-molecule electrical recordings 
and Langevin dynamics simula� ons to ex-�
plore the par��oning of � �-hairpin pep� des �
into the �HL protein pore (Fig. 2) (Goodrich
et al. 2007). The dwell � me derived from�
event histograms showed a single exponen-
�al decay-dependence on the applied  trans-�
membrane poten�al (Fig. 3). This� �nding�
suggested that the �-hairpin-pore interac-
� on undergoes a single-barrier free energy�
lanscape. Moreover, we showed that highly
unfolded �-hairpin polypep�des entered the�
pore in an extended conforma�on, produc-�
ing fast single-� le transloca� �on events. This�
result contrasted with that of the transloca-
� on of structured� �-hairpin polypep�des,�
which occurred more slowly, producing
long-lived current blockades (Goodrich et al.
2007). In Fig. 3, we illustrate that more stru-
tured �-hairpins, K41 and G41, translocate 
more slowly than the unstructured polypep-
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Fig. 2 The interac�on of  � �-hairpin pep� des with an aHL pore produces transient current blockades: �
A �HL forms a pore that remains open for long periods. B The transloca� on of a � �-hairpin pep�de �
through an �HL pore produces a transient current blockade. Reproduced, with permission, from
Goodrich et al. (2007)

Fig. 3 The dependence of the dwell �me of the �
current blockades produced by the 
-hairpin
pep� des on the electric force. The electric force �
was derived as F =F qV/VV l, where the el �ec� �ve �
charge q is half of the pep� de charge,� V is theV
transmembrane poten� al, and� l = 50 Ål is the
length of the f �-barrel lumen. Reproduced, with
permission, from Goodrich et al. (2007)

� de Ac-G40. This� � nding is presented by an�
increased  transloca� on� � me measured for �
more structured  pep� des regardless of the �
applied total force on pep� de (Fig. 3). �

Extensive research on  polypep� de sens-�
ing with  nanopores has been pursued by the 
group of Jeremy Lee (Sutherland et al. 2005;
Stefureac et al. 2006, 2008; Stefureac and
Lee 2008). They showed that the �HL protein
pore can be employed to discriminate sev-
eral polypep� des based upon their size and�
conforma� on (Sutherland et al. 2005; Ste-�
fureac et al. 2006). In addi�on, these studies�
revealed that the electrical recordings hold
poten� al for discovering the presence of �
intermediate conforma� ons of the polypep-�
�des, which were not apparent from the cir-�
cular dichroism (CD) spectra (Stefureac et al.
2008; Stefureac and Lee 2008). 

One way to alter the kine� cs of the �
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Fig. 4 The �HL protein pore
is equipped with  electrosta� c�
traps engineered at the entry
and exit of the channel. A single
electrosta� c trap consists�
of an iris of f seven negf a� vely�
charged aspar� c acid residues. �
Reproduced, with permission,
from Mohammad et al. (2008)

cia�on (Wolfe et al. 2007). By contrast, the�
rate constant of dissocif a� on was only mar-�
ginally altered. Surprisingly, wyy hen the entry
and exit traps were concurrently engineered
within the interior of the  nanof pore, signi�-�
cant increase in the rate constants of asso-
cia�on and dissocia� � on were observed. By�
analogy with ion-conduc�ng protein chan-�
nels, these nega� vely charged traps acted�
as binding sites for the posi� vely charged�
polypep� de analyte. The results of this�
study indicated that the two traps together
catalyze the net �ow of polypep� �des from�
one side of the  membrane to the other, as
compared with either the wild type-�HL
pore or a single trap-containing �HL protein 
pore.

In a subsequent study, a simiyy lar experi-
mental design was used for examining the
polypep�de–pore  interac� � ons, but with a�
much larger interac� ng  protein. In this case, �
the analyte was a fusion protein (pb2-Ba)
that consisted of af posi�vely charged prese-�
quence polypep�de of cytochrome b� 2 (pb2) 
fused to the folded ribonuclease barnase
(Fig. 4) (Mohammad et al. 2008). The results 
were signi�cantly di� � erent from those obtai-�
ned with short polypep�des. For ex ample,�
the addi�on of nanomolar concentra� � ons of �
pb2-Ba protein to the chamber produced in-
frequent and short-lived current blockades
with the WT-�HL protein pore (Fig. 5  A). This
� nding was interpreted in terms of a large �
energe� c penalty of the folded protein to �

polypep�de-pore  interac� �ons is to engin-�
eer a� rac� �ve or repulsive groups within�
the pore interior. These engineered groups 
might impact the free energy lansdcape
of the f polypep�de-pore interac� �ons. Re-�
cently, we were able to engineer a�rac� � ve�
groups, simply called traps, within the inte-
rior of thef �HL protein pore. Two irises of
nega� vely charged traps have been engin-�
eered at the entry and exit of thef �-barrel
part of the �HL protein pore (Fig. 4) (Wolfe
et al. 2007). The engineered traps consisted 
of asf par� c acid residues. In a� � rst study, we �
examined the  transloca� on of short posi-�
�vely charged  polypep� �des (� ~  25 residues in
length) through �HL protein pores equipped
with engineered traps (Wolfe et al. 2007).
The label-free  single-channel recordings
enabled the simultaneous determina� on of �
the rate constants of associf a� on (� kon) and 
dissocia� on (� ko�) (Mohammad et al. 2008; 
Mohammad and Movileanu 2008). kon is de-
� ned as 1/(� c�on��� ), where �on��� is the inter-event 
interval, and c is the concentrac � on of the �
substrate in the bilayer chamber. ko� is de-�

� ned as 1/� �o��� �, where �o�� � is the mean block-�

ed � me of the transient substrate-induced�
current blockades (Fig. 1  B). The dissocia�on �
constant is given by KdKK = koff/kon, and the
associa� on constant is given by� KaKK = 1/KdKK ,
allowing for the calcula�on of the standard �
free energy �Go = RT lnKaKK . The electrosta�c�
trap engineered at the entry of the pore had 
a major impact on the rate constant of asso-f
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Fig. 5 The e� ect of the  barnase protein on the �
single-channel electrical recordings performed
with the wild-type (WT) and electrosta�c trap-�
containing �HL pores. Representa�ve single-�
channel electrical recordings with the WT-�HL (A),
K131  D7 (B), K147  D7 (C) and K131  D7/K147  D7 (D)
pores in the presence of 200 nM pf b2(95)-Ba added
to the chamber. The white and black arrows
indicate the open and closed states, respec� vely.�
Reproduced, with permission, from Mohammad 
et al. (2008)

electrosta�c trap, which was exposed to the�
aqueous phase. Interes� ngly, when the elec-�
trosta� c trap was engineered at the exit of �
the �-barrel (Fig. 4), away from the aqueous
phase, the transient current blockades be-
came long lived, with dura� on in the range�
of tens of seconds to minutes (Fig. 5  C). The
di�erent results from experiments in which �
the trap was engineered either at the entry
or at the exit of the f pore illuminated a signi-
� cantly altered kine� � cs of the folded pro-�
tein-pore  interac� ons. Remarkably, the ob-�
served transient current blockades became 
permanent when the pb2-Ba protein interac-
ted with double trap-containing �HL protein
pore (Fig. 5  D). These results demonstrate
that protein design is instrumental in obtain-
ing major altera� ons in the single-channel�
electrical signature as a result of minutef
changes within the interior of the pore.

Using a similar approach, Guan and col-
leagues have designed �HL protein pores
with hydrophobic traps engineered within 
the interior of the pore (Zhao et al. 2009  b).
They studied the  transloca�on of  polypep-�
�des containing hydrophobic aminoacids �
through such hydrophobic traps-containing
�HL protein pores. As expected, they found
increased  interac� ons between hydrophob-�
ic residues-containing  pep�des and a trap-�
containing �HL protein pore. Increasing
lengths of the translocaf � ng pep� �de pro-�
duced decreased rate constants of associa-
�on and dissocia� �on. On the other hand, ad-�
di� onal engineering of the � �HL protein pore,
in the form of many aroma�c binding sites,�
resulted in a stronger binding a�  nity be-�
tween the transloca� ng pep� �de and the hy-�
drophobic trap-containing �HL protein pore.
This study is also important, because Guan
and colleagues were able to discriminate
among polypep�des that di� � ered by a single�
residue. Therefore, it was suggested that the
stochas�c biosensing with engineered pro-�
tein pores holds great promise for pep�de�
and protein sequencing.

par��on into the interior of the trap-free �
�HL protein pore. In contrast,  single-channel 
recordings with an �HL protein pore, which
contained a single trap engineered at the
entry of the pore, revealed a drama�cally in-�
creased frequency of the current blockadesf
(Fig. 5  B). The event frequency increased by
almost two orders of magnitude, as compar-
ed with the WT-TT �HL pore. This � nding was�
consistent with an e� ec� � ve recruitment of �
the small folded  proteins by the engineered
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3. 
Probing   protein- ligand  interac�ons�

Probably, tyy he most important limita�on �
of  polypep� de  transloca� � on through  na-�
nopores is the inability to capture all ki-
ne� c informa� �on of the polypep� �des in the �
aqueous phase. This limita� on has been �
overcome by a�aching a� � exible linker, a�
poly(ethylene glycol) (PEG) chain, to the in-
terior of the nanof pore, within the large ves-
�bule of the� �HL protein pore (Howorka et
al. 2000; Movileanu et al. 2000). A bio� nyl �
ligand was permanently a�ached to the un-�
tethered end of the PEG linker. The biof � nyl �
group was able to move across the inte-
rior of the nanopore from one side of the
membrane to the other,r a distance of ~100 
Å. If a low-a�  nity streptavidin mutant was�
added to the chamber,r a dis�nc� �ve altera-�
� on in the   single-channel current occurred�
(Movileanu et al. 2000). This experimental
design demonstrated that the single-mol-
ecule stochas� c sensing of  proteins can be�
fundamentally expanded into the aqueous
phase. Inspired by this experimental design,
Kong and Muthukumar (2005) performed 
Langevin molecular dynamics simula� ons�
and Poisson-Nernst-Planck calcula�ons to�
obtain the current � uctua� �ons produced �
by a single PEG covalently anchored within
the large ves�bule of the � �HL protein pore
(Kong and Muthukumar 2005). This compu-
ta� onal work revealed the dynamics of the �
single-molecule captures of the bindinf g pro-
tein in the aqueous phase.

A similar approach was employed to ex-
amine the binding kine� cs of a lec� �n protein �
to one or more  ligands (Howorka et al. 2004). 
These experiments showed the ability to de-
tect monovalent and divalent binding events
directly. Moreover, a gene� cally encoded �
stochas�c sensor element has been used for �
sensing proteins at the single-molecule level 
(Cheley et al. 2006). In this inves� ga� �on, an�

ezyma� c  pep� �de inhibitor was engineered�
in one subunit of the �HL protein nanopore
near the pore entrance. Individual binding
events of the pep� de inhibitor to the cata-�
ly�c subunit of the cAMP-dependent pro-�
tein kinase (PKA) were detected through
the modula�on of the single-channel elec-�
trical current. This methodology provided
detailed kine�c and thermodynamic infor-�
ma� on of the pep� � de– enzyme  interac-�
� ons. This aproach holds poten� �al for rapid �
screening of kinase inhibitors.

Guan and colleagues have employed an 
engineered �HL protein pore that contained
an iris of seven phenylalanine residues to
study the protease ac� vity at the single-�
molecule level. The hydrophobic trap within 
the interior of the  nanof pore func� oned as�
a binding site for hydrophobic residue-
containing amyloid-� pep�de (Zhao et al. �
2009  a). Therefore, long-lived current block-
ades were recorded when this pep�de was �
added to the chamber. Remarkably, the fre-
quency of amf yloid-� pep� de-induced cur-�
rent blockade was signi� cantly reduced in�
the presence of trf ypsin, a serine protease
that cleaves pep�de bonds a� 	 er arginine	
and lysine. Moreover, the frequency of 
events was also dependent on �me, sug-�
ges�ng that this experimental design might�
be used to obtain a quan� ta� �ve chemical ki-�
ne�c informa� � on on the enzyma� � c process.�
Again, these experiments have proven that
the engineered �HL protein pore might be 
used to examine the  enzyme-protein  inter-
ac�ons.�

4. 
Detec�on of proteins with  synthe� �c�
nanopores

Single-molecule detec�on of proteins with�
protein nanopores proves to have a number
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of disadvantaf ges and limita�ons, such as �
the inability to tune the diameter of the  na-
nopore and limited  stability of the  f protein 
nanopore-lipid bilayer system under harsh
experimental condi�ons of salt concentra-�
�on, pH, applied  transmembrane poten� � al �
and other osmo� c stress. This daun� � ng chal-�
lenges might be overcome by the fabrica-
� on of  solid-state nanopores, which exhibit �
obvious advantages, such as the accurate
control over the inner diameter and the
length of the nanopore, as well as a signi�-�
cantly enhanced stability for long periods (Li
et al. 2001; Storm et al. 2003; Dekker 2007). 
Therefore, a recent natural expansion of thef
single-molecule studies of  polypep� des with �
protein nanopores was the ini� a� �on of ex-�
periments with synthe� c nanopores (Siwy et �
al. 2005; Han et al. 2006, 2008; Fologea et al. 
2007; Sexton et al. 2007; Talaga and Li 2009). 
In 2005, the �rst  protein biosensor, based�
on a synthe�c nanopore, was designed by�
Charles Mar� n’s group (Siwy et al. 2005).�
In this case, the nanopore was a conically
shaped gold nanotube recons�tuted into a �
12-�m-thick poly-ethylene terephthalate
membrane. The strategy was to func� onal-�
ize the small diameter of the conical nano-
pore with a reac� ve group. The polymeric�
membrane was coated with a single layer
of Au that func�oned as a chemically reac-�
� ve group for the permanent a� � achment of �
a molecular-recogni� on agent (MRA). Re-�
markably, such a detector was versyy a�le to a�
broad range of MRA af pplica�ons, including �
protein– ligand (e. g. streptavidin–bio�n) and �
an�body-binding protein (e. g. immunoglob-�
ulin IgG–protein-G) complexes. A perma-
nent current blockade was recorded upon
the binding of each analf yte with the cor-
responding MRA. The same research team 
expanded their ability to probe selec� vely �
protein analytes with synthe� c nanopores�
(Sexton et al. 2007). In this case, the nano-
pore element was a PEG-func�onalized gold �
conical nanotube. Bovine serum albumin 

(BSA) and a Fab fragment from a BSA-poly-
clonal an�body were detected from the dis-�
�nc� � ve signature of the current blockades �
made by the free BSA and the BSA–Fab com-
plex. The Fab fragment was used as an an�-�
BSA interac�ng molecule with high binding�
a�  nity for the BSA  protein. The sensing ele-�
ment was also tested for proteins that do
not bind to Fab. It would be interes�ng to�
design an experimental protocol that em-
ploys proteins with varying binding a� nity, �
so they produce dis�nc� � ve transient current �
blockades. 

Several research teams pursued single-
molecule detec� on of proteins with single�
nanopores based on silicon nitride  mem-
branes (Han et al. 2006, 2008; Fologea et
al. 2007; Talaga and Li 2009). The use of
synthe�c nanopores has an array of ad-�
vantageous features, including a greater
robustness of the solid-state membranesf ,
the ability to tune the diameter of the  nano-
pore, and the poten� al for either integra� �on �
into a lab-on-a-chipi pla� orm or paralleliza-�
�on for high-throughput devices. Therefore,�
it is conceivable that the single-molecule
studies performed with  protein nanopores
might be expanded to incorporate a much
wider spectrum of af pplica� ons and harsh�
condi�ons of experimenta� �on. For ex ample,�
temperature-dependence experiments with
synthe� c nanopores would enable the mea-�
surement of kine� c and thermodynamic �
enthalpies and entropies of the comf plex 
forma�on between a protein and a  ligand,�
revealing informa�on about which process �
(e. g. enthalpic or entropic) in the ligand-
binding protein  interac� ons is dominant.�
On the other hand, the use of  solid-state
nanopores has limita� ons (Gri� � ths 2008).�
One obvious challenge is to a�ach a single�
func� onal reac� � ve group within a stra tegic�
posi� on of the interior of the synthe� �c�
nanopore. This approach would allow tran-
sient bindings of af protein analyte to a ligand
engineered within a synthe� c nanopore.�
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5.  
Exploring  protein folding
and  stability

Protein pores and  solid-state  nanopores
were also used as sensor elements for fold-
ing and stability features of sinf gle proteins.
We engineered an exogenous  pep� de loop �
within the large ves�bule of the aHL protein�
pore, a cavity with a volume of ~  39 500 Å3

(Jung et al. 2006). The exogenous pep� de �
was an elas�ne-like- polypep� �de (ELP) that�
undergoes an inverse  temperature transi-
�on, and with the amino acid sequence �
(VPGGG)5. It is known that ELPs dehydrate
and hydrophobically collapse at greater
 temperatures, above the inverse transi�on �
temperature, and unfold at temperatures
below the inverse transi� on temperature�
(Urry 1997; Manno et al. 2001; Meyer and

Fig. 6 Model for the
temperature-dependent
conforma� onal�
� uctua� � ons of a single �
ELE loop-containing
�HL protein pore.
Reproduced, with
permission, from Jung et
al. (2006)

Chilko�  2002, 2004; Urry et al. 2002; Hyun�
et al. 2004; Zhang et al. 2006). A comprehen-
sive model that shows the conforma�onal�
� uctua� �ons of the engineered ELP within�
the large ves�bule of the� �HL protein pore is 
depicted in Fig. 6. We probed the hydropho-
bic collapse of the engineered ELP loop via
signi� cant altera� � ons in the temperature-�
dependent amplitude of the ELP-induced 
current blockades. For example, at tempera-
tures below its transi�on temperature, the �
ELP loop was fully expanded, so it blocked
the pore completely, but reversiblyy y (Fig. 7  A)
(Jung et al. 2006). In contrast, at tempera-
tures above the transi� on temperature, the�
ELP excursions into the narrowest region of
the interior of the nanopore did not produce
a full blockade (Fig. 7  B, C). In this case, a
substan� al� � ow of ions occurred, because of �
the hydrophobic collapse of the ELP. These
charateris� cs of the transient ELP-induced�
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studies were pursued under naturing and
denaturing condi�ons. The  protein unfold-�
ing was induced by elevated concentra�ons �
of guanidinium hydrochloride (Gdm-HCl),
a chemical denaturant. The protein under
inves� ga� � on was the 370-residue maltose �
binding protein of EscEE herichia coli (MBP). Thei
 single-channel electrical recordings were
performed at di�erent concentra� � ons of �
Gdm-HCl. In the absence of the denaturing
agent, no current blockades were recorded,
indica� ng a large energe� �c penalty of the�
protein to interact with the �HL pore. In-
teres� ngly, they found protein-induced cur-�
rent blockades in the presence of increased 
concentra� ons of Gdm-HCl, sugges� � ng that�
the MBP protein unfolds at elevated con-
centra�ons of chemical denaturant in the�
chamber. Moreover, the frequency and dur-
a�on of the protein-induced current block-�
ades was dependent on the concentra�on �
of Gdm-HCl in the chamber. Thisf � nding was�
consistent with a clear correla� on between�
the par� oning of the MBP protein into the�
nanopore interior and the  folding state of 
the MBP protein in the aqueous phase.

Fig. 7 Single-channel
electrical recordings with a
single ELP-containing �HL
protein pore recorded at 
di� erent temperatures.�
TemTT perature-dependence of
the single-channel current
through the temperature-
responsive pore E10W6, an
�HL protein containing a 
50-residue long ELP loop, is
recorded at (A) 20, (B) 40 and
(C) 60 °C. Reproduced, with
permission, from Jung et al.
(2006)

current blockades were also dependent on
the ELP sequence. A test pep� de loop with�
the same length (~ 50 residues), which was 
rich in glycine and serine residues, produced
a di�erent  single-channel electrical signa-�
ture comprised of hif ghly frequent and very
short-lived current spikes. We interpreted 
that the current spikes were consistent with 
a substan�ally increased  pep� � de � �exibility�
because of the glycine residues that have less
bulky side chains. These experiments dem-
onstrate our ability to probe conforma� onal �
�uctua� � ons and � � exibili� � es of the polypep-�
�des engineered within the large ves� �bule of �
the nanopore interior. This approach might
be expanded to other applica� ons. For ex-�
ample, other engineered �HL pores with re-
sponsive polypep�des might be developed. �
Protein pores with s� mulus-ac� � vated (e. g.,�
photo-responsive pep�des) ga� � ng mecha-�
nisms might be useful both for basic science
studies and the design of new  engineered
nanopore-based biosensor pla�orms.�

Loic Auvray and colleagues used the �HL
protein pore to explore the  folding proper-
� es of proteins (Oukhaled et al. 2007). These�
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The thermodynamic  stability of a sinf gle
protein might be altered by a chemical de-
naturant,  temperature or pH. Alterna� vely,�
thermodynamic unfolding induced by a
chemical denaturant or temperature might 
be replaced by spontaneous unfolding via 
single-site mutagenesis within a cri�cal site �
of thef protein. Jeremy Lee and colleagues
used the �HL protein pore to demonstrate
that the  transloca� on of a protein ana-�
lyte, a his�dine-containing  protein (HPr), is �
strongly dependent upon single-site muta-
�ons that modify its  folding state (Stefureac�
et al. 2008). HPr exhibits a low ac�va� � on�
free-energy of unfolding HPr (~5 kcal/mol)
and this is consistent with the fragile folding
state of HPr, as illuminated bf y single-channel
electric al recordings (Stefureac et al. 2008).

Very recently, Talayy ga and Li (2009) em-
ployed silicon nitride-based nanopores to
discriminate among folded, par�ally unfold-�
ed and unfolded single proteins (Talaga and 
Li 2009). The proteins under inves�ga� � on�
were �-lactoglobulin and his� dine-contain-�
ing phosphocarrier protein. Interes� ngly,�
their � ndings demonstrated that the pro-�
teins translocated through silicon nitride-
based  nanopores under linear or looped 
conforma� on and the applied electrical�
force can contribute to the protein unfold-
ing during transit.

6. 
Probing  protein- nucleic acid
complexes with  nanopores

In the previous sec�ons of this chapter, we�
showed that nanopore research has been 
employed in the examina�on of recogni-�
� on templates, such as small  ligand–pro-�
tein (Movileanu et al. 2000; Howorka et al. 
2004; Mayer et al. 2008),  pep�de–protein�
(Xie et al. 2005; Cheley et al. 2006) and an�-�

body–protein (Siwy et al. 2005; Sexton et al.
2007; Han et al. 2008) complexes. However,
several groups have started to inves� gate�
the subtle  interac� ons of the binding pro-�
teins with their nucleic acid targets (As� er�
et al. 2007; Benner et al. 2007; Hornblower
et al. 2007; Zhao et al. 2007; Smeets et al.
2009). Nucleic acid-protein  interac� on is �
fundamental and ubiquitous in modern
biology and medical biotechnology. There-
fore, with more adapta�on of the nanopore �
probe techniques, parallel nanopore-based
arrays might be used in the future for high-
throughput devices in protein sensing and
proteomics. Li-Qun Gu’s group used nano-
pores to inves�gate  aptamers and aptamer-�
binding protein complexes (Shim and Gu
2008; Shim et al. 2009). Aptamers are short
nucleic acid sequences that bind with en-
hanced binding a�  nity to small organic mol-�
ecules,  polypep� des, and proteins. Li-Qun�
Gu and colleagues examined the single-mol-
ecule detec� on of thrombin-binding aptam-�
er (TBA), a G-quadruplex nucleic acid, in the 
presence of divalent ca� ons (Shim and Gu �
2008). In this case, the large ves�bule of the�
pore was used to trap single thrombin mol-
ecules through the electrophore�c inser-�
� on of a single G-quadruplex oligonucleo-�
� de. This study demonstrates a remarkable �
power of the nanopore detector for sensing
the DNA/RNA aptamers. There are numer-
ous advantages of the DNA/RNA aptamers
as molecular recogni� on elements in bio-�
sensing when compared with tradi�onal de-�
tec� on methodologies using  enzymes and�
an�bodies (Song et al. 2008). These include�
the following: i) enhanced speci� city, selec-�
� vity, and a� � nity from small molecules to�
folded protein domains, enabling the design
of hif gh-performance  aptamer-based bio-
sensors; ii) extraordinary chemical  stability,
thereby o� ering excep� � onal � �exibility and�
convenience in their design; iii) conforma-
� onal changes upon target binding, con-�
ferring a great �exibility in designing novel�



25. Single-molecule detection of proteins using nanopores 375

ics and thermodynamics of protein–nucleic
acid  interac� ons (Hornblower et al. 2007),�
the motor ac� vity of RNA-processing  en-�
zymes (As� er et al. 2007), the transit � � me �
of the f protein–nucleic acid complex within
the nanopore (Smeets et al. 2009), and DNA
polymerase ac� vity (Cockro� 	  et al. 2008). In 	
general, these complexes are much bulkier
than single-stranded DNA (ssDNA) or un-
folded polypep�des. Therefore, nano pores �
designed for these applica�ons should have �

Fig. 8 Transloca�on of double-stranded�
DNA (dsDNA) through a single cork-free 
FhuA-based nanopore placed in a planar
lipid bilayer. dsDNA is electrically driven
by the transmembrane poten�al (� ��).The
frequency of occurrence (~1/�on�� ) of the
events reveals the concentra�on of dsDNA �
in the bulk aqueous phase, whereas the
current signature (the mean dura�on � �o��� �

and amplitude of the transient current f
blockades) reveals its iden� ty (length and �
structure, respec� vely). Stochas� � c sensing�
of dsDNA provides useful kine� c data that �
are di� cult to obtain with other tradi� �onal�
techniques. In a simple equilibrium, �o�� � = 1/�

koff, where ko� is the dissocia� � on rate �
constant, and �on�� = 1/kon[CDNA], where kon

is the associa�on rate constant and [� CDNA]
is the DNA concentra� on in the aqueous�
phase

biosensors with unprecedented detec� on�
sensi� vity. �

Other groups used protein and  solid-state
 nanopores for quan� ta� �ve explora� �ons of �
the biophysical and biochemical characteris-
�cs of the complexes between proteins and�
nucleic acids, such as the  voltage threshold
for complex dissocia� on (Zhao et al. 2007), �
the sequence-speci� c sensi� �vity detec� � on�
of individual DNA polymerase (Benner et
al. 2007), the underlying equilibrium kinet-

Fig. 9 Clamping a single pb2-Ba
protein with  electrosta� c traps.�
The two electrosta�c traps�
(in red), made from aspar�c �
acids, are shown on the entry 
and exit of thf e cork-free FhuA-
based nanopore. Par�� oning �
of a single pf b2-Ba protein into 
the nanopore lumen should be
observed by a transient current
blockade. Both proteins are
represented at the same scale
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a larger internal diameter, in the range of
several nanometers. For example, ferric
hydroxamate uptake component A (FhuA)
(Ferguson et al. 1998; Locher et al. 1998), a
monomeric �-barrel protein might be used 
for stochas�c sensing of double-stranded �
DNA (dsDNA) (Fig. 8) and proteins (Fig. 9). 
FhuA is a member of the suf perfamily of bac-f
terial outer  membrane proteins. The prin-
ciples underlying the func� onality of this �
sensor element are inspired by natural pro-
cesses:  transloca�on of phage DNA (Letellier �
et al. 1999; Gurnev et al. 2006) and folded 
proteins (Hill et al. 1998; Hinnah et al. 2002;
Muro et al. 2003; Becker et al. 2005) through
a �-barrel protein channel. 

  Concluding remarks  
In this chapter, we discussed a number of waysf
by which short polypep�des and small folded�
proteins might be examined using single-mole-
cule nanopore probe techniques and stochas� c �
sensing. The underlying detec�on principle can�
be applied to both natural and synthe� c nano-�
pores. The protein pores have the advantageous
feature of site-directed func�onaliza� �on and �
chemical modi� ca� � on within strategic posi� � ons�
of the nanopore interior. In analogy to their bio-
logical counterparts, synthe�c nanopores are �
used as stochas� c sensors to probe single pro-�
teins and their complexes with interac�ng li-�
gands (Han et al. 2006, 2008; Talaga and Li 2009). 
The detec�on mechanisms of polypep� � des and�
folded proteins include gene�c engineering and�
chemical modi� ca� � on of protein nanopores, �
func�onaliza� �on of the inner surface of solid-�
state nanopores and electrophore�c capture �
through movable nucleic acid arms. Cri�cally�
important, nanopore probe techniques enable
explora�on of speci� �c features of proteins such �
as their enzyma�c ac� � vity (Xie et al. 2005; Che-�
ley et al. 2006) and binding a�  nity (Movileanu�
et al. 2000; Howorka et al. 2004) at the single-
molecule level. It is worth men� oning that this �
methodology enables the determina� on of �
these features without resor�ng to labeling of �
the interac� ng molecules (Movileanu 2009),�
avoiding several disadvantages of the detecf � on�
using � uorescent dyes. �

On the other hand, coupling a nanopore probe
technique to an op�cal or� �uorescence plat-�
form is expected to enhance our knowledge
about the underlying mechanisms of protein
transloca� on. The transloca� �on of proteins�
through a single protein nanopore represents
a cri�cal process in protein unfolding through�
proteosome channel and protein tra�  c across�
mitochondrial cell membranes (Matouschek
and Glick 2001; Huang et al. 2002; Matouschek
2003; Prakash and Matouschek 2004; Shari�  et �
al. 2004; Wilcox et al. 2005; Mohammad et al.
2008; Inobe et al. 2008; Prakash et al. 2009).
However, in these processes the transloca� on�
and unfolding of the protein are two in�mate-�
ly related mechanisms. We an� cipate that a�
biophysical instrument that consists of a solid-f
state nanopore and an op�cal trap (Keyser et al.�
2006; Dekker 2007) has the poten�al to illumin-�
ate the balance of driving and unfolding forces
that act on a protein during its transloca� on in�
a linear manner through a nanopore. Such ef-
forts will certainly lead to a be�er understand-�
ing of how proteins undergo conf forma�onal�
transi� ons when they traverse a nanopore. The�
experimental studies devoted to protein trans-
loca� ons will inspire new theore� �cal and com-�
puta� onal biophysics studies on protein trans-�
loca�on through nanopores (Li and Makarov �
2003, 2004  a,b; Kirmizial�n et al. 2004, 2005,�
2006; Huang et al. 2005; Tian and Andricioaei
2005; Goodrich et al. 2007; Huang and Makarov
2008  a,b; Li et al. 2006; Makarov 2007, 2008).
Moreover, nanopore probe techniques are suc-
cessfully used to examine the folding state and
the � exibility of single proteins (Goodrich et�
al. 2007; Oukhaled et al. 2007). Despite these
recent advances in using nanopores for the ex-
plora� on of single proteins, more experimenta-�
� on is needed to be� � er understand the subtle �
interac�ons of single proteins with the interior �
of the nanopores. For example, it is not clearlyf
 understood how the �exibility and stability of �
the protein is altered upon its par��oning into �
the nanopore interior. How do the proteins in-
teract with the slightly hydrophobic surface of
the silicon nitride-based nanopores? What is
the magnitude of the electrostaf � c force be-�
tween polypep�des and the surface of the �
protein nanopores? Do the proteins traverse
a nanopore in unfolded or partly unstructured
conforma�on? What is the� � me scale of the�
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protein unfolding in the interior of the nano-f
pore? It is likely that more experimental work
and future advances of nanopore technology
will be employed to tackle numerous ques�ons �
that are per� nent to protein transloca� � on. �
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 Abstract
Up to now, surface plasmon resonance (SPR)
has been widely studied for biological and
chemical sensing applica� ons. The present �
study inves� gates numerically the op� �cal char-�
acteris� cs for the single Au � � lm and bimetallic�
Ag-Au �lm SPR con� � gura� � ons by using the mul-�
�ple beam interference matrix (MBIM) method.�
The Kretschmann con� gura� �on is used for ex-�
cita� on of surface plasmon wave (SPW) with�
the use of angular modulf a� on. The es� � mated�
results of the re� ectance, the phase shi� 	 , and 	
the magne� c � � eld intensity enhancement are�
provided for predic� ng the op� �mum metal�
� lm thickness which can yield highest sensi� �v-�
ity in measuring the SPR signal. As a result, it
is observed that the op� mum thickness of a�
single Au �lm is 52 nm, whereas for a bimetallic�
Ag-Au � lm, the op� � mum� �lm thickness values�
are 36 nm for Ag and 5 nm for Au, respec�vely. �

Moreover, it is concluded that the phase shi	
would be remarkably appropriate in detec� ng�
the SPR sensor signal because of the high sensi-
� vity it o� � ers compared to other values, such as�
the full width half maximum (FWHM) of re�ect-�
ance and the enhancement of maf gne� c � �eld �
intensity.

1. 
Introduc� on�

Surface plasmon resonance (SPR) is an op�c-�
al phenomenon which because of its high
sensi� vity has gained enormous importance�
in bio-sensing and lab-on-a-chip sensors.
The e� ect is based on the excita� �on of free �
electrons in very thin layers of metals like f
silver and gold. The excita�on of surface�
electromagne�c resonant waves is induced�
by incident light (typically visible or infra-
red light) and to a large extent determined
by the proper�es of the interface between�
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the metal layer and a medium with di� erent �
refrac� ve index, like glass. SPR leads to a de-�
crease of the intensitf y of rf e� ected light seen �
as a well de� ned minimum of re� � ectance at �
a speci� c incident angle. The resonance con-�
di� ons are changed when the interface be-�
tween the two materials of di�erent refract-�
ive index changes chemically or physically
by the binding of analytes or the adsorp�on �
of material onto the thin metalf � lm (which �
serves as the recep� ve sensor layer and�
may be coated with an a�  nity ligand). Such �
changes are seen as a shi	  in the resonance 	
angle, the angle of re� ec� �on minimum (ab-�
sorp�on maximum).�

Detec�ng molecular adsorp� �on, SPR has�
been an essen� al technique in chemical-�
and bio-sensing. According to a demonstra-
� on by Homola et al. (1999), the SPR tech-�
nique can be used for in-situ and label-free 
measurements with very high sensing sensi-
� vity. The use of SPR for gas detec� �on and�
bio-sensing was already demonstrated al-
most 30 years ago by Nylander and Liedberg
(1982, 1983, 1995). In resonant mode, the 
re� ectance, the phase shi� 	 , and the mag-	
nitude of the electro-maf gne�c (EM) � �eld�
are dras� cally changed. Most researchers �
have measured re� ectance in� �nding the�
SPR angle (angular modula� on SPR system)�
or the SPR wavelength (wavelength modu-
la� on SPR system). In angular modula� � on�
SPR sensor system, when a light beam im-
pinges onto a metal �lm at a speci� �c (reson-�
ance) angle, the surface plamons are set
to resonate with the light. Therefore, the 
resonance results in the absorp� on of light.�
Likewise, the SPR wavelength means the 
speci� c wavelength of incidence light that�
has minimum re� ectance in wavelength�
modula� on SPR system. To date, some uses�
of phase shi	  in SPR sensor applica	 � on have �
been reported. Ho et al. (2007) showed that
with the measurement of phase shi	 , the 	
sensi�vity of a SPR biosensor was substan-�
�ally enhanced on the basis of mul� � -pass �

interferometry. And Lee et al. (2007) used
the phase shi	  for 	 �nding the varia� � on of �
refrac�ve index with the phase quadra-�
ture interferometry. In addi� on, Chen et�
al. (2007) showed small di�erences in the �
refrac�ve indices of solu� �on by the phase�
shi	  with the interferometric method. 	
There also exists the possibility to measure 
the magne�c� �eld on an SPR sensor: by us-�
ing magneto-resis� ve magnetometer, hall�
devices, and magneto-op�c imager, one is �
able to measure magne� c� � eld quan� �ta-�
�vely as demonstrated previously, Göktepe�
(2001), Tian et al. (2005), Joubert and Pinas-
saud (2006), and Cui et al. (2007).

Since the surface plasmons (SPs) are col-
lec� ve oscilla� �ons of free electrons in me-�
tallic �lms, some metal such as gold, silver, �
and aluminium can be used to generate SPR
signals. Even if a surf face instability problem
exists, the use of a silverf � lm is capable of �
yielding much higher resolu�on compared �
with a gold �lm in measuring SPR angles. �
For this reason, many researchers have at-
tempted to u�lize bimetallic Ag-Au� �lm �
structures to achieve be�er surface stabil-�
ity, lower chemical resistance, and hiyy gher
sensi�vity.�

Furthermore, the change in the re�ect-�
ance, the phase shi	 , and the magnitude 	
of the electromagne� c � � eld in SPR sensors �
depends in� mately on the� � lm thickness �
and the op� cal proper� � es of the metal lay-�
ers, such as the re� ec� �ve index � n, and the
ex�nc� �on coe� �  cient � k. Therefore, it is es-
pecially meaningful to study the in� uence �
of tf ypes of metal andf �lm thickness on the�
improvement of sensif � vity prior to design-�
ing SPR sensors. Thus, the present study pro-
vides numerical results for two di�erent SPR �
con� gura� �ons: one of which involves a sin-�
gle Au �lm deposited on a glass prism, and�
the other employs a bimetallic �lm structure �
designed with the use of silver and gold �lms�
as shown in Fig. 1 which will be explained in
detail in sec� on 2. In addi� � on, the method�
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Fig. 1 Schema� c of the Kretschmann  SPR �
con�gura� �on with a metal� �lm evaporated �
onto the glass prism and resonance condi� on. �
a Kretschmann SPR con� gura� �on.� b Wavevectors
(kx , ksp) and resonance criterion (kx = x ksp) at a
certain wavelength (633 nm)

and the enhancement of maf gne� c � � eld in-�
tensity in order to inves� gate the op� � cal �
characteris�cs of SPR sensor and the sensi-�
� vity in� � nding the SPR angle.�

2. 
Mathema� cal representa� �on�

There are three methods for the excita�on �
of SPs:f prism coupling, gra� ng coupling,�
and waveguide coupling. Among them, the
present simula� on uses the Kretschmann �
prism coupling con� gura� �on widely adopt-�
ed in most prac�cal applica� �ons for SP exci-�
ta�on as illustrated in Fig. 1  a. This con� � gura-�
� on uses an evaporated metal� � lm on a glass�
block with the light illumina�ng through the�
glass and causing an evanescent wave to 
penetrate into the metal � lm. Consequently,�
the plasmons are excited at the outer side of
the �lm. The surface plasmon resonance is �
excited by totally re�ected transverse mag-�
ne�c (TM) light at a metal-coated interface�
when the wave vector of the incident light
in the plane of the surface (kxk ) matches with 
the wave vector of the surf face plasmons in
the metallic �lms (� ksp). The wave vector of 
the incident light and that of the surf face
plasmons in the metallic � lms are expressed �
as:

(1) 

(2)

where, �d andd �m represent the complex di-
electric constants of dielectrics and metalf ,
respec� vely, and � np indicates the refrac� ve�
index of the f prism. In addi�on,� 
 denotes the 
wavelength of incidence light. The matching

of prism coupler based a�enuated total re-�
� ec� � on by Kretschmann (1968) and angular �
modula�on methods are used in this study �
for excita� on of surface plasmon waves. �
When surface plasmon resonance occurs
the intensity of re�ected light decreases and�
a well de� ned minimum of the re� �ectance �
angle is seen. The es� mated results are pro-�
vided for the re� ectance, the phase shi� 	,	



386 Hyuk Rok k Gwon, Seong Hyuk k Lek e

Fig. 2 Schema� c of the mul� �-layer structure�
for mul� ple beam interference matrix (MBIM)�
method (M: mid-layer, N: the N-th layer, d:
thickness of layer, and n �: complex refrac�ve index�
of layer)

the interference e� ect cannot be neglected.�
Hence, one must bear in mind the existence 
of wave interf ference in a metal layer with a
mean thickness of less than 100 nm. Instead
of Fresnelf ’s formula, an alterna�ve approach�
should be used.

To consider wave interference as well as
varia�on of the complex refrac� � ve index in�
space, the present study uses the mul� ple�
beam interference matrix (MBIM) method
derived from Maxwell’s equa� on that re-�
lates the electric and magne� c � � elds. The �
MBIM method basically uses the character-
is� c matrix of a stra� �� ed medium with ap-�
propriate boundary condi� ons and divides �
the mul�layer � � lm structure into several�
grids as illustrated in Fig. 2. It can also es�-�
mate the re�ectance, the phase shi� 	, and 	
the enhancement of magne� c � �eld intensity �
of incident lif ght for the lump structure. In
Fig. 2, the characteris� c 2 × 2 matrix M� m of
m-th layer with a complex refrac�ve index�
n �m = nm – ikm and the thickness dm is given for
a transverse magne� c (TM) wave as follows: �

(4)

where, #m and qm can be determined by

(5)

(6)

The characteris�c matrix of the whole me-�
dium, considered as a pile of thin laf yers, is
equal to 

(7)

The re� ec� �on and transmission Fresnel co-�
e� cients,� r andr t, aret

rela� onship between the wave vectors� ksp

and kxk is used to obtain the resonant angle
�sp. As following Fig. 1  b, the resonant angle 
is the angle when wave vectors ksp and kxk  arex

matched.

(3)

When the SPR takes place, the op�cal char-�
acteris� cs such as the re� �ectance, the phase �
shi	 , and the enhancement of magne	 � c�
� eld intensity are dras� � cally changed. When �
the incident light passes through the prism–
metal–dielectrics mul�layer SPR structure,�
the light partly re� ects and partly transmits �
in each layer. For a thick metal layer, normal
re� ec� � on of the layer can be determined �
from Fresnel’s formula, whereas in the case
of a metal laf yer thickness, that is less than
10 �mes the wavelength of the incident light,�
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(8)

 (9)

Finally, the structure re�ectance � R, transmit-
tance T, phase TT +, and enhancement of mag-+
ne�c� � eld intensity can be described as �

(10)

(11)

(12)

(13)

In the present calcula� on, the wavelength �
used for incident light is 633 nm, and a water
layer is taken for the sample layer as shown
in Fig. 1. The op� cal proper� � es of di� � erent�
media such as borosilicate crown op�cal�
glass (BK-7) prism, Ag, Au, and water are ob-

TabTT le 1 Op�cal proper� � es of di� �erent materials�

Proper� es BK-7 Prism Gold Silver Water�

Refrac�ve index (� n) 1.5168 0.13 0.27 1.332

Ex� nc� � on coe� � cient (� k) 0 3.16 4.18 0

Table 2 Material proper� es for valida� �on with experimental data (Shen S 1998)�

Layer Thickness Refrac� ve index (� n) Ex� nc� � on coe� 	  cient (	 k)

ZF-6 prism 25 mm 1.751 0

Silver 43 nm 0.099 4.001

Air � 1 0

tained from the literature (Silinb 1997; We-
ber 2003) as listed in Table 1. In addi� on, the �
thicknesses of thef prism and water layers
are taken as 25 mm and 30 mm, respec�vely �
for various metal �lm thicknesses.�

3.  
Results and discussion

3.1  Surface plasmon resonance angle 
and  reflectancefl

For the valida�on of the MBIM method, the �
present study conducts a preliminary simu-
la�on for the SPR con� �gura� � on with an Ag�
layer on a �restone heavy glass (ZF6) prism �
and compares predicted re� ectance with �
the measurement data (Shen 1998) under
the condi� ons listed in Table 1. In Fig. 3 �
showing the re�ectance with respect to the�
incidence angle, the SPR angle is es� mated �
to be about 36.21°, and fairly good agree-
ment with the experimental data can be
seen. This suggests that the MBIM method
may be used to appropriately describe the
SPR characteris� cs.�

As noted previously, theyy present study
aims to examine numerically the op�cal�
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Fig. 3 Comparison of predicted  re� ectance with�
experimental data (Shen 1998)

aa
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Fig. 4 a The predicted  re�ectance for various�
Au �lm thicknesses ranging from 50 nm to 55 nm �
(case 1). (magni� ca� � on from 74° to 75° incidence �
angle). b Re� ectance for 52 nm Au� �lm thickness�

characteris� cs of di� �erent SPR con� �gura-�
�ons and ul� � mately to � � nd the op� �mum �
thicknesses of metal laf yers. This can help
us understand the detailed physics behind
SPR phenomena and to design more ef-
fec�ve SPR structures with higher sensing�
sensi�vity. In order to sensing bio-molecule�
interac� ons in a biosensor, such as an� �-�
body-an� gen interac� � ons, pep� �de-protein�
interac� on, it is desirable that the SPR sen-�
sor is highly sensi� ve to binding interac� �ons�
within the sensing region. Numerical simu-
la� ons are thus conducted for two di� �erent �
cases: one involves a single Au � lm depos-�
ited on the glass prism (case 1, Au �lm), and �
the other employs a bimetallic �lm structure �
based on silver and gold � lms (case 2, Ag-�
Au � lm). The incidence angle varies from 0°�
to 90° at a �xed wavelength of 633 nm. For �
case 1 represen� ng the single Au � � lm, the�
predicted re� ectance values are plo� �ed for �
various � lm thicknesses as shown in Fig. 4  a.�
From the results, an op� mum Au� � lm thick-�
ness can be found at 52 nm approximately,
at which the minimum re� ectance due to �
the presence of SPR can bef found in the vi-
cinity of 74.4°, indica� ng the SPR angle at �
633 nm as shown in Fig. 4  b.

Meanwhile, for the bimetallic SPR struc-
ture (case 2), it can be seen that the sensi-
�vity of re� � ectance in the SPR structure de-�
creases with increasing Au � lm thickness. In�
fact, a minimum gold � lm thickness is limited �
to 5 nm in the present calcula� on when con-�
sidering the fabrica�on limit using vacuum �
thermal evapora�ng or the metal spu� �ering�
process. From Fig. 5  a it is found that an op-
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Fig. 5 Re� ectance for various Ag � �lm thicknesses �
at �xed 5 nm Au � �lm thickness in the bimetallic �
SPR structure (34 nm ~ 38 nm). a Re�ectance for�
various Ag �lm thicknesses ranging from 34 nm �
to 38 nm (magni� ca� � on from 69° to 70° incidence �
angle). b Re�ectance for 36 nm Ag � � lm thickness�

a

bb

3.2  Comparison of sensitivitf y for single and
bimetallic structures

To acTT quire such unique SPR signals occur-
ring at the interface with higher sensi� vity �
in SPR biosensor applica�ons, it is necessary �
to compare the sensi�vi� � es of several sens-�
ing parameters such as the re� ectance, the �
phase shi	 and the enhancement of mag-	
ne�c� � eld intensity which are closely as-�
sociated with the SPR phenomena. Hence,
we compare the sensi�vity of re� � ectance,�
phase shi	 , and enhancement of magne	 � c �
�eld intensity by evalua� � ng the full width at �
half maximum (FWHM). The FWHM is the
parameter commonly used to describe the
width and sharpness of a curve of func�on or�
data and is given by the di�erence between �
two extreme values of the indef pendent vari-
able when the dependent variable is equal 
to half of f its maximum value. The numericalf
results are compared for di�erent structures �
(case 1 and case 2) in Fig. 6  –  8, indica�ng that�
for case 1 and case 2 the FWHM of rf e�ect-�
ances is es�mated to be 6.21° and 5.24° re-�
spec�vely. The values as a func� �on of other�
parameters are summarized in Table 3.

Fig. 6 Re�ectance of op� �mum single Au and �
bimetallic Ag-Au SPR sensor

�mum thickness for a silver� �lm is es� � mated �
to be 36 nm for case 2 and the correspond-
ing SPR angle for the bimetallic structure is
about 69.49°.
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Fig. 8 Enhancement of maf gne� c� � eld intensity of �
op� mum single Au and bimetallic Ag-Au � �lm SPR �
sensor

Fig. 7 Phase shi	 of op	 � mum single Au and�
bimetallic Ag-Au � lm SPR sensor�

From the results, it can be seen that the
es�mated FWHM of re� �ectance becomes�
larger than that of the maf gne� c� � eld intensi-�
ty as well as the phase shi	. A larger FWHM	
makes it di� cult to dis� �nguish small changes�
in the peak value. The deeper and narrower
the resonance signal is, the more accurate
the determina� on of SPR angle. Consider-�
ing that a smaller value of FWHM indicates
higher sensi� vity of SPR, it can be conclud-�
ed that the measurement of phase shi	  or	
enhancement of magne� c � � eld intensity is�
recommended in acquiring more sensi�ve �
SPR signals compared to re�ectance, widely�
adopted in earlier published works. In par-
�cular, a bimetallic SPR structure would be a �
more suitable way to obtain higher sensi�v-�
ity of SPR sensors comf pared to a single �lm�
structure (case 1).

Conclusions 
The present study inves� gates the op� �cal char-�
acteris�cs of single and bimetallic SPR structures �
by using the MBIM method, and provides nu-
merical predic�ons of re� � ectance, phase shi� 	, 	
and enhancement of magne� c� � eld intensity. �
The MBIM method used in the present study
can predict the op�cal characteris� �cs of mul� �-�
layer structures e� ec� � vely, sugges� �ng that it is �
appropriate for describing SPR characteris� cs. �
In addi� on, the op� �mum thicknesses of single �
Au and bimetallic Ag-Au �lm structures are es� �-�
mated and their values are useful for designing
SPR structures with high sensi� vity. From the�
comparison of the sensif � vity for two di� � erent�
SPR structures, the measurement of phase shi	
or enhancement of magne� c � �eld intensity is�
recommended in acquiring more sensi�ve SPR �

Table 3 FWHM value of re�ectance, phase shi� 	 , and enhancement of magne	 � c � � eld intensity of single�
Au and bimetallic Ag-Au �lm structures�

Con�gura� �on Value of full width half maximum (°)�

Re� ectance Enhancement of magne� � c � �eld intensity Phase shi� �

Single Au �lm (case 1) 6.21 5.51 0.28�

Bimetallic Ag-Au � lm (case 2) 5.24 3.82 0.39�
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signals because of the relaf � vely small value of �
the re� ectance’s FWHMs. Comparing between �
single and bimetallic SPR structures, it can be
concluded that bimetallic SPR structures using
di�erent metal layers represent a more suitable �
way to obtain higher sensi�vity of SPR sensors �
compared to a single � lm structure (case 1). In �
that case, the es� mated sensi� � vity of the phase �
shi	  is ten	 �mes be� � er than other physical�
parameters, such as re� ectance and enhance-�
ment of magne�c� �eld intensity.�

Abbreviations
FWHM full width half mf aximum
MBIM mul� ple beam interference matrix�
SPs surface plasmons
SPR surface plasmon resonance
SPW surface plasmon wave
TM transverse magne� c�
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 Abstract
The assessment of near-wall � uid mo� � on,�
acous�c vibra� � ons, or wall-shear stress is essen-�
�al in many biological and engineering systems.�
This necessity is evidenced by a huge diversity 
of sensing devices in both f � elds. While nature �
shows a broad diversity of � liform hair-like� �uid�
sensing devices1 which have been improved
towards perfec� on over millions of years, re-�
searchers have recently a� empted to copy and�
adapt these biological examples for technical
applica�ons. In par� �cular the� � sh lateral line �
� ow sensor and the � � liform arthropod hair-�
like medium mo�on sensors have inspired re-�
searchers to develop ar�� cial hair sensor arrays�
based on �exible can� � levers and micro-posts. �

Therefore, in this ar� cle, a� 	er a brief descrip-	
� on of some examples of biological de� � ec-�
� on-based sensor devices, recent man-made �
can� lever-based sensors for the detec� � on of �
near-wall �uid mo� �on and wall-shear stress will �
be discussed. Furthermore, the advantages and
disadvantages of di� erent designs and general�
� uid-mechanical and technical requirements �
for �ow sensors will be outlined.�

1. 
Biological examples for de�ec� � on-�
based � ow� � eld sensing�

Nature provides a whole diversity of � ow-�
sensing devices many of which are basedf
on can�lever-type hair receptors. The le-�
ver arms of these sensors �lt or bend�  in re-

1 Please note that “� liform hair-cell sensing device” is a misnomer ignoring the di� � erence between a�
�liform hair or a hair-like sensor and a hair cell which is a well de� � ned biological structure.�

Sebas�an Große�
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sponse to � uid forces, causing mechanical�
stresses in sensing neurons to which they
are connected. Note, throughout the text,
we will use the word “bending”, if the sensor
structure is de� ected by internal elas� � c de-�
forma� on. If a non-� �exible structure reacts�
to the � uid forces with a movement without�
internal bending, we will call this movement 
“�l� � ng”. The medium � � ow sensing hairs help �
animals to feel obstacles in their vicinity, de-yy
tect surrounding �uid mo� �on, warn the ani-�
mal of poten� al predators or help in sensing �
and loca� ng prey.�

An example of such sensors are the  tri-
chobothria on the walking leg of the sf pider 
Cupiennius salei, which serve as extremelyi
sensi� ve detectors of the slightest air mo-�
�ons in the spider’s vicinity (Humphrey et �
al. 1993, Humphrey and Barth 2008). The
complex nature of these sensor devices alf -
lows the spider to precisely detect the mo-
�on of prey and to successfully di� � eren� �-�
ate between the signature of poten� al food �
from random wind mo� on, thereby saving�
the spider’s energy resources. Barth et al.
(1993) studied the dynamics of these hairs 
and showed that the spider took advantage
of resonances of the hair devices at a cer-
tain frequency range, making each individ-
ual sensory hair geometry especially sensi-
� ve to air � �uctua� �ons at these frequencies. �
In other words, at certain frequencies, the 
�l� � ng or bending of the device is stronger�
compared to all other frequencies. It is im-
portant to note, however, that in the over-
whelming majority of cases the ra�o be-�
tween air and hair-� p movement is smaller �
than one. For their inves� ga� �ons, the au-�
thors placed hairs with lengths varying be-
tween 400 and 1 150 
m in an oscilla� ng air �
medium. A detailed discussion of the results
from this analysis of the df ynamic proper�es�
of the hairs is given in Barth et al. (1993).
The � ndings indicated that the sensory hair �
is not only especially sensi�ve to air� � uc-�
tua� ons at a certain frequency range but,�

furthermore, Humphrey and Barth (2008)
showed that the mechanical system reacted 
most sensi� vely to changes in the velocity �
�uctua� �ons in this frequency range,� �ltering �
other frequencies (Barth and Höller 1999)
to the extent that the receptor reacts like a
band-pass � lter at the preferred frequency�
(Humphrey and Barth 2008). Combina� ons�
of hairs with di� erent geometrical and me-�
chanical proper� es allow coverage of a large �
frequency range, so that the interes�ng fre-�
quency spectrum at which poten� al prey in �
the spider’s immediate vicinity that cause air
� uctua� �ons is fully covered by the receptors�
of the sf pider. The high sensi� vity of the tri-�
chobothria allows the spider to detect even 
the slightest � uid mo� � ons in its vicinity. A�
quan� ta� � ve near-wall � � uid � � ow or wall-�
shear stress measurement would inevitably
be spoiled once a narrowly tuned sensor
experiences an excita� on at its resonance�
frequency. Comprehensive reviews concern-
ing the mechanics of these biolof gical sensor 
structures are given by Humphrey and Barth 
(2008) and Shimozawa et al. (1998).

Rat’s whiskers should serve as another
example for a biological can�lever-based�
sensor (see also Chapter IV,2 by RB Towal et
al.). Rats possess a bunch of whiskers locat-
ed around their nose and the animal moves
them rhythmically back and forth to tactual-
ly capture informa�on about their environ-�
ment (Krupa et al. 2001). The whiskers are
arranged in a regular array on the rat’s face,
with each whisker inserted into a densely in-
nervated follicle �lled with many di� �erent�
types of mechano-receptors. This makes the
whiskers extremely powerful as a tool for
the rat to obtain considerable informa� on�
about an object’s spa�al proper� � es, includ-�
ing its size, shape, orienta� on, and texture.�

Non-mo�le (or primary)  cilia func� �oning �
as � uid shear-stress sensors in endothelial�
cells of the chicken embrf yonic endocardium
have been iden�� ed by van der Heiden et al.�
(2006). These nearly cylindrical cilia are only
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a few 
m long. They start to disassemble 
when subjected to high shear-stress levels. 
In areas in which moderate and low shear-
stress levels are present, these sensors are
believed to detect � uid shear-stress pa� �ern �
changes, which go hand in hand with the 
cardiovascular development. The authors
suggest that the shear stress plays an es-
sen� al role in the chicken’s cardiovascular �
development by forcing the gene expression
in endothelial cells. The exact mechanism by
which endothelial cells sense shear stress is
subject to further inves� ga� � on.�

The  lateral line sensor will serve as a �-�
nal illustra� on of a natural can� � lever-based�
mechano-receptor (see also Chapter VI,6 by
N Izadi and GJM Krijnen). Fish use so-called
hair cells to detect weak water mo�ons and�
local pressure gradients. The lateral line sys-
tem consists of neuromasts (which contain
the hair cells) placed on the body surface or
in lateral line canals. Fish use the informa-
�on from the lateral line system not only�
for the detec� on and iden� ��ca� � on of prey �
and predators but also as sensor input for 
its own spa� al orienta� �on and naviga� � on.�
The working principle and the physiology of 
the lateral line system of �sh has been in-�
ves�gated in depth, for example by Dijkgraaf �
(1962), Engelmann et al. (2000) or Bleck-
mann (2007). More detailed informa�on on �
the lateral line system of � sh can be found in�
Chapter I,2 by H. Bleckmann.

Although the above list is far from com-
plete it illustrates the broad diversity of
biological can� lever-based sensors which �
�nd applica� �ons in the detec� �on and meas-�
urement of � uid mo� �on or of acous� �c vi-�
bra�ons. The examples have shown that in�
many cases medium �ow-sensing hairs assist�
the animal’s preda� on and escape behavior�
or simply serve as sensors for their orienta-
� on in the surrounding� � uid. Similar sensory�
systems for the recep� on of medium � �ow �
are found in many animal groups. Although 
the di� erent devices may seem quite simi-�

lar,r  medium-� ow sensors di� � er in details�
that re� ect their adapta� �on to the various�
boundary condi� ons under which they are�
working. Nevertheless, the broad diversity
of the caf n� lever-based sensing principle in�
the animal kingdom is self-explanatory and
indica�ve of its success.�

2. 
Ar�� cial devices for de� �ec� � on-�
based  � ow� � eld sensing�

From the discussion above it is not surpris-
ing that many a� empts have been made�
to copy nature’s genius and to develop and 
construct ar�� cial can� � lever-based sensors.�
As in the natural examples, the �elds of ap-�
plica� on are diverse, ranging from ar� ��cial �
lateral line organs for the naviga� on of, for�
example, unmanned vehicles, the assess-
ment of � ow rate, or applica� �ons such as�
the measurement of the local wall-shear
stress, an essen� al parameter in many� � uid-�
mechanical applica�ons and in turbulence �
research. In the following, some recent de-
signs are brie� y described.�

Ozaki et al. (2000) developed di� erent�
hair-like sensor designs. An ini�al design con-�
sisted of � at, rectangular micro-can� �levers�
of df i�erent lengths ranging from 400� 
m to
1 200 
m, a width of 230 
m and a depth of 
10 
m with strain gauges at the bo� om. This�
geometry results in very di�erent moments �
of iner�a along the di� �erent direc� �ons, such �
that only uni-direc�onal� � uid forces could be�
resolved. The authors related the de� ec� � on�
of the caf n� levers measured by the strain�
gauges to the local velocity and calibrated
the sensor sta� cally in a wind tunnel � �ow. A�
second sensor design consists of a 3 000f 
m
long cylindrical structure suspended by four
can�lever springs. Strain gauges mounted on �
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the can�lever springs detect the individual�
de�ec� � on and tor� � on of these can� �levers as�
a measure of thef � uid forces exerted on the �
cylindrical structure and, hence, of the lo-
cal velocity. Due to the symmetric shape of
this setup, the sensor possesses a mul�-dir-�
ec�onal sensi� � vity. An issue not addressed�
was whether the sensor design su� ers from�
cross-axis sensi�vity due to a superposi� �on �
of primary-axis de� ec� � on and cross-axis tor-�
sion of the can�lever-springs.�

Another design for a � ow can� � lever has�
been proposed by Fan et al. (2002) and Chen 
et al. (2003). A ver�cal can� �lever is mounted �
on a horizontal lever, forming an L-shaped 
structure. The size of the ver�cal can� � lever �
beam is approximately 1 mm and protrudes 
into the local � ow� � eld. The horizontal lever �
and the ver�cal structure are connected via�
a rigid link to the extent that the � l� �ng mo-�
�on of the ver� � cal beam is transferred to �
a piezo-resis� ve strain gauge placed at the�
base of the horizontal lever. The structure isf
manufactured using a so-called plas� c de-�
forma�on magne� � c assembly (PDMA) meth-�
od, a technique described in more detail in
Zou et al. (2001). Magne� c forces are used �
to bend the surface micro-machined beams 
into the desired ver�cal posi� � on. Due to�
the plas� c deforma� �on, the beams remain�
in the bent posi�on. Since single can� � levers �
can only detect uni-direc� onal veloci� �es, �
the authors grouped arrays of sensors with
di�erent frontal orienta� �ons.�

Tucker et al. (2006) describe a sensor
structure based on a cylindrical micro-post
with a diameter of 80 f 
m and a length of
600 
m rigidly mounted on a horizontal le-
ver bar. SU-8 epoxy is used as cylinder ma-
terial. The high rigidity of the SU-8 material f
causes the en�re cylinder to be� � lted by the �
�uid forces�  This � l� �ng de� � ec� � on causes the �
� exible horizontal lever to bend, which can �
be measured by silicon piezo-resis�ve strain �
gauges at its base. With the geometry of
this read-out device, the sensor allows the 

determina�on of only one� � ow direc� � on. To�
detect the two-dimensional � ow� � eld dis-�
tribu� on, the authors use neighboring pairs �
of sensors with strain f gauges oriented or-
thogonally to each other in the same plane.
The sensor achieves a �ow rate sensi� �vity�
of 0.6 mm/s before reaching the electronic
and intrinsic noise level. The resonance fre-
quencies of beams at the speci�c mechan-�
ical and geometric dimensions are consid-
ered to be in the order of a f few kHz. Further
studies with this sensor applied as an ar�-�
� cial lateral line organ have been reported�
by Yang et al. (2010). The authors used a 
generic hydrodynamic (dipole source) and, 
furthermore, a realis� c s� � mulus (� �icking�
cray�sh-tail) to inves� � gate the capability of �
the sensor design in correctly localizing the 
source of s�mulus.�

Engel et al. (2006) and Chen et al. (2007)
presented an ar�� cial hair-like sensor based�
on cylindrical polyurethane structures, and
further details about this sensor can be 
found in Liu (2007). The authors posi�oned �
the posts on commercial conduc� ve, circu-�
larly aligned, polyurethane force sensi� ve�
resistors (FSR) to detect the de� ec� � on of �
the post structure and to allow for a mul�-�
direc� onal sensi� � vity. Due to the conduc-�
�ve read-out of the can� �lever � � l� �ng, even�
the cylindrical version of their f posts showed
a remaining on to o� -axis sensi� � vity ra� �o of �
14.2 dB. The authors, aiming for uni-direc-
� onal sensi� �vity, improved the sensor ge-�
ometries by increasing the lateral s��ness,�
so that the modi�ed sensors showed the �
desirable o�-axis mechanical insensi� �vity.�
However, this also impeded the possibility
of muf l� -direc� �onal� �ow detec� �on.�

A hair-like sensor to measure acous� c �
pressure disturbances and � ow� � elds is re-�
ported by Dijkstra et al. (2005) and Krijnen
et al. (2006). The authors use SU-8 cricket-
sensory hairs to detect drag forces on the
sensor structure. With sensor heights of uf p
to 1 mm the authors protrude deep into the



27. Deflection-based flfl ow fifl  eld sensors – examples and requirements  fi 397

near-wall � ow � � eld achieving a high sensi-�
� vity in the device. The � �l� � ng de� � ec� � on is�
detected capaci� vely at the sensor-hair base�
using di�erent kinds of suspensions. The�
authors used arrays of similar structures tof
increase the total capaci� ve response, i. e.,�
increasing the sensibility of the structures.
The authors have studied very extensively
the dynamic response of the structure and
its direc� onal sensi� � vity. �

Finally, a micro-pillar shear-stress sen-
sor has been discussed extensively in the
literature (e. g. Grosse 2008, Grosse and 
Schröder 2009  a). This sensor design consists
of cf ylindrical micro structures made of the f
highly �exible silicone polydimethylsiloxane�
(PDMS). Di�erent to the designs described�
before, the ver�cal can� �lever structure itself �
is de�ected. The sensors are up to approxi-�
mately 1 mm in height and possess aspect 
ra� os (length vs. diameter) of up to L/D=20. �
Images of the sensor are f given in Fig. 1. The
pillar-� p de� � ec� � on caused by the exer� �ng �
�uid forces is measured op� �cally. Due to the �
symmetric cylindrical shape, the micro-pillar
sensors possess a constant s��ness along all�
radial direc� ons. �

The sensor design is described in detail
in Grosse and Schröder (2009  a) and Grosse
(2008). The discussion in the � rst of these pa-�
pers addresses material characteris� cs, sen-�
sor-structure related error sources, various
sensi� vity and dis� � nct sensor performance�
ques�ons as well as presen� � ng a detailed�
discussion of pressure-sensi�vity aspects. In�
Grosse et al. (2008) an experimental dynam-
ic calibra�on of the sensor structure is de-�
scribed. The results indicate that typical sen-
sor structures with the dimensions described
above possess low pass �lter characteris� �cs�
in water media with damped eigenfrequen-
cies in the order of several hundred Hz. In
air, the sensor structures show a strongly
resonant behavior – due to the reduced add-
ed mass and fric� on in this medium – with �
resonance frequencies in the order of a f few

Fig. 1 Scanning-Electron Microscope (SEM)
images of a pillar linef

thousand Hz. Applica� on of micro-pillars to �
detect turbulent wall-shear stress in water
�ows are discussed in Grosse and Schröder�
(2008  a, 2008  b, 2009  b, 2009  c). Grosse and 
Schröder (2009  d) also discuss the feasibility
of wall-shear stress measurements in turbuf -
lent wind-tunnel �ow with the sensor tech-�
nique.

3.  
MEMS vs.  MOMS

The discussion above shows the great diver-
sity of data acquisi�on techniques. These�
so-called Micro-Electro-Mechanical Systems 
(MEMS) transform the mechanical reac�on �
of the sensor to the exerted forces into an
electrical signal, i. e., a voltage, by capaci�ve,�
conduc�ve or (piezo)-resis� � ve means.�

This principle has a couple of advantaf ges.
A prominent feature is the possibility of de-f
signing the sensor structures reasonably
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rigidly with, accordingly, hiyy gh resonance fre-
quencies since even slightest de� ec� � ons can�
be detected with su�  cient sensi� � vity by the �
mechano-electric coupling. Similarly, sen-
sor structures can be kept very small to the 
extent that they can be applied successfully 
even at high Reynolds numbers.

However, the MEMS-technique also has 
some disadvantages. The read-out prin ciple
requires the implementa� on of second-�
ary structures on the sensor base. One can
think of the necessarf y can� lever springs as �
mechanical read-out devices such as strain
gauges or simply electrical supply wiring. 
Many of the 1-DOF and 2-DOF devices (de-
gree of freedom) su� er from cross-axis sen-�
si� vity, that is, they are sensi� � ve to forces�
exerted along the axis perpendicular to the 
primary sensory axis. For mul�-direc� � onal �
devices, which detect the two-direc� onal �
de�ec� � on of can� � lever beams with base-�
mounted mechanical receptors, e. g., strain
gauges or piezo-resis� ve devices, the ar-�
rangement of these elements might become
sensi�ve to de� � ec� � ons along perpendicular�
direc�ons, making an iden� �� ca� �on of the �
origina� ng force direc� � on di� � cult or even �
impossible. Cross-axis sensi�vity can be�
minimized by increasing the s�� ness of the �
sensor structure along the perpendicular di-
rec�on so that the parasi� � c o� �-axis contri-�
bu�ons are negligible. It goes without saying�
that this also implies the non-capability of
actually detec�ng � �uid mo� � on perpendicu-�
lar to the primary sensor axis, which is an
essen�al feature in turbulent, non uni-direc-�
� onal � � ows. To overcome this issue MEMS�
devices have been assembled with di� erent �
sensi� vity orienta� � on. However, this causes�
the �ow � � eld not to be measured in a single �
posi� on and the combina� � on of sensor sig-�
nals to reconstruct the medium � ow in di-�
rec� on and strength needs to be performed�
with great care (Suzuki 1992).

The micro-pillar sensor described, for ex-
ample, in Grosse and Schröder (2009  a) rep-

resents a Micro-Opto-Mechanical Systems 
(MOMS) device, transferring the mechani-
cal de� ec� � on into an op� � cal signal. Due to �
the op�cal detec� � on principle there is no �
need for further structure on the wall, and
as such, the assessment of the two-dimenf -
sional wall-shear stress distribu� on at high�
spa� al resolu� �on is only limited by the mini-�
mum distance between the pillars required
to ensure neighboring pillars not to interfere
with each other from a � uid mechanical or �
electrical point of view. The pillar has a sym-
metrical structure with no preferred sensing
direc� on, that is, the de� �ec� � on is a direct�
representa�on of the direc� �on and ampli-�
tude of the exerted force. Addi� onally, the�
op�cal detec� �on principle does not su� � er�
from cross-axis sensi�vity, making meas-�
urements of the near-wall f � ow� �eld vectors�
possible.

However, these advantages are also ac-
companied by a couple of drawbacks. Thef
op�cal detec� � on requires op� �cal access�
which many applica�ons can not be granted �
and which restricts the use of the sensor tof
mainly scien�� c applica� �ons. Due to the lim-�
ited maximum op�cal resolu� � on of standard �
camera-lens systems, the pillar structures
need to be �exible enough to allow a proper �
evalua� on of the pillar de� � ec� � on. Due to the�
limited size of opf � cal sensors (CCD, CMOS),�
� eld-of-view and op� �cal resolu� �on are mu-�
tual characteris�cs requiring a compromise�
solu� on. In the case of the micro-pillar sen-�
sor, the op�cal principle is very similar to �
that of Par� cle-Image Velocimetry (PIV), to �
the extent that similar assump� ons apply for �
the setup of the micro-f pillar sensor. The PIV-
technique is further described in Ra� el et al. �
(2007).

The necessarily high �exibility of the �
structures makes the resonance frequency 
of the sensor comf parably lower than those
of many other common MEMS-can�lever �
devices. This reduces the achievable dynam-
ic range and restricts the applica�on of the�
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sensor to low and moderate Reynolds num-
bers. 

Another drawback of the of p� cal record-�
ing principle is the limita� on of the available�
amount of memorf y in conven�onal digital �
cameras. Generally, tyy his aspect reduces the 
number of recordable images to a few thou-
sand samples, complica� ng proper sta� �s� �-�
cal evalua�on of data especially at high re-�
cording frequency.

While MEMS devices emit an electrical
voltage, which can be directly processed and 
evaluated, the op�cal detec� � on principle�
produces raw images, which require a very
� me-consuming image evalua� � on (again,�
similar to that of Paf r� cle-Image Velocime-�
try, PIV) before the actual � uid-� � ow data is �
obtained. Hence, the use of the of p� cal eval-�
ua� on technique impairs the use of the mi-�
cro-pillar sensor in �ow control applica� �on, �
which would require a real-� me evalua� � on�
of the data.

However,r  the scien�� c � � eld of applica-�
� on, for which the micro-pillar sensor was�
originally intended, easily copes with most 
of these stated drawbacks. Finallf y it should
be men�oned that besides the general capa-�
bility of PDMS as sensor material – a detailedf
discussion of which is given in Grosse (2008) 
and Grosse and Schröder (2009  a) – it has
proven to be very robust to the daily user
and has endured some rough handling; in 
contrast most common MEMS-sensors are 
very bri�le making daily use problema� � c.�

4.
Fluid mechanics of the sensing
principle and sensor requirements

We have so far discussed di� erent techni-�
cal realiza� ons of can� � lever-based sensors�
for the detec� on of near-wall � �uid mo� �on.�

In the last paragraph, recent designs have
been discussed based on the principle of de-
tec� on, i. e., the present designs have been�
divided into two categories, one where the
sensor de�ec� �on is measured electrically�
and another where the sensor � l� �ng or �
bending is detected op�cally. On a general �
level, the pros and cons of both concef pts
have been discussed, based on the designs
available in the literature. A detailed discus-
sion of the data acquisi� on and processing�
is, however, beyond the scope of the present
ar� cle, and interested readers are referred�
to the very comprehensive discussions in 
the work available in the literature – the
relevant papers have been presented in sec-
� on 3. For the micro-pillar sensor, detailed�
informa�on on the image acquisi� � on and�
image processing can be found in Grosse
(2008).

In this sec�on, we will focus on the � �uid �
mechanics of the sensory hairs for a be�er �
understanding of the sensorf ’s working prin-
ciples and to be able to judge the general
feasibility of af qualita�ve and quan� � ta� �ve �
detec� on of the� �uid� � eld. At this point, we�
will concentrate solely on the mechanics of
the � uid-sensor coupling, with the discus-�
sion focusing on turbulent �ows, since most�
sensors are applied in such a � ow� � eld.�

All can� lever-type receptors share a � � la-�
ment structure that protrudes into the near-
wall � ow� �eld. Due to the � � uid forces ac� �ng �
on the structure it is bent or �lted and the�
de�ec� � on of the sensory hair is measured. �
It is important to note, as men� oned in the�
last sec� on, that for some designs it is not�
the hair sha	  itself that bends but rather the 	
lever devices on which it is mounted (caused
by the hair sha	 , which is 	 � lted by the� � uid �
�ow). However, in terms of � �uid-mechanics�
the concepts can be considered similar.

Most of the structures discussed in this
paper are characterized by their small di-
mensions which range in the order of af few

m to mm, and most �uid� �ow characteris-�
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�cs from the data in the literature are such �
that the local �ow � � eld around the structure �
is at very low Reynolds numbers (Re � 1) and
can be considered creeping. Here, the Rey-
nolds number is based on the local velocity
U, theU �uid kinema� � c viscosity� �, and a char-�
acteris� c cross-sec� � onal dimension of the �
sensor (e. g. its diameter).

Under turbulent condi� ons, the total load�
on the structure is not only caused by the
drag forces ac�ng on the structure due to �
the � uid � �owing around it, but also pressure�
forces due to local pressure �uctua� � ons �
which need to be considered. In pressure-
driven �ows a constant pressure di� � erence �
acts on the structure along the streamwise
direc�on. Grosse and Schröder (2009  a) have �
demonstrated that in most cases these pres-
sure contribu�ons can be neglected com-�
pared to the drag forces. Note, however,
that even for Oseen �ow around the sen-�
sor structures at low Reynolds number, the 
drag force on the structure has shear and 
pressure contribu�ons. These, however, �
are already accounted for by experimental
calibra� ons or analy� � cal drag coe� � cients.�
At larger Reynolds numbers, i. e., Re � 1, lo-
cal � ow separa� �ons of the� �ow around the�
structures might cause addi� onal pressure �
forces to more severely contribute to the
sensor de�ec� �on. However, we will further �
assume that the local Reynolds number is 
small enough, i. e., Re � 1, to the extent that 
the �ow � �eld nearly perfectly follows the �
structural contour.

The drag forces, as a func�on of the lo-�
cal � uid velocity, act as a distributed load on �
the sensor structure causing the hair sha	
de�ec� �on. To be more precise, the sensor �
bending or �l� � ng is a func� � on of the inte-�
gral contribu�on of the � � uid � � eld along the�
structure, and, consequently, tyy he velocity
distribu� on along the sensor has an impor-�
tant impact on the magnitude of the sensor f
de�ec� �on. The knowledge of the� � ow� � eld �
is hence a necessary prerequisite for infer-

ring any quan� ta� � ve informa� �on from the�
sensor de� ec� � on. For example, imagine an �
in�ec� � on point of the velocity pro� �le along�
the sensor lengths, so that the � uid forces�
would be compensated on their integral
mean. In this case it is necessary to have a
detailed knowledge of the � ow� � eld around�
the sensor structure. 

While at the wall, the � uid velocity needs �
to become zero, following Newton’s no-slip
condi� on. The velocity pro� � le at some dis-�
tance from the wall can range from nearly
linear as in the case of the viscous sublayer 
of turbulentf � ows, parabolic as in the case of �
steady, fully developed laminar �ow to bulgy�
velocity pro�les following complex Bessel’s �
func� ons as in the case of oscilla� � ng� � ow�
�elds. Following the discussion above, each�
of these f � ow� � elds will contribute di� �erent-�
ly to the sensor drag and, hence, its de�ec-�
� on. Alfredsson et al. (1988) and Grosse and �
Schröder (2009  a) have discussed, how under
certain condi� ons the velocity distribu� � on�
in the vicinity of the wall can be considered
linear – on average and instantaneously – so
that a propor� onal rela� �onship between�
the sensor de� ec� � on and the integral vel-�
ocity pro� le is de� �ned. Note in the case of �
the micro-pillar sensor, the linearity is nec-
essary since the sensor structure is sta� cally �
calibrated in the linear velocity pro� le of a�
plate-cone rheometer �ow (Grosse et al.�
2006). The similitude of the �ow condi� � on �
during calibra�on and actual measurement�
allows for an easy quanta�ve transfer of the �
calibra� on results to the actual measure-�
ment. It is important to note, that the region,
in which the near-wall velocity pro� le can be �
considered linear, is limited to a few hundred

m in most turbulent �ows, thereby impos-�
ing a strong restric�on to the maximum al-�
lowable sensor length. Experimental and
numerical results show that the near-wall
turbulent velocity pro� le can be assumed�
linear up to y+ = 5 – 6. Herein, y+ = � · y/uyy �

is the non-dimensional wall-distance in vis-
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cous units with � being the kinema� � c viscos-�
ity of the �uid and � u� the fric� �on velocity.�
The wall region at which the instantaneous 
velocity pro�le can be considered linear is�
even narrower. A detailed discussion can be
found in Grosse and Schröder (2009  a). In os-
cilla�ng � �ow, laminar or turbulent, the situ-�
a� on becomes even more complicated and�
the reader is referred to the work of Wom-
ersley et al, who thoroughly addressed this
issue (e. g. Womersley 1955).

Apart from the sta�c calibra� � on, sensor�
dynamics need to be cri�cally discussed.�
It is not enough to only look at the sensor
dynamics alone, but rather the interac� on�
of the surrounding � uid needs to be taken �
into account. For biological sensors a de-
tailed discussion can be found in the work of 
Humphrey and Barth (2008) and Shimozawa
et al. (1998), but it can be easily transferred
to technical concepts. A discussion of this 
issue can also be found in Grosse et al.
(2008), where the authors also describe a dy-
namic calibra� on for the micro-pillar shear-�
stress sensor. The authors show that added
mass e� ects of the ambient � � uid and � �uid-�
structure fric�on strongly in� �uence the sen-�
sor dynamics. In the case of the micro-pillars 
the sensor transfer func� on ranges from a�
strong resonance in the case of air as �uid�
to a damped transfer func�on in the case of �
water or oil.

Besides the above requirement many oth-
er features need to be addressed. Most of
the requirements are controversial: A high
dynamic bandwidth competes with a rea-
sonable sensi� vity. The use of large surface �
areas opposed to the �uid mo� �on increases�
the sensor response but also leads to an in-
creased spa�al averaging of the near wall�
� ow� �eld, resul� � ng in a deteriora� �on of the�
detected dynamic characteris� cs.�

Earlier it was men� oned that � � eld-of-view �
and local spa�al resolu� � on are controversial �
parameters, especially for MOMS devices. 
However, similar restric� ons also apply to�

MEMS devices where the handling of severalf
hundred sensors mounted on small surface
areas leads to electrical coupling and prob-
lems in the parallel signal processing and ac-
quisi�on.�

Finally, tyy he non-intrusiveness, that is, the 
in�uence of the sensor on the development�
of thef � ow� � eld, needs to be negligible. In�
the case of can� lever-based sensors, in par-�
�cular, in turbulent � � ows the height of the �
viscous sublayer limits the maximum allow-
able size of the structure with strong limita-
� ons to the achievable sta� � c and dynamic �
response.

In conclusion, to properly detect the �ow �
� eld in the vicinity of surfaces the complete�
spectrum of � uid velocity should at least be�
capable of beinf g properly captured. Add-
i�onally, the sensor needs to possess su� �-�
cient dynamic bandwidth to properly detect 
even the highest frequency part of the � ow. �
Consequently, the sensor dimension mustyy
be small enough to be able to actually cap-
ture the associated scales without spa�al�
integra�on.�

For a more detailed discussion of these
aspects the reader is referred to Grosse and
Schröder (2009  a).

Conclusions
Nature’s diversity of �uid sensing devices has in-�
spired many scien� sts to develop ar� �� cial can� �-�
lever-based sensors, which allow the detec�on �
of nf ear-wall � uid-� �ow � �elds by measuring the�
de� ec� � on of ar� �� cial hair-like devices by the�
ac� ng� � uid forces. In a discussion of sensor de-�
signs reported in the literature, advantages and
disadvantages of electro-mechanical and opto-f
mechanical concepts have been contrasted. The
discussion in the last sec� on of this ar� �cle has�
shown that the choice of an appropriate sensor f
is subject to a large variety of condf i� ons. Con-�
straints arising from �uid mechanical restric-�
� ons, sensor-sensi� �vity based requirements,�
and structure-mechanical prerequisites, make
such a decision extremely di�  cult but also sci-�
en�� cally challenging.�
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 Abstract 
Biological sensory systems o	en display great 	
performance, inspiring engineers to develop
ar�� cial counterparts. The lateral line system�
of � sh has been widely studied by biologists �
for its crucial role in � sh behaviour. Moreover �
recently the robustness, sensi� vity and conse-�
quently wide range of applica� ons that poten-�
�ally bene� �t from the abili� �es of such a system �
have a� racted the a� �en� �on of the engineering �
community. Aqua� c� � ow sensors based on the�
lateral line of � sh are useful in underwater ro-�
bo� c applica� �ons for hydrodynamic imaging�
of comf plex and noisy environments to provide
informa� on for, for example, surveillance, navi-�
ga� on and obstacle detec� � on. The specula� �ve �
ability to manoeuvre in murky or dark water, 
especially object detec� on at short range, has�
strongly driven research in this area.

This chapter begins with a brief review of f thef
state of thf e art � ow sensors inspired by neuro-�
masts. Subsequently, the desiyy gn principles and
fabrica�on scheme for a di� � eren� �al capaci� � ve �
�ow sensor incorpora� �ng a hair-like structure�
are discussed. The main focus is on the appli-
ca�on of Micro-Electro-Mechanical Systems �
(MEMS) technology, which enables fabrica�on �
of sensorf y structures on length-scales compar-
able to what can be found in nature. Its intrin-
sic batch fabrica� on capability and high spa� �al�
resolu� on facilitate the construc� �on of dense�
arrays of �ow sensors, eventually allowing the �
func�on of the� � sh lateral line to be copied.�

1. 
Introduc� on�

Aqua� c environments have been the cradle�
of life ever since its earliest emergence on
the planet. Fish, the inhabitants of the vastf
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oceans, have struggled through 530 millions 
years of existence and adapted to their re-
sourceful but challenging surroundings. The
need to perceive and locate prey and to es-
cape from predators, or in general to survive
in highly compe�� ve situa� � ons, has driven�
such living organisms to develop various 
sensory organs. Whereas more well-known 
sensory systems, such as the visual system,
have played their roles in sustaining life, � sh �
and amphibians are in addi� on gi� 	 ed with a	
sensory organ called the  lateral line.

The lateral line system enables �sh to use�
the velocity pro�le of the surrounding water �
to construct a 3  D map of their immediatef
environment on which depends their abil-
ity to school, localise prey or predators and 
to avoid obstacles (Dijkgraaf 1963, Coombs
2001). In some species like the blind cave
�sh, which lacks visual capabili� � es,� � sh sur-�
vival predominantly depends upon this sys-
tem (von Campenhausen et al. 1981).

The lateral line system consists of mech-f
anorecep�ve  hair cells, covered by a jelly-�
like  cupula, which together are referred to 
as  neuromasts. Neuromasts are either lo-
cated on top of the skin at the bf o�om of a �
visible pit or groove (super�cial neuromasts)�
or in the lateral line canals along the body
(canal neuromasts). The displacement of the 
cupula due to � uid mo� � on couples to the �
stereovilli of the hair cells and chanf ges the
� ring rate of the a� �erent neurons (Voigt et�
al. 2000). Using this system, � sh are able to�
perceive cupula displacements as small as a 
few nanometers which corresponds to a few

microns per second � uid velocity (van Net-�
ten 2006).

Man-made aqua�c� �ow sensors have�
been built based on many sensing prin-
ciples including heat conduc�on� 1 (Chen
and Liu 2003), the Doppler e�ect� 2 (Jen� nk�
et al. 1987) and pressure di�erence� 3 (Fern-
andez et al. 2007), but they are s� ll rarely �
u� lized for underwater applica� �ons. Small,�
robust, cheap and low energy consuming
sensors are needed in marine environments
for numerous applica�ons (Arshad 2009). In �
recent years, however, bene��ng from the �
advancement in technology and the know-
ledge and inspira� on gained from nature, �
engineers have started to develop biomi-
me�c� �ow-sensors aimed at a high level of �
versa�lity, robustness and sensi� �vity.�

Biomime� cs or bionics strives to exploit �
the principles of natural sf ystems and to im-
plement them in engineering products using
available or new technologies. Lately, the
need for more advanced and robust systems
and the biological discoveries of func� onal �
proper� es of organic systems have popular-�
ized this perspec� ve among engineers (Vin-�
cent 2001).

Lateral line inspired �ow-sensor arrays�
can be used to study hydrodynamic phe-
nomena in complex, noisy environments.
They provide invaluable means for the study
of �uid mechanics especially of turbulent �
�ow and can also poten� � ally be used in Un-�
derwater Autonomous Vehicles (UAV) to in-
crease manoeuvre e� ciency (Arshad 2009).�

1 Hot-wire anemometers measure � uid velocity by detec� � ng temperature changes of heated wires due �
to heat convec� on forced by � �uid� � ow. However, their func� �on is limited at low� � ow veloci� �es due to�
their rela� vely low sensi� �vity.�

2 Laser Doppler velocimeters point a monochroma�c laser beam towards a target and collect the �
re�ected radia� � on. Due to the Doppler e� �ect, the change in wavelength of the re� � ected radia� �on is�
a func�on of the rela� � ve velocity of the targeted object. They are usually complicated devices and�
need re�ec� �ve par� �cles. Moreover, sensors based on acous� �c transmission and detec� �on of Doppler �
phase shi	 are generally large.	

3 Pressure distribu�on measurements can be used as an indirect way of � �ow sensing. However,�
informa�on about the main stream is not accurately provided by this method.�
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2.  
Piezoresis�ve sensors�

Piezoresisii � vity� (Smith 1954) is a property of y
certain materials which change their elec-
trical resistance when subject to tensile or 
compressive stresses. The e� ect is small in �
metal conductors but easily observable and
exploitable in semiconductors such as sili-
con. It is a func� on of doping, temperature, �
crystallographic orienta�on, etc. Piezoresis-�
� ve readout is commonly used to measure�
the de� ec� � on of members, such as can-�
� levers (see below) and membranes. It is �
possible to deduce the magnitude of force 
on a can�lever using piezoresis� �ve regions�
(strain gauges) at the base, where the maxi-
mum stress occurs, by measuring resistance 
changes. These strain gauges are usually
arranged in a Wheatstone bridge con� gu-�
ra� on and the change in resistance is pro-�
por�onal to the strain exerted on them. This�
rela� on is formulated as�

(1)

where R is the electrical resistance of the
gauge, �R the change in R and � the mech-
anical strain.

A can� lever� is a beam that isr �xed at one �
end and free at the other. Can�levers at the�
micron-scale are made by micromachin-
ing, and have a wide range of applica�ons�
in science and technology such as in AFM 
(Atomic Force Microscopy), chemical detec-
�on sensors, RF (Radio Frequency) � � lters �
and resonators, to name but a few. The ba-
sic principle of a canf �lever-based sensor is �

to determine the magnitude of a loadf from
the amount of df e�ec� � on. It has been shown�
(Gere 2003) that for a can� lever subjected �
to a transverse load, the maximum strain is
at the base (� xed end) and is equal to�

(2)

in which M is the magnitude of the devel-
oped moment at the base, E is the Young’s E
modulus of elas�city,� I is the second mo-
ment of area andf c1 is the distance from the
neutral axis. For can� levers made of an iso-�
tropic and homogeneous material c1 = t/2 int
which t is the thickness of the beam.t

2.1 Sensors based on cantilevers

Fan et al. (2002) have realized a can�lever-�
based � ow sensor with a piezoresis� � ve�
read out mechanism. A PDMA4 process was
u� lized to obtain (820 � �m long) out-of-plane
can� levers from in-plane fabricated can-�
� lever beams. The fabrica� �on starts with�
the selec�ve doping of the silicon substrate�
with boron to form strain gauges. A back-
side etching process in alkaline (KOH) solu-
� on determines the can� � lever’s thickness. �
Therea	er, lead wires, a copper sacri	 �cial�
layer and a thin gold layer, are deposited 
and pa� erned. Then Permalloy, which is �
necessary for the PDMA pro cess, is electro-
plated. Subsequently, the canyy � lever is com-�
pleted with an etching process on the front
side. The sacri� cial layer is removed in a wet�
etching process and, using a magne� c � � eld,�
the Permalloy structure is raised to a per-
manent upright posi� on. Finally a thin layer�

4 Plas�c Deforma� � on Magne� � c Assembly (PDMA) is a technique for three-dimensional assembly of �
micro structures. Certain parts of the structure can plasf �cally deform by applying external magne� �c �
�elds which interact with the magne� � c material deposited on the micro structure. The resultant force �
brings the en� re structure to a certain angle at which the developed stress can surpass the elas� �c�
limit of material and cause permanent def forma� on. PDMA is a non-contact, batch process but it is�
rela� vely di� �  cult to accurately control the deforma� �on angles of the structures.�
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Fig. 1 Le�:� Schema�c of  can� �levers realised using PDMA (Fan et al. 2002, Chen et al. 2003). �
Right: Schema� c of a SU-8 cylinder at the� � p of a silicon can� �lever (Yang et al. 2007)�

ture reported is 350 °C) allows the use of a 
variety of substrates includinf g � exible poly-�
mer materials. Chen et al. (2003) also have
claimed that this process is more robust and
e�  cient than using silicon bulk and surface �
micromachining. However, the strain gauge
e�  ciency is considerably lower. The sensor �
has been tested in air �ow and the highest�
reported rela� ve change of resistance,� �R/R,
is 600 ppm at 10 m/s air � ow speed.�

Yang et al. (2007) have fabricated a can-
� lever-based � �ow sensor using SU-8� 5 poly-
mer to produce a (500 �m long) cylindrical
structure at the free end of a can� lever. The �
reported detec� on threshold� 6 amplitude is 
0.1 mm/s at 25 Hz using 2 Hz FFT (Fast Fourier 
Transform) bandwidth7 (Chen et al., 2007) for
measurements. The calculated resonance
frequency is 1 kHz in water. The readout
mech anism is the same as above, i. e. piezo-
resis� ve. The fabrica� �on process begins with�
the use of Silicon On Isolator (SOI) wafers. 
Piezoresis�ve elements are then produced �
using ion implanta� on. Subsequently gold is �

5 SU-8 is a photo-sensi�ve polymer used in MEMS technology. It can be spun with di� � erent thicknesses �
and is used for the fabrica�on of high aspect ra� �o structures.�

6 Detec� on threshold is de� �ned as the minimum detectable input. It depends on the proper� �es of the �
sensor, the noise level and the measurement frequency resolu� on.�

7 Using a narrow FFT bandwidth (low measurement resolu�on) reduces the (Gaussian) noise power�
incurred in the measurement and, therefore, increases the signal to noise ra� o which results in a �
lower detec�on threshold. However, it increases the detec� �on � �me.�

of parylene is deposited in order to insulate
the structure and the electrical conductors
from water. The highest presented rela� ve�
change of resistance, �R/R, is 2.3 × 104 ppm
at 1 m/s water �ow speed.�

The major advantage of this method is the
monolithic fabrica�on process. However, ac-�
cording to the authors the robustness and
compa� bility of the device are a concern.�
The strength of the joint between out of 
plane and in plane can� levers is crucial but �
it was shown that it is possible to strengthen 
the joint and de� ne the exact bending point �
by electropla� ng a thin layer of gold.�

In another approach Chen et al. (2003)
employed the same PDMA principle and 
produced a polymer-based � ow sensor. �
Their fabrica� on consists of successive�
metal and polymer deposi� on and pa� � ern-�
ing. The main di�erence is in the use of � NiCr
strain gauges on the base of polyimide �lm�
which forms the out-of-plane can� lever�
(600 to 1,500 �m long). Low temperature
processing (the highest process tempera-
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Fig. 2 Top:TT Schema� c process steps to form a�
hydrogel cupula around the SU-8 hair at the �p �
of silicon can�lever (Peleshanko et al. 2007). �
Reproduced with permission of Wiley-VCH Verlag.
Right: Microscopic pictures from a hair without
a and with b hydrogel at the � p (McConny et al. �
2009). Reproduced with permission of The Royal 
Society of Chemistrf y

Peleshanko et al. (2007) have reported
a 20 to 70 fold increase in sensi� vity� 9 at
frequencies between 10 to 110 Hz, and a
decrease in the detec� on threshold from�
100 �m/s to 75 �m/s water � ow speed of �
the previously men� oned sensor. A water �
soluble Polyethylene Glycol (PEG) is dis-
pensed on the SU-8 cylinder (the hair) and
its immediate surroundings. Then UV-pho-
topolymeriza� on is carried out to cross link �
the polymer around the hair. A	 er this, the 	
sensor is put into water so that non-cross-
linked polymer is dissolved and the cross-
linked polymer swells and forms a dome-
shaped ar��cial cupula around the hair. The�
increase in sensi� vity has been reasoned to �
be a result of 1) a larger drag force due to

8 Deep Reac� ve Ion Etching (DRIE) is a process to etch high aspect ra� � o structures in a silicon substrate.�
9 The sensi� vity is de� � ned as the ra� �o of a change at output to the respec� �ve change at input. It is �

basically the slope of the calibraf � on curve of the sensor.�

deposit ed and pa� erned to form conduc� �ve �
wires and bond pads. This is followed by two 
DRIE8 steps, both on the front and backside
of the waf fer,r to de�ne the can� �lever. Sub-�
sequently, SU-8 photoresist is spun and pat-
terned to shape the hair-like extension and
then the can�lever is emersed in BHF (Bu� �-�
ered Hydro-Fluoric acid) solu�on. The devices�
have been made in pairs oriented perpen-
dicular to each other to provide �ow meas-�
urement along two orthogonal axes. These
sensors have a linear response to AC � ow and �
the hair-like SU-8 structures can be de�ected�
by up to 35° without degrada� on of perform-�
ance. Using this sensor, Yang et al. (2010) have
produced a lateral line system capable of � ow�
source localisa�on in a 3  D domain.�
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Fig. 3 Le�:� a In plane fabricated  can� levers are �
rotated to face the �uid� � ow. � b A thin cylindrical
wire is mounted at the joint of cross-shaped 
beams with piezoresis�ve elements at the base �
(Ozaki et al. 2000). ToTT p: The hydrophone before
packaging (Xue et al. 2007). Reproduced with 
permission of Elsevier

� ve strain gauges at the base. A� 	 er fabrica-	
� on the substrate is rotated by 90° to orient�
the can� levers perpendicular to the direc-�
�on of the � �uid� � ow. The fabrica� �on process�
is simple and very well developed in MEMS
technology. The one dimensional nature of
the fabricated array and its low density are
two disadvantages of this approach. 2) The
second con�gura� �on is a cross-shaped�
structure with a piezoresis�ve element�
at the end of each beam which is f �xed to �
the substrate. A long metal wire is manu-
ally a� ached to the centre of the cross. This�
structure is made from thin (200 �m) sili con
substrates which are � rst oxidized and pat-�
terned. Then Boron is di� used in order to �
make strain gauges. Anisotropic etching of 
the substrate from the backside in TMAH
(TetraMethylAmmoniumHydroxide) is used
to produce the beams. A	erwards alumini-	
um interconnects are deposited and � nally �
a Reac�ve Ion Etching (RIE) process from the�
front side is used to release the device. Al-
though the fabrica�on process is simple, the�

a larger e� ec� �ve cross sec� � on and 2) the �
coupling between the �ow and the� � uid �
trapped in the hydrogel (water content of 
the swallowed hydrogel is about 90 %). This
approach also provides extra protec�on for�
the hair sensor. Using a similar principle, 
McConny et al. (2009) have reported a 38
fold increase in sensi� vity and reduc� � on of �
detec� on threshold to 2.5� �m/s. In this ap-
proach the dispense process was modi� ed �
to increase the length of the hair and its
cross sec�on at the top without changing �
the mechanical characteris� cs of the base �
of the hair. Although the fabrica�on process �
is not monolithic and, therefore, is not suit-
able for array fabrica� on, according to the�
authors, it rivals the �sh mechanoreceptors �
in terms of sensf i� vity (see chapter 23 by Mc-�
Conney and Tsukruk).

Another a� empt to mimic hair receptors�
was made by Ozaki et al. (2000). They sug-
gested two types of structure: 1) The �rst �
structure is rather simple, and is basically a
series of planar can� levers with piezoresis-�
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TMAH backside etching needs careful a� en-�
�on to accurately ensure the desired thick-�
ness. These structures have been made for
and tested in air � ow but poten� �ally they �
can be used in water with minor modi�ca-�
�ons, mainly through the insula� �on of wires�
to prevent contact with water.

This second con�gura� � on has been re-�
peated by Xue et al. (2007) and Zhang et al.
(2008) who changed the piezo-transducer 
con�gura� � on and fabrica� �on process and in-�
cluded external structures to adapt the sen-
sor to aqua�c environment. The hair is again �
a� ached manually. The sensor is connected�
to a 50 dB low noise preampli�er, immersed �
in Castor oil and protected using a Polychlo-
roprene Rubber dome. The reported sensi-
�vity is –197.7 dB (at 400 Hz) (0 dB = 1 V/� �Pa).

Lee et al. (2006) use a piezoelectric poly-
mer �lm or PVDF (Polyvinylidene Fluoride), �
which is bonded to the surface of aluminiumf
can�lever beams. The overall size of the de-�
vice in this approach is bigger (can� levers�
are between 22 to 30 mm long) than the pre-
vious ones as macro-fabrica�on technology �
has been u� lized. Therefore, their sensi� � vity �
and bandwidth are much lower compared to
micro-fabricated counterparts.

2.2 All polymer sensors

Engel et al. (2006) have reported another
type of hair-based �ow sensor using Poly-�
urethane elastomers and Force Sensi� ve Re-�
sistors (FSR). This consists of a hair-like struc-
ture on top of four FSRs which are in half 
bridge con� gura� �on and can reveal both�
magnitude and direc�on of displacement.�
When the structure de�ects, the stress de-�
velops at its base and the resistance of the f
FSRs will change accordingly. The building
process begins with the deposi� on and pat-�
terning of gold lead wires. A	 erwards a thick 	
photoresist is spun and pa�erned to form�
a mould for the FSRs. The actual FSRs are

Fig. 4 Polyurethane hairs on �exible substrate �
(Engel et al. 2006). Copyright 2006 IEEE;
reproduced with permission

made of polyurethane that is loaded with an
electrical conduc�ve � �ller. This � �ller can be �
Carbon Black (CB) or mul�wall carbon nano-�
tubes (MW-CNT). The FSR material is applied 
to the substrate and sacri� cial photo resist�
is removed. The hairs are made by � lling a�
wax mould with the polymer and are then
aligned and a�ached to the FSR substrate.�
Subsequently, tyy he wax mould is dissolved in
hot water. These structures exhibit a great
robustness but su�er from non-uniformity,�
viscoelas� c creep, size and aspect ra� � o limi-�
ta� ons (because the wax mould is formed by�
drilling) and cross-axis coupling (Engel et al.
2006). The la�er can be par� �ally overcome�
using op�mized cross-sec� �ons.�

2.3 Conclusion

The above men�oned sensors all use the pie-�
zoresis� ve e� �ect as the readout mechanism.�
Piezoresis� ve readout has the advantage of �
being cheap and easy to fabricate. More-
over, the readout circuitry can be ra ther
 simple. The development of these sensorsf
has already led to the produc�on of ar� �� cial �
lateral line sensor arrays. However, piezore-
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sistors are sensi� ve to temperature changes�
while the magnitude of change in resistance
due to the stress is compara�vely small with �
respect to the base resistance, i. e. the signal
modula� on is small. In addi� �on, to decrease�
the thermal noise the base resistance needs 
to be small. When the base resistance de-
creases, the electrical current supply should
increase to yield a strong signal, hence the
power consump�on increases.�

3. 
A  capaci�ve sensor�

A capacitor consists of a f pair of electricalf
conductors separated by an insula� ng mate-�
rial (dielectric). When a voltage di�erence is �
applied to the conductors an electric �eld is�
established in the dielectric material. Energy
is stored in this electric � eld. The ability of a�
capacitor to store energy is characterised by
its capacitance. An electrical capacitance C
is de� ned as the ra� �o of the stored electric �
charge Q induced by establishing the elec-
tric poten�al � V between the two electrodes. V
When these electrodes are parallel plate 
conductors it can be shown that10

(3)

is a physical characteris� c of the con� �gura-�
�on in which� A is the overlapping area of
the electrodes, d is the distance betweend
them and � is the electrical permi� vity of �
the medium in between. A change of any
of these threef quan��es is re� �ected in the �
magnitude of the capacitance and can be

measured with suitable electrical circuits. A
capaci�ve sensor is a transducer which con-�
verts a s�mulus to a corresponding change�
in a certain capacitance. A comprehensive
study on the capaci�ve measurement prin-�
ciple can be found in de Jong (1994) and Bax-
ter (1997).

A basic requirement for using capaci�ve �
readout in an aqua� c environment is to pre-�
vent water from coming into contact with
the electrodes. This may result in a short cir-
cuit or electrolysis if the water has sf u�  cient�
conduc� vity. To overcome this di� � culty con-�
ductors used in aqua� c environments have �
to be insulated. In MEMS technology an op-
�on for achieving this is to deposit or spin �
a layer of a non-conduf c� ve polymer over�
the chip as men� oned in some of the previ-�
ously noted devices. In addi�on, a capaci� �ve �
change is usually due to a change in the dis-
tance of the two electrodes. Therefore the
presence of a highly viscose medium in be-
tween the electrodes can degrade the per-
formance of the device considerably11 (Blech
1983).

3.1 Analysis and design

Figure 5 shows the concept of a capaci�ve �
aqua� c hair-based � �ow sensor. A high aspect�
ra� o� 12 structure (the hair) is � rmly a� � ached �
to a fully supported membrane. The readout
mechanism is beneath the membrane and is
insulated from the � uid � �ow. This consists of �
two electrodes a�ached to the bo� �om side�
of the membrane and a common electrode
at a distance below them. The con� gura� � on�
forms two capacitors, which can be used
in a di�eren� �al readout scheme reducing�
disturbing common mode signals such as 

10 This is the case when the e� ect of the fringing electrical � � eld is neglected, i.e. when the lateral �
dimensions of the electrodes are much larger than their separa� on gap.�

11 This e� ect is called squeeze� �lm damping.�
12 Aspect ra�o in this case is the ra� � o of the length of hair to its diameter.�



28. Design and fabrication process for artificial lateral line sensors fi 413

Fig. 5 Schema� c view of a  capaci� � ve aqua� �c � � ow�
sensor. For clarity, tyy he capacitances are shown by
electrical symbols

3.1.1  On the magnitude of the f force on the hair
structure due to a specific flfi  ow velocityfl

The rela�on between an oscillatory � � uid �
�ow and the drag it exerts on a rotatable�
cylinder has been thoroughly dealt with in
the literature, for example, in the context of
the research on the principles of de�ec� �on �
of � liform hairs on cricket cerci and spider�
legs (see e. g. Shimozawa et al., 1998 and
Humphrey and Barth, 2007). In brief, the � u-�
id � ow velocity pro� �le close to the surface is �
determined � rst. Next, the hair structure is�
modelled as a rigid cylinder in a laminar �ow �
and the drag force it incurs is calculated. To
this end, the � ow regime should be deter-�
mined considering Reynolds and Strouhal
numbers (Humphrey et al. 1993). Eventually, 
using a second order system approxima� on, �
the equa�on of mo� � on is wri� �en as�

(4)

in which L is the length of the hair, z is the
distance from the substrate, FsF  is the drag
force and �h is the steady state response 
(the angle of de� ec� � on) of the system. The�
moment of iner� a� I is a result of the geom-
etry of the structure with addi� onal contri-�
bu� ons due to� �uid cylinder interac� �on. The�
damping coe� cient� R consists of the intrin-
sic structural damping and viscous damping
of thef � uid. In our sensor geometry, squeeze�
� lm damping needs to be added to this term.�
The torsional resistance K4KKK depends on the
mechanical characteris�cs of the structure�
and can be derived analy� cally.�

3.1.2  On the defl ection of the structurefl
due to a specific torquefi

The right hand side of (4) is the torque that
is generated by the drag force on the hair. 
It can be shown (Young and Budynas 2002)
that for a fully supported plate with a trun-

changes in temperature, humidity, etc. Hav-
ing the hair on a membrane forming a cavity
devoid of water lessens the chances of short
circui�ng, prevents electrolysis and reduces�
squeeze �lm damping e� � ects as discussed�
previously.

The hair de�ects as a result of the drag�
force exerted by the �uid� �ow. This de� �ec-�
�on is mirrored in the� �exible membrane�
to which the hair is � rmly a� �ached. The dis-�
tance between each of the electrodes and
the common one, or in other words, the gap
between the capacitor plates is then altered,
as one gap increases while the other one de-
creases. By measuring the resul� ng change �
in capacitances, the amount of membranef
and hair de�ec� � on, and hence the magni-�
tude of the drag-force, thus the � ow-vel-�
ocity of the  water can be deduced.f

Geometrical op� miza� �on that takes into �
account technological possibili�es and limi-�
ta�ons is needed to ensure the realisa� � on�
of a � ow-sensor with the desired charac-�
teris�cs. To this end, a rela� �on between the �
capacitance change and the � ow velocity �
needs to be derived. This problem is divided 
into three parts and discussed in what fol-
lows.
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Fig. 6 Rota�on angle as a func� �on of frequency for di� �erent hair lengths and diameters. The inset�
shows the schema�c view of the an� � -symmetric de� � ec� �on of a fully supported membrane�

have been made based on the use of a cir-
cular membrane. However,r it can be shown
that an ellip�cal membrane with its major �
axis along the desired direc� on of measure-�
ment shows a larger de�ec� � on than a cir-�
cular one for given torque. For these mem-
branes an addi�onal design parameter that �
should be taken into considera� on is the �
ra� o of the semi-major to semi-minor axes.�

3.1.3  On the relative capacitance change
due to a specific deflfi ection anglefl
of the hair structure

The capacitance depends on the area and
the shape of electrodes. At the ini� al state �
(no de�ec� � on) the capacitance is easily ob-�
tained using (3). To calculate the capacitance
while the membrane is de� ected,� CfC , we
need to evaluate

(6)

nion at the centre (Fig. 6, inset) the angle of 
de�ec� � on is related to the applied torque as�

(5)

in which E is the Young’s Modulus of elas-E
�city, � M is the torque ac�ng on the hair, �
TmTTT is the membrane thickness and �(�,��� �) is
a constant which depends on Poisson’s ra-
�o� � and the ra� �o of the diameters of the �
trunnion (Rh) and the membrane (Rm). For 
� =� Rh/Rm = 0.5 and � = 0.3, it is derived that �
� = 0.081 (Timoshenko and Woinowsky-
Krieger 1959). It is intui�vely clear that for �
a speci� c thickness of the membrane the�
�exibility increases as the� � ra�o decreases. �
However, the fabrica�on of thin hairs and�
large membranes has some limita� ons. In�
addi�on, the drag force on a thin hair is rela-�
�vely small. Figure 6 shows the de� � ec� � on of �
a 500 nm thin SU-8 membrane.

The s��ness of the membrane is also af-�
fected by its shape. The above calcula�ons �
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TabTT le 1 The design parameters and resul�ng characteris� � cs of the sensor�

Material (SU-8) Material (Water)

Density
Young’s Modulus (E)
Poisson’s Ra�o�

1 200 kg/m3

4.4 GPa
0.22

Density
Dynamic Viscosity
Speed of Sound

1 000 kg/m3

1.002 × 10–3 Pa · s
1 500 m/s

Geometrical Dimensions

Radius of the membrane (Rm)
Thickness of the membrane (Tm)
Radius of the hair (Rh)

50 �m
~  500 nm
~25 �m

Length of the hair (Lh)
Ini�al gap between�
electrodes (d0)

~900 �m

~1 �m

Characteris� cs (calculated)�

Resonance Frequency
Quality Factor

~200 Hz
~1

Detec� on Threshold�
Sensi�vity�

~ 2.2 mm/s at 100 Hz
~154 fF/mm/s at 100 Hz

3.2 Fabrication

The fabrica� on process has been thoroughly�
described in Izadi et al. (2010) and is sche-
ma� cally shown in Fig. 7. It starts with a �
highly doped silicon wafer (which acts as a
common electrode). At the � rst step a DRIE �
process is used to make 60 
m deep and
4 
m wide trenches (etch ports) on the front
side of the waf fer. This is followed by an oxi-
da� on process and the deposi� � on of a sto-�
ichiometric silicon nitride (Si3N4) layer. Subse-
quently,yy polysilicon is deposited to close the

in which r and r � denote the polar coordi-
nates, d0 is the ini� al gap between the elec-�
trodes and w(r,rr �) is the analy� cal solu� � on�
for the de� ec� � on of the membrane. This�
integral needs to be solved numerically. The
more exact measure can be obtained using
Finite Element Analysis (FEA). Table 1 above
summarises the design parameters, geomet-
rical dimensions and the resul� ng character-�
is�cs of the sensor.�

Fig. 7 Abridged fabrica�on process�
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Fig. 8 a SEM picture of capacif �ve hair based� �ow sensor.� b Displacement of an ellipf � cal membrane �
measured across its semi-major axis with laser vibrometer in air
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etch port openings. Therefore, the minimum
thickness of the polysilicon layer is deter-
mined by the width of the etchf ports, and 
the thickness determines the gap between
the electrodes. To de� ne membranes, a rim �
is etched and re-�lled with Silicon Rich silicon�
Nitride (SiRN). A	 er a back-side DRIE step	
and wet oxida�on, a direc� � onal SF� 6 based
plasma with enhanced ion bombardment is
used to open the protec�on stack at the etch�
ports and expose the sacri�cial polysilicon �
layer. Then, the SiRN layer is removed from
the front side and low stress aluminium elec-
trodes are deposited. A thin layer (~ 500 nm)
of SU-8 is sf pun and selec�vely exposed to�
form the membranes. This is followed by a
thick SU-8 (500 to 800 
m) spin, exposure
and development step to form the hairs. The
shape of the hairs, using the nega� ve tone�
proper�es of SU-8, is tuned to increase the�
drag force on them by increasing the diam-
eter at the top. Finally, using a selec� ve SF� 6

based high density plasma without self bias, f
the sacri� cial layer is etched to release the�
membranes (see Fig. 8  a).

Using a laser vibrometer, preliminary me-
chanical tests of the fabricated sensor have
been made in air. At the right side of Fif g. 8 
the displacement of an ellip�cal membrane �
in the half cycle of oscilla�on at di� � erent�
phases is shown. It should be noted that the
small asymmetric de�ec� � ons of the mem-�
branes are a result of a slif ght misalignment
of the hair relaf �ve to the membrane.�

3.3 Distributed  sensory array

Although a single sensor may be capable of
�uid� � ow detec� � on, the full func� �onality of �
the lateral line systems relies on the inter-
preta�on of parallel data streams from an �
array of sensors (Casas et al. 2010). Such an 
array provides both spa� ally and temporally �
rich data that can be used to construct a 3D
map of the immediate environment. Fortu-f

nately, MEMS technoloyy gy enables us to fab-
ricate arrays, as can be seen in Fig. 8. The
fabrica� on of hairs with di� � erent diameters�
can be carried out in a single lithography
step. Various hair lengths can be achieved
using mul� ple SU-8 pa� � erning processes.�
However, as the number of layers increases
the processing becomes more di�  cult. The �
di�erences in diameter and length translate�
directly into varia� ons in frequency charac-�
teris� cs. The result is that the sensor dyna-�
mic range and frequency response are wide-
ned.

The distance of the hairs along the streamf
of �ow is another important design param-�
eter. The boundary layer and wake beyond a
hair can have a substan� al e� � ect on the drag�
force on the next hair. This phenomenon is 
called viscous coupling and theories have 
been developed to predict and control it
(Bathellier et al. 2005, Cummins et al. 2007).

3.4 Discussion

The performance of the sensor has at least
two dimensions: the sensi�vity and the �
bandwidth. Evalua� on of the collec� � ve in� �u-�
ence of geometrical dimensions and mater-
ial proper� es on these characteris� �cs of the �
sensor highlights the decisive parameters in
the performance. These parameters are the
thickness of the membranef , the ra� o of the�
hair diameter to that of the membrane, def -
noted by �, the length and diameter of the��
hair and the Young’s modulus of the memf -
brane material.

Clearly, the membrane should be madeyy
of a comf pliant material with low Young’s
modulus. SU-8 is compa� ble with micro-fab-�
rica�on technology, has a compara� � vely low�
Young’s modulus among the typical “MEMS”
materials, can be spun to form very thin or
very thick layers and is a photo structurable
polymer, hence a reasonable choice for both 
membrane and hair. To obtain a lower tor-
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Fig. 9 Comparison of the mechanical sensi�vi� �es of the  capaci� � ve sensor and � � sh neuromast�

sensor and should be minimised. Using SU-
8, the minimum achievable thickness of a
defect free membrane is around 400 nm.
The use of other materials, for example, 
Parylene, which can be deposited in even 
thinner layers, e. g. 100 nm, poten�ally leads�
to a more sensi�ve sensor.�

In short, to achieve higher sensi�vity the�
hair should be long, the membrane thin and
�exible and � � should be small. The excessive �
downward de� ec� �on due to the sta� � c hy-�
drosta�c pressure across a thin membrane�
can be avoided by adjus� ng the pressure �
of the back chamber. In the frequency and
amplitude range of interest, the resultant in-
crease of the sf queeze � lm damping due to�
the higher pressure does not a�ect the dy-�
namic behaviour of the system.

The mechanical sensi�vity of the sensor, �
de� ned as the mean displacement of one�
electrode per unit � ow velocity, is shown in �
Fig. 9 and compared with that of � sh� 13 (van

13 The sensi� vity of � �sh has been de� � ned as the neuromast displacement per unit� �ow velocity.�

sional s�� ness, � � should be small, thus the�
membrane area should be large and the 
hair should be thin. However,r  a membrane 
with a large area is more di�  cult to produce �
and is more suscep� ble to s� � c� � on. At the�
same �me, a thin hair experiences less drag.�
Therefore, these parameters should be op-
�mised to yield the highest sensi� �vity for a �
desirable bandwidth. On the other hand, the 
aspect ra� o of the hair, i. e. length to dia-�
meter ra� o, is technologically limited; the �
thinner the hair, the shorter it is. Therefore, 
the length of the hair, which should be maxif -
mised, is also linked to its diameter. Note 
that a thin, long hair has advantage over a
short, thick hair even when � is constant. It�
can be shown that when the membrane ra-
dius is 50 �m, considering an aspect ra� o of �
20, the highest sensi� vity is achieved with a �
hair diameter between 20 to 25 �m.

The thickness of the membrane has thef
greatest e� ect on the performance of the�
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Ne� en 2006). It is seen that using the pro-�
posed geometry and materials, the sensi-
�vity of the sensor is around two orders of �
magnitude below its natural counterpart. In
order to achieve a higher sensi�vity, as dis-�
cussed above, the drag pickup mechanism 
should be further improved and a thinner,
larger and hence more �exible membrane �
should be employed. Furthermore, the over-
all performance is a�ected by the electri-�
cal sensi�vity which is determined by the �
parasi�c capacitances and the minimum�
detectable rela� ve change of capacitance, �
�C/CC C, both of which should be reduced byC
improvement of the readout circuit or pos-
sibly by integra�on of it with the sensor.�

3.5 Conclusion

Inspired by the func� on of the neuromast�
organ of the lateral line system, a hair-based
aqua�c� �ow velocity sensor and its fabrica-�
�on process have been proposed. Capaci� �ve �
sensing is chosen as the readout mechanism
as it o� ers accuracy, high resolu� �on and low�
power consump�on. However, several di� �-�
cul� es arise from using the capaci� �ve sens-�
ing principle in a conduc� ve medium with �
high density and viscosity, like water. These
stem mainly from the electrical insula�on of �
the electrodes (to prevent electrolysis and
short circuit), added iner� a of the movable �
electrodes and squeeze � lm damping. The�
result is a rather complicated, but feasible, 
fabrica�on process.�

Summary
The research covering di�erent sensory organs�
of animals is a rich �eld. Evolu� �onary pressure �
forces virtually each part of a living creature tof
adapt to the organisms’ environmental con-
di� ons to ensure survival and reproduc� �on.�
Biological studies of sensory organs reveal so-
lu�ons emerging from nature that provide vital�
informa� on for an animal. Recently a� �en� � on�
and e�ort of engineers has been drawn to mim-�

ic nature’s blueprints and to fabricate ar�� cial�
counterparts of these sensory organs with the 
aim of reaching a higher level of performance
and robustness necessary in modern techno-
logical applica� ons.�
The lateral line of �sh has received great at-�
ten� on in recent years, and we have brie� � y re-�
viewed here some of thf e e�orts to mimic this�
system and to detail the design and fabrica� on�
of a capaci�ve sensor approach which promises �
great sensi� vity and low power consump� � on.�
The most powerful feature of the lateral line isf
its property as an array. This enables �sh to con-�
struct a 3  D view of their environment, ratherf
than just having a means for velocity measure-
ment, and enables them to navigate in murky
water or even if they are blind. MEMS technol-
ogy provides us with the ability to fabricate 
large sensor arrays in monolithic processes.
These ar��cial sensors will bene� � t the study of �
� uid dynamics and the study of aqua� �c animal �
behaviour, and are key to improving the per-
formance of underwater robo� c systems.�
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