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Foreword

When investigations on semiconductor nanocrystal quantum dots started more
than a quarter of a century ago, no one ever believed that nanoparticle researchwould
develop into one of the major fields in modern science. The basis was laid by studies
of photocatalysis and artificial water splitting driven by the former oil crisis. These
euphorically started activities ebbed away more and more when on one side oil
brimmed over again and the scientists on the other did not succeed in the concomitant
formation of hydrogen and oxygen.
At the same time size quantisation was discovered in nanocrystals initiating a

fruitful research field on scaling laws of physical and chemical properties of quantum
dots. Especially optical investigations of semiconductor nanocrystals led to fasci-
nating scientific results and to applications in optoelectronics and biolabeling.
Advances in spectroscopic measurements were always correlated with advances
in synthesis. The better the size, shape and surface control of the particles was
developed, the more detailed and precise was the spectroscopic information ob-
tained. Applications of nanocrystal quantum dots often require asssembly processes
for the formation of polymer hybrids or thin films. For this as well as for the use in
biomedical applications new ligand chemistry needed to be developed during the
recent past.
This book gives a very competent view on all these facets of nanocrystal quantum

dot research. Twelve chapters arewritten by experts in the fields in away introducing
the respective concepts and providing comprehensive overview on the current state
of the art.
I hope the readerwill appreciate this book asmuch as I dowhen I read the chapters.

Hamburg, May 7, 2008 Horst Weller



Preface

The enormous potential of science and technology on nanoscale to impact on
industrial output has been recognised all over the world. One emerging area of
nanoscience being at the interface of chemistry, physics, biology and materials
science is the field of semiconductor nanocrystals, also known as colloidal quantum
dots,whose unique properties have attracted great attention by researchers during the
last two decades. Different strategies for the synthesis of nanocrystals have been
developed, so that their composition, size, shape, and surface protection can be con-
trolled nowadays with an exceptionally high degree. Control over nanocrystal�s size
at the synthetic stage is a straightforwardway to obtain semiconductormaterials with
specifically designed optical properties. The surface chemistry of nanocrystals is
another key parameter, in many respects determining their properties related to their
assembly. A surface layer of organic capping molecules (typically thiols, amines,
phosphines, or encapsulating polymer shells) provides the fluorescent core with
solubility, stability, and processability from solution. Advanced spectroscopy tech-
niques applied to colloidal quantum dots address exciting physical phenomena and
provide deep insights into electronic structure and recombination dynamics of these
low-dimensional objects. Semiconductor nanocrystals, being highly efficient fluor-
ophores with a strong band-gap luminescence are particularly interesting for the
applications in biology as luminescent labels, and this is in fact the area of research
where quantum dots products are now offered by several companies.
This book specifically focuses on semiconductor nanocrystal quantum dots, and

addresses their synthesis, assembly, optical properties and spectroscopy, and the
applications in biology andmedicine. It starts with four chapters on the synthesis and
morphology of quantum dots. The first chapter by Kudera, Carbone, Manna and
Parak covers general issues of growth mechanism, shape and composition control of
semiconductor nanocrystals. The next two chapters consider in details the synthesis
of nanocrystals in organic solvents (Reiss) and in water (Gaponik and Rogach).
These three chapters also provide a review on the basic optical properties of colloidal
quantum dots tuneable by size as a result of the quantum confinement effect. The
fourth chapter (by Dorfs and Eychm€uller) introduces in details a particular case of
multishell semiconductor nanocrystals. The following three chapters are devoted to
self-assembly of colloidal quantum dots (Shevchenko and Talapin), to their hybrid
structures with polymers (Wang), and to the layer-by-layer assembly technique in
application to nanocrystals and nanowires (Srivastava and Kotov). The chapter by
Vasilevskiy provides the theoretical description of electronic structure and exciton-
phonon interaction in semiconductor nanocrystals. The next three chapters deal
with the optical spectroscopy of colloidal quantum dots, and address Anti-Stokes



photoluminescence (Rakovich and Donegan), exciton dynamics and energy transfer
processes in semiconductor nanocrystals (Meijerink), and single particle fluores-
cence spectroscopy on an example of CdSe-based nanocrystals (Lupton andM€uller).
The last chapter by Choi and Maysinger critically reviews applications of quantum
dots in biomedicine.
The collection of chapters in this book will be of interest to a multidisciplinary

audience of chemists, physicists, engineers, biologists and material scientists en-
gaged in rapidly expanding research on semiconductor nanocrystal quantum dots,
and those scientists from neighbouring disciplines and graduate students who look
for a comprehensive account of the current state of quantum dots related research.
I would like to thank all contributors to this book for taking valuable time from their
busy schedules to put together stimulating and informative chapters, and Horst
Weller, one of the distinguished pioneers of the semiconductor nanocrystals re-
search, for writing the foreword. I would like to express my gratitude to Stephen
Soehnlen at Springer for inviting me to bring this exciting field to a wider audience.

Munich, May 2008 Andrey Rogach
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1. Introduction

In the last few years the development of colloidal nanocrystals has been extended
from the pure adjustment of the size of the particles to the control of more
sophisticated properties as their shape and composition. The hope is that through
these features different fields of applications might be opened for the use of
nanocrystals. In this chapter we will introduce a concept for the preparation of
colloidal nanocrystals with a narrow size distribution and then discuss the shape
control of colloidal nanocrystals as well as a technique for composition control, i.e.
the formation of hybrid materials.
In Sect. 1, some very general issues related to semiconductor nanocrystals are

shortly discussed, followed by Sect. 2 where the general growth model of nano-
crystals is introduced. It involves two steps, which ideally should occur separately:
the nucleation of the nanocrystals and the actual process of growth. Sections 3–5
describe deviations from these two standard processes. Under certain conditions
the nucleation event can be slowed down as to occur only stepwise (Sect. 3).
This process is an intermediate between the growth and the nucleation event: single
monolayers are nucleated in a sequential manner, leading to the formation of magic
size clusters. In Sect. 4 shape control of nanocrystals is introduced. The possibility to
produce anisotropic nanocrystals at first presents a deviation from the general growth
model which predicts almost spherical particles. Additionally, the control of the shape
can be achieved by an alternation of the nucleation event. This enables the growth of
branched structures such as tetrapods. In Sect. 5 we will describe the composition
control as an example for a modified nucleation event.

1.1 Size dependence. Especially in the case of semiconductor nanocrystals
the effect of the size on the optical properties of the particles is very striking. The



smallest CdSe nanocrystalswith a diameter of less than 2 nmshow for example a blue
fluorescence. Larger nanocrystals of the same material (diameter ca. 6 nm) emit red
light. In a simple model this can be understood through the confinement of the
exciton, i.e. the light generated electron-hole pair whose recombination is respon-
sible for the fluorescence emission, into the volume of the nanocrystal. Like in the
classical textbook example of a particle in a box, a stronger confinement leads to a
larger separation of the energetic levels [1].
In a more detailed analysis, colloidal quantum dots can be considered as an

intermediate species between atoms or molecules on the one hand and bulk material
on the other hand. The energetic levels of a simple molecule can be calculated by
the tight binding or LCAO (linear combination of atomic orbitals) approach [1, 2]. In
this model the outer orbitals of the participating atoms are combined to new
molecular orbitals. Generally one observes orbitals with energy lower than that of
the atomic orbitals, the so-called binding orbitals, and orbitals of higher energy,
termed antibinding. Extension of this model to a larger number of atoms leads to
the formation of bands. The binding orbitals form the valence band, whereas the
antibinding orbitals are combined to the conduction band. The spacing between the
bands, i.e. the bandgap, decreases with the number of atoms added to the molecule.
The lower limit for the bandgap is the value of bulk material. This value is reached
when the radius of the crystals is of the order of the Bohr radius of the exciton.
This trend can be observed when comparing semiconductor nanocrystals of the

same material, but of different sizes. The larger the nanocrystals are, the more the
fluorescence colour is shifted towards the red, i.e. towards lower energies (Fig. 1).

1.2 Shape dependence. Spherical nanocrystals can be considered as zero-
dimensional objects. Confinement is exerted in all three dimensions. For this the
density of states is discontinuous. If one axis of the nanocrystal is extended, the
density of states changes slightly, as confinement is now exerted only in two
dimensions [1, 4]. In these dimensions the levels are still quantised. Levels attributed

Fig. 1. Spherical semiconductor nanocrystals. The transmission electron micrograph (TEM) shows
nanocrystals of CdTe. In the right panel absorption (�Abs�) and fluorescence (�Fl�, shifted upwards for
clarity) spectra of samples with different particle sizes are shown. Reprinted from [3], with permission

from Elsevier
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to wave vectors parallel to the long axis of the structure are quasi continuous.
Therefore each of the quantised levels is effectively broadened by the absence of
confinement in this long axis of the structure. The positions of the electronic levels
are still dominated by the size of the smallest axes.
It can be shown that rod-shaped semiconductor nanocrystals, so-called nanorods,

emit polarized light and that the degree of polarization scales with their aspect
ratio [5]. With increasing aspect ratio of the nanorods, only a slight shift of the
bandgap is observed, which saturates at aspect ratios of the order of ten [6, 7].
This makes nanorods an appealing system for electronic devices. The long axis
facilitates to contact the structure, while the short axes preserve the quantised nature
of the electronic levels. For instance nanowires, i.e. nanorods with very high
aspect ratios, of different materials can be embedded into electric circuits to
act as transistors or other active elements [8, 9]. Electroluminescence is observed
from CdSe nanorods [10]. Their symmetry facilitates the alignment of nanorods.
In some cases it is sufficient to slowly evaporate the solvent to obtain large areas of
aligned nanorods [11–14]. Better results are achievedwhen the nanorods are oriented
by an electric field [15–20]. Furthermore nanorodswere proven to be of advantage in
solar cells [21, 22].
Tetrapods, i.e. nanoparticles with four rod-shaped arms that are combined to the

shape of a tetraeder, offer the possibility to expand this spectrumof applications.When
three of the arms are contacted electrically, one of the arms can be used as a gate to
control the current through the entire structure [23]. Also, tetrapod-shaped semicon-
ductor nanocrystals can be of advantage in solar cells. They exhibit a large surface on
which charges can be separated, and still provide a pathway to transport charges to an
electrode due to their complex and extended geometry [24]. Furthermore, tetrapods
exhibit an interesting structure of their excited states. Electrons and holes can be
localised in the core region where the arms are linked and the overlap between the two
wave functions differs considerably from one excited state to another [25].

1.3 Synthesis techniques. Nanocrystals can be synthesised from a variety of
differentmaterials and in several different surroundings. For instance the synthesis of
gold colloids and CdTe nanocrystals is frequently carried out in aqueous solutions
[26–28]. However, in this chapter we will focus on the synthesis of semiconductor
nanocrystals in organic solutions. The principle for this techniquewas demonstrated
ca. 15 years ago by Murray et al. [29]. It involves the decomposition of molecular
precursors, i.e. molecules that deliver the monomers of the nanoparticles, at
relatively high temperatures. Precursors are injected swiftly into a hot solvent. By
this, the monomers, i.e. the atomic species that constitute the nanocrystal, are freed
rapidly leading to a high oversaturation of monomers. In this surrounding the growth
of nanocrystals is highly favoured as will be discussed in Sect. 2. The use of organic
solvents has the advantage that one can tune the reaction temperature over a wide
range, and also in this environment the specific reactants are exhaustively explored.
As we will explain later, temperature and composition of the solvent exert strong
influence on the growth kinetics and on the shape of the nanocrystals [30, 31]. Also,
through the reaction environment the crystalline phase of the material can be
influenced. For instance, CdTe nanocrystals being synthesised at high temperature
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in organic solvents generally grow in the hexagonalwurtzite phase [29]. However, by
a careful control of the reaction conditions they can also be grown in the cubic zinc
blende phase [32].
In general the solvent serves two purposes. Evidently its main purpose is to

solubilise and disperse the nanocrystals and the reactants involved in the growth. The
second task is to control the speed of the reaction. To do so, the solvent molecules
need to bind and unbind dynamically on the surface of the growing crystals. Once a
molecule detaches from the surface of the nanocrystal, new atomic species (mono-
mers) can be incorporated into the nanocrystal, and thus it can grow. When referring
to these characteristics of the solventmolecules, they are termed �surface ligands�, or
�surfactants�. In a synthesis the solvent can be a mixture of different species,
including pure solvent and pure surfactants.
Especially the role as surfactant is of great interest. In general, the surfactant

molecules exhibit two domains, one non-polar, generally a long alkyl chain, and a
polar head group. As it will be described in Sect. 4 of this chapter their functionality
depends on both domains. The shape of the non-polar group as well as the binding
strength of the polargroup influences the growth dynamics.Briefly, the non-polar tail
biases the diffusion properties, whereas the polar head group mainly affects the
binding efficiency.
In their seminal work Murray et al. [29] initially proposed tri-n-octylphosphine

oxide (TOPO), and tri-n-octylphosphine (TOP) as surfactants, which are still fre-
quently used. Other types of ligands are different amines and carboxylic acids [33–35].
Most of these compounds are solid at room temperature and melt only at ca. 50�C.
The reaction is typically performed in a three-necked flask connected to a Schlenk

linewith one of the necks. The remaining two necks are sealed with rubber septa and
serve for the measurement of the temperature inside the flask and for the injection of
reactants. The reaction is usually carried out under an inert atmosphere, as some of
the reactantsmay be pyrophoric and also some types of nanocrystalsmay be sensitive
to air. After loading the flaskwith the organic solvent and surfactantmolecules, these
organicmolecules aremolten from powder state to a liquid and the flask is evacuated
and kept under vacuum at ca. 130–180�C for 10–20min to remove volatile
impurities. This step is crucial for most syntheses. Before starting the actual reaction
the flask is flushed with an inert gas (generally nitrogen or argon).
So far we have been describing the reaction surrounding, but not the actual

constituents of the nanocrystals, the monomers. They can be introduced in many
different ways. At least one species should be in liquid form. Through this one can
start the formation of nanocrystals by the quick injection of this compound and thus
determine a sharp nucleation event. For the growth of II/VI semiconductor nano-
crystals the elemental chalcogens are introduced into the reaction as a complex with
either TOP or tri-n-butylphosphine (TBP). The complex is formed by dissolving the
chalcogen in liquid TOP or TBP. Generally, for the formation of the complex it is
sufficient to simply vortex this solution for someminutes. Only for the preparation of
a Te-solution heat has to be applied for at least 1 h.
In the early syntheses of CdE (E¼ S, Se or Te) nanocrystals dimethyl cadmium is

used as precursor [29]. This liquid compound along with Se:TOP is injected into the
reaction solution to initiate the growth of CdSe nanocrystals, but unfortunately it
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is unstable, highly toxic and pyrophoric. In the modern syntheses this compound is
usually replaced by CdO [36]. At a temperature of ca. 300�C the Cd ions bind to the
surfactants, which are either phosphonic acids like dodecyl-, tetradecyl- or octade-
cyl-phosphonic acids [33, 36, 37] or oleic acid [33, 38]. This reaction is accompanied
by formation of steam and a colour change of the solution, which turns from dark red
to translucent. In this reaction scheme only the chalcogen complex is injected and the
nucleation sets in shortly after the injection.

2. General growth mechanism of nanocrystals

In this section we will present a simple description of the growth process of
colloidal nanocrystals. The argumentation is divided into two parts: the nucleation
event in which nanocrystals spontaneously form through an assembly of freely
dispersed atoms and the actual growth process.Wewill regard spherical nanocrystals
as model system.

2.1 Nucleation. The first step in the growth of any sort of (nano)crystal is
evidently the nucleation. Through a density fluctuation of the medium several atoms
assemble to a small crystal that is thermodynamically stable, and thus does not decay
to free atoms or ions. In that sense the nucleation can be understood as the over-
coming of a barrier. This section will explain briefly the origin of this barrier. In the
following we will distinguish between the crystalline phase, in which the atoms
are bound to a crystal, and the solution phase, in which the atoms are dispersed freely
in the solution. The nucleation in a solution at constant temperature and constant
pressure is driven by the difference in the free energy between the two phases. At the
simplest the driving forces in the nucleation event can be reduced to two, the gain in
the chemical potential and the increase of the total surface energy. The gain in
chemical potential can be understood as the energy freed by the formation of the
bonds in the growing crystal. The surface term takes into account the correction for
the incomplete saturation of the surface bonds.Upon formation of a spherical nucleus
consisting of n atoms the total free energy of the system changes by the value

DG ¼ nðmc � msÞ þ 4pr2s ð1Þ
(mc andms are the chemical potentials of the crystalline phase and the solution phase,
respectively, r is the radius of the nucleus ands the surface tension1.) In this equation
the surface term constitutes the main difference between nanomaterials and bulk
crystals. Bulk material is dominated by volume effects and thus the surface energy
term in Eq. (1) can be neglected, whereas in nanocrystals a non-negligible portion of
atoms might be situated on the surface and thus this term is of importance.

1 Sometimes in literature in this contexts is termed surface tension, sometimes surface energy, where
the term �surface energy� should be understood as an energy density (energy per unit area). The physical
quantity referred to is the same in both cases, however the term �surface tension� ismore likely to be used
in the description of liquids, whereas �surface energy� refers more to solids. The reasoning presented
here is in fact inspired from the formation of liquid droplets, and therefore also the terminology is usually
borrowed from this field. Therefore, we will use the terms �surface tension� and �total surface energy�,
where the latter refers to the surface tension multiplied by the surface area.
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In Eq. (1) the surface tension s is assumed to be constant for any size and
morphology of the crystal, which is a very rough approximation. This uniformity of
the surface tension s refers to the drop model of the nucleation. In a more detailed
discussion one would have to take into account an effect related to the small size of
the nanocrystal and an effect of the faceting of the nanocrystal, i.e. the existence of
the defined crystalline surfaces. One can gain a qualitative understanding of the size
effect, when considering the surface tension as a result of the interaction between
the surface atoms and the bulk of the crystal. It is evident that this interaction is
actually weaker for smaller crystallites as there are no long-range interactions. It has
been calculated that under the assumption of a Lennard-Jones interaction between
the atoms the total surface energy of a cluster of 13 atoms (as sketched in Fig. 6) is
reduced by 15% with respect to the total surface energy of a flat surface [39]. In
nanocrystals, the effect of the presence of facets on the total surface energy is related
to the precise arrangement of the atoms on the individual facets. Between different
facets the densities of atoms vary and also the arrangements of the dangling bonds.
One can assume that ingeneral those facetswhichexhibit a closer packingof the atoms
and a smaller number of unsaturated bonds are more stable, and thus have a lower
tension. An example of this effect is discussed qualitatively in Sect. 3 of this chapter.
In the following discussion in this section wewill assume a spherical shape for the

nanocrystals and neglect any variation of the surface tensions (i.e.wewill assume an
isotropic crystal without facets). In this case the number of atoms n in the first term of
Eq. (1) can be expressed by the radius r of the nanocrystals, taking into account the
density dm of atoms in the nanocrystals. Then the equation reads:

DG ¼ 4pdm
3

r3ðmc � msÞ þ 4pr2s ð2Þ

In the case that the chemical potential of an atom in the solution is smaller compared
to that of an atomwithin the crystal, theminimumof the free energy is givenwhen all

Fig. 2. Sketch of the potential landscape for the nucleation. Only at small values of the radius r in Eq. (2)
the r2 of the surface energy term outcompetes the r3 contribution of the chemical potential, so that a

barrier is imposed at the critical size rc
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atoms are unbound, and so no stable crystals are formed.Herewe are interested in the
opposite case with the chemical potential of atoms in solution being larger than that
of bound atoms. In that case the first term becomes negative, and thus the free energy
reaches a maximum for a certain radius rc, termed critical size, at which a nucleation
barrier is imposed, see Fig. 2. For small nuclei the surface energy term dominates the
free energy, whereas only for crystals much larger than rc the growth is driven by the
gain in chemical potential and in principle the crystals can grow to an infinite size.
The amplitude of the nucleation barrier controls the rate at which crystals nucleate
[40].

2.2 Growth. The actual process of the deposition ofmonomers onto the growing
nanocrystal can be split into two steps. First the monomers have to be transported
towards the surface of the nanocrystal and in a second process they have to react with
the nanocrystal. Generally the first process is accomplished through diffusion and thus
at a rate dominated by the diffusion constant D, whereas the speed of the second
process is given by the rate of reaction between freemonomers and the crystal surface.
In the following the dynamics of the growth process will be outlined briefly. The

discussion will start from a mechanistic view of the growth in which the growth rate
_r ¼ dr=dt of a crystal of radius r depends only on the rate at which monomers are
incorporated into the crystal. This latter rate is simply the time derivative of the
number ofmonomersn in the crystal and it describes the number ofmonomers that go
through the two processes mentioned above (diffusion and reaction) during a unit of
time. We can write the growth rate _r as

dr
dt

¼ _n

4pr2dm
ð3Þ

In this equation dm denotes the density ofmonomers in the crystal, thus the inverse of
the volume occupied by one monomer. The last equation is the time derivative
_n ¼ dn=dt of the number n of monomers in the crystal solved for _r. In the following
the behaviour of the deposition rate ofmonomers _nwill be discussed for two extreme
examples.
In a typical synthesis, an excess of free monomers is injected to initiate the growth

process. Under these conditions the effect of the diffusion process can be virtually
neglected due to the high concentration of monomers. Monomers are available
whenever there is a free site for their incorporation into a growing crystal. In this case
the incorporation rate _n depends only on the rate of the reaction monomer – crystal.
This rate is proportional to the surface area of the crystal. Therefore the growth rate _r
in Eq. (3) is independent of the radius of the crystal. This growth regime is called
reaction controlled growth and it is important only at very high concentrations of
monomers. In this regime the width of the size distribution Dr does not vary with
time. Only the relative width Dr=�r decreases with time (�r denotes the mean radius of
the crystals) [41].
After a while the reservoir of monomers is partially depleted and the growth rate is

dictated by the rate atwhichmonomers reach the surface of the crystal. The following
can be understood as the limit of a infinite diffusion layer in the argumentation
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presented by Sugimoto [41]. The flux J of monomers towards a growing crystal
is driven by a gradient of the concentration C of the monomers. The surface
of a nanocrystal represents a sink for free monomers and thus a minimum for
the monomer concentration. In the model the monomer concentration is as-
sumed to be constant on any sphere of radius x (greater than r) around the
crystal. On the surface of the crystal the flux J is equal to the incorporation rate
_n of monomers:

Jðx ¼ rÞ ¼ _n ð4Þ
For any radius greater than r the flux through a spherical surface is determined by
Fick�s law of diffusion:

Jðx > rÞ ¼ 4px2D
dC
dx

ð5Þ

Here D is the diffusion constant. In a steady state, this flux J is independent of the
distance x:

dJ
dx

ðx > rÞ ¼ 4pD
�
2x

dC
dx

þ x2
d2C
dx2

�
¼ 0

) d2C
dx2

¼ � 2

x

dC
dx

ð6Þ

Once the profile of the concentration is calculated from this differential equation, it
can be inserted into Eq. (5) to quantify the flux J. To solve Eq. (6) boundary
conditions are imposed. The monomer concentrationCi on the surface of a crystal as
well as the monomer concentration Cb in the bulk of the solution, i.e. far from any
crystal, are considered. With these boundary conditions the general form of the
concentration profile around a crystal is derived as

CðxÞ ¼ Cb � rðCb � CiÞ
x

ð7Þ

and thus the derivative of C reads:

dC
dx

¼ rðCb � CiÞ
x2

ð8Þ

This derivative can be inserted into Eq. (5) and the flux towards a crystal of radius r is
described as

J ¼ 4pDrðCb � CiÞ ð9Þ
Finally, with this result the growth rate of a crystal in Eq. (3) reads:

dr
dt

¼ D

rdm
ðCb � CiÞ ð10Þ

To this point an infinite stability of the nanocrystals is assumed. This assumption
cannot be maintained. The Gibbs–Thompson effect actually introduces a competing
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effect to the growth [40]. Crystals – or particles and droplets in general – have a
higher vapour pressure the smaller they are, and thus monomers �evaporate� into
solution more easily from smaller crystals than from larger ones. This can be
understood on a molecular level when considering the higher curvature of smaller
crystals. Due to the increased surface curvature the surface atoms are more exposed
to the surrounding and at the same time experience a weaker binding strength to the
smaller crystal core. Experimentally this effect is seen in the lower melting
temperature of smaller nanocrystals [4, 42].
With the help of the Gibbs–Thompson equation the vapour pressures of a crystal

of radius r can be calculated. Through the general gas equation these vapour
pressures can be expressed as the concentrations of monomers in the vicinity of
the surface:

Ci ¼ C¥ e
2s

rdmkBT � C¥

�
1þ 2s

rdmkBT

�
ð11Þ

In this equation C¥ is the vapour pressure of a flat surface, s is the surface tension.
Formally the same reasoning is applied to the concentration Cb. The radius of a
crystal in equilibrium with the concentration of monomers in the bulk is introduced
as the critical size r� of the growth process [41]:

Cb ¼ C¥ e
2s

r�dmkBT � C¥

�
1þ 2s

r�dmkBT

�
ð12Þ

with these two quantities the growth rate from Eq. (10) can be calculated as

dr
dt

¼ 2sDC¥

d2mkBT

1

r

�
1

r�
� 1

r

�
ð13Þ

The critical size r� is characterised by a zero growth rate, as a crystal of this size is in
equilibriumwith the solution. For crystals smaller than r� the growth rate is negative,
the dissociation of monomers is more important than the supply of fresh monomers,
and therefore these crystals melt. Here it becomes evident that the quantity r� is
actually equal to the critical size rc that characterises the position of the energy barrier
in the nucleation event.
The general dependence of the growth rate on the radius of the crystal is illustrated

in Fig. 3. It is interesting to note the presence of a maximum at a radius of 2r�. If all
crystals present in the solution have a radius larger than this value, the smallest
crystals grow fastest, and therefore the size distribution becomes narrower over time.
The value of r� depends mainly on the overall concentration of free monomers, but
also on the reaction temperature and on the surface tension s. Especially the latter
effect will be discussed in Sect. 4 of this chapter. During the run of the reaction the
concentration of monomers decreases and the critical size shifts to higher values. If
the critical size is sufficiently small the system is said to be in the narrowing or size
focussing regime. During the run of the synthesis the critical size increases and as
soon as the size ofmaximal growth rate, 2r�, has reached a value situated in the lower
end of the size distribution of the nanocrystals, the system enters in the broadening
regime. Ultimately, when r� is larger than the radius of the smallest nanocrystals
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present, the system enters into the Ostwald ripening regime, which is characterised
by a large broadening of the size distribution and –more important – by a decrease of
the total concentration of the nanocrystals. The smallest nanocrystals melt to free
monomers that are incorporated into the larger nanocrystals.
In an experiment the effect of the size focusing is limited by the broadness of the

initial size distribution, in other words, the nucleation event has a strong influence on
the size distribution of the final sample [43]. Ideally the nucleation event should be
finished well before the system enters into the diffusion controlled growth regime.
The sharpness (in terms of time duration) of this event is therefore of great
importance [43]. If on the contrary the nucleation event spans a considerable amount
of time, those nanocrystals that nucleated first have grown already too far, resulting in
a broad size distribution. In that case the effect of the size focusing might not be
sufficient to obtain a reasonably narrow distribution at the desired average size of the
nanocrystals. The limiting factor here is that the effect of the size focussing is always
accompanied with an overall growth of all nanocrystals.
In the case of fluorescent nanocrystals, thewidth of the fluorescence spectrum is a

good indicator for the quality of the size distribution. Samples of CdSe or CdTe
nanocrystals generally have a band linewidth of ca. 30 nm or less, which in this case
corresponds to ca. 100meV. In Fig. 4 an example for the focussing of the size
distribution is displayed. In this example the synthesis was carried out under
conditions that favour size focussing. The nanocrystals were synthesised at a very
high temperature, which reduces the nucleation event to a very short time span. Also,
the concentration of monomers was sufficiently high to prevent the system to enter
into the broadening regime.

Fig. 3. Sketch of the growth rate dr/dt of the nanocrystals in units of the critical size r�. As examples two
size distributions and their development with time are displayed. Note that in the example for the
broadening regime, the smallest particles are larger than r�. Therefore the mean size of the particles
still increases. The situation would be different if the size distribution would comprise nanocrystals

smaller than r�
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In some synthesis schemes it is inevitable to consume the reservoir of monomers
and thus obtain a broadening of the fluorescence band. In these cases the system can
bemaintained in focussing regime by repeated injections of freshmonomers [29, 44].
Experimentally it is not always possible to obtain a perfect size distribution. In some
cases the distribution is broadened or shows several distinct peaks. A possible, but
somewhat laborious way to improve the size distribution is to perform a size-
selective precipitation after the synthesis is completed. In order to do so, a non-
solvent is added slowly in a controlled way. As an example the addition of the polar
solventmethanol to nanocrystals dissolved in a non-polar solvent such as chloroform
or toluene induces the precipitation of the nanocrystals. The larger particles become
unstable in the solution at lower concentrations of the non-solvent than the smaller
particles, and thus they precipitate first [45]. This process has been successfully
applied for instance in the synthesis of CdTe [46] andCdSe [29]. In Fig. 5 an example
of a size-selective precipitation is shown.

3. Magic size clusters

For many applications it is of interest to have materials at hand that exhibit a high
fluorescence yield and at the same time can be packed very densely. Through this
many light-emitting units could be packed into a small volume and the overall
fluorescence yield of the material would be enhanced as an eventually low fluo-
rescence quantum yield might be overcome by a larger number of light-emitting
sites. Also, in applications as markers the size of the fluorophore is a limiting factor.
Most techniques to produce water-soluble nanocrystals involve the generation of a

Fig. 4. Effect of size focussing in the synthesis of CdSe nanocrystals. The synthesis was performed at
high temperature (370�C). Aliquots were taken every 20 s during the run of the synthesis and
fluorescence spectra were recorded. The first aliquot (leftmost spectrum) shows a broad fluorescence
spectrum and thus a wide size distribution, whereas the fluorescence spectrum of the latest aliquot

(rightmost spectrum) is very narrow with a FWHM of 28 nm
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shell of organic molecules around the nanocrystals [47, 48]. This additional shell
contributes to the total size of the nanocrystals and their overall size is more than
doubled as compared to the bare inorganic core [49]. The hydrodynamic radiusmight
vary also with other parameters such as salt concentration and lead to a further
increase of the nanocrystals� effective size.
With published synthesis schemes for CdSe particles [29, 37] generally nano-

crystals with a diameter of the inorganic core in the range of 2–8 nm are produced.
To synthesise routinely nanocrystals with a smaller diameter, a different concept has
to be employed. Already in the reported synthesis schemes of the CdSe nanocrystals
the existence of highly stable and very small CdSe clusters was observed [50]. In the
size regime below 2 nm the stability of these clusters can be explained with the
concept of magic sizes. Several discrete cluster configurations exhibit a higher
stability as compared to other configurations. Generally their high stability coincides
with a high symmetry in their structure. The magic size clusters could be considered
as those clusters that possess complete shells of atoms [51].A classical example is the

Fig. 5. Effect of the size-selective precipitation. By careful addition of a non-solvent to samples of CdSe
nanocrystals with a bimodal (left) or simply broadened (right) size distribution the largest particles, i.e.
those with an emission at higher wavelength, can be precipitated by centrifugation while the smaller
particles remain in solution. The upper spectra show the fluorescence of the initial samples, whereas the
lower spectra show the fluorescence of the supernatants. In the right example a further contamination of

small, i.e. blue fluorescent, nanocrystals has been removed by a second precipitation

Fig. 6. A series of different clusters formed by addition of closed shells in fcc structure. Each of the
presented clusters represents the core of the subsequent cluster. Starting from a single atom, cubo
octahedra of 13, 55 and 147Au atoms can be build. Note that the percentage of surface atoms is far above

50% for all structures
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series of truncated octahedra (�cubo octahedra�). The first member of this series is
a single atom along with its 12 nearest neighbours in the fcc structure. The larger
clusters can be constructed from the previous ones by covering each of the exposed
facets with one layer of atoms. Thus the smallest cluster contains 13 atoms, the
second 55 atoms and the third 147 atoms, as sketched in Fig. 6 [52]. These clusters
differ only little from a sphere and therefore minimise the contribution of the surface
atoms to the entire structure. For the larger clusters the facetted surface structure
is obvious. Two types of facets are exposed: The (1 1 1) facets with a triangular shape
and the (1 0 0) facets with quadratic shape. Clusters comprising 13 atoms have been
shown for instance for Au and Rh [53, 54]. The cluster Au55 has been identified by
M€o�bauer spectroscopy [55] and it has been proven to be exceptionally stable against
oxidation [56]. The same cluster has been prepared for several other metals [57].
Larger clusters with a fourth shell have been synthesised of palladium [58] and
platinum [59]. Clusters with different geometry can be constructed with a similar
approach [51].
In this section a synthesis scheme for the production ofmagic size clusters of CdSe

is presented and discussed [60]. Due to their small size the magic-size clusters of
CdSe emit blue light. Therefore these clusters extend the spectrum of the accessible
fluorescence colours of CdSe nanocrystals. A method to exploit this for the
production of blue-emitting diodes is presented by Rizzo et al. [61].

3.1 Synthesis ofmagic-size clusters. In literature one can find protocols for
the synthesis of several magic-size clusters [62–65]. In these reaction schemes for
each different cluster size a different technique is employed. For this reason also the
structure and nature of the surfactants is different for each of the different clusters.
We have used a slightly varied reaction scheme [60] throughwhich a series ofmagic-
size clusters can be synthesised sequentially one after another with only one
synthesis protocol. The size of the cluster is determined only by the reaction time.
The synthesis as described by Kudera et al. [60] is derived from the standard

synthesis of green- to red-emitting CdSe nanocrystals [29, 36, 37], i.e. of nano-
crystals with a size comprised in the range between 2 and 6 nm. The most important
difference between this synthesis and the synthesis of the magic-size cluster is the
reaction temperature of 80–100�C. In general the synthesis of semiconductor
nanocrystals in organic solvents is performed at temperatures between 200 and
300�C. In addition the relativelyweak ligands carboxylic acid [33, 66] and amine are
used that do not suppress growth at these low temperatures.
A synthesis of CdSe nanocrystals under these conditions shows a quite remarkable

result [60]. In the absorption spectra, instead of a continuously shifting peak one can
find a series of peaks that appear one after another and only vary in their relative
amplitude (see Fig. 8). The position of the individual peaks remains almost constant
over time. As the position of the absorption peak is related to the size of the absorbing
nanocrystal, this result points towards the sequential appearance of different sizes.
The co-existence of clusterswith different sizes in the solution can be proven by size-
selective precipitation. It is possible to separate the fraction of the solution that is
producing the absorption peak situated at red edge of the spectrum. This fraction is
found to be the clusters that precipitated first, and thus corresponds to the largest
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Fig. 7. Size-selective precipitation of two samples of magic size clusters.Methanol was added carefully
to the cooled reaction solution (upper spectra) and the mixture was centrifuged. In the spectrum of the
first precipitates (solid lines, lower spectra) the amplitude of the first peak is increasedwith respect to the
other peaks. In the spectrum of the supernatants (dashed lines, lower spectra) the situation is inverted and
the second peak is more pronounced than the first. From [60], � Wiley–VCH Verlag GmbH & Co.

KGaA. Reproduced with permission

Fig. 8. Characteristic absorption spectra of magic size clusters of CdSe. Absorption spectra of aliquots
taken during the synthesis of magic size clusters in two different representations (a, b). In both cases the
spectra are normalised to the amplitude of the dominant peak. At the early stage of the reaction, only
distinct peaks are visible at 330 (family 1), 360, 384, 406, 431 and 447 nm (family 6). In the upper right
part of b the transition from the discrete growth dynamics to a continuous growth mode can be observed.

From [60], � Wiley–VCH Verlag GmbH & Co. KGaA. Reproduced with permission
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particles. By a careful treatment of the remaining supernatant it is even possible to
eliminate the peak related to these large clusters almost completely, as shown in
Fig. 7a. In the following the clusters are classified into six families, each of them
characterised by a different peak in the absorption spectrum (see Fig. 8).
In the spectra of size-selected samples and generally in spectra recorded after a

purification ofmagic-size clusters a red shift of the peaks can be noticed. This shift is
most likely due to the partial stripping off of some surfactants from the clusters. The
shift is of the order of ca. 10 nm. Upon addition of free surfactants to the solution
the peaks can be shifted back. The recovery is not complete and bears also the
disadvantage that fresh organic material is introduced into the solution as impurity.
Another indication for the discontinuous size distribution can be found in the

fluorescence spectra. As shown in Fig. 9 the fluorescence spectra at late stages of the
reaction, i.e. when the families 4–6 are present, are composed of a series of distinct
peaks, similar to the behaviour of the absorption spectra. The observation of the
discontinuity in the fluorescence spectra is experimentally limited by the low
fluorescence efficiency of the bare clusters. Especially the smallest clusters (families
1–3) show almost no sharp band edge fluorescence. For applications (as shown by
Rizzo et al. [61]) the fluorescence quantumyield is enhanced by covering the clusters
with a shell of ZnS. Generally this process strongly influences the position of the
absorption features.
Once a cluster has reached the size relative to family 6, the growth mode changes.

The further growth proceeds in the classical continuous mode as normally observed
in nanocrystal growth [44]. This behaviour is clearly evident in the plot shown

Fig. 9. Fluorescence spectra of the growingmagic-size clusters. Fluorescence spectra (a) were recorded
at different times during the growth process and for comparison the corresponding absorption spectra are
shown in b. For clarity the spectra recorded at later stages of the growth are shifted upwards parallel the y
axis. Even though it is not as clearly visible as in the case of absorption also the fluorescence spectra are
composed of discrete peaks. The first (lowest) fluorescence spectrum shows a strong peak centred at ca.
430 nmwith a small shoulder at higher wavelengths. The latest spectrum has a strong peak at ca. 450 nm
and a shoulder at lower wavelengths. Intermediate spectra show a broadened peak. By comparison with
the amplitude of the first two absorption peaks, one can infer that the quantum yield of the larger clusters,
i.e. those fluorescing at 450 nm, is superior to that of the smaller clusters. From [60], � Wiley–VCH

Verlag GmbH & Co. KGaA. Reproduced with permission
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in Fig. 8b. At the first stage of the synthesis, the behaviour of the spectra is
discontinuous. The vertical features represent the appearance and disappearance
of the peak along with their stability in position. At later stages, i.e. after more than
1000min of reaction and once family 6 is populated the principal absorption feature
shifts continuously to larger wavelengths with the proceeding of the reaction, as can
be discerned from the diagonal feature in the plot.

3.2 Growthmechanismof themagic-size clusters. It is of great interest to
understand the mechanism of formation of the magic-size clusters. In the preceding
section it was shown that the individual peaks actually point towards a non-
continuous size distribution. In this section the mechanism of growth will be
discussed under this assumption. Certainly it is different from the standard models
for the growth of nanocrystals. One can imagine the growthmechanism as a variation
of a continuous growth model. The growing nanocrystal is exposed to a flux of
monomers. In the sameway as in a normal growthmodel, themonomers dynamically
bind and unbind onto the surface of the nanocrystal. However, in the case of magic-
size clusters the ratio between the binding- and unbinding-rate depends on the size of
the crystal. The magic sizes represent sizes of extraordinary stability. If the crystal is
slightly larger than a magic-size cluster, the release of the outer atoms is more
probable than the deposition of other monomers onto the nanocrystal. Accordingly,
nanocrystals slightly smaller than a magic-size cluster have a high affinity for
monomers to reach the closed-shell structure. In the normal growth model in
contrast, the binding rate dominates for all crystal sizes above the critical size, so
that the crystals grow continuously.
Away to formally rationalise the stability of themagic-size clusters is to introduce

a slight modification to the energy landscape presented in Sect. 2.1 as sketched in
Fig. 10. In this modified landscape the magic sizes represent local minima. The
sketch is a simplified model for the one-dimensional case. In principle the modified

Fig. 10. Sketch of the potential landscape in the growth of CdSe magic size clusters. For simplicity it is
sketched only in one-dimension. The model is to be understood as a modification to the classical

nucleation potential as shown in Fig. 2
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growth model can be understood as a subsequent nucleation. The growth proceeds
only through a series of jumps over potential barriers. In the potential a preferential
direction is inscribed. A given magic size cluster can evolve only into a larger magic
size cluster. Themelting, i.e. the evolution to a smaller magic size cluster, is virtually
suppressed. Clusters that grow leave their own family i and after they have overcome
the potential barrier, they become part of the subsequent family i þ 1. In the same
way the depopulation of the preceding family i� 1 feeds the population of family i.
Therefore, the evolution of the concentration ci of clusters of family i can be
described by only two rate constants. The concentration of clusters of family i grows
at the rate ai�1ci�1 and decreases at the rate aici:

dci
dt

¼ ai�1ci�1 � aici ð14Þ

The differential equations for the individual families can be summarised in a
vectorial form:

d
dt
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It is interesting to note the singular role of the families 0 and n in the coefficient
matrix. Family n is exceptional only for a trivial reason. It represents the last family
described by the matrix. Clusters that leave this family enter into a different growth
regime. From the data represented in Fig. 8b it can be deduced that this growth regime
is continuous growth. More interesting is family 0. It is not fed by any other family,
thus the clusters of this family must exist from the beginning of the reaction. At that
moment only free monomers are found in the solution. Therefore the clusters of
family 0 can at maximum be single atoms, which actually cannot be discerned from
the other atoms. In this sense it is difficult to find a physical relevance for the number
c0. Only the rate of depopulation of family 0 can be interpreted nicely. It coincides
with the rate at which clusters of family 1 appear. In other words the rate a0c0 can be
interpreted as the nucleation rate of the system. This becomes evident when
calculating the total concentration of magic size clusters:

ctotal ¼
Xn
i¼1

ci ð16Þ

As long as the largest family n is not populated, this number is constant over time. A
reasonable boundary condition to solve Eq. (15) is to set all concentrations to zero at
t¼ 0, except for c0, which will take a finite value. If we excluded family 0 from the
sum, the total concentration of clusters would be zero at the beginning of the reaction
and then increase until it reaches a saturation value. It would remain stable until the
first clusters appear in family n.
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Kudera et al. [60] have shown that with the solutions of Eq. (15) it is possible to
reproduce the general behaviour of the absorption spectra shown in Fig. 8. The exact
shape of the individual entities that are deposited aswell as the atomic structure of the
clusters produced in this synthesis scheme are still unknown. One could imagine that
the growth proceeds through the deposition of either individual atoms or very small
molecular units, such as rings of the form (CdSe)3. Themagic size clusters aremerely
interesting for the possibility to observe the process of growth on a very low level.
One can assume that between the individual steps of the growth single layers of atoms
are deposited onto the clusters. Therefore it is very likely that the clusters have a
pyramidal shape as seen also in similar clusters of CdSe [63, 67]. This structure also
provides a highly symmetric shape in the cubic zinc blende phase of the presented
clusters [60]. Generally this layer by layer growth is assumed to take place even at
larger length scales. It has been observed in situ in a high-resolutionTEMexperiment
in the growth of Al2O3 from a drop of liquid aluminium [68]. Also in that case the
growth of layers of hundreds of atoms proceeds in a stepwise manner. Individual
layers are deposited in time periods shorter than 0.04 s.
Magic-size clusters are of interest for various reasons. First, they extend the

accessible spectrum of for instance CdSe [60] and CdTe [69] towards lower
wavelengths. One can assume that by this one approaches a minimum. Smaller
clusters would be in the range of atomic species. In that sense the clusters can also be
understood as the molecular edge of the size spectrum of nanocrystals. A second
reason for the interest inmagic size clusters is their reproducibility. As the number of
atoms in the clusters is well defined also the physical properties are defined with the
same precision in comparison between two badges. This could be of great techno-
logical interest.

4. Shape control

The nanocrystals discussed so far were of almost spherical shape. However, in a
more detailed analysis already in very small nanocrystals such as the magic-size
clusters presented in the previous section different crystalline facets can be identi-
fied. On the other hand, due to the small size of these facets the deposition of only few
atoms onto one of them changes its nature completely. With some nanocrystals the

Fig. 11. Examples of faceting of nanocrystals. TEM images of differently shaped nanocrystals:
octahedron-shaped PbSe, cube-shaped silver and pencil-shaped CoO. The scalebars represent 50 nm.
Silver nanocrystals reproduced from [71]. Reprinted with permission from AAAS. CoO nanocrystals

reprinted with permission from [72]. � 2006 American Chemical Society
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faceted shape becomes obvious, as for instance on octahedral PbSe nanocrystals
[70], silver nanocubes [71] or pencil-shaped Co nanocrystals [72] (see Fig. 11).
Indeed, the growth of spherical crystals is more an exception than the rule. For
instance macroscopic quartz is usually found in an elongated shape with six large
facets that intersect under an angle of 120�. The tip of the crystal shows a series of
facets, all inclinedwith respect to the long axis of the crystal. Generally the shape of a
crystal depends on the relative speeds at which the individual facets grow. Here, the
speed of growth of a facet is measured as the speed at which the distance of its centre
to the centre of the entire crystal increases. The faster a crystal grows on one facet the
more likely to disappear is this facet [73].
To rationalise the differences in the growth speeds let us reconsider the discussion

of Sect. 2 on the growth process, where the exact nature of the surface or the existence
of facets of the growing crystal was not taken into account. The introduction of the
critical size in the growth process was actually based on the values of the vapour
pressure of a flat surface (C¥) and the surface tension s, and in Eq. (13) these values
were implicitly assumed constant for all facets. In fact these two quantities depend
strongly on the exact nature of the facet under consideration. Especially the surface
tension s of the different facets can be influenced strongly by the choice of the
surfactants [66, 74–76]. If the surfactants bind stronger to one facet than to its
neighbouring facets, new monomers are more likely to be incorporated into these
neighbouring facets. In other words, those facets onto which the surfactants bind
stronger have a lower surface tension, as the area of this facet can be extended easier
than that of a facet to which ligands bind weakly. In literature this relation between
growth rate of the different facets and their individual surface tension is known as the
Curie GibbsWulff theorem [41, 77]. Strictly speaking this theorem is valid only for a
system in thermodynamic equilibrium. Generally in the synthesis of colloidal
nanocrystals one works at high supersaturations of the monomers. In that case the
relative speeds of growth of the different facets is changed sensitively [31]. In an
analogousway the epitaxial growth regime depends very sensitively on the degree of
supersaturation [78].
This effect is seen on many different nanomaterials, where nanocrystals of dif-

ferent shapes can be synthesised, as for instance cubes can be formed from Cu2O,
gold, silver or PbSe [71, 79, 80], disks of cobalt, silver and iron oxide [81–84], rods or
wires of gold [26, 85].
In thewurtzite structure the choice of the growth axis is relatively straightforward.

Through its high symmetry the unique c-axis is distinguished from the other axes. In
CdE (E¼S, Se, Te) nanocrystals it serves as the directional axis for the asymmetric
growth [87]. In the case of Co nanocrystals in the «-phase growth along this axis is
suppressed [84]. But the asymmetric growth is not restricted to materials that expose
a hexagonal structure [88]. CaF2 nanorods grow in the cubic fluorite structure along
the (1 1 1) axis [89]. PbSe grows in the highly symmetric cubic rock salt structure, but
with the help of bulky surfactants a unique growth direction can be assigned and
nanowires are formed [80]. For the materials of interest in this chapter (CdS, CdSe,
CdTe) generally the crystalline structure is the wurtzite structure. For instance,
nanorods of CdSe (as shown in Fig. 12) preferentially grow in wurtzite structure, as
can be inferred from XRD measurements and high resolution TEM [90]. A nice
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demonstration of the existence of thewell-developed facets in the rods can be seen in
honeycomb structures, inwhich the nanorods alignvertically and in TEM images the
rods can be seen along the long axis, or parallel to the lateral facets. In this case the
hexagonal boundaries of each rod can be observed clearly [90]. It is interesting to
notice that for thin nanorods the wurtzite structure is favoured even in conditions
where the bulk material favours the cubic zinc blende structure due to the reduced
number of dangling bonds on the surface [91, 92].
A higher level of complexity is observed in branched nanocrystals (Fig. 13). An

intriguing example of such structures is the tetrapod. It is composed of four rods that
are fused together in a central core. This shape is observed in several materials, such
as ZnO [93], ZnSe [94, 95], ZnS [96], CdSe [97–99], CdTe [100–102], Pt [103] and
Fe2O3 [104]. Generally, the growth mode of the tetrapods is driven by the same
mechanism as the growth of the rods. During growth monomers are deposited onto
the high energy facets of the arms, i.e. on their tips, whereas deposition of monomers
onto the lateral facets of the arms is hindered. The main difference in the growth
process resides in the nucleation event and the very early stage of the growth, when
the core of the tetrapod is formed. In the following we will present two possible
models that describe the crystalline structure of the core of a tetrapod.

Fig. 12. TEM images of nanocrystals with different aspect ratios. Spherical PbSe nanocrystals (left),
rod-shaped CdS and nanowires of CdSe (right). The scale bars correspond to 50 nm. CdSe nanowires

reprinted from [86]. � 2003 American Chemical Society

Fig. 13. TEM images of branched CdTe. (Left) The nanocrystals consist of four rods that are fused
together in one point so that they span a tetrahedral angle between two legs. In the projection of the TEM,
three legs can easily be identified, the forth legs points directly upwards. Due to the longer distance that
the electron beam has to travel through the material this leg appears as a dark spot. (Right) Hyper-
branched particles of CdTe. The scale bars represent 200 nm. Hyper-branched particles reprinted

from [101]. � 2005 American Chemical Society
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In recent recipes for the preparation of nanorods their shape is still controlled by
surfactants as described above, but in addition, the quality of the sample in terms of
homogeneity is enhanced by the use of a seeded growth approach. This technique
will be described in the section on hybrid materials.

4.1 Origin of branching: polymorphismversus twinning. Tounderstand
the dynamics of the growth of tetrapods, the intrinsic structure of these peculiar
nanocrystals should be discussed. One can actually refer to two competingmodels to
rationalise the four arm shape. Onemodel – the octa-twinmodel – has been discussed
and supported since the early 1990s for tetrapods of ZnO and ZnS [94]. Thismodel is
based on the controlled formation of twin planes. The second model – the poly-
morphismmodel – relies on the polymorphism of thematerials and has been assumed
todescribe theformationofCdTetetrapods[100]. In thismodel thecoreof the tetrapod
is grown in zinc blende structure, whereas the arms grow in wurtzite structure.

4.1.1 Polymorphismmodel. Being a tetrahedrically coordinated binary com-
pound, CdTe can grow either in the hexagonal wurtzite or the cubic zinc blende
structure. The different structures have different energies of formation. Thus, at
lower reaction temperatures growth in the zinc blende phase is favoured, whereas
at higher temperatures the crystals preferentially grow in thewurtzite structure [105,
106]. The injection of precursors induces a drop in temperature and thus enables the
formation of zinc blende nuclei. After the temperature has recovered the growth
shifts to thewurtzite phase. Both crystalline phases have one set of facets in common.
The {1 1 1} facets of the zinc blende structure are atomically identical to the
�(0 0 0 1) facets of the wurtzite structure. Therefore the wurtzite arms will grow
out of the {1 1 1} facets of the core. Apart from the temperature effect, the change in
the crystalline phase is also supported by the affinity of the ligand – namely the
phosphonic acids – to the lateral facets of the rods in wurtzite structure, i.e. to the
arms of the tetrapod [107]. At the very early stage the surfactants are too bulky to
efficiently bind to these facets and thus support their formation.
The fact that only four out of the eight {1 1 1} facets of zinc blende structure allow

for the growth of the arms is explained by the atomic difference between the (1 1 1)
and the opposed ð�1 �1 �1Þ facets. In the sameway as in the wurtzite structure on one of
the facets the Cd atoms expose three dangling bonds, whereas on the other facet they
expose only one. The later can be efficiently passivated by surfactants and thus the
growth on this facet is hindered [107]. Therefore only on four out of the eight facets of
the {1 1 1} family a wurtzite arm can grow.

4.1.2 Octa-twinmodel. Adifferentmodel describes the tetrapod as composed
of several domains that are exclusively in wurtzite structure. According to this
twinning model, the core is composed of eight wurtzite domains. These domains
have a tetrahedral shape and can be of two different types. In one type (type A) the
basal facet is a (0 0 0 1) facet of thewurtzite structure, in the other type (type B) it is a
ð0 0 0 �1Þ facet. The other three facets of the tetrahedra are either of the family
f1 1 �2 �2g (type A) or of the family f1 1 �2 2g (type B). Two tetrahedra of different type
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are interconnected through a twin plane. This twin structure shows an inverted
symmetry. As domains of type A are connected preferentially to domains of type B
and vice versa, the octahedron formed by eight of these domains exposes an
alternating pattern of (0 0 0 1) and ð0 0 0 �1Þ facets. These facets exhibit hexagonally
organised atoms, identically to the �(1 1 1) facets of the cubic structure (Fig. 14).

4.1.3 Comparison of the two models. In both cases the Cd atoms on the
individual facets are organised hexagonally and exhibit either one or three dangling
bonds. Therefore both models describe a core, which exhibits four fast-growing and
four slow-growing facets. Therefore both octahedra are chemically identical. As a
result both models are able to describe the formation of tetrapods.
The octa-twin model (�octahedral multiple twin model�) was first proposed to

describe the architecture of ZnO and ZnS tetrapods [93, 108]. The structure of the
core, as constructed according to this model, does not necessarily fill the volume of
the octahedron. In fact it is very likely that the individual domains are formed such
that, when assembling eight of them, not all of them can evolve three twin planes
without introducing stress in the crystalline structure, so that slices of material are
missing along the twin planes leading to a deviation from the ideal tetrapod shape, in
the sense that the angles between the arms are different from the tetrahedral angle
[94]. The successful measurement of this deviation on ZnO tetrapods supports the
octa-twin model [109].

Fig. 14. Comparison between the polymorphism and the octa-twin model. An octahedral core can be
formed either in cubic zinc blende structure (a) or out of eight tetrahedral domains in the hexagonal
wurtzite phase (c). In both cases only four of the eight facets allow the growth of a rod, so that a tetrapod
can be formed. The two models differ in the way the junction between two arms is described. Either the
arms grow on top of a sphalerite core (b) or they are interconnected through a hexagonal domain (d). In
the latter case the individual domains are fused through twin planes. Adopted from [3], with permission

from Elsevier
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To date it is not yet ultimately decided which of themodels describes the tetrapods
the best. In the case of CdE tetrapods there is only little experimental evidence for
either of themodels. The polymorphismmodel is acceptedwidely in literature for the
growth ofCdE tetrapods [97, 100, 110]. SomeXRDstudies opt for the polymorphism
model [32, 110]. On the other hand, some experiments seem to point towards the
octa-twin model. It is possible to constantly tune the average number of branches in
the tetrapod increasing the concentration of a single reactant [101, 102]. In Fig. 13 the
case of a moderate and an excessive addition of this reactant is shown. This fact can
not be explained by the polymorphismmodel. Therefore we can assume that at least
in a synthesis scheme similar to that employed in [101, 102] a considerable fraction
of the branched nanocrystals is formed according to the octa-twin model.

5. Hybrid materials

The relative ease to tune the properties of the nanocrystals actually makes them
a very useful tool. Yet the range of accessible properties for one type of material is
still relatively limited. Magnetic nanocrystals can be directed towards specific areas
in e.g. tissues [111], but there is no simple and direct method to visualise their
enrichment. It would be therefore of advantage to design nanostructures that consist
of different domains, each of these domains contributing with its particular proper-
ties to the entire object. In the described case it would be interesting if the material
could also emit light. There are several strategies to reach this target. One of the first
approaches was to assemble different nanocrystals through pairs of complementary
biomolecules such as single strands of DNA into larger structures [112]. By a more
careful choice of the DNA sequences and some advanced treatment, even dimers or
chains of nanocrystals can be formed [113, 114]. The disadvantage of these
nanostructures is their instability. The linker is stable only under precisely defined
conditions, otherwise it very likely releases the individual nanocrystals. A different
approach involves the formation of polymer capsules that contain different materials
[115]. In principle these capsules can contain any type of nanomaterials and are prone
to serve for tasks like drug delivery. In this sectionwewill discuss a third approach. It
consists in fusing two materials together into a single crystalline structure.
It has been demonstrated that with this approach fluorescent and magnetic

fractions can be combined into a single nanocrystal [116]. Heterodimers comprising
gold have been prepared with magnetic materials, such as Au-CoPt3 [117] or
Au-Fe3O4 [118, 119], and also with semiconductor materials, e.g. CdSe-Au
[120]. Here, gold is of interest as its ability to link functional molecules is well
explored. Another possible use of gold domains could be to use them as local heat
source [121, 122]. Furthermore, heterodimers of materials with different wettability
can be prepared. In this case the interfacial tension between a hexane andwater phase
can be influenced [123].
Especially for the construction of hybrid nanocrystals based on spherical units

there are different strategies [124]. In this section we will discuss an approach to
synthesise hybrid nanocrystals. The techniques discussed here rely on the hetero-
geneous nucleation of some material on nanocrystals present in the growth solution.
Nanorods are decorated with tips of a different material to form nanodumbbells.
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Furthermore the technique for the production of hybrid structures can be exploited in
order to obtain nanorods with a very sharp distribution of lengths [20].

5.1 Heterogeneous nucleation. It is known that in the presence of inhomo-
geneities or impurities the formation of crystals is favoured. Especially in the
synthesis of metal nanocrystals this effect can be observed as a hindrance in the
production of homogeneous samples. The presence of only a small amount of
impurities might lead to a broad size distribution. The impurities act as seeds for
the growth of material. In this case heterogeneous nucleation, i.e. nucleation on the
impurities, is preferred as it effectively lowers the nucleation barrier [40]. Therefore
nucleation is possible even at a relatively low supersaturation, i.e. at later stages of
the synthesis, and the size distribution is broadened due to the prolonged nucleation
event.
In the following paragraph we will introduce the concept of heterogeneous

nucleation using the example of bubble formation in a liquid. In a glass of soda
water, one commonly observes bubbles being formed on the walls and interestingly
one finds only a limited number of nucleation sites, which then generate long strings
of bubbles. In this example small gas filled cavities on the surface of the vessel serve
as nucleation sites. The bubbles grow in these cavities and detach once they reached a
certain size. After the detachment, some gas remains in the cavity as nucleus for the
subsequent bubble. If the radius of the meniscus of the gas bubbles in the cavities is
superior to the critical radius of the nucleation event (see Fig. 2) the nucleation barrier
is basically by-passed and the visible formation of free bubbles is controlled only by
the growth of the bubbles in and on the cavity to a size sufficient for their detachment
[125]. In this argumentation we must thus understand the radius r used in the
discussion of the nucleation event (Eq. 1) as the curvature of the surface onto which
material is deposited. Growth is possible even if the volume of the seed is not
sufficient to establish a spherical bubble larger than the critical size. This problem is
overcome by the use of seeds that might contain less material than a free nucleus of
the critical size, but due to some constraints – in this case being enclosed in a cavity –
the exposed surface shows a curvature related to bubbles of size larger than the
critical size.
In the case of crystal formation in solution the effect of the seed is to provide a

substrate ontowhich the secondmaterial can nucleate. If this material perfectly wets
the (spherical) seed, the growth practically proceeds as if the system was directly
transferred to a situation in which the growth rate as described in Eq. (13) is
determined by parameters such as concentration of monomers in solution and
temperature, whereas the size distribution is determined by the size distribution of
the seeds. In this case the nucleation barrier is simply by-passed as seen also in the
case of the bubble formation.
The case when the second material does not perfectly wet the support can be

qualitatively understood when considering the nucleation of this material on a flat
surface. Here the relative surface tensions determine the contact angle g between the
two materials. To nucleate an island only a fraction of the volume of a sphere of the
critical size r� is necessary. The curvature of the surface of the island is determined by
r� as shown in Fig. 2, and the volume of this section depends on the contact angle, as
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illustrated in Fig. 15. The larger the contact angle is, the more material needs to be
assembled to form a stable nucleus. A detailed calculation shows that through the
interplay between the reductions of the surface and the volume the energetic barrier
can be reduced [40]. In simple words the effect of the reduced volume renders more
probable the formation of a stable nucleus through thermodynamic fluctuations.

5.2 Growth strategies. The general procedure for the growth of hybrid
materials is to initiate the growth of some material in the presence of another
preformed material. First, we consider the case of a shell grown onto spherical
nanocrystals. This technique has been developed only shortly after a stable synthesis
scheme for semiconductor nanocrystals was established. In the process of a shell
growth ideally the conditions are chosen such that the shell material perfectly wets
the seed. Onemajor parameter to attain this wettability in the growth of nanocrystals
is to select materials with only slightly different lattice constants. The technique
employed to growa thin shell around nanocrystals involves low concentrations of the
shell material in the reaction solution. Under normal conditions this would result in a
very large critical size and thus Ostwald ripening. This is usually prevented by
performing the synthesis at relatively low temperatures [126–130] (Fig. 16).

Fig. 15. Sketch of a stable nucleus on a substrate. The curvature r� of the nucleus is determined by the
critical size as in the homogeneous nucleation. Only the total volume of the nucleus is reduced, as the

material grows with the constraint of forming a contact angle g with the substrate

Fig. 16. Colloidal heterodimers. The nanocrystals presented in this figure are produced by nucleating
gold on spherical nanocrystals of CoPt3 (left) and CdSe (right). The insets show individual structures of
the respective material, reproduced from [124] with permission of The Royal Society of Chemistry
(RSC). Left figure reprinted with permission from [117]. � 2006 American Chemical Society. Right

figure reprinted by permission from Macmillan Publishers Ltd: Nature Materials [120], � 2005
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In case the second material does not wet the seed it might be deposited only on a
precisely defined facet of the seed so that the lattice mismatch is minimised at the
interface. In this case one usually finds nanocrystals that consist of two joint spheres,
as observed in the case of CdS–FePt [116], g-Fe2O3-MS (M¼Cd, Zn, Hg) [131],
Au-Fe3O4 [118, 119], CdSe-Fe2O3 [132], Au-CoFe2O4 [133], Au-CoPt3 [117] and
Au-CdSe [120]. Some examples of such structures are shown in Fig. 17. In some of
these cases the peculiar shape is not necessarily obtained by a simple deposition of
the second material on top of the seed, but the growth proceeds in two steps. First an
amorphous and isotropic shell is formed, which then retracts to only one side of the
seed upon annealing of the crystalline structure [116, 131].
When shape controlled nanocrystals are used as seeds, the selectivity of the

interface can be nicely visualised.When somematerial is deposited on nanorods, it is
very likely that it nucleates only at the tips of the rods [120, 134–136]. This can be
explained with the matching of the lattice constants and also with the reduced
passivation of the tips. As explained in the section on the shape control, surfactants
bind stronger to the lateral facets of the rods and therefore enable the anisotropic
growth. In the same way also when the second material is deposited onto the rods,
these are likely to nucleate at unpassivated sites. With this technique it is even
possible to distinguish between the two basal opposed facets of nanorods grown in
wurtzite structure. As explained in Sect. 4 in the case of the growth of tetrapods, the
opposing hexagonal facets in both the wurtzite ((0 0 0 1) and ð0 0 0 �1Þ) and the zinc
blende phase ((1 1 1) and ð�1 �1 �1Þ) show chemically different behaviour. On one side
the surface atoms of one type exhibit three dangling bonds, which cannot be
efficiently passivated, on the other side atoms of the same type show only one
passivated dangling bond.
A different method to produce hybrid materials involves the partial substitution of

material. It was shown that in dumbbells tips ofCdTe or PbSe can be transformed into
Au tips [137]. In a more elaborate scheme a superlattice of AgS2 domains can be
formed in CdS nanorods [138].

5.3 Improved synthesis of nanorods. In this section we will present a
seeded growth approach that helps to improve the size distribution of nanorods. A

Fig. 17. Examples of dumbbell structures. (Left) CdSe nanorods are decorated with Au tips. Reprinted
by permission from Macmillan Publishers Ltd: Nature Materials [120], � 2005. (Right) Dumbbells of
CdTe–CdS–CdTe. Reproduced from [137] with permission of the Royal Society of Chemistry (RSC).

The scale bars represent 50 nm
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general problem in the growth of nanorods is the duration of the nucleation event,
even more than in the case of spherical nanocrystals. The synthesis is usually carried
out at high supersaturations [31], so that there is always a considerable probability to
nucleate new nanocrystals. Therefore, in classical schemes for the growth of
nanorods the particles nucleate during a period of time that spans a considerable
fraction of the entire duration of the synthesis. As a result samples with a wide
distribution of lengths are produced. In certain limits the distribution can be narrowed
slightly by size-selective precipitations but still improvements would be desirable.
As a consequence, a viable technique for the production of samples with narrow
length distribution consists in the drastic shortening of the nucleation event. This
might be performed in a seeded growth approach. For the shape control the seeded
growth approachwas first employed by Jana et al. in the synthesis of nanorods of gold
[139] and silver [140]. Their approach makes use of two effects. First preformed
nanocrystals are used as seeds, and second a rod-shaped micellar template is used to
control the shape of the nanocrystals.
The seeded growth approach for the production of nanorods in a template-free

surroundingwas employed byTalapin et al. in a synthesis of anisotropic shells ofCdS
on CdSe seeds [141]. They present a variation of the shell growth, in which the shell
adopts an anisotropic form due to the different lattice mismatches on the individual
facets of the core.
Inmore recently presented recipes preformed spherical nanocrystalswith a narrow

size distribution are exploited as seeds for anisotropic growth [20, 142]. In this case
themonomer concentration has to bemuch higher as compared to the shell growth, in
order to favour anisotropic growth. In fact these synthesis schemes can be considered
as variations of nanorod growth. The conditions are the ones that favour nucleation
and growth of the rods, but the nucleation event is influenced by the presence of
adequate seeds. As a result the nanorods growwith a very narrow size distribution as
can be inferred from Fig. 18.
This method might be exploited for a variety of purposes. The possibility to form

monodisperse nanorods enables the formation of ordered arrays of these nanorods on
surfaces, as can be inferred from the comparison between the quality of the
alignments presented by Nobile et al. [19] and Carbone et al. [20].

Fig. 18. TEM image of nanorodswith ultra narrow length distribution.Due to van derWaals interactions
the nanorods arrange in close packages when the solvent evaporates. In the present case the nanorods
form ribbons that again assemble into parallel structures. From the straightness of the lines that separate
the ribbons one can deduce the narrowness of the length distribution. The scale bars represent 50 nm.

Reprinted with permission from [20]. � 2007 American Chemical Society
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As concerns the actual growth process, it is interesting to mention the possibility
to exploit also intrinsic properties of the seed. In the discussed case the relative
crystalline structures and the chemical surrounding were chosen in a way to favour
the growth of (truncated) cubes [142] or nanorods [20, 142]. Additionally it is also
possible to use a combination of core and shell material that favours a more complex
shape. If the core is of cubic structure and the shell of hexagonal structure it is
possible to grow tetrapods [20, 143, 144]. In that case the model describing their
structure is indeed the polymorphism model as presented in the last section. These
structures are again of interest for their expected electronic properties. One could
imagine to sensitively influence the gating behaviour of the tetrapod [23] by altering
the composition of the core and the arm material.

6. Conclusion

In this chapter we have discussed the control on three major features of nano-
crystals: size, shape and composition. The topic of size control is the foundation of
modern research on colloidal nanocrystals. In this field most of the current synthesis
techniques have been explored and developed. It has soon turned out that even small
variations of the standard synthesis schemes could lead to interesting effects, such as
the formation of nanocrystals with peculiar shapes. It is now possible to attain well-
defined sizes and shapes so that applications can be addressed. The attraction of the
field resides in the possibility to easily adjust the characteristics of the materials to a
desired value.
Among the three fields introduced in this chapter, composition control represents

the newest trend in nanocrystal research. It has a high potential to extend the
accessible range of applications, as it is based on the promise to render possible
combination of complementary properties in single objects on the nanoscale.
Core/shell nanocrystals of semiconductor materials with staggered bandgaps show
bright fluorescence in a range that is not accessible to either of the materials. The
simple idea of combining different properties in just one material is certainly
exciting. As an example, gold tips on nanorods can be used to specifically bind
functional molecules to these tips and with the help of these assemble nanorods to
chains [135] or facilitate the connection between nanocrystals and macroscopic
electrodes.
To attain such aims, still many questions need to be resolved. The core/shell

systems as the simplest model of hybrid materials are well explored. More complex
systems are only uprising. In the synthesis of thesematerials still many issues need to
be addressed. First of all, it is still open for discussion, in how far it is physically
possible and desirable to combine different properties in a single nanocrystal.
A second issue could be to attain a more precise control on the size of individual
domains. Generally the size of the second domain is much less controlled than it is
possible for free nanocrystals. We are convinced that answering these questions will
pave the way for many future applications.
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1. Introduction

Colloidal semiconductor nanocrystals (NCs) are crystalline particles with di-
ameters ranging typically from 1 to 10 nm, comprising some hundreds to a few
thousands of atoms. The inorganic core consisting of the semiconductor material is
capped by an organic outer layer of surfactant molecules (�ligands�), which provide
sufficient repulsion between the crystals to prevent them from agglomeration. In the
nanometer size regime many physical properties of the semiconductor particles
change with respect to the bulk material. Examples of this behavior are melting
points and charging energies ofNCs,which are, to a first approximation, proportional
to the reciprocal value of their radii. At the origin of the great interest in NCs was
yet another observation, namely the possibility of changing the semiconductor band
gap – that is the energy difference between the electron-filled valence band and the
empty conduction band – by varying the particle size. In a bulk semiconductor an
electron e� can be excited from the valence to the conduction band by absorption of a
photon with an appropriate energy, leaving a hole hþ in the valence band. Feeling
each other�s charge, the electron and hole do notmove independently fromeach other
because of the Coulomb attraction. The formed e�–hþ bound pair is called an
exciton and has its lowest energy state slightly below the lower edge of the
conduction band. At the same time its wave function is extended over a large region
(several lattice spacings), i.e. the exciton radius is large, since the effective masses of
the charge carriers are small and the dielectric constant is high [1]. To give examples,
the Bohr exciton radii in bulk CdS and CdSe are approximately 3 and 5 nm.
Reduction of the particle size to a few nanometers produces the unusual situation
that the exciton size can exceed the crystal dimensions. To �fit� into the NC, the
charge carriers have to assume higher kinetic energies leading to an increasing band
gap and quantization of the energy levels to discrete values. This phenomenon is
commonly called �quantum confinement effect� [2], and its theoretical treatment is
usually based on the quantum mechanical particle-in-a-box model [3]. With de-
creasing particle size, the energetic structure of the NCs (also termed quantum dots)
changes from a band-like one to discrete levels. Therefore, in some cases a
description bymeans of molecular orbital theorymay bemore appropriate, applying



the terms HOMO (highest occupied molecular orbital) and LUMO (lowest un-
occupied molecular orbital) instead of conduction band and valence band. This
ambiguity in terminology reflects the fact that the properties of semiconductor NCs
lie in between those of the corresponding bulk material and molecular compounds.
The unique optical properties of semiconductor NCs are exploited in a large variety
of applications essentially in the fields of biological labeling and (opto-)electronics.
Initiated by pioneering work in the early 1980s [4–7], the research on semicon-

ductor NCs went through a remarkable progress after the development of a novel
chemical synthesis method in 1993, which allowed for the preparation of samples
with a low size dispersion [8]. The physical properties of NCs, and in particular the
optical ones, are strongly size-dependent. To give an example, the linewidth of the
photoluminescence (PL) peak is directly related to the size dispersion of theNCs, and
thus a narrow size distribution is necessary to obtain a pure emission colour. It is
common practice to term samples whose deviation from the mean size is inferior or
equal to 5–10% as �monodisperse�. The method developed by Murray et al. [8] was
the first one to allow for the synthesis of monodisperse cadmium chalcogenide NCs
in a size range of 2–12 nm. It relies on the rapid injection of organometallic
precursors into a hot organic solvent. Numerous synthesis methods deriving from
the original one have been reported in literature in the last 15 years. Nowadays a
much better understanding of the influence of the different reaction parameters has
been achieved, allowing for the rational design of synthesis protocols.
The goal of this chapter is to give a representative overview of the state of the art

concerning the chemical synthesis of semiconductor NCs/quantum dots in organic
solvents with a special emphasis on recent developments. Surface functionalization
as well as applications of semiconductor NCs go beyond the scope of this chapter.
Several reviews on NCs� synthesis have appeared in the literature during the last 5
years [9–12]. In addition, the synthesis of core/shell (CS) structures, comprising a
NC of a first semiconductor (core), surrounded by an epitaxial, generally 0.5–2-nm
thick layer of another semiconductor (shell) is discussed. Core/shell systems are
intensively studied due to their superior optical properties and higher stability as
compared to core NCs. On the other hand, differing synthesis methods, such as the
preparation of NCs in aqueous media [13, 14], in microemulsions [15], at the oil-
water interface [16], in ionic liquids [17] or in supercritical fluids [18] are not treated
here. Concerning the shape control of NCs, the preparation of core/multishell
structures, or the synthesis of NCs or heterostructures comprising other types of
materials than semiconductors (e.g. oxides or metals), the interested reader is
referred to other chapters of this book.
The text is organized as follows:
Succeeding this introduction (Sect. 1), a brief description of the basic optical and

structural properties of semiconductor NCs is given (Sect. 2). In addition, the general
principles of the synthesis of core and core/shell NCs in organic solvents at elevated
temperature are outlined.
In Sect. 3, the current state of the art concerning the synthesis of core NCs of

different families of elemental and compound (binary and tertiary) semiconductors is
reviewed. Section 4 deals with the preparation of core/shell structures comprising
two different semiconductors. At the same time, the consequences of the band
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alignment, i.e. the relative positions of the electronic energy levels of both con-
stituents, on the optical properties of the NCs are discussed. Finally, it is attempted to
sketch some perspectives concerning the development of this domain in the near
future (Sect. 5).

2. Basic properties of nanocrystals

2.1 Optical properties of semiconductor nanocrystals

2.1.1 Absorption. As it has already been stated in the introduction, absorption
of a photon by the NC occurs if its energy exceeds the band gap. Due to quantum
confinement, decreasing the particle size results in a hypsochromic (blue-) shift of
the absorption onset [19]. A relatively sharp absorption feature near the absorption
onset corresponds to the excitonic peak, i.e. the lowest excited state exhibiting a large
oscillator strength (cf. Fig. 1). While its position depends on the band gap and,
consequently, on the particle size, its form and width is strongly influenced by the

Fig. 1. Absorption and normalized photoluminescence spectra of a size series of CdSe NCs (spectra
vertically shifted for clarity) [21]
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distribution in size, as well as the form and stoichiometry of the NCs. Therefore
polydisperse samples typically exhibit only a shoulder in the absorption spectrum at
the position of the excitonic transition. Less pronounced absorption features in the
shorterwavelength range correspond to excited states of higher energy [20]. As a rule
of thumb, it can be asserted that the larger the number of such spectral features and
the more distinctly they are resolved in the absorption spectrum, the smaller is the
size dispersion of the sample. In Fig. 1 the absorption and photoluminescence spectra
of a series of CdSe NCs differing in size are depicted.

2.1.2 Photoluminescence. Photoluminescence, i.e. the generation of lumi-
nescence through excitation by photons, is formally divided into two categories,
fluorescence and phosphorescence, depending upon the electronic configuration of
the excited state and the emission pathway. Fluorescence is the property of a
semiconductor to absorb photons with an energy hne superior to its band gap, and
– after charge carrier relaxationvia phonons to the lowest excited state – to emit light
of a higher wavelength (lower energy hnf) after a brief interval, called the fluores-
cence lifetime (Fig. 2). The process of phosphorescence occurs in a similar manner,
but with a much longer excited state lifetime, due to the symmetry of the state.
The emitted photons have an energy corresponding to the band gap of the NCs and

for this reason the emission colour can be tuned by changing the particle size. It
should be noted here that efficient room temperature band edge emission is only
observed for NCs with proper surface passivation because otherwise charge carriers
are very likely to be trapped in surface states, enhancing non-radiative recombina-
tion. Due to spectral diffusion and the size distribution of NCs, the room temperature
luminescence linewidths of ensembles lie for the best samples of CdSe NCs in the
range of 20–25 nm (full width at half maximum, FWHM). As can be seen in Fig. 1,
the maxima of the emission peak are red-shifted by ca. 10–20 nm as compared to the
excitonic peak in the absorption spectra. This phenomenon is usually referred to as
Stokes-shift and has its origin in the particular structure of the exciton energy levels
inside the NC. Models using the effective mass approximation show that in bulk
wurtziteCdSe the exciton state (1S3/21Se) is eight-fold degenerate [22]. InCdSeNCs,

Fig. 2. Fluorescence in a bulk semiconductor
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this degeneracy is partially lifted and the band edge state is split into five states, due to
the influence of the internal crystal field, effects arising from the non-spherical
particle shape and the electron–hole exchange interaction (see Fig. 3). The latter term
is strongly enhanced by quantum confinement [23].
Two states, one singlet state and one doublet state, are optically inactive for

symmetry reasons. The energetic order of the three remaining states depends on the
size and form of the NC. In the case of weak excitation on a given state, absorption
depends exclusively on its oscillator strength. As the oscillator strength of the second
and third excited (�bright�) states is significantly higher than that of the first (�dark�)
one, excitation by photon absorption occurs to the bright states. On the opposite,
photoluminescence depends on the product of oscillator strength and population of
the concerned state. Relaxation via acoustic phonon emission from bright states to
the dark band edge state causes strong population of the latter and enables radiative
recombination (Fig. 3). This model is corroborated by the experimental room
temperature values of the Stokes-shift, which are consistent with the energy
differences between the related bright and dark states.

2.1.3 Emission of single nanocrystals, blinking phenomenon. Spectro-
scopic investigation of single semiconductor NCs revealed that their emission under
continuous excitation turns on and off intermittently. This blinking is a common
feature also for other nanostructured materials, involving porous Si [24] and
epitaxially grown InP quantum dots [25], as well as chromophores at the single
molecule level such as polymer segments [26], organic dyemolecules [27] and green
fluorescent protein (GFP) [28]. However, the origin of the intermittence is com-
pletely different for NCs and single dye molecules: in the latter resonant excitation
into a single absorbing state takes place. Due to spectral shifting events the excitation
is no longer in resonance and a dark period begins.NCs, on the other hand, are excited
non-resonantly into a large density of states above the band edge. While their
emission statistics and its modelling is the issue of a large number of publications,
detailed understanding of the blinking phenomenon has not yet been achieved. The
sequence of �on� and �off� periods resembles a random telegraph signal on a time
scale varying over several orders of magnitude up to minutes and follows a temporal
statistics described by an inverse power law [29]. Transition from an �on� to an �off�
state of the NC occurs by photo-ionization, which implies the trapping of a charge
carrier in the surrounding matrix (dangling bonds on the surface, solvent, etc.).
A single delocalized electron or hole rests in theNCcore.Upon further excitation this

Fig. 3. Schematic representation of the exciton states of CdSe NCs involved in absorption and
emission processes
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gives rise to fast (nanosecond order) non-radiative relaxation through Auger
processes, i.e. energy transfer from the created exciton to the delocalized charge
carrier [30]. Mechanisms for a return to the �on� state are the recapture of the
localized charge carrier into the core or the capture of an opposite charge carrier from
traps in the proximity. Both pathways can be accompanied by a reorganization of the
charge distribution around the NCs. As a consequence the local electric field
changes leading to a Stark shift of the photoluminescence peak [31, 32].

2.1.4 Efficiency of the emission: fluorescence quantumyield. The emis-
sion efficiency of an ensemble of NCs is expressed in terms of the fluorescence
quantum yield (Q.Y.), i.e. the ratio between the number of absorbed photons and the
number of emitted photons. As a consequence of the blinking phenomenon (vide
supra) the theoretical value of 1 is hard to observe because a certain number of NCs
are in �off� states. Furthermore the Q.Y. may be additionally reduced as a result of
quenching caused by surface trap states. As both of these limiting factors are closely
related to the quality of the NC surface, they can be considerably diminished by its
improved passivation. This can be achieved by changing the nature of the organic
ligands, capping the NCs after their synthesis. To give an example, after substitution
of the trioctylphosphine oxide (TOPO) cap on CdSeNCs by hexadecylamine (HDA)
or allylamine, an increase of the Q.Y. from about 10% to values of 40–50% has been
reported [33]. In this case better surface passivation probably results from an
increased capping density of the sterically less-hindered amines as compared to
TOPO. Very recently the influence of thiol and amine ligands on the PL properties
of CdSe-basedNCs has been studied in further details byMunro et al. [34]. Jang et al.
obtained cadmium chalcogenide NCs with Q.Y.s up to 75% after treatment with
NaBH4 and explained the better surface passivation by the formation of a cadmium
oxide layer [35]. In the case of III–V semiconductors, Mi�ci�c et al. and Talapin et al.
reported an enhancement of the PL Q.Y. of InP NCs from less than 1% to 25–40%
upon treatment with HF [36, 37]. Here the improved emission properties have
been attributed to the removal of phosphorus dangling bonds under PF3 elimination
from the NC surface.
However, inviewof furtherNC functionalization, it is highly desirable to provide a

surface passivation, which is insensitive to subsequent ligand exchange. This is
obviously not the case with the described procedures for Q.Y. enhancement. A
suitable andwidely appliedmethod consists of the growth of an inorganic shell on the
surface of the NCs. The resulting core/shell systems will be described in detail in
Sect. 2.3.

2.2 Structural properties of nanocrystals. Most binary octet semiconduc-
tors crystallize either in the cubic zinc blende (ZB) or in the hexagonal wurtzite (W)
structure, both of which are four-coordinate and vary in the layer stacking along
(111), showing an ABCABC or an ABAB sequence, respectively (Fig. 4).
The room temperature ground state structures of selected II–VI, III–Vand IV–VI

semiconductors are given in Table 1 (Sect. 2.4.1). In cases of relatively low
difference in the total energy between the ZB and the W structure (e.g. CdTe,
ZnSe), the materials exhibit the so-calledW–ZB polytypism [38]. Depending on the
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experimental conditions, nucleation and growth of the NCs can take place in either
structure and also the coexistence of both structures in the same nanoparticle is
possible. Lead chalcogenide NCs crystallize in the six-coordinate rocksalt structure
(cf. Table 1, p 46), and it has been shown that also CdSe NCs can exist in this crystal
structure at ambient pressure, provided that their diameter exceeds a threshold size of
11 nm, below which they transform back to the four-coordinate structure [39].

2.3 Core/shell structures. Surface engineering is an important tool to control
the properties of the NCs and in particular the optical ones. One important strategy is
the overgrowth of NCs with a shell of a second semiconductor, resulting in CS
systems. This method has been applied to improve the fluorescence Q.Y. and the
stability against photo-oxidation but also, by proper choice of the core and shell
materials, to tune the emission wavelength in a large spectral window. After
pioneering work in the 1980s and the development of powerful chemical synthesis
routes in the end of the 1990s [40–42], a strongly increasing number of articles have
been devoted to CS NCs in the last 5 years. Nowadays, almost any type of core NC
prepared by a robust chemical synthesis method has been overgrown with shells of
other semiconductor materials.
Depending on the band gaps and the relative position of electronic energy levels of

the involved semiconductors, the shell can have different functions in CS NCs.

Fig. 4. a Zinc blende, b wurtzite crystal structure

Scheme 1. Electronic energy levels of selected III–Vand II–VI semiconductors using the valence band
offsets from [43] (VB: valence band, CB: conduction band)
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Scheme 1 gives an overview of the band alignment of the bulk materials, which are
mostly used in NC synthesis. Two main cases can be distinguished, denominated
type I and type II band alignment, respectively. In the former, the band gap of the shell
material is larger than that of the core one, and both electrons and holes are confined
in the core. In the latter, either the valence band edge or the conduction band edge of
the shell material is located in the band gap of the core. The resulting staggered
band alignment leads upon excitation of theNC to a spatial separation of the hole and
the electron in different regions of the CS structure.
At this point, it is important to stress that the type I/type II distinction must not be

mistaken for the difference between direct and indirect semiconductors. In the first
case, type I heterostructures experience optical transitions between electron and hole
states, whose wavefunctions are localized in the same region in the real space,
whereas for type II heterostructures, the electron and hole lie in different regions
(here, the core and shell of the NCs). In the second case, the distinction between
direct and indirect semiconductors concerns transitions between electron and hole
states located at the same (direct) or at different (indirect) points in the reciprocal
(wavevector) space. Indirect optical transitions involve the simultaneous emission
or absorption of a phonon, thus having a much lower probability than direct
transitions. A typical example of an indirect semiconductor is silicon, consequently
exhibiting a very low fluorescence Q.Y. in its bulk form.
In type I CS NCs, the shell is used to �passivate� the surface of the core with the

goal to improve its optical properties. The shell separates physically the surface of
the optically active core NC from its surrounding medium. As a consequence, the
sensitivity of the optical properties to changes in the local environment of the NCs�
surface, induced for example by the presence of oxygen or water molecules, is
reduced. With respect to core NCs, CS systems exhibit generally enhanced stability
against photo-degradation. At the same time, shell growth reduces the number of
surface dangling bonds, which can act as trap states for charge carriers and reduce
the fluorescence Q.Y. The first published prototype system was CdSe/ZnS [40].
The ZnS shell significantly improves the fluorescence Q.Y. and stability against
photo-bleaching. Shell growth is accompanied by a small red shift (5–10 nm) of the
excitonic peak in the UV–vis absorption spectrum and the PL wavelength.
This observation is attributed to a partial leakage of the exciton into the shell
material.
In type II systems, shell growth aims at a significant red shift of the emission

wavelength of the NCs. The staggered band alignment leads to a smaller effective
band gap than each one of the constituting core and shell materials. The interest of
these systems is the possibility to tune the emission colour with the shell thickness
towards spectral ranges,which are difficult to attainwith othermaterials. Type IINCs
have been developed in particular for near infrared emission, using for example
CdTe/CdSe or CdSe/ZnTe. In contrast to type I systems, the PL decay times are
strongly prolonged in type II NCs due to the lower overlap of the electron and hole
wavefunctions. As one of the charge carriers (electron or hole) is located in the shell,
an overgrowth of type II CSNCswith an outer shell of an appropriatematerial can be
used in the same way as in type I systems to improve the fluorescence Q.Y. and
photo-stability.
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2.4 Chemical synthesis of semiconductor nanocrystals

2.4.1 Synthesismethods. Historically the synthesis in aqueous media was the
first successful preparation method of colloidal semiconductor NCs. Therefore, it
is briefly described in this paragraph, even though the present chapter is dedicated
to the synthesis in organic solvents. The topic is addressed in details in the Chapter
of Gaponik and Rogach. Initially developed procedures comprise NC formation in
homogenous aqueous solutions containing appropriate reagents and surfactant-type
or polymer-type stabilizers [44, 45]. The latter bind to the NC surface and stabilize
the particles by steric hinderance and/or electrostatic repulsion in the case of charged
stabilizers. In parallel to this monophase synthesis, a bi-phase technique has been
developed, which is based on the arrested precipitation of NCs within inverse
micelles [5, 7, 46]. Here nanometer-sized water droplets (dispersed phase) are
stabilized in an organic solvent (continuous phase) by an amphiphilic surfactant.
They serve as nanoreactors for the NC growth and prevent at the same time from
particle agglomeration. Both methods provide relatively simple experimental ap-
proaches using standard reagents as well as room temperature reactions and were of
great importance for the development of NC synthesis. Furthermore, for some
materials (e.g. mercury chalcogenides) [47–49] the aqueous synthetic technique is
the only successful preparation method reported today. On the other hand, the
samples prepared by these synthetic routes usually exhibit size dispersions at least of
the order of 15% and therefore fastidious procedures of NCs separation into �sharp�
fractions have to be applied in order to obtain monodisperse samples.
The introduction of a high temperature preparationmethod using organic solvents

in 1993 [8] constituted an important step towards the fabrication of monodisperse
CdS, CdSe and CdTe NCs. As demonstrated in classical studies by LaMer and
Dinegar [50], the synthesis of monodisperse colloids via homogeneous nucleation
requires a temporal separation of nucleation and growth of the seeds. The LaMer plot
(Fig. 5) is very useful to illustrate the separation of nucleation and growth by means
of a nucleation burst.

Fig. 5. LaMer plot depicting the degree of supersaturation as a function of reaction time [50]
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Initially the concentration of monomers, i.e. the minimum subunits of the crystal,
constantly increases by addition from exterior or by in situ generation within the
reaction medium. It should be noted that in stage I no nucleation occurs even in
supersaturated solution (S>1), due to the extremely high energy barrier for
spontaneous homogeneous nucleation. The latter is overcome in stage II for a yet
higher degree of supersaturation (S>Sc), where nucleation and formation of stable
nuclei take place. As the rate of monomer consumption induced by the nucleation
and growth processes exceeds the rate of monomer supply, the monomer con-
centration and hence the supersaturation decreases below Sc, the level at which the
nucleation rate becomes zero. In the following stage III, the particle growth
continues under further monomer consumption as long as the system is in the
supersaturated regime.
Experimentally, the separation of nucleation and growth can be achieved by

rapid injection of the reagents into the hot solvent, which raises the precursor
concentration in the reaction flask above the nucleation threshold (�hot-injection
method�) [51]. The hot-injection leads to an instantaneous nucleation, which is
quickly quenched by the fast cooling of the reaction mixture (the solution to be
injected is at room temperature) and by the decreased supersaturation after the
nucleation burst. Another possibility relies on attaining the degree of super-
saturation necessary for homogeneous nucleation via the in situ formation of
reactive species upon supply of thermal energy (�heating-up method�) [12]. This
method is widely used in the synthesis of metallic nanoparticles, but recently an
increasing number of examples of semiconductor NCs prepared by this approach
can be found, as will be shown in Sect. 3. In an ideal case all crystallization nuclei
are created at the same time and undergo identical growth. During the growth stage
it is possible to carry out subsequent injections of precursors in order to increase
the mean particle size without deterioration of the narrow size distribution as long
as the concentration corresponding to the critical supersaturation Sc is not
exceeded. Crystal growth from solution is in many cases followed by a second
distinct growth process, which is referred to as Ostwald ripening [52, 53]. It
consists of the dissolution of the smallest particles because of their high surface
energy and subsequent redeposition of the dissolved matter onto the bigger ones.
Thereby the total number of NCs decreases, whereas their mean size increases. As
shown in early studies [54], Ostwald ripening can lead to reduced size dispersions
of micron-sized colloids. In the case of nanometer-sized particles, however,
Ostwald ripening generally yields size dispersions of the order of 15–20%
[13], and therefore the reaction should be stopped before this stage.
From a thermodynamic point of view, if diffusion is the rate-limiting step, the

size-dependent growth rate can be expressed by means of the Gibbs–Thompson
equation (Eq. 1) [55]:

LðrÞ ¼ Lbulkexpð2gVm=rRTÞ ð1Þ

L(r) and Lbulk are the solubilities of a NC with radius r and of the bulk solid,
respectively. g is the specific surface energy, Vm the molar volume of the solid, R the
gas constant and T the temperature. The validity of Eq. (1) and the focusing of size
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distributions during the diffusion-controlled NC growth have been confirmed
experimentally [56, 57]. Using the hot-injection or heating-up synthesis methods,
it is possible to obtain samples with 5–10% standard deviation from the mean size
without post-preparative size fractionation.
One of themain disadvantages of the initially reported preparationmethods lies in

the fact that pyrophoric organometallic precursors were applied. Their use requires
special experimental precautions and their extremely high reactivity restricts the
batches to laboratory scale quantities. As a result, in recent years the development of
NC high temperature synthesis focused on the replacement of these organometallic
precursors by easy to handle standard reagents. To give an example, in the
preparation of cadmiumchalcogenideNCs, dimethylcadmiumhas been successfully
substituted by cadmium oxide or cadmium salts of weak acids (cadmium acetate,
cadmium carbonate) after complexation with long chain phosphonic or carboxylic
acids [58, 59]. A further modification of the high temperature methods consisted of
the appropriate selection of coordinating and non-coordinating solvents, with the
goal to determine their influence on the nucleation and growth kinetics of the NCs
and to fine-tune the reactivity of the precursors aiming at obtain narrow size
distributions of the order of 5% [60]. More recently, studies have been undertaken
bymeans of NMR spectroscopy, giving important insight into the chemical reactions
occurring during the formation of CdSe NCs using the hot-injection method [61].
Concerning other materials, it can be concluded that the synthesis methods initially
developed for CdSe NCs have been adapted to the majority of II–VI and a few III–V
semiconductors in the last 5 years. The exponentially increasing number of pub-
lications proves that this research field is worldwide highly active.

2.4.2 Synthesis of core/shell systems. A general requirement for the synthe-
sis of CS NCs with satisfactory optical properties is epitaxial-type shell growth.
Therefore an appropriate band alignment is not the sole criterion for materials�
choice but, in addition, the core and shell materials should crystallize in the same
structure and exhibit a small lattice mismatch. In the opposite case, the growth of the
shell results in strain and the formation of defect states at the core/shell interface or
within the shell. These can act as trap states for photo-generated charge carriers and
diminish the fluorescence Q.Y. [62]. Table 1 lists structural parameters of selected
semiconductor materials.
Good precursors for shell growth should fulfill the criteria of high reactivity and

selectivity (no side reactions). For practical reasons, and in particular if an upscaling
of the reaction or industrialization of the production process is aimed, additional
properties of the precursors come into play. Pyrophoric and/or highly toxic com-
pounds require special precautions for their manipulation, especially if used in large
quantities. To give an example, for the synthesis of zinc sulfide shells onvarious core
NCs, first diethylzinc (pyrophoric) and hexamethyldisilathiane (toxic) have been
proposed. Even though widely used in laboratory scale syntheses, these compounds
are not very suitable for a large scale production of ZnS overcoated NCs. Further
criteria, which have to be taken into account for the choice of the precursors concern
the environmental risks related to the use of these compounds and eventually their
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degradation products, their price and their commercial availability. As it is rather
difficult to satisfy all of these factors, the development of shell synthesis methods is
currently an active area of research.
The control of the shell thickness is a delicate point in the fabrication of CS NCs

and deserves special attention. If the shell is too thin, the passivation of the core NCs
is inefficient resulting in reduced photo-stability. In the opposite case, in turn, the
optical properties of the resulting CS NCs deteriorate as, driven by the lattice
mismatch of the core and shell materials, defects are created with increasing shell
thickness. CS systems are generally fabricated in a two-step procedure, consisting of
core NCs� synthesis, followed by a purification step, and the subsequent shell growth
reaction, during which a small number of monolayers (typically 1–5) of the shell
material are deposited on the cores. The temperature used for the coreNC synthesis is
generally higher than that used for the shell growth and the shell precursors are
slowly added, for example bymeans of a syringe pump. Themajor advantages over a
so-called one-pot approach without intermediate purification step is the fact that
unreacted precursors or side-products can be eliminated before the shell growth. The
core NCs are purified by precipation and redispersion cycles, and finally they are
redispersed in the solvent used for the shell growth. In order to calculate the required
amount of shell precursors to obtain the desired shell thickness, the knowledge of the
concentration of the core NCs is indispensable. In the case of cadmium chalcogenide
NCs, the concentration of a colloidal solution can be determined in good approx-
imation by means of UV–vis absorption spectroscopy thanks to tabulated relation-
ships between the excitonic peak, the NC size and the molar exctinction coefficient
[65]. An advanced approach for shell growth derived from chemical bath deposition
techniques and aiming at the precise control of the shell thickness, is the so-called

Table 1. Structural parameters of selected bulk semiconductors [63, 64]

Material Structure (300 K) Type Egap (eV) Lattice parameter (Å) Density (kg/m3)

ZnS Zinc blende II–VI 3.61 5.41 4090

ZnSe Zinc blende II–VI 2.69 5.668 5266

ZnTe Zinc blende II–VI 2.39 6.104 5636

CdS Wurtzite II–VI 2.49 4.136/6.714 4820

CdSe Wurtzite II–VI 1.74 4.3/7.01 5810

CdTe Zinc blende II–VI 1.43 6.482 5870

GaN Wurtzite III–V 3.44 3.188/5.185 6095

GaP Zinc blende III–V 2.27 ia 5.45 4138

GaAs Zinc blende III–V 1.42 5.653 5318

GaSb Zinc blende III–V 0.75 6.096 5614

InN Wurtzite III–V 0.8 3.545/5.703 6810

InP Zinc blende III–V 1.35 5.869 4787

InAs Zinc blende III–V 0.35 6.058 5667

InSb Zinc blende III–V 0.23 6.479 5774

PbS Rocksalt IV–VI 0.41 5.936 7597

PbSe Rocksalt IV–VI 0.28 6.117 8260

PbTe Rocksalt IV–VI 0.31 6.462 8219

a Indirect band gap

46 P. Reiss



SILAR (successive ion layer adsorption and reaction) method [66]. It is based on the
formation of one monolayer at a time by alternating the injections of cationic and
anionic precursors and has firstly been applied for the synthesis of CdSe/CdS CS
NCs. Monodispersity of the samples was maintained for CdS shell thicknesses up
to five monolayers on 3.5 nm core CdSe NCs, as reflected by the narrow PL
linewidths obtained in the range of 23–26 nm (FWHM).

3. Chemical synthesis of core nanocrystals in organic solvents

3.1 II–VI semiconductor nanocrystals. Table 2 gives an overview of the
combinations of precursors, stabilizers and solvents mainly used in the synthesis of
II–VI semiconductor NCs. As already stated in Sect. 2, the synthesis of NCs in
organic solvents can be divided into two principal groups, the hot-injection method
and the heating-up method. Due to the less restrictive experimental requirements,
the latter has significant advantages if the large scale production of monodisperse
NCs is aimed. Therefore, a gain of importance of this method is observed within the
last years.

3.1.1 Binary systems. The pioneeringwork ofMurray et al. [8] on the synthesis
ofmonodisperseCdSe,CdS,CdTeNCsvia the hot-injection technique experienced a
number of modifications since its publication in 1993. The latter can be classified
into two groups, the first one aiming at the further improvement of the particles� size
and shape control, and the second one at the simplification of the experimental
protocol. The addition of HDA to the TOPO/trioctylphosphine(TOP) mixed solvent
proposed by Talapin et al. [33] can be counted in the first group and led to an
unprecedented low size distribution of the as-prepared CdSe NCs of the order of 5%.
Concerning the second group, several contributions of Peng�s group in the last 7 years
have to be outlined. In a first time, the replacement of the pyrophoric Cd precursor
dimethylcadmium by much easier to handle compounds such as cadmium oxide,
cadmium acetate or cadmium nitrate was proposed [58, 59]. The latter are trans-
formed by phosphonic or fatty acids into reactive species prior to the injection of the
Se precursor. The next step concerned the substitution of the coordinating solvent
TOPO by the non-coordinating one 1-octadecene (ODE) [60]. This solvent offers a
number of practical advantages (liquid at room temperature, lower price and more
environmentally benign than TOPO). Moreover, the use of ODE allows for a better
fine-tuning of the reactivity of the Cd precursor, as the solvent does not have the
additional function of being the stabilizing ligand. Fatty acids accomplish this role
and it has been demonstrated that the mean size and size dispersion depend on the
length of the carbonaceous chain.While also applicable to CdSe and CdTe NCs, this
approach was the first one to yield monodisperse CdS NCs without additional size
sorting procedures. Very recently, the use of different alkylamines as stabilizing
ligands has been studied in detail, which allowed for the decrease of the reaction
temperature to 150�C, 100–200�C lower than in previously reported procedures
[91]. The last ingredient of the original CdSe synthesis to be replaced was the Se
precursor TOP-Se.Motivated by the fact that trialkylphosphines such as TOP or TBP
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are air- and moisture-sensitive and relatively expensive compounds, the groups of
Cao and of Mulvaney proposed phosphine-free synthesis methods for CdSe NCs in
2005 [69, 70]. In the first case, elemental seleniumwas used as the precursor in a one-
pot reaction. It becomes soluble in ODE above 190�C and starts to react with the Cd
precursor cadmium myristate at higher temperatures. This procedure does not
require the injection of precursors into the hot reaction medium and is therefore
a typical example of the heating-up method. Remarkably, the as-prepared NCs
exhibit a size distribution of the order of 5% and zinc blende crystal structure. The

Table 2. Precursors, stabilizers and solvents used in the synthesis of various II–VI semiconductor NCs

Material Precursors and stabilizers Solvent(s) Methoda References

CdS, CdSe, CdTe CdMe2/TOP, (TMS)2Se or (TMS)2S or

(BDMS)2Te

TOPO HI [8]

CdSe CdMe2/TOP, TOP-Se TOPO, HDA HI [33, 67]

CdSe, CdTe CdO, TDPA, TOP-Se or TOP-Te TOPO HI [58]

CdSe CdO or Cd(ac)2 or CdCO3, TOP-Se,

TDPA or SA or LA

TOPO HI [59]

CdS, CdSe CdO, S/ODE or TBP-Se/ODE, OA ODE HI [60]

CdSe Cd(st)2, TOP-Se, HH or BP HDA, octadecane HI [68]

CdSe Cd(my)2, Se, OA/ODE ODE HU [69]

CdSe CdO, Se/ODE, OA ODE HI [70]

CdSe CdO, Se, OA Olive oil HI [71]

CdSe Cd(st)2, TBP-Se, SA, DDA ODE HI [72]

CdS Cd(ac)2, S, MA ODE HU [73]

CdS, ZnS Cd(hdx)2 or Cd(ex)2 or Cd(dx)2
or Zn(hdx)2

HDA HU [74, 75]

CdS, ZnS CdCl2/OAm or ZnCl2/OAm/

TOPO, S/OAm

OAm HU [76]

CdTe CdMe2, TOP-Te DDA HI [77]

CdTe CdO, TBP-Te/ODE or

TOP-Te/ODE, OA

ODE HI [78, 79]

CdTe CdO, TBP-Te, ODPA ODE HU [69]

ZnS Zn(st)2, S/ODE ODE, Tetracosane HI [80]

ZnS ZnEt2, S HDA/ODE HU [81]

ZnSe ZnEt2, TOP-Se HDA HI [82]

ZnSe Zn(st)2, TOP-Se Octadecane HI [83]

ZnTe Te and ZnEt2 in TOP ODA, ODE HI [84]

HgTe HgBr2, TOP-Te TOPO HI [85]

Cd1�xZnxSe ZnEt2/TOP, CdMe2/TOP TOPO, HDA HI [86, 87]

Cd1�xZnxSe Zn(st)2, Cd(st)2, TOP-Se ODE HI [88]

Cd1�xZnxS CdO, ZnO, S/ODE, OA ODE HI [89]

CdSe1�xTex CdO, TOP-Se, TOP-Te TOPO, HDA HI [90]

a HI Hot-injection method; HU Heating-up method
CdMe2 dimethylcadmium; ZnEt2 diethylzinc; TMS trimethylsilyl; (BDMS)2Te bis(tert-butyldimethyl-
silyl) telluride; TDPA tetradecylphosphonic acid; ODPA octadecylphosphonic acid; SA stearic acid; LA
lauric acid;OA oleic acid;MAmyristic acid; ac acetate;mymyristate; st stearate; hdx hexadecylxanthate;
ex ethylxanthate; dx decylxanthate; TOPO trioctylphosphine oxide; HAD hexadecylamine; DDA
dodecylamine; ODA octadecylamine; TOP trioctylphosphine; TBP tributylphosphine; ODE 1-octade-
cene; HH hexadecyl hexadecanoate; BP benzophenone
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evolution of the optical properties of the CdSe NCs during synthesis is shown
in Fig. 6.
In the protocol of Mulvaney et al. [70], Se powder is dissolved in ODE by 2 h

heating at 200�C under inert atmosphere. After cooling to room temperature, this
mixture is injected to the cadmium precursor containing solution at 300�C. Another
recent modification of the CdSe synthesis was proposed by Sapra et al. who used
olive oil as the reaction medium in combination with CdO and elemental Se [71]. As
can be seen from these ingredients, this method is most probably the ultimate
simplification of the original protocol. The possibility to dissolve CdO in olive oil
comes from the fact that oleic acid (OA) is one of its natural components. The authors
used additional OA to synthesize larger-sized NCs and the obtained size range was
2.3–6.0 nm. CdTe NCs with a size of 2.5–7.0 nm have been synthesized in dode-
cylamine (DDA) using the classical approach based on CdMe2 and TOP-Te [77],
before protocols using non-coordinating solvents came up [69, 78, 79].
The synthesis of II-sulfide NCs (CdS, ZnS) differs somehow from those of the

selenides and tellurides in terms of the applied chalcogenide sources. Elemental
yellow sulfur occurs in discrete S8molecules, while its heavier homologues form Sex
and Tex rings and chains, which are more difficult to solubilize. Therefore, in most
syntheses, elemental sulfur, dissolved for example in ODE or oleylamine, is used as
the S precursor. An illustrative example is the synthesis of a series of transitionmetal
sulfide NCs comprising CdS and ZnS described by Joo et al. (cf. Fig. 7) [76]. At the
same time, a number of appropriate monomolecular precursors, containing both the
metal and the S source, are commercially available or easy to prepare. In particular

Fig. 6. Temporal evolution of a the fluorescence (f) spectrum, b the absorption (A) spectrum, c the
diameter (D) of the nanocrystals, d (and inset) the concentration (C) of the nanocrystals, e FWHM (W) of
the fluorescence spectrum during the phosphine-free synthesis of CdSe NCs using the heating-up
method. Reproduced with permission from [69]. � 2005, Wiley–VCH Verlag GmbH & Co. KGaA
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Zn or Cd xanthates and dithiocarbamates have to be mentioned in this context: most
of these compounds decompose at temperatures below 200�C and are therefore
suitable precursors for the preparation of transition metal sulfide NCs. Efrima and
coworkers reported the use of Zn- and Cd-alkylxanthates for the synthesis of the
corresponding sulfide NCs [74, 75].
Concerning zinc selenide, a promising compound for emission in the near UV/

blue range, Hines andGuyot-Sionnest first reported the synthesis of ZnSeNCs show-
ing strong band edge fluorescence in the range from 365 to 445 nm with PL Q.Y.s of
20–50% [82]. Adapting the work on CdSe NCs by Murray et al. [8] they used an
organometallic zinc precursor (diethylzinc) and selenium powder dissolved in TOP
(TOPSe). Themajor difference, with respect to the case of CdSewas the use of HDA
as a solvent. TOPO turned out to bind too strongly to Zn and therefore an appropriate
balance between the nucleation and the growth crucial for good size control could
not be achieved. At the same time, the combination of HDA and TOP efficiently
passivated the NCs� surface by removing trap states/dangling bonds, which resulted
in pure band edge fluorescence.
A very simple method for the preparation of a size series of monodisperse ZnSe

NCs was reported in 2004 by our group [83]. Here, pyrophoric diethylzinc was
replaced by an air-stable and easy to manipulate precursor (zinc stearate), while
keeping the established Se precursor (TOPSe) and using the saturated non-coordi-
nating solvent octadecane. In the growth process zinc stearate served not only as
the cation precursor but also as a source of stabilizing stearate ligands. The size of the
obtained ZnSe could be varied from 3 to 7 nm by adjusting the concentration of the
zinc precursor in the reaction mixture and/or varying the temperature, yielding
samples emitting in the range of 390–440 nm (FWHM 12–17 nm).
Li et al. reported a similar route implying the use of a mixture of 1-octadecene and

tetracosane combinedwith the addition of a small amount of octadecylamine (ODA)
to the reaction mixture [80]. According to these authors, ODA was necessary to
activate the zinc carboxylate precursor, otherwise no NCswith low size distributions
could be obtained. Finally, Chen et al. used a shorter chain zinc carboxylate, namely
zinc laurate generated in situ from ZnO and lauric acid in HDA. Size control of the
obtained ZnSe NCs was achieved in a range of 2.5–6 nm by varying the reaction
time [92]. ZnTe has been synthesized by injection of a solution containing ZnEt2 and
elemental Te in TOP into a mixture of ODA and ODE at 270�C [84]. Concerning the

Fig. 7. TEM images of ZnSNCs synthesized via the heating-upmethod: a before size-selection process;
b after size-selective precipitation. Inset: HRTEM image of a single ZnS NC. Reprinted with permission

from [76]. � 2003 American Chemical Society
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mercury chalcogenides, HgTe is the only example to be prepared in organic
solvents to date via the reaction of HgBr2 and TOP-Te in a mixture of TOPO and
ODA [85].

3.1.2 Ternary systems (�alloys�). As aforementioned, by taking advantage of
the quantum confinement effect it is possible to tune, through size control, the
fluorescence wavelength of semiconductor NCs. The formation of a ternary
structure is an alternative way to influence the band gap of the NCs, not by
changing their size but their composition. Although the term �alloy� is, in its strict
sense, limited to solid solutions of two or more metals, it is also widely applied in
literature for the description of ternary systems comprising chalcogenide ions. A
typical example is Cd1�xZnxSe, corresponding to ZnSe NCs, in which a fraction of
the Zn atoms is substituted by Cd ones in the crystal lattice. The band gap of the
resulting ternary alloy is in between those of pure ZnSe and of pure CdSe NCs of
the same size. In contrast to the crystal lattice parameters, which show, according
to V�egard�s law, a linear evolution with composition, the curve describing the
corresponding evolution of the band gap shows a deviation from linear behavior.
However, this difference is not very pronounced for common anion systems such
as Cd1�xZnxSe or Cd1�xZnxS [88, 89]. A measure of this deviation is the so-
called bowing parameter, which depends on the difference in electronegativity of
the two end components, here CdSe and ZnSe [93, 94]. Consequently, common
cation alloys (CdS1�xSex, CdSe1�xTex) generally present larger bowing parameters
than common anion ones. Different methods of the Cd1�xZnxSe NCs synthesis
were developed, deriving directly from those used for the binary compounds.
While the Se precursor was generally TOPSe, the use of different Cd and Zn
precursors has been explored. Organometallic approaches based on dimethylcad-
mium and diethylzinc were first applied [86, 87] before the recent development of
a method in which only air-stable precursors (cadmium stearate and zinc stearate)
were used [88]. In the case of CdSe1�xSx NCs, the influence of the nature of the
solvent on the sample properties was recently studied by Al-Salim et al. [95].
The narrowing of the band gap of CdSe NCs by forming a solid solution with
CdTe, further enhanced by the bowing effect, made the near IR emission range
accessible [90].

3.1.3 Doped nanocrystals. Doping – the introduction of a small amount of
�impurities� into the crystal lattice – is an attractiveway to change the NCs� physical
properties. An important example is the doping of II–VI semiconductors with
paramagnetic Mn2þ ions (S¼ 5/2), yielding materials denominated dilute magnetic
semiconductors (DMS), which exhibit interesting magnetic and magneto-optical
properties [96].At the same time, the hostNCcan act as an antenna for the absorption
of energy (e.g. light) and excitation of the dopant ions via energy transfer. In this case,
mostly UV-absorbing NCs are chosen as the hosts, such as ZnS or ZnSe. Mn-doped
ZnSe is an instructive example for the development of doped II–VI semiconductor
NCs. Bulk ZnSe:Mn exhibits PL at 582 nm (2.13 eV), commonly assigned to an
optically forbidden d–d transition of Mn2þ (4T1 to

6A1) [97, 98]. This emission is
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sensitive to the crystal field splitting being itself dependent on the local chemical
environment.
A general problemencountered in essentially all attempts ofNCs doping is the fact

that the hostmatrix tends to expel the dopant ions to the surface, in some sort of �self-
purification� process. Therefore, even in the favourable case of dopant ions, having
the same valence state and similar ionic radius as the corresponding host ions,
successful (volume) doping is difficult to achieve in a straightforward approach by
simply adding a small amount of dopant precursor during the synthesis of the host
NCs. Nevertheless, by adding dimethylmanganese [99] or manganese cyclohex-
anebutyrate [100] to the zinc precursor in the organometallic ZnSe synthesis [82],
successful Mn-doping has been achieved, even though some residual blue emission
from the ZnSe hostmatrix at low dopant concentrations indicated the co-existence of
both doped and undoped NCs. Similarly, the injection of TBPSe into a solution of
Zn- and Co-acetate in a mixture of ODE, HDA and oleic acid at 310�C led to the
formation of Co2þ -doped ZnSe NCs [101]. However, the obtained DMS NCs
contained no dopant ions in the central cores and therefore exhibited excitonic
Zeeman splitting energies significantly (40%) smaller than expected from the bulk
ZnSe:Co data. The same group reported recently the Co2þ and Mn2þ doping of
CdSe,CdS andCdSe/CdSNCs usingwell-definedCd-chalcogenide clusters [102] as
starting materials [103].
A decisive step towards the understanding of the doping process was achieved by

Erwin et al. who first succeeded in doping CdSe NCs with Mn2þ [104]. They
introduced a model of doping based on kinetics and concluded that the doping
mechanism is controlled by the initial adsorption of impurities on the surface of
growing NCs. Only impurities remaining adsorbed on the surface for a time
comparable to the reciprocal growth rate are incorporated into the NC. Three
main factors influencing this residence time were determined, namely the surface
morphology, NC shape and surfactants present in the growth solution. It has been
shown that (0 0 1) surfaces of ZB crystals exhibit much higher impurity binding
energies than the other two ZB orientations and than any facet of crystals with Wor
rock-salt (RS) structures. These findings were fully corroborated by the state-of-
the-art, as all NCs successfully doped with Mn2þ ions exhibited the ZB crystal
structure.
A new approach with the goal to achieve the doping of all NCs in a given sample

was explored by Peng and coworkers. In the so-called nucleation-doping strategy,
MnSe nuclei, formed from manganese stearate and TBPSe in octadecylamine at
280�C, were overcoated with ZnSe using zinc stearate or zinc undecylenate. No
residual ZnSe emission was observed and the doped NCs exhibited thermally stable
(up to 300�C) highly efficient (Q.Y. 40–70%) PL in a spectral window of
545–610 nm, depending on the ZnSe shell thickness and on the nature of the surface
ligands (charged or neutral) [105]. The same approach was extended to the doping of
ZnSe with Cu ions (Fig. 8) [106]. In conclusion, with exception of the comparably
broad PL peaks (>50 nm at FWHM), their otherwise very interesting optical
properties make transition metal-doped ZnSe NCs promising �green� alternatives
to the widely studied II–VI semiconductor NCs for a number of applications
including biological labeling [107].
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3.2 III–V semiconductor nanocrystals. Compared to most of the II–VI and
IV–VINCs, III–V compounds are generally referred to as �greener�NCs because the
group III elements such as In or Ga are more environmentally friendly than Cd, Pb or
Hg. Nevertheless, the studies and applications of III–V NCs are rather sparse as
compared to their II–VI analogues, principally caused by significant difficulties in
their synthesis. In fact, due to the stronger covalent bonding of the precursors
generally a higher reaction temperature and a longer reaction time are necessary.
These conditions favourizeOstwald ripening, leading to an increased size dispersion.
Therefore, highly reactive organometallic precursors or monomolecular precursors,
containing both the cation and anion already chemically bound in the samemolecule,
are applied in a large number of protocols.
The following section focuses on recent developments in the synthesis of mono-

disperse III–V semiconductor NCs. For a more detailed description of the methods
published prior to 2002 the interested reader is referred to the reviews of Green [108]
andWells and Gladfelter [109]. An overview of the different synthetic procedures is
given by means of Table 3.

Table 3. Precursors, stabilizers and solvents used in the synthesis of various III–V semiconductor NCs

Material Precursors and stabilizers Solvent(s) References

InP InCl3 or InCl3/Na2C2O4, P(TMS)3 TOPO or TOPO/TOP [110, 111]

InP, InAs In(ac)3, P(TMS)3 or As(TMS)3, MA ODE [112]

InP InMe3, P(TMS)3, MA MM or DBS, [113]

InAs InCl3, As(TMS)3 TOP [114]

GaP [Cl2GaP(SiMe3)2]2 TOPO/TOP [115]

GaP Ga(PtBu2)3 TOA, HDA [116]

GaP GaCl3, P(TMS)3 TOPO [117]

GaN, AlN, InN [M(H2NCONH2)6]Cl3 (M¼Ga, Al, In) TOA [118]

TMS trimethylsilyl; ac acetate; MA myristic acid; OA oleic acid; TOPO trioctylphosphine oxide; TOP
trioctylphosphine;ODE 1-octadecene;MMmethylmyristate;DBS dibutyl sebacate; TOA trioctylamine;
HDA hexadecylamine

Fig. 8. Photoluminescence of Cu- and Mn-doped ZnSe NCs at high temperature (left); stability of Cu-
doped ZnSe NCs in air (middle); PL spectra of ZnSe-based doped NCs. Reprinted with permission from

[105]. � 2005 American Chemical Society
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Most of the reports concern the synthesis of indium phosphide NCs. These are
potentially an attractive alternative toCdSe orCdTe ones, due to their size-dependent
emission in the visible and near infrared spectral range combined with the lower
toxicity of indiumwith respect to cadmium. In initial synthetic routes [110, 111], the
method established for cadmium chalcogenide NCs [8] was adapted to InP, but
longer reaction times (3–7 days) were necessary to yield particles of good crystal-
linity. Interestingly, these approaches follow the heating-up method. Peng and
coworkers later reported a new protocol, which is based on fatty acids as stabilizers
in combinationwith the non-coordinating solvent ODE instead of TOPO/TOP [112].
The use of this medium provided a fast and controllable reaction, yielding high
quality InP NCs. Similar results were obtained when organometallic In precursors
were used in combination with ester type solvents [113]. However, to date the as-
prepared NCs exhibit in all cases size dispersions exceeding 10% and the use of the
expensive and pyrophoric phosphorus precursor P(TMS)3 (tris(trimethylsilyl)phos-
phine) is mandatory. NCs of the narrow band gap semiconductor InAs can be
synthesized using similar approaches as in the case of InP. Both the synthesis in
coordinating (TOP) [114] and non-coordinating (ODE) [112] solvent have been
reported.
The synthesis of GaP NCs was reported by Mi�ci�c et al. who decomposed in a

TOPO/TOP mixture a monomolecular precursor complex, [Cl2GaP(SiMe3)2]2, in
situ generated from GaCl3 and P(TMS)3 in toluene [115]. Monodispersed 8 nm GaP
NCs have been synthesized from the monomolecular precursor Ga(PtBu2)3 in a
mixture of trioctylamine (TOA) and HDA [116]. Depending on the concentration
of HDA in the reaction medium, a shape transition from spherical to rod-like NCs
has been observed. Green and O�Brien used the same monomolecular precursor in
4-ethylpyridine [119]. Furis et al. adapted the II–VI NCs hot-injectionmethod, using
GaCl3, P(TMS)3 as the gallium and phosphorus source, respectively, and TOPO
as the solvent [117].
III-nitride NCs are extremely difficult to synthesize due to the absence of

appropriate (i.e. highly reactive) nitrogen precursors. Further restrictions are the
high growth temperature in the case of AlN and the low decomposition temperature
of InN.Recent advances in this field have been achieved byRao and coworkers [118].
They prepared AlN, InN and in particular GaN NCs of low size dispersion by the
thermal decomposition of the metal–urea complexes in refluxing TOA under N2

atmosphere.

3.3 IV–VI semiconductor nanocrystals. The IV–VI semiconductor family
comprises materials of high interest for applications relying on emission in the near
infrared spectral range. While only very sparse information exists concerning tin
chalcogenides, their lead homologues have been intensively studied in the last years.
The latter are narrow band gap semiconductors as can be seen from Table 1
(Sect. 2.4.2) and exhibit some other unique properties as compared to II–VI or
III–V compounds. In particular, they show high dielectric constants, large Bohr
exciton radii and the electron and hole masses are approximately equal. Two recent
reviews deal with the synthesis and properties of infrared-emitting NCs, and in
particular with lead chalcogenides [120, 121].While initially significant efforts were
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made to synthesize them in aqueous media, today it seems clear that the high
temperature methods in organic solvents yields superior results in terms of mono-
dispersity of the prepared NCs. In all cases the hot-injection method has been
applied, and the first example was the synthesis of PbSe by Murray et al. [122].
Already successfully used in the synthesis ofmetal nanoparticles (e.g. Co [122], FePt
[123]), a high boiling point ether (diphenylether) was applied as the solvent in
combination with lead oleate (prepared in situ from lead acetate and oleic acid),
while maintaining the traditional Se precursor TOPSe. The size of the NCs could be
tunedwithin a large range (3.5–15 nm) and themonodisperse fractions obtained after
size-selective precipitation exhibited size-dependent absorption spectra. The latter
comprised in addition to the excitonic peak, located at 1200–2200 nm depending on
the NC size, several well-defined features at higher energies. Similar as in the case of
II–VI compounds, the synthetic scheme was later modified by using the non-
coordinating solvent ODE [124]. Figure 9 shows a TEM image of the PbSe NCs
obtainedwith this method. They exhibit a narrow size dispersion (5–7%) without the
necessity of fractionation procedures such as size-selective precipitation.
In 2003, the synthesis of PbS NCs by the hot-injection method was first published

by Hines and Scholes [125]. In this case the non-coordinating solvent ODE was
applied in combinationwith OA as the stabilizer and PbO and (TMS)2S as the Pb and
S precursors, respectively. The pronounced excitonic peak visible in the presented
absorption spectra spans a wavelength range from 800 to 1800 nm as a function of
the NC size and narrow emission linewidths have been reported. In the meantime,
a number of derived synthetic protocols have been published. Table 4 gives an
overview of the explored experimental parameters. Concerning PbTe, essentially
the same procedures as those developed for PbSe have been successfully adapted to
yield NCs with narrow size distributions of 5–7% [126, 127]. Depending on the
reaction parameters, instead of spherical particles a variety of different shapes can be

Fig. 9. TEM image of as-prepared PbSe NCs synthesized in the non-coordinating solvent ODE. The
mean size is 6.8 nm and the size distribution is 6.2%. Reprinted with permission from [124]. � 2004,

American Chemical Society
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obtained, such as cubes or stars. In this context, the paper of Houtepen et al. has to be
cited, which revealed the crucial role of the concentration of acetate in the reaction
medium on the NC shape [128].

3.4 Nanocrystals of other semiconductors. Apart from III–VQDs, ternary
semiconductor NCs such as I–III–VI2 type chalcopyrites (CuInSe2-CISe, CuInS2-
CIS) represent further potential alternative materials to cadmium-based systems.
They are direct semiconductors and exhibit a relatively low band gap (1.05 eV for
CISe, 1.5 eV for CIS). CIS and CISe NCs were intensively studied because of their
high potential for use in photovoltaics [134–136]. To the contrast, their PL properties
were rarely investigated in previous reports [137, 138]. Recently Castro et al.
reported a new synthesis method for CIS via the decomposition of the single source
precursor (PPh3)2CuIn(SEt)4, yielding luminescent CIS samples with a PL Q.Y. of
ca. 5% [139, 140]. The Hyeon group prepared large-sized CIS NCs of anisotropic
shape from Cu- and In-oleate in a mixture of oleylamine and dodecanethiol via the
heating-up method [141]. Nakamura et al. doped CIS NCs with Zn and were able to
vary their PL wavelength from 570 to 800 nm, with Q.Y.s in the range of 5% [142].
Increased fluorescence Q.Y. upon addition of Zn has also recently been observed in
another example of a I–III–VI2 semiconductor: a solid solution of ZnS and AgInS2
exhibited strong, tunable emission in the visible range [143]. An early approach for
the synthesis of CISe comprised the use of copper(I) and indium chloride in TOPO,
and the injection of TOP-Se [144]. More recently, CISe NCs have been prepared in
the non-coordinating solvent ODE [145].
The synthesis of the elemental semiconductors Si and Ge is by far less-developed

than that of the other semiconductor families discussed. This fact stands out against
their technological importance. An inspection of the relevant literature seems to
indicate that the synthesis in supercritical solvents [18, 146–149] or the use of the
microemulsion technique [150, 151] are more appropriate than the preparation of
these materials in organic solvents using the hot-injection or the heating-up method.
An exception from this rule is the approach of Kauzlarich and coworkers, who used
the metathesis reaction of the Zintl salts NaGe and KGe or of Mg2Ge with excess
GeCl4 in refluxing glyme (ethylene glycol dimethyl ether), diglyme or triglyme for
the preparation of Ge NCs [152]. The same group applied a similar procedure

Table 4. Precursors, stabilizers and solvents used in the synthesis of various IV–VI semiconductor NCs

Material Precursors and stabilizers Solvent References

PbSe Pb(ac)2, OA, TOP-Se DPE [122, 128–132]

PbSe Pb(chbt)2, TBP-Se TOPO [133]

PbSe PbO, OA, TOP-Se ODE [124]

PbS PbO, OA, (TMS)2S ODE [125]

PbS PbCl2, S/OAm OAm [76]

PbTe Pb(ac)2, OA, TOP-Te DPE [126]

PbTe PbO, OA, TOP-Te ODE [127]

TMS trimethylsilyl; ac acetate; chbt cyclohexylbutyrate; OA oleic acid; OAm Oleylamine; DPE
diphenylether
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comprising Mg2Si, SiCl4 and glyme for the synthesis of Si NCs [153]. In an earlier
report, Heath et al. prepared Ge NCs via the reduction of chlorogermanes and
organochlorogermanes by aK/Na alloy in heptane, followed by thermal annealing in
an autoclave at 270�C [154].

4. Core/shell systems

The following section is dedicated to the description of the synthesis of CS NCs.
Core multiple shell structures such as core/shell/shell NCs or quantum-dot-quan-
tum-well onion-like systems are considered in a separate Chapter of Dorfs and
Eychm€uller.

4.1 Type I systems. As already mentioned in Sect. 2, type I systems are
generally synthesized with the goal to increase the fluorescence Q.Y. and stability
against photo-bleaching by improving NCs� surface passivation. Unlike otherwise
stated, the shell precursors are slowly injected to a dispersion of the purified core
NCs.

4.1.1 Synthesis of core/shell nanocrystals of II–VI semiconductors. One
of the earliest CS structures reported was CdSe/ZnS, which is at the same time the
most intensively studied system to date. Its synthesiswas first described byHines and
Guyot-Sionnest who overcoated 3 nm CdSe NCs with 1–2 monolayers of ZnS,
resulting in a Q.Y. of 50% [40]. ZnS shell growth has been achieved by the injection
of a mixture of the organometallic precursors diethylzinc and hexamethyldisi-
lathiane, also known as bis(trimethylsilyl)sulfide, S(TMS2) at high temperature
(300�C). Awhole size series of CdSe/ZnS NCs and their in depth characterization
was published shortly afterwards by Bawendi�s group [41]. A similar approach has
later been applied for the ZnS capping of CdSe nanorods with lengths up to 30 nm
[155]. The addition of HDA to the traditionally used solvent system TOPO/TOP led
to a better control of the growth kinetics during both the CdSe core and ZnS shell
synthesis resulting in a lower size distribution and Q.Y.s of the order of 60% (cf.
Fig. 10) [33]. Very recently extremely small CdSe/ZnS CS NCs have been synthe-
sized by Kudera et al., making the blue spectral region accessible with this system
[156]. The synthetic approach was based on the sequential growth of CdSe magic
size clusters in a mixture of trioctylphosphine, dodecylamine, and nonanoic acid at
temperatures of 80�Cand their subsequent overcoatingwith ZnS.Another procedure
to access this spectral region was suggested by Jun and Jang [157]: by carrying out
the ZnS overgrowth process at 300�C using precursors (zinc acetate and octanethiol)
of relatively low reactivity, shell material diffused into the core resulting in a
significant hypsochromic shift of the emission wavelength. The obtained NCs emit
at 470 nm with a Q.Y. of 60%. Multimodal CS NCs appropriate for both optical and
magnetic resonance imaging techniques have been obtained by doping of the ZnS
shell with manganese ions in the range of 0.6–6.2% [158]. In this case, the growth of
the Zn1�xMnxS shells of 1–6 monolayer thickness was achieved by injection of a
mixture of diethylzinc, dimethylmanganese and H2S gas to a dispersion of the CdSe
core NCs at 170�C.
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A further CdSe-based system exhibiting a different band alignment is CdSe/CdS.
In this common cation heterostructure, a large band offset for the holes is combined
with a relatively small one for the electrons. Epitaxial growth is favoured by the
comparably small lattice mismatch of around 4% between the core and shell
material. Peng et al. reported the synthesis and detailed characterization of series
of CdSe/CdS NCs with core diameters ranging from 2.3 to 3.9 nm and Q.Y.s above
50% [42]. In contrast to the CdSe/ZnS system, exhibiting a rather small batho-
chromic shift (5–10 nm) of the excitonic and PL peak upon shell growth, here these
features are continuously shifting throughout the shell growth, indicating a delo-
calization of the electron over the entire CS structure. While in this early report
organometallic precursors (dimethylcadmium, bis(trimethylsilyl)sulfide) had been
used, more recently the synthesis of this CS system was carried out using air-stable
precursors, i.e. cadmium oleate and elemental sulfur dissolved in ODE [66]. O�Brien
and coworkers extended their work on monomolecular precursors to the CdSe/CdS
CS system using bis(hexyl(methyl)dithiocarbamato) and bis(hexyl(methyl)disele-
nocarbamato) cadmium compounds for the core NC and shell growth, respectively
[159, 160]. Another modification of the original protocol [40] concerned the
omission of the intermediate purification step of the core NCs and growth of the
CS structure in a so-called one-pot synthesis, yielding NCswith Q.Y.s in the range of
50–85% [161]. In addition, alternative precursors for the shell growth have been
proposed in the same article, namely in situ generated H2S gas and cadmium acetate.
The preparation of particularly small CdSe/CdS CS NCs with core sizes in the range
of 1.2–1.5 nm, emitting in the range of 445–517 nm with Q.Y.s of 60–80%, has been

Fig. 10. Left panel: UV–vis absorption and PL spectra during the growth of a ZnS shell (ML¼
monolayer) on 4 nm CdSe NCs. Right panel: TEM images of 4 nm core NCs (a) and of CdSe/ZnS CS
NCs (b; 1.6 ZnS ML). Reprinted with permission from [33]. � 2001, American Chemical Society
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described by Pan et al. [162]. Both core and shell synthesis were carried out at 180/
140�C in an autoclave using cadmium myristate and selenourea/thiourea as pre-
cursors, oleic acid as a stabilizer and a toluene/water two phase solvent.
CdSe/ZnSe is a CS system exhibiting, in contrast to CdSe/CdS, efficient con-

finement of the electrons in the NC core due to the large conduction band offset,
while only a relatively small barrier exists for the holes. Although the lattice
mismatch is slightly larger than in CdSe/CdS (6.3 vs. 3.9%), the common anion
structure is particularly favourable for epitaxial-type shell growth. While in earlier
work on CdSe/ZnSe NCs rather low values of the PL Q.Y. (<1%) were published
[163], our group reported more recently a modified synthesis method using for the
first time the air-stable precursor zinc stearate instead of diethylzinc as the zinc
source in combination with selenium dissolved in trioctylphosphine (TOPSe) as the
Se source [164]. The obtainedCSNCs exhibitedQ.Y.s in ranging from60 to 85%and
narrow emission linewidths. Lee et al. studied the effect of lattice distortion in the
CdSe/ZnSe CS system on the optical spectra by varying the concentration of the
ZnSe precursor solution used for the shell growth [165] as well as the ripening
kinetics upon thermal annealing [166].
Both CdSe/CdS and CdSe/ZnSe heterostructures exhibit high fluorescence Q.Y.s

and can have specific interests due to the �accessibility� of the weakly confined
electrons or holes, respectively. On the other hand, if purely high stability of the
optical properties against photo-degradation and chemical inertness of the shell
material are desired, zinc sulfide is the shell material of choice. Although it is in
principle possible to obtain green or even blue emissionwith CdSeNCs of small size,
their capping with ZnS has only very recently been achieved [156]. As a matter of
fact, an analysis of the present state of the art suggests that for a large variety of
materials the preparation of CS NCs of low size dispersion and satisfying optical
properties is facilitated when core NCs with diameters in the range of approximately
2.5 and 5 nm are used. Consequently the synthesis of other types of core NCs than
CdSe has been developed with the goal to better cover the green/blue/UV (and the
near infrared) spectral region. In this context, an attractive alternative to the tuning of
the emission colour with size is the formation of alloy structures, allowing for the
colour variation by changing the composition of the NCs. An example are
Cd1�xZnxSe NCs, whose band gap can be varied by changing x between the values
of pure CdSe and pure ZnSe NCs of the same size. This system is particularly
interesting for the fabrication of efficient green emitters for use in display applica-
tions. To do so, the alloy core NCs have been overgrownwith a ZnS shell either using
the established diethylzinc/bis(trimethylsilyl)sulfide method [87] or, more recently,
bymeans of the air-stablemonomolecular precursor zinc diethylxanthate [88]. In the
latter case, after the growth of three ZnS monolayers, the obtained CS NCs emitted
at 530 nm with a linewidth of 35 nm (FWHM) and a Q.Y. of 65%.
Emission wavelengths in the blue and near UV spectral region have been obtained

by using larger band gap core materials, in particular CdS and ZnSe. CdS NCs have
been overgrown with a ZnS shell using the classical organometallic approach with
dimethylcadmium and S(TMS)2 as precursors, yielding an emission in the range of
460–480 nm (FWHM 24–28 nm) with Q.Y.s in of 20–30% [167]. Recently these
reagents were replaced by a combination of the air-stable monomolecular precursor
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zinc ethylxanthate and zinc stearate, resulting in monodisperse CdS/ZnS CS NCs
emitting in the range of 440–480 nm (15–18 nm FWHM) with Q.Y.s of 35–45%
(Fig. 11) [168].
The CdS core NCs have further been used as a host matrix for Mn dopant ions in

CdS:Mn/ZnS CS systems [169]. ZnSe has equally been overcoated by ZnS using
organometallic precursors, leading to emission wavelengths in the range of 400 nm,
PL linewidths of 20 nm and Q.Y.s of the order of 15% [170]. In a newer approach
based on the use of alternative precursors, i.e. ZnO and TOPSe for the core NCs and
zinc laurate and TOPS for the shell growth carried out at 180�C in HDA, Q.Y.s up to
30% were reached [171].
Cadmium telluride, exhibiting a smaller bulk band gap than cadmium selenide (1.5

vs. 1.75 eVat 300K), is in principle a good candidate for the fabrication of red or near
infrared-emitting quantum dots. However, due to the high oxidation sensitivity of
CdTeNCs prepared in organic solvents, comparably few reports exist concerning the
preparation of related CS systems in organic solvents, such as CdTe/ZnS [172]. In
this work, CdTe core NCs were synthesized in water following the recipe of [14] and

Fig. 11. Top: TEM images at different magnifications of CdS/ZnS NCs using zinc ethylxanthate as
precursor for the ZnS shell growth. Bottom: a UV–vis absorption spectra; b PL spectra recorded during
the addition of 6mL of the ZnS precursor solution corresponding to the growth of a fivemonolayer-thick

ZnS shell on 4 nm CdS core NCs [168]
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transferred to organic solvent by ligand exchange before overgrowing them with the
ZnS shell.

4.1.2 Synthesis of core/shell nanocrystals of III–V semiconductors. Lit-
erature on III–V semiconductor based CS systems is much more sparse than in the
case of II–VI compounds, as a consequence of the lack of robust synthesis methods
for most core NCs of this family (cf. Sect. 3.2). As-prepared InP NCs exhibit rather
poor optical properties as compared to CdSe. The PL linewidth is significantly
broader, of the order of 50 nm (FWHM), and in addition to band edge emission peaks
related to defect state emission occur in the spectrum. Furthermore, the Q.Y. is low,
typically inferior to 1%. Talapin et al. described an efficient way to increase the Q.Y.
of InPNCs to values approaching 40%by photo-assisted etching of their surfacewith
HF [37]. This process resulted in the removal of surface phosphorous atoms being at
the origin of trap states, which provided non-radiative recombination pathways.
Concerning InP-based CS systems, Haubold et al. used organometallic precursors to
grow a ZnS shell on InP and observed a subsequent increase of the Q.Y. in a slow
room temperature process to 15% after 3 days and to 23% after 3 weeks [173]. In
order to adjust the lattice parameters of the core and shell materials and to reduce
strain-induced defects, Mi�ci�c et al. developed a CdZnSe2 shell leading to a fluor-
escence Q.Y. of 5–10% [174]. Cao and Banin reported the preparation of several
CS systems based on near infrared-emitting InAs core NCs, including InP, GaAs,
CdSe, ZnSe and ZnS using high-temperature pyrolysis of organometallic precursors
in TOPO [175, 176]. The obtained fluorescence Q.Y.s depended on the shell material.
In the case of InP, PL quenching was observed, whereas ZnS led to 8% and for
CdSe and ZnSe an enhancement up to 20%was detected.More recently the synthesis
of a series of small InAs/ZnSe CS NCs has been described, aiming at emission
wavelengths in the range of 700–900 nm [177].This spectral region is especiallywell-
adapted for invivo biological imaging due to the reduced light scattering by the tissue.
The obtained NCs exhibited a Q.Y. of 6–9% after transfer to the aqueous phase and
were successfully applied for the in vivo imaging of lymph nodes.

4.1.3 Synthesis of core/shell nanocrystals of IV–VI semiconductors. In
contrast to the discussed II–VI and III–V semiconductors exhibiting either the
hexagonal wurtzite or the cubic zinc blende crystal structure, the IV–VI family is
characterized by the rocksalt structure (cf. Table 1). Only lead-based NCs (PbS,
PbSe) have been studied in form of CS systems. Lifshitz and coworkers reported the
synthesis of PbSe/PbS and PbSe/PbSexS1�xCSNCs emitting in the range of 1–2mm
with Q.Y.s of 40–50% and 65%, respectively, by means of the use of lead(II)acetate,
TOPSe and TOPS as precursors, oleic acid as stabilizer and diphenylether as the
solvent (Fig. 12) [178–180]. The SILAR method mentioned before in the case of
CdSe/CdS has recently been applied for the synthesis of PbSe/PbS NCs [181].

4.2 Type II systems. Research on colloidal type II systems was triggered by
the seminal work of Bawendi et al. [182] who described the synthesis and optical
properties of CdTe/CdSe and CdSe/ZnTe CS NCs [182]. The emission wavelength of
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CdTe/CdSe NCs could be tuned by changing the shell thickness and the core NC size
from 700 to 1000nm (Fig. 13). This approach is an alternative possibility to shift the
emission peak to higher wavelengths, which would not be attainable by simply
increasing the size of the core NC in a type I CS system. On the other hand the
observed mean decay lifetime (57 ns) was significantly larger than that of the corre-
sponding coreCdTeNCs (9.6 ns), and theQ.Y.was low (4%)with respect to type I CS
systems. CdTe/CdSe CS NCs were further synthesized without the use of organome-
tallic precursors applyingCdO,TOPTe andTOPSe, leading toQ.Y.s approaching 40%
for small shell thicknesses below 0.5 nm [183]. Similarly, CdSe/ZnTe NCs have been
prepared with CdO as the cadmium precursor and femtosecond dynamics measure-
ments revealed that the rateofphoto-inducedelectron/holespatial separationdecreased
with increasing core size and is independent of the shell thickness [184].
Klimov and coworkers first studied the optical properties of so-called �inverted�

CS NCs, i.e. the band gap of the core material (ZnSe) is larger than that of the shell

Fig. 13. a Normalized PL spectra of CdTe/CdSe CS NCs having the core/shell radii of 1.6/1.9, 1.6/3.2,
3.2/1.1, 3.2/2.4, and 5.6/1.9 nm (from left to right). b Normalized PL decays of 3.2/1.1 nm CdTe/CdSe
CS NCs and of the corresponding 3.2 nm CdTe core NCs (dotted line). Reprinted with permission

from [182]. � 2003 American Chemical Society

Fig. 12. Left panel: Evolution of the UV–vis absorption and PL spectra of 4.9 nm PbSe core NCs during
the growth of a PbS shell of indicated thickness. Right panel: a HRTEM image of a PbSe/PbS CS NC
comprising a 4.8 nm core and a 1.2 nm shell; b HRTEM image of a PbSe/PbSe0.5S0.5 core/alloyed shell
NC; c FFT image of the particle in image A; d TEM image of self-assembled 6.7 nm core/alloyed shell
NCs. The scale bars are 5 nm in a and b, and 20 nm in d. Reprinted with permission from [180].� 2006

American Chemical Society
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material (CdSe) [185]. On the basis of the radiative recombination lifetimes recorded
for NCs with a fixed core size and increasing shell thickness, a continuous transition
from type I (both electron and holewave functions are distributed over the entire NC)
to type II (electron and hole are spatially separated between the shell and the core)
and back to type I (both electron and hole primarily reside in the shell) localization
regimes was observed. The samples exhibited emission in the range of 430–600 nm
and Q.Y.s of 60–80%. The same CS system was also synthesized applying CdO
dissolved with oleic acid in octadecane and TOPSe as the shell precursors [186]. By
varying the CdSe shell thickness on 2.8 core ZnSe NCs, the emission wavelength
could be tuned in a broad spectral range (417–678 nm) with Q.Y.s of 40–85%.
Furthermore size focusing during the shell growth has been observed in contrast to
the usually occurring broadening of the size distribution at this stage of the reaction.
ZnTe/CdTe represents the first common anion type II system, reported by Basch�e
coworkers [187]. The same article also comprises the synthesis of ZnTe NCs with
CdS andCdSe shells. These heterostructureswere obtained by addition of precursors
(cadmium oleate, TOPTe, TOPSe or sulfur dissolved in octadecene) to the crude
dispersion of ZnTe core NCs. Q.Y.s of up to 30% have been observed and the
emission could be tuned in the range of 500–900 nm. Interestingly, the same group
observed in the case of the ZnTe/CdSe CS system, also described in [188], a
transition from the concentric CS structure via pyramidal to tetrapod-shaped
heterostructures when the shell growth was carried out at 215�C instead of 240�C
(cf. Fig. 14) [189].

Fig. 14. TEMimages ofZnTe/CdSeNCs: transition froma slightly anisotropic core/shell tobpyramidal to
c, d, e tetrapod-shaped heterostructures with different arm lengths. fTEM image of tetrapod-shaped ZnTe/
CdS NCs. Reproduced with permission from [189]. � 2006 Wiley–VCH Verlag GmbH & Co. KGaA
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5. Conclusions and outlook

The synthesis of cadmium chalcogenide NCs via the hot-injection method
reported in 1993 [8] was the starting shot for an impressive evolution of this research
field.Within the last 15 years the synthesis of monodisperse spherical NCs of a large
variety of semiconductors has been achieved. Moreover, the same synthetic scheme
allows for the preparation of shape-controlled anisotropic NCs (e.g. rod-like or
branched structures) [190, 191] and of composition-controlled ternary compounds
(�alloy� semiconductors). For all materials, an ongoing trend toward the simplifica-
tion of the synthesis procedure can be observed in view of an enhanced reprodu-
cibility and scale-up of the reactions. As a consequence, recent advances comprise
the substitution of pyrophoric precursors by air-stable ones and the use of the heating-
up technique instead of the hot-injection method. However, most of the published
work to date is dedicated to the II–VI semiconductor family, and in particular to
cadmium chalcogenides. The latter have an extremely low acceptability for tech-
nological applications due to the toxicity of cadmium and related problems with the
handling of these compounds. To give an example, the use of toxic elements such as
Cd, Pb and Hg has been severely limited by recent restrictions established in the
European Union1. Therefore it is necessary to develop robust synthesis methods for
NCs of alternative semiconductor materials. Ternary semiconductors such as
chalcopyrites or doped NCs (e.g. ZnSe:Mn) may gain importance in this context.
Still important challenges remain for the synthetic chemist. When moving for
example from the II–VI family to the more covalently bound III–V compounds,
it is much more difficult to produce monodisperse samples. Furthermore, hot-
injection or heating-up synthesis methods for NCs of several technologically highly
important materials are completely lacking up till now, such as gallium nitride or
silicon, to name a few. The successful rational design of new synthesis strategies
implies a better understanding of the NCs� formation mechanisms, which can be
achieved by the precise investigation of their nucleation and growth processes.
In view of the developments in the domain of CS semiconductor NCs in the last

decade, it can be speculated that a large variety of new heterostructures with exciting
and, in some cases unprecedented features will be synthesized by chemical routes in
the next years. The ability to precisely control the shell thickness will further boost
advances in the preparation of core/shell/shell or other complex structures, such as
quantum-dot-quantum-wells. Significant progress has also been achieved in the field
of anisotropic shell growth on spherical CdSe NCs, leading to new rod-shaped CS
nanostructures, which combine unique optical properties (high Q.Y., polarized
emission)with appealing self-assembly properties [192, 193]. The reported synthetic
procedure using small core NCs as seeds in the so-called seeded-growth approach,
opens up the way for the generation of new heterostructures, including nanorods and
branched ones, such as bi-, tri-, tetra-pods or multipods. Similar as in the case of
II–VI compounds, it can be expected that a growing number of CS systems based on
III–V semiconductors will be developed, inspired by the huge amount of research
carried out in the field of III–V nanostructures grown by molecular beam epitaxy

1 cf. the Reduction of Hazardous Substances (RoHS) mandate, banning the use of six chemicals –
including Cd, Hg, CrVI and Pb – in almost all electronics products (date of effect: 01/07/2006).
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(MBE) techniques. Finally, the association of semiconductors with other materials
such as metals or oxides in the same CS heterostructure allows for the design of NCs
combining different physical properties, e.g. fluorescence, magnetism, etc. In such a
manner, novel functional building blocks can be generated for applications in fields
ranging from (opto-)electronics via information technology to healthcare. In most of
these examples, the NCs are used as a platform for further surface functionalization,
enabling their integration into devices or materials, or their binding to other
molecules or macromolecules.
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1. Historical overview

Water is a naturalmedium for all forms of life. This is one reasonwhy any solution-
based techniques and processes proceeding in aqueous media are considered to be
environmentally friendly and safe in comparison to others which demand, e.g.
organic solvents or melts. In the field of the synthesis of colloidal semiconductor
nanocrystals (NCs), which consist mainly of water insoluble II–VI and IV–VI
compounds, the use of chemical precipitation reaction in aqueous media was
historically the number one choice [1]. In the earlier work a commercially available
colloidal silica sol (13 nm in diameter) was used as a carrier and stabilizer of the CdS
[1] and ZnS [2] colloidal solutions as well as CdS–ZnS co-colloids [3]. The reported
mean size of the NCs was relatively big, e.g. 37 nm diameter for CdS, as determined
by fractional filtration through micropore filter, thus the optical spectra reported
showed no serious deviations in comparison to the corresponding bulk materials [1].
Very soon the possibility of use of styrene/maleic acid anhydride copolymer (Brus
group) or phosphates and polyphosphates (Henglein, Gr€atzel and Nozik groups) as
stabilizers was recognised and colloidal (free of SiO2) solutions of CdS [4–6], ZnS
[2, 7], PbS [5], Cd3P2 [8], Zn3P2 [8], Cd3As2 [9], CdTe [10] and ZnTe [10] NCs were
synthesized. Blue shifts of the absorption edge and the emission bands in comparison
to the corresponding bulk materials were observed and reported. The theoretical
background for this shift to higher energies/shorter wavelengths, the quantum
confinement effect was introduced by brothers Efros [11] and Brus [12]. Further
development of the stabilizing techniques included the use of short chelating
peptides of general structure (g-Glu-Cys)n-Gly to control the nucleation and growth
of CdS crystallites [13], micelles and vesicles [14] and finally the use of various
short-chain thiols [15, 16]. The attempts to reach as small as possible sizes and as
high as possible monodispersity of the NCs led to the establishment of the exciting
field of ultra smallmolecular-like semiconductor clusterswith definite size, structure
and characteristic optical properties [16, 17], e.g. [Cd17S4(SCH2CH2OH)26] [16, 17]
and [Cd32S14(SCH2CH(OH)CH3)36] � (H2O)4 [18]. These clusters correspond to
minima of the free energy vs. particle size dependence owing to their closed



structural shells (the concept of so-called �clusters of magic size� in the earlier
literature [19]) and are naturally �100% monodisperse�. They can be crystallized in
macroscopically large single crystals allowing their investigation by single-crystal
X-ray analysis, including the exact determination of the atomic coordinates. Figure 1
shows the inner structure of a [Cd32S14(SCH2CH(OH)CH3)36] � (H2O)4 cluster re-
presenting a piece of the zinc blende lattice in the shape of a tetrahedron.
Starting from the very early publications, the photoluminescence (PL) from

semiconductor NCs was paid a lot of attention. It was shown, for example, that
weak fluorescence of CdS NCs with maximum at 620–660 nm can be efficiently
quenched in presence of nitrobenzene, various anions and cations [1, 2]. It was also
shown that doping of the CdS NCs with Agþ or Cu2þ resulted in the increase of the
fluorescence in comparison to the undoped samples [1]. One of the very interesting
examples of fluorescence enhancement (�activation�) in phosphate-stabilized CdS
NCs was their treatment with NaOH and subsequent addition of excess of Cd2þ ions
[20]. The precise control of the pHwas found to be necessary as well. This treatment
resulted in the many fold increase of the band gap photoluminescence, which was
attributed to the formation of broad-band gap material, Cd(OH)2, as a shell on the
luminescent CdS core nanoparticles. This approach was essentially the first success-
ful realization of the type I core-shell NCs, well-known and widely used nowadays
(see the Chapter of P. Reiss of this book).

Fig. 1. Structure of a [Cd32S14(SCH2CH(OH)CH3)36] � (H2O)4 cluster as derived from the single-crystal
X-ray data. Reproduced from [18], � 1995, with permission from American Chemical Society
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As a rule (with the exception of molecular-like, or magic-sized [19] clusters) the
size distribution of the colloidal NCs prepared in water is relatively broad, and
several post-preparative approacheswhere introduced to optimize it. One of themost
important and widely used nowadays techniques, not only for water-soluble NCs, is
the size-selective precipitation from solvent–non-solvent mixtures which was firstly
introduced for CdS NCs [21]. The method is very simple and exploits the difference
in solubility of smaller and larger particles [21, 22].A typical example of carrying out
the size-selective precipitation on a nanoparticle colloid is as follows: a sample of as-
prepared nanoparticles with a broad size distribution is dispersed in a solvent and a
non-solvent is added dropwise under stirring until the initially optically clear
solution becomes slightly turbid. The largest nanoparticles in the sample exhibit
the greatest attractive van der Waals forces and tend to aggregate before the smaller
particles. The aggregates consisting of the largest nanoparticles can be isolated by
centrifugation or filtration and re-dissolved in any appropriate solvent. The next
portion of non-solvent is added to the supernatant to isolate the second size-selected
fraction, and so on. The procedure can be repeated several times and allows for
obtaining up to 10 or more size-selected fractions from one portion of the crude
solution. Moreover, each size-selected fraction can be subjected again to size
selection to further narrow the size distribution. Figure 2 shows an example of
post-preparative size fractionation for CdTe NCs. All size-selected fractions possess
sharp excitonic transitions in the absorption spectrawhich is a direct evidence of their
narrow particle size distributions. TEM and HRTEM investigations show that a
carefully performed size-selective precipitation allows for achieving size distribu-
tions of 5–10%. In some specific cases also exclusion chromatography [23, 24] and
gel electrophoresis [25] were utilized for the size fractionation.
The introduction of the hot-injection synthesis in high-temperature boiling

coordinating organic solvents (often referred to as TOP–TOPO synthesis, from
initially used coordinating solvents trioctylphosphine, TOP and trioctylphosphine

Fig. 2. Absorbance and photoluminescence of the size-selected fractions of the thioglycolic acid-
capped CdTe nanocrystals. The spectra of the initial crude solution are highlighted in bold
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oxide, TOPO) in 1993 made a revolution in colloidal synthesis of the NCs [22]. The
CdSe NCs of different sizes synthesized by this approach became an object of
numerous studies in the last 15 years. The methods of core passivation by wide-band
gap inorganic shells were further developed [26], and synthetic approaches allowing
shape control of NCs were introduced [27]. Resulting materials allowed first
applications of colloidal NCs, among others in light-emitting diodes (LEDs) [28],
photovoltaics [29] and bio-labelling [30]. A recent overview on semiconductor NCs
synthesized in organic solvents can be found in [31] as well as in the Chapters of
P. Reiss and Kudera/Carbone/Manna/Parak of this book.
First steps toward successful aqueous alternative to the organometallically syn-

thesized CdSe-based NCs were done by Nozik�s [15] and later by Weller�s [32]
groups in their developments of CdTe NCs. In the former work CdTe NCs were
synthesized using the mixture of 3-mercapto-1,2-propane-diol and hexametaphos-
phate as stabilizers, and their size-dependent properties including absorption, band
gap emission, energy level diagrams and extinction coefficient were reported. The
latter work introduced CdTe NC synthesis in the presence of various thiols (2-
mercaptoethanol or 1-thioglycerol (TG)) solely and included, in addition to the size-
tuneable optical spectra, the TEM and X-ray diffraction (XRD) data of NCs. The
following efforts in the field resulted in as high as 20% photoluminescence quantum
efficiency (PL QE) of thioglycolic acid-capped CdTe NCs achieved by their proper
post-preparative surface modification [33], in the demonstration of LEDs operating
with these NCs [34, 35], and in their bio-conjugation with albumin [36]. Nowadays,
aqueous syntheses of II–VI semiconductor NCs like CdS [16], CdSe [37], CdTe [38,
39], CdxHg1�xTe [40], HgTe [41] and ZnSe [42] by employing different short-chain
thiols as stabilizing agents represent a useful alternative to synthetic routes in highly
boiling organic solvents [22, 43–45], providing brightly emitting NCs with PL QE

Fig. 3. Positions of bulk CdSe and bulkCdTe band edges shown both on a vacuum scale andwith respect
to a standard hydrogen electrode reference. The standard potential expected for a thiol that does not
quench the CdTe exciton luminescence is given by a solid line between CdSe and CdTe. Hole trapping
can occur from CdSe (process 1) but not from CdTe (process 2). The dashed line indicates the assumed
position for the standard potential of a thiol that quenches the luminescence of both CdSe and CdTe

(process 3). Reproduced from [46] � 2004, with permission from American Chemical Society
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of 40–60%. The use of different thiols allows for the kinetic control of the NCs
synthesis, to passivate surface dangling bonds, and to provide stability, solubility and
surface functionality of the nanoparticles. It is of interest that thiol capping, although
providing stable colloidal solutions of CdS and CdSe NCs, does not result in strong
band gap emission of these nanoparticles. The reason for this, for the case of CdSe
NCs, was addressed in [46] and is schematically explained in Fig. 3. The energy
difference between the tops of the valence bands of bulk CdSe and CdTe is approx.
0.5 eVand this difference is even more pronounced in the case of CdS and CdTe (ca.
1.0 eV) [47]. Hole trapping from the semiconductor NCs on a thiol and subsequent PL
quenching is energetically favorable only if the thiol redox energy level is situated at
higher energies than the valence band top. As seen from Fig. 3, this probability is high
for theCdSe (and shouldbe evenhigher forCdS). Thisproblemmaybeovercome if the
appropriate inorganic passivation of the emittingNCcore is done. One of the examples
is theZnSe(S)NCs inwhich sulfur-enriched shellmay provide efficientwide-band gap
associated screening of the hole trapping effect and by this the dramatic enhancement
of the band gap PL of ZnSe NC core is observed, as will be discussed below.
In spite of the typically low PL QE of the core-only thiol-capped CdS and CdSe

NCs, the interest to these nanoparticle systems synthesized by aqueous approaches
remains to be high. For CdS NCs, capping with thiols has been proved to be
successful in the above-mentioned formation of the molecular-like clusters [16, 17,
48], in the synthesis of NCs as functionalized building blocks for the sophisticated
self-assembled structures with gold nanoparticles [49] or bio-conjugates [50, 51],
and asmodel NCs for studies of the stability and size distributions in the nanoparticle
assemblies [52]. Alternative synthetic approaches to water-soluble CdS NCs mainly
addressed their biological applications, including syntheses in presence of D- and L-
penicillamine [53], specially engineered peptides [54] or DNA [55]. Thiol-based
synthesis of CdSe NCs also provided extremely small, molecular-like clusters [37];
the interest to larger CdSe NCs synthesized by this method has been fueled very
recently as to the light-absorbing and photosensitizing species in solar cells [56].
Citrate-stabilized CdSe NCs have been developed [57], with a reasonably efficient
band-edge emission being strongly increased upon photoactivation [58, 59].
Much of the literature based on the aqueous synthesis of the lead chalcogenide

materials has concentrated on synthesizing PbS particles employing different surface
ligands and demonstrating a degree of control over the final shape andmorphology of
the material. Using a wide variety of techniques such as electrochemistry, various
polymer and mixed polymer systems and chemical synthesis in restricted spaces of
various geometries, different shapes of PbS NCs such as hollow spheres [60], cubes
[61–63], rods [64], belts [65], wires [65] and stars [66] have been reported. However,
with few exceptions [67], water-based synthesis routes have not resulted in effi-
ciently emissive PbS NC materials.
In what follows, we will focus on the description of the most successful

examples of aqueous thiol-capped colloidal NCs, possessing strong band gap
emission and by this being promising for the broad nano(bio)technological
applications: the most widely studied CdTe NCs emitting in visible and near-
infrared, UV-blue-emitting ZnSeNCs, and finally near-infrared-emittingHgTe and
alloyed CdxHg1�xTe NCs.
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2. CdTe nanocrystals

The basics of the aqueous synthesis of thiol-capped CdTe NCs has been described
in details in [32, 38, 39]. In a typical standard synthesis [38], Cd(ClO4)2 � 6H2O (or
other soluble Cd salt) is dissolved inwater in the range of concentrations of 0.02Mor
less, and an appropriate amount of the thiol stabilizer is added under stirring,
followed by adjusting the pH by dropwise addition of a 1 M solution of NaOH. The
solution is placed in a flask fitted with a septum and valves and is deaerated by N2

bubbling for 30min. Under stirring, H2Te gas is passed through the solution together
with a slownitrogen flow.Alternatively, an excess ofH2Temaybe passed through the
deaerated solution of the NaOH with known concentration forming equimolar
NaHTe solution. After this the estimated amount of NaHTe solution can be taken
out and injected in the reaction flask. It should be noted that NaHTe solutions are
inherently very unstable and become pink due to the oxidation. The use of only
freshly prepared NaHTe solution is recommended.
CdTeNCprecursors are formed at the stage of Te precursor addition (Reaction 1 or

1a); formation and growth of NCs (Reaction 2) proceed upon refluxing at 100�C
under open-air conditions with a condenser attached.

Cd2þ þ H2Te ���!HS�R
Cd�ðSRÞxTey þ 2Hþ ð1Þ

Cd2þ þ NaHTe ���!HS�R
Cd�ðSRÞxTey þ Hþ þ Naþ ð1aÞ

Cd�ðSRÞxTey ���!100�C
CdTe NCs ð2Þ

A schematic drawing of the typically used experimental setup is shown in Fig. 4,
although the specific design of this setup may vary from one group to another.

Fig. 4. Schematic presentation of the synthesis of thiol-capped CdTe NCs. First stage: formation of
CdTe precursors by introducing H2Te gas into the aqueous solution of Cd precursors complexed by
thiols. Second stage: formation and growth of CdTe NCs promoted by reflux. Reproduced from [38],�

2002, with permission from American Chemical Society
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Important part of this setup is the connecting tube for introducing theH2Tegas,which
should be as short as possible and made of glass or another inert material. The use of
glass joints and connections is strongly recommended due to the high reactivity of
H2Te gas with rubber and common polymer tubes. The use of relatively small and
well-deaerated flask for the generation of H2Te may also help to reduce undesirable
losses of this gas. Special precautions should be taken against the possible leakage of
the non-reacted H2Te. Exhaust traps filled with NaOH solution are proven to be
efficient for this purpose. We note that the synthetic procedure described above is
easily up-scalable. Indeed, even in laboratory conditions the Reactions (1) and (2)
may be routinely performed in a few litres volume and by this, yield up to several
grams or even tens of grams of CdTe NCs (estimated for dry weight).
H2Tegas can begenerated for the synthesis ofCdTeNCs aswell as other tellurides,

like HgTe [41, 68] or ZnTe [10] by at least two different methods: chemical
decomposition of Al2Te3 powder or lumps according to Reaction (3), and electro-
chemical reduction of Te electrode in acid media according to Reaction (4).

Al2Te3 þ 3H2SO4 ! 3H2Te " þAl2ðSO4Þ3 ð3Þ

Te0 þ 2Hþ þ 2e� ! H2Te " ð4Þ
The use of Reaction (3) is the simplest way, if Al2Te3 is available. However, the

limited amount of suppliers and the continuously increasing price for this reagent
limit its availability for a lot of groups dealing with the synthesis of corresponding
NCs, stimulating a search for alternative sources, e.g. NaHTe solution obtained by
reduction of Te powder with NaBH4 [69, 70]. Although this method provides an
alternative for Te source in the synthesis of CdTe NCs, the direct injection of H2Te
gas is an easier, more controllable, cleaner and more reproducible way to produce
high-quality CdTe NCs. To avoid the use of Al2Te3, electrochemical method
(Reaction (4)) can be used to produce H2Te gas, which has been known since the
beginning of last century [71] and was recently generalized and reported in detail by
Hodes et al. [72, 73]. The use of the electrochemically generated H2Te gas for
successful synthesis of both CdTe and HgTe NCs has been reported recently [39, 68,
74]. The tellurium cathode may be easily formed by melting of tellurium powder
inside a glass tube and subsequent cutting the tube end. The reaction proceeds in a
glass cell (or flask) and in the simplest case can be controlled by common power
supplier instead of potentiostat, which makes the approach easily available for a
broad scientific community. The electrochemical method also allows for control of
H2Te amount by measuring the charge passed through the cell, is applicable for the
continuous generation of this gas, and can be easily scaled up.
Originally introduced [32] molar ratio of the main reaction components, Cd:Te:

R–SH (R–SH stays for thiol stabilizer) being 1:0.5:2.45 was widely used with only
slight deviations as �standard� synthetic approach [38]. As stabilizers, the wide
family of short-chain (up to 4 carbon units) thiols possessing at least one or several
functional groups (amino, carboxylic, hydroxylic, etc.) were employed [38]. Most
popular are thioglycolic (or mercaptoacetic) acid (TGA), mercaptopropionic acid
(MPA) and 2-mercaptoethylamine (or cysteamine). Both TGA and MPA allows the
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synthesis of the most stable (typically, for years) aqueous solutions of CdTe NCs
possessing negative charge due to the presence of surface carboxylic groups.
Cysteamine-stabilized NCs possess moderate photostability (although they may be
stable for years as well being kept in darkness) and attract an interest due to surface
amino-functionality and positive surface charge in neutral and slightly acidic media.
Other thiol stabilizers are mainly used when some specific functionalities are
envisaged, the overview of them may be found in [38]. The improvement of the
standard synthesis of aqueous CdTe NCs focused on the optimization of the thiol:Cd
ratio and pH. Upon testing different TGA:Cd ratios between 2.45 (as it was used in
the standard synthesis of [38]) and 1.1, it was realized by several groups [75–77] that
decreasing the TGA:Cd ratio leads to a drastic increase of the PL QE of the CdTe
NCs. In an attempt to understand this influence on the properties of the NCs, the
experimental data were compared with the results of a numerical simulation of the
solution composition [76]. The results of this simulation show that the increase of
the PLQE ofCdTeNCswith the decrease in the TGAconcentration can be attributed
to the increase in the relative concentration of theCd–SRcomplex (i.e. uncharged 1:1
complex of cadmiumwith TGA). This tendency has a natural limit at very low values
of the TGA:Cd ratio (approaching 1) when the amount of stabilizer in the system
becomes insufficient to stabilize NCs from aggregation. There is a competition of at
least two different factors during the synthesis: (i) upon decrease in the concentration
of TGA, the surface quality of the NCs improves as a result of the increase in the
relative concentration of 1:1 Cd–SR complex in comparison with other possible
complexes in solution and (ii) a sufficient amount of TGA as a stabilizer has to be
present in solution to provide stability and surface passivation of the growing NCs.
As a result, the optimumTGA:Cd ratio allowing to produce CdTe NCs emitting with
PL QE 40–60% at room temperature as-prepared is slightly higher than 1 and the
experimentally obtained optimal values are 1.30 [76], 1.32 [75] and 1.20 [77]. This
tendency is of general use, for example, the synthesis of CdTe NCs employing 1-
thioglycerol as a stabilizer at R–SH:Cd ratio of 1.3:1 provides as-prepared samples
with PLQE in the range of 25%,which exceeds the initialy reported (3%) values [32,
38] by almost an order of magnitude.
We note that the solution of Cd precursors at low TGA:Cd ratios may look slightly

turbid. This fact is an additional indirect evidence of the domination of the un-
charged, less-soluble Cd–SR complex. The turbidity of the solution does not
disappear during refluxing, but this does not influence the ongoing Reaction (2);
filtration of the final solution of CdTe NCs easily removes the insoluble precipitate.
The precipitate of Cd–SR may play an additional role as a source of cadmium.
Gradual dissolution of theCd–SRcomplex during theNCgrowth provides a constant
rate of transport of Cd ions to the particles. A slow flux of the cadmium precursor in
turn provides the possibility of growing theNCs under diffusion controlwhich, as has
been predicted theoretically [78, 79] is preferable for narrowing the size distribution
and may be a key factor for the dynamic improvement of the surface quality of the
growing NCs.
The pH value is another important factor which strongly influences the PL QE of

thiol-capped NCs post-preparatively [33, 70, 80, 81]. Thus, it is reasonable to assume
that the pH will influence the quality of the NCs during the synthesis as well.
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According to [38] the optimum pH value for the synthesis employing different
capping ligands strongly depends on the nature of the stabilizer. For example, the
recommended value in case of cysteamine is 5.6–6.0 (which is a natural value of
cadmium perchlorate mixture with cysteamine, no adjustment of the pH by addition
of NaOH solution is necessary in this case). In case of TGA the recommended value
[38] was 11.2–11.8. For this stabilizer, it was found later [39, 76] that an increase of
pHof the initial solution is followed by a considerable acceleration of theNCgrowth.
Moreover, as a result of this acceleration one can choose the synthetic conditions
allowing the �focusing� of the NCs growth in term of narrowing their size distribu-
tion. For example, NCs synthesized at pH 12.0 and TGA:Cd ratio 1.3 possess full
width at half maximum (FWHM) of the PL band of 39 nm, PL QE 45% and a Stokes
shift as small as 100meV when CdTe NCs are approximately 3 nm in diameter and
show a PL maximum at ca. 600 nm. Further growth proceeds more slowly and is
accompanied by a slight broadening of the size distribution [76]. A relatively fastNC
growth leads to their low quality reflected in low crystallinity of the resulting
particles and a large amount of defects and surface states. On the other hand, a
comparatively slow growth rate leads to a high content of sulfur (as a product of the
TGA decomposition [52, 82]) in the NCs.
CdTe NCs synthesized in water can be transferred to non-polar organic solvents

like toluene through a partial ligand exchange with a long-chain thiol (1-dodeca-
nethiol) in the presence of acetone [83]. The transfer efficiency reaches 90% and
depends on the component ratio of the 1-dodecanethiol/toluene/acetone mixture
(typically 1:1:4 volume ratio),which in turn depends on the concentration ofNCs and
their average size. For any particular batch of NCs to be transferred, the correct ratio
has to be found experimentally, with a typical variation of acetone content in the
above-mentioned three-component system from 1:1:3 to 1:1:8. NCs can be trans-
ferred more efficiently when they are washed (e.g. by size selective precipitation)
from the reaction by-products and the excess of short-chain thiol ligands. Thiol-
capped CdTe NCs transferred into organics were used as photosensitizers of full-
erenes [84, 85], as building blocks for NCs/polymer composites [83] and as core
material for the synthesis of stable and brightly emitting core-shell CdTe/ZnS
nanoparticles [86]. Their absorption and emission wavelengths have been shown
to be tuned by surfacemodification in the presence of dodecanethiol [87].Alternative
methods of transfer of CdTe NCs from water to organic media include the use of
polymerizable surfactants [88–90], tetra-n-octylammonium bromide [87] and ionic
liquids [91].
Furthermore, thiol-capped CdTe NCs are also available in polar organic solvents.

Mercaptoethylamine-capped CdTe NCs synthesized in water are readily re-soluble
in dimethylformamide (DMF) after being precipitated by 2-propanol and dried. A
direct synthesis in DMF is possible by taking cadmium lactate as a precursor and 1-
thioglycerol as a ligand [82]. The synthesis proceeds at higher temperature, the
growth of the NCs is faster and it takes only a few hours to obtain red-emitting
samples. CdTeNCs precipitated from the crude solution immediately after synthesis
by addition of excess of non-solvent (e.g. diethylether) are not only readily re-
dissolvable in DMF, but also in methanol. To the best of our knowledge, this is the
only example of II–VI semiconductor colloidal NCs being soluble in methanol as
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synthesized. Indeed, methanol, among other short-chain alcohols is a commonly
used non-solvent for size-selective precipitation of many types of organically and
aqueously prepared NCs.
Typical TEM and HRTEM images of thiol-capped CdTe NCs with sizes from 2 to

6 nm can be found in [32, 38, 82]. Figure 5 shows TEM and HRTEM images of
relatively large, 5.5� 0.5 nm CdTe NCs capped with MPA. In order to avoid
aggregation on the TEM grid, which is common for aqueous solutions of thiol-
capped NCs, the size-selected sample was transferred to toluene using partial ligand
exchange with 1-dodecanethiol by applying the procedure of [83]. The images
confirm the monodispersity of NCs; their non-spherical shape can be described
within a recently proposed truncated tetrahedral model [92].
The sizes of thiol-capped CdTe NCs synthesized in aqueous solution can be

determined from the so-called �sizing curve�: the function of the size of thiol-capped

Fig. 5. TEM (top) andHRTEM (bottom) images ofMPA-capped CdTeNCs, 5.5 nm average size, with PL
maximum at 780 nm. Reproduced from [39],� 2007, with permission from American Chemical Society
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CdTeNCson the energy of the 1s–1s electronic transition estimated from the position
of the first absorption peak (Fig. 6). The points (open circles) in Fig. 6 were derived
from statistical analyses of NC sizes obtained by TEM measurements. For the
smallest NCs (filled circles in Fig. 6) forwhich the precise TEManalyses are difficult
we used the sizes derived from the powderXRD spectra as described in detail in [32].
Calculation of the 1s–1s transition energy of CdTe NCs (treated as spheres) as a
function of their size has been done using an extended theoretical approach described
in detail in [93], and is presented in Fig. 6 as solid line. The extension over the
common effectivemass approximation includes the implementation of the Coulomb
interaction and finite potential wells at the particle boundaries in water as the
surrounding dielectric medium. The physical parameters of bulk CdTe put into the
model can also be found in [32]. The agreement between experiment and theory is
quite well. We note that the sizing curve from [94] which is widely used in scientific
community has been derived for CdTe NCs prepared by high-temperature organic
syntheses and does not include data for small NCs (first absorption maximum at
wavelengths shorter than 570 nm, Fig. 6) which are very easy to synthesize in water.
Thiol molecules can release S2� in the course of the prolonged refluxing in the

basic medium, which build into the lattice of the growing NCs. Thus, the positions
of the powder XRD reflexes of CdTe NCs synthesized under prolonged refluxing in
the presence of thioglycolic acid are intermediate between the values of the cubic
CdTe and the cubic CdS phases [82]. Mixed CdTexS1�x NCs with some gradient of
sulfur distribution from inside the nanoparticles to the surface are formed under these
conditions. They represent a kind of core-shell system with a naturally CdS-capped
surface created by mercapto-groups covalently attached to the surface cadmium
atoms. Importantly, the synthesis of such kind of core-shellNCs occurs in one step, as
the sulfur originates from the stabilizing thiol molecules and releases during the
particle growth. At the bulk CdTe/CdS interface, the conduction band step, i.e. the

Fig. 6. Sizing curve for thiol-capped CdTe NCs synthesized in water. Filled circles represent sizes of
NCs experimentally determined from powder XRD spectra; open circles represent sizes of NCs
experimentally determined from TEM images. Solid line is a calculated dependence of the 1s–1s
transition energy on CdTe NC size. Reproduced from [39], � 2007, with permission from American

Chemical Society
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offset of the absolute band position, is close to zero, whereas the valence band step is
�1 eV [47]. Thewave functions calculated for a CdTe/CdS systemwith the particle-
in-a-boxmodel [93] showa delocalization of the electron through the entire structure
and the confinement of the hole to the CdTe core – the same phenomenon as reported
for the organically synthesized core-shell CdSe/CdS NCs [43] providing their
photostability and electronic accessibility.
The reduction of the amount of TGA at the synthesis stage leads to a reduction of

the sulfur content in the NCs. XRD patterns of the CdTe NCs (Fig. 7) show that at a
TGA:Cd ratio of 1.3 and a pH 12, a smaller shift of the reflexes toward the position
corresponding to cubic CdS is observed. It can be explained by the fact that
decreasing the amount of the stabilizer in solution and the acceleration of the NCs
growth leads to a decreasing probability of TGAhydrolysis and, as a result, to a lower
sulfur content. As discussed in [38, 95] the sulfur-enriched shell itself may be
important for the improvement of the stability and luminescence properties of CdTe
NCs. At the same time, a few monolayers of this shell is enough for the efficient
protection of the NCs and further growth of CdS only reduce the NCs quality similar
to the effect of the ZnS shell on the properties of CdSe NCs [96].
Typical absorption and PL spectra of size-selected [21, 38] fractions of TGA- and

MPA-capped CdTe NCs are shown in Fig. 8. PL spectra of TGA-capped CdTe NCs
are tunable in the range of 500–700 nm, while those ofMPA-cappedNCs are tunable
between 530 and 800 nm. The MPA capping allows for a relatively quick and
controllable growth of CdTe NCs up to 6 nm in diameter. The energy gap of bulk
CdTe estimated from the absorption measurements at 300K is 1.43 eVor ca. 867 nm
[97]. The superior tunability of the absorption over the very broad spectral range is
important for the use of thiol-capped CdTe NCs as absorbers in solar cells [98], for
choosing optimal donor–acceptor pairs for FRET-based structures [99–101], as well

Fig. 7. XRD patterns of the CdTe NCs synthesized with a TGA:Cd ratio of 1.3 (red) and 2.45 (black)
after 20 h of synthesis (a).bShows the influence of the TGA:Cd ratio on the relative position of the (1 1 1)
XRD reflex of the CdTeNCs. c Presents the evolution of the relative shift of the (1 1 1) XRD reflex of the
CdTe NCs during the synthesis. Reproduced from [39], � 2007, with permission from American

Chemical Society
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as for tuning an optimal resonance condition in nanoplasmonics systems [102, 103].
Narrow PL spectra in combination with their tuneability and high PL QE are of a
special interest for bio-labelling applications [104], imaging [105] and LEDs [34]
based on thiol-capped CdTe NCs.
The broad interest to thiol-capped CdTe NCs has triggered a search for improve-

ments and specific adaptations of their conventional synthetic procedures described
above [32, 33, 38]. This includes the hydrothermal synthesis [69, 77], illumination
[95], ultrasonic [106] or microwave irradiation [107, 108] treatment, the use of an
inert atmosphere [109], variation of reagent concentrations [75–77, 80] and pH [76,
80], and the use of alternative capping agents like glutathione [110].

3. ZnSe nanocrystals

Currently, a lot of attention is paid to the safe handling of nanometer-sized
materials [111], which demands among others the development of syntheses of
colloidal semiconductor NCs from low-toxic materials and the use of environmen-
tally friendly technologies [112–116]. ZnSeNCs [117] synthesized inwater is one of
the prominent examples of such kind of nanomaterials.
The synthetic procedure for ZnSeNCs is very similar to the synthesis of CdTeNCs

[42, 118, 119]. In a typical synthesis Zn(ClO4)2 � 6H2O is dissolved in water in the

Fig. 8. A set of typical PL (top) and absorption (bottom) spectra of TGA-capped andMPA-capped CdTe
NCs demonstrates their tuneability over a broad spectral range in thevisible and near-infrared. Excitation
wavelength is 450 nm. The inset shows a photograph of brightly emitting CdTe NCs of different sizes
taken under UV lamp excitation. Reproduced from [39], � 2007, with permission from American

Chemical Society
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range of concentrations of 0.02M or less, and an appropriate amount of the thiol
stabilizer (1-thioglycerol, TGA or MPA) is added under stirring, followed by
adjusting the pH by dropwise addition of 1M solution of NaOH to 6.5 in the case
of TGA or MPA capping, or to 11.2–11.8 in the case of TG. The mentioned pH
values were experimentally found to be optimal for the synthesis of stable colloids.
The solution is deaerated by N2 bubbling for 1 h. Under stirring, H2Se gas (generated
by the reaction of Al2Se3 lumps with an excess amount of 1N H2SO4 under N2

atmosphere [42] or electrochemically [73]) is passed through the solution together
with a slow nitrogen flow. ZnSe precursors are formed at this stage. The further
nucleation and growth of the NCs proceed upon refluxing at 100�C under open-air
conditions with a condenser attached.
A typical temporal evolution of the absorption of the ZnSe NCs is shown in Fig. 9.

A growth of the NCs during reflux is indicated by a low-energy shift of the
absorption. The PL efficiency of these solutions is negligible and shows mainly a
broad trap-emission band (400–600 nm). An additional very weak band-edge
emission appears only after long times of reflux. Among the capping agents used
a relatively stronger trap-emission is found to be characteristic for TG-capped ZnSe
NCs. The synthesis and characterization of this type of white-blue-emittingNCswas
reported in details recently [118, 119]. Widely used ratio of the precursors Zn:Se:
R–SH is near 1:0.5:2.5, which is similar to the traditional one for the CdTe NCs

Fig. 9. Evolution of the absorption spectra of a crude solution of ZnSe NCs during the synthesis.
Reproduced from [42], � 2004, with permission from American Chemical Society
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synthesis. The varying of this ratio towards lower amounts of the stabilizer allowed
improvement of the photoluminescence in the case of 1-thioglycerol stabilizer
resulting in strong whitish-blue trap-emission [119], but did not result in any
considerable improvement in the cases of MPA and TGA.
In order to improve the PL properties of the ZnSe NCs (enhancement of the band-

edge and suppression of the trap-emission), the colloidal solutions can be irradiated
with a xenon lamp [42] or alternativelywith aUV-lamp [120]. The presence of excess
of Zn2þ ions and TGAmolecules was found to be necessary. The dependence of the
PL spectra on the duration of the irradiation is shown in Fig. 10. Under illumination,
the PLQE increases from ca. 0.1% being characteristic for the as-prepared solutions
up to 10–30% [42] and even 50% [120] if the pH during the treatment maintained to
be 6.5 and 11, respectively.
The position of the PL maximum and the absorption edge shifted to the lower

energy region during the irradiation. The PL emissions with maxima in the region
330–400 nm were achieved under the white-light irradiation and pH 6.5 [42], while
larger NCs with PL maxima up to 435 nm may be prepared under UV light at pH 11
[120]. Since the ZnSe NCs studied are in the regime of size confinement, i.e. a low-
energy band-edge corresponds to larger particles, we can assume, that the colloidal
ZnSe particles grow under irradiation. Additionally, powder XRD and a HRTEM
analysis show that the improvement of the PL QE is accompanied by the growth
of the NCs. The XRD peaks shift to values which are characteristic for ZnSe/ZnS

Fig. 10. Evolution of the absorption and PL (a) and of the PL excitation spectra (lobservation 375 nm) (b)
of ZnSe NCs during illumination. Inset shows a true color fluorescence image (lex 366 nm) of the ZnSe
NCs before (left) and after (right) the photo-treatment. Reproduced from [121],� 2006, with permission

from American Chemical Society
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alloys (the sulfur appears as a product of photodecomposition of the TGA in solution
[82]). Electrochemical studies were performed to show that surface Se-related states
in the photochemically treated ZnSe NCs are efficiently exchanged with S-related
states [121]. The formation of such a shell from a larger band gap material (ZnS)
should provide an additional stabilization of the core particles and hence leads to
better PL properties. Solutions treated by this way show narrow PL bands being
almost free from trap-associated emission (Fig. 10). Moreover, the observed evolu-
tion of the PL properties of the ZnSe(S) NCs is generally followed by a decrease of
the Stokes shift. ZnSe NCs capped with TGA,MPA or TG showed a similar increase
in PL efficiency after irradiation. However, for bothMPA- andTG-capped ZnSeNCs
a pronounced increase of the trap-emission band was observed as well. The resulting
colloids show a reasonable stability: several months of storage in the dark under air
result neither in coagulation nor in recognizable changes in the optical properties. In
a very recent report [122] the possibility of direct (without photochemical treatment)
synthesis of strongly emitting ZnSe NCs capped with glutathione has been
demonstrated.

4. HgTe and CdxHg1�xTe nanocrystals

In a typical aqueous synthesis of HgTeNCs [41, 122]metal Hg2þ ions react under
N2 atmosphere in aqueous solutionwithH2Te gas in the presence of a thiol stabilizer.
Adjustment of the pH to an appropriate value (11–12), as well as the judicious choice
of absolute and relative concentrations of the reaction components allows the
reaction rate, the quality of the product and its PL QE to be efficiently controlled
[41, 122]. 1-Thioglycerol was found to be the best for controlling the synthesis at the
precursors ratio ofHg:Te:R–SHbeing 1:0.25:2.5. TheHgTeNCs growupon reaction
of the precursors at room temperature; the reaction may be stopped by cooling the
reaction solutions down in ice pad and keeping them later in a fridge. Reaction lasting
for approx. 2 h produces highly concentrated solutions of HgTe NCs of approx. 4 nm
in size, with a strong (40–50%PLQE) emission. The drawback of this reaction is the
broad size distribution of the resulting samples, leading to a broad luminescence peak
of the as-prepared NCs covering the spectral region from 800 to 1400 nm with a
maximum located at 1080 nm. However, this broad spectral coverage is advanta-
geous for telecommunication applications, as it coincides with the 1.3-mm tele-
communications window. To obtain HgTe NC fractions with various mean sizes and
narrower size distributions, a standard size-selective precipitation technique can be
applied. Recently it was reported that size and emission maxima of the HgTe NCs
may be varied by the controllable growth in presence of 2-mercaptoethanol or 1-
thioglycerol in the region from 1200 to 3700 nm [68]. HgTe nanoparticles so
prepared belong to the cubic (coloradoite) HgTe phase. Upon gentle (70�C) heating
of the as-prepared HgTe NC solutions for progressively longer times, the NCs grow
through the Ostwald ripening mechanism, which results in a shift of the PL band
towards longer wavelengths with the PL intensity gradually declining to a value of
�10% quantum efficiency. A similar gradual red shift was observed during the
storage of as-synthesized HgTe NC solutions at room temperature on the time scale
of weeks, which was accompanied by a gradual decline of the emission intensity. To
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prevent this undesirable effect, capping ofHgTeNCswith a shell of awider-band gap
material CdS can be undertaken [123], resulting in positive improvements both for
the long-term storage and for the stability of the samples during high-temperature
treatments involved in device fabrication.
HgTe NCs synthesized in water can easily be transferred into non-polar organic

solvents, such as toluene, styrene, chloroform, chlorobenzene etc., by exchange of
the stabilizer with long-chain thiols [68, 83]. Once the NCs have been transferred to
non-polar solvents they can be easily processed by traditional spin-coating or casting
techniques and are also suitable for the preparation of blends with optically
transparent and/or conjugated polymers [124].
Alloyed CdxHg1�xTe NCs emitting in the spectral region between 800 and

1100 nm have been synthesized in water through the chemical modification of
pre-synthesized thiol-capped CdTe NCs by Hg2þ ions [40, 125]. Due to the lower
solubility of HgTe in comparison to CdTe in water, the Hg2þ ions substitute Cd2þ

ions at the surface of the nanoparticles forming a CdxHg1�xTe alloy in the near-
surface region, as schematically depicted in Fig. 11. A layer of CdTe can then be
grown on the surface of CdxHg1�xTe NCs by addition of more Cd2þ ions reacting
with H2Te gas, and the substitution process can be repeated further leading to an
increase in both the NC size and the relative Hg content in the alloyed particles
(Fig. 11). The substitution reaction occurs with a finite rate and starts at some
thermodynamically preferred site. Alloying in bulk CdxHg1�xTe systems (MCT) is
well-known and is in fact the basis of long-wavelength infrared photodetectors, such
thatwith timeHg2þ ions first incorporate on a surface and then into thevolume of the
particles. The near-surface region of the NCs can therefore be described as a solid
solution, alloy or mixed crystal of CdxHg1�xTe, possibly with a concentration
gradient decreasing towards the particle interior. The greater the amount of Hg2þ

ions added and the longer the time period allowed, the greater the concentration of
mercury in the interior of the particles until a real CdxHg1�xTe alloy results. The band
gap of bulk CdxHg1�xTe alloy varies approximately linearly with the composition
from þ1.6 eVat x¼ 1 (pure CdTe) to�0.3 eV for x¼ 0 (pure HgTe) [126]. This has
been observed experimentally for the CdxHg1�xTe NCs as a red shift in both the
absorption and luminescence spectra with increasing Hg content resulting in
emission wavelengths ranging from 700 to 1350 nm depending on the composition.
PL quantum efficiencies as high as 50% have been measured for the alloy
CdxHg1�xTe NCs which is similar to that of HgTe NCs.
Figure 12 shows a series of normalized PL spectra of CdxHg1�xTe and HgTe NC

fractions (the latter were measured in D2O) which cover the spectral region between

Fig. 11. Schematic diagram of the idealized synthetic routes to achieve mixed-phase CdxHg1�xTe
nanoparticles
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700 and 1900 nm. Both CdxHg1�xTe and HgTe NCs are near-infrared-emitting
materialswhose recognition has grown rapidly all over theworld in the last fewyears.
A potentially very significant application of these NCs is their deployment as optical
amplifier media for telecommunications systems based on silica fibre technology
which has optimal transmission windows around 1.3 and 1.55mm, as discussed in
several topical reviews [127, 128]. Another evolving fields with a great potential are
applications of near-infared-emitting NCs as fluorescent contrast agents for bio-
medical imaging in living tissue, electroluminescent devices, photodetectors and
photovoltaics for solar energy conversion [129, 130]. It was found that CdxHg1�xTe
NCs possess exceptionally high stability against photooxidation and degradation in
typical biological buffer media like phosphate buffered saline [131]. This fact,
together with the strong emission in the biological spectral window (both haemo-
globin and water show minimum absorption of light between 800 and 1100 nm)
makes this kind of NCs especially attractive for bio-imaging and bio-labelling.
Recently, CdxHg1�xTe NCs additionally protected by CdS shell were successfully
used for the in vivo imaging [132].

5. Summary and outlook

Sufficient progress has been made during last decade in the preparation and the
design of the surface properties of thiol-capped water-soluble NCs whose lumines-
cence covers broad spectral range depending on the material and the particle size.
Among the advantages of the aqueous synthesis its simplicity and high reproduci-
bility should be mentioned. Keeping in mind the potential importance of highly
luminescent NCs for large-scale applications, it should be mentioned that the
aqueous synthesis of thiol-capped NCs can be carried out equally effective on a

Fig. 12. Typical photoluminescence spectra of the CdxHg1�xTe and HgTe NCs. Reprinted with
permission from [130], � 2007 Wiley VCH
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vast scale, yielding up to 10 g of NCs per synthesis. These NCs can be precipitated,
washed and kept in the dry state under ambient conditions for years, being stable and
re-soluble in water.
NCs synthesized by the aqueous approach do not possess the degree of crystal-

linity of the NCs prepared in organic solvents by the hot-injection technique, where
high annealing temperatures (200–360�C) are used during the synthesis [22, 133,
134]. A very effective separation of nucleation and growth stages achieved in the
hot-injection technique allows to reach narrower size distributions of the NCs in
comparison with those prepared in aqueous solutions. However, the aqueous
approach generally allows the synthesis of smaller NCs, both CdS, CdSe and CdTe,
and is the only existing reliable method nowadays allowing to produce mercury
chalcogenide NCs. The post-preparative size-selective precipitation procedure
works more reliable in case of aqueous colloids in terms of retaining the lumines-
cence properties, than for their organically synthesized counterparts. The possibility
to control the surface charge and other surface properties of thiol-cappedNCs simply
by choice of stabilizing thiol molecules with appropriate free functional groups used
in the synthesis is extremely important, especially when water-soluble NCs are to be
used for fluorescence tagging applications. The possibility to vary surface functional
groups is also importantwhen specific binding ofNCs to other nanoparticles or to the
surfaces is foreseen.
Semiconductor NCs prepared in aqueous solution have found several applica-

tions in material science and nanotechnology. Among others is the fabrication of
polymer-NC [35, 42, 90, 124, 135–138] and glass-NC [120, 139] light-emitting
composites which are robust and easily processable. Applications in optoelec-
tronics cover the LEDs [34, 35, 124, 140], microarrays of multicolored light-
emitting pixels [141] and photosensitive films [142, 143]. This is closely
connected to photonic applications in which NCs play a role of subwavelength
emitters [144], tunable light-sources coupled to optical modes of photonic
crystals [145–147] and heterocrystals [148], spherical microresonators [149,
150] photonic molecules [151], and waveguides [152]. The ability of NCs to
interact with neighboring nanoparticles or molecules gives rise to the fabrication
of FRET-based [101, 153] and nanoplasmonic [103] devices as well as sensors
[154–156]. The demands in light emitters which are compatible with water and
the most common biological buffers [157] open for thiol-capped NCs such fields
as bio-labelling [36, 131, 158–160] and bio-imaging [105, 110, 161]. They have
been used as building blocks for self-organizing superstructures like luminescent
nanowires [162–168], nanotubes [169] or nanosheets [92], for chemilumines-
cence generation [170], for fabrication of temperature-sensitive nanoassemblies
[171], as luminescent components of multifunctional microbeads [144, 172–177]
and polymer microcapsules [104, 131, 177–180]. Brightly emitting water-soluble
NCs with a flexible surface chemistry determined by easy choice of capping
ligands have already secured and will secure in future a wide field of applica-
tions, ranging from life sciences to photonics and optoelectronics. In the field of
biological imaging of cellular processes, the ability to fabricate NCs with well-
defined surface passivation is important in studying transport processes within
living cells [181].
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1. Introduction

Nanocrystals consisting of more than one material are a topic of special interest
almost since the beginning of the wet chemical synthesis of these materials. So-
called core shell nanocrystals were synthesized, e.g. from water-based CdS nano-
crystals to improve their emission quantumyield significantly [1]. Nowadays, quite a
number of different and even better defined core shell particles can be synthesized
also in high-boiling organic solvents. Well known examples are, e.g. CdSe/ZnS [2]
and CdSe/CdS [3].
A more complex structure, namely the quantum dot quantum well (QDQW)

system consisting of CdS particles with an embedded layer of HgS was first
synthesized in 1993 [4]. These particles were examined with different characteriza-
tion techniques like, e.g. static and time resolved photoluminescence, transient
photobleaching and high-resolution electron microscopy (HRTEM) and the results
were compared with theory. The findings on this model system will be summarised
in the first part of this chapter (2.1).
In the latter parts of this chapter the research progress on different multi-

shell nanocrystals will be surveyed. Three types of nanostructures will be
covered: Ternary core shell shell (CSS) systems with an intermediate layer as
a �lattice adapter�, double quantum dot quantum well (double-QDQW) systems
and an �inversed QDQW� system. Sorting multilayered nanocrystals into these
three categories is justified by the different potential steppings of the semi-
conductor materials involved. Figure 1 shows the principle potential stepp-
ings of the valence and conduction bands in these three kinds of multilayered
systems.
The potential stepping on the left in Fig. 1 causes both charge carriers (electron and

hole) to be confined in the core of the nanocrystal. In the case of QDQW systems
(middle), electron and hole are confined in the potential well which is embedded in
the quantumdot. In the case of �inversed� quantumdot quantumwell systems (right),
the charge carriers are located in the core of the nanocrystal and in the outer shell.
Depending on the different potential steppings, each of these systems shows unique
properties, as will be outlined in this review.



2. Water-based ��quantum dot quantum well�� systems

2.1 CdS/HgS – QDQW. Based on polyphosphate stabilized water-soluble CdS
nanocrystals the quantum dot quantum well system consisting of CdS nanocrystals
with an embedded layer of HgS (a quantum well within a quantum dot) became a
model system for a number of fundamental studies.
The synthetic concept was developed by Mews et al. [4, 5]. To a solution of CdS

quantum dots, a calculated amount of Hg2þ -ions is added resulting in a substitution
reaction on the particle surface where the outermost layer of Cd-ions is replaced by
Hg-ions and the Cd-ions are released into the solution. By analyzing the concentra-
tion of the free Cd- and Hg-ions in solution (see Fig. 3) it could be shown that for
excessive addition of Hg-ions, no further substitution reaction takes place, since no
further increase in Cd-ion concentration occurs while the Hg-ion concentration
suddenly starts to rise. This indicates that only one ionic monolayer is substituted.
Subsequently, the Cd-ions released into solution can be precipitated onto the
particles by the addition of H2S. The emerging colloidal particles consisted of a

Fig. 1. Potential stepping in CSS nanocrystals (left), QDQW nanocrystals (middle) and �inverse�
QDQW nanocrystals (right)

Fig. 2. Scheme of the synthesis of CdS/HgS/CdS QDQWs and TEM pictures at various stages of the
synthesis. Reproduced with permission from Journal of Physical Chemistry 1994, 98, 934.� 1994 Am.

Chem. Soc.
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CdS core surrounded by amonolayer ofHgS and almost onemonolayer of CdS as the
outermost shell (see below). From this point the preparation divides into two
branches: either increasing the HgS layer thickness or increasing the thickness of
the outermost CdS layer. The thickening of the HgS layer was simply achieved by
repeating the substitution and reprecipitation steps described above (see Fig. 2). An
increase in the CdS layer thickness was performed independently of the thickness of
the formerly prepared HgS layer by additional addition of Cd-ions and precipitation
of these onto the nanocrystals with H2S.
In Fig. 4 the spectral evolution in the course of the further preparation is depicted.

The major finding is a strong shift of the absorption onset towards lower energies
with an increase in the thickness of theHgSwell. This behavior can be explainedwith
the small band gap of HgS (0.5 eV) with respect to CdS (2.5 eV) and a localization of
the charge carriers in the HgS wells (see chapter 2.2 for details). Remarkable is the
finding that also the CdS capping of the particles leads to a significant shift of the

Fig. 3. Concentration of free Cd-ions and Hg-ions in a solution of CdS colloids upon the stepwise
addition of Hg-ions, determined by polarography (upper panel) and inductively coupled plasma mass
spectrometry (bottom). Reproduced with permission from Journal of Physical Chemistry 1994, 98, 934.

� 1994 Am. Chem. Soc.
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absorption onset towards lower energies even so CdS itself cannot absorb in this
spectral region.
Theoretical calculations for these structures have been performed by Schoos et al.

in 1994 [6] applying the particle in the box model with the effective approximation
resulting in calculated values for the first electronic transition and the corresponding
wave functions for the charge carriers. The presented results were in good agreement
with the measured optical data. A further theoretical treatment was performed by
Bryant et al. from 1995 onwards [7, 8].
The CdS/HgS/CdS quantum dot quantumwell system acted as a prototype system

for numerous spectroscopic investigations:
Transient photobleaching experiments have been performed with these structures

in 1994 [9]. The most interesting result from these experiments was that the
photobleaching follows spectrally the newly evolving 1s–1s electronic transition
of the composite particles. Some considerations concerning the charge carrier
dynamics in the novel QDQWs were outlined in this article.
Subpicosecond photoexcitation of CdS/HgS/CdS QDQW nanoparticles at

wavelengths shorter than their interband absorption (390 nm) leads to a photobleach
spectrum at longer wavelengths (440–740 nm) [10]. The photobleach spectrum
changes and its maximum red shifts with delay time. These results are explained by
the rapid quenching of the initially formed laser-excited excitons by two types of
energy acceptors (traps); one is proposed to be due to CdSmolecules at the CdS/HgS
interface, and the other trap is that present in the CdS/HgS/CdS well. The results of
the excitation at longer wavelengths as well as the formation and decay of the bleach
spectrum at different wavelengths support this description.

Fig. 4. Absorption spectra of the colloidal solutions of (a) CdS, (b) aþ 8	10�5 M Hg2þ , (c) b þ H2S,
(d) c þ 8	10�5 M Hg2þ , (e) d þ H2S, (f) e þ 8 	 10�5 M Hg2þ , and (g) f þ H2S (see Fig. 2).
Reproducedwith permission from Journal of Physical Chemistry 1994, 98, 934.� 1994Am.Chem. Soc.
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The homogeneous absorption and fluorescence spectra of the CdS/HgS quantum
dot quantum well system were investigated by transient hole burning and fluores-
cence line-narrowing spectroscopy. Also these photophysicalmeasurements provide
evidence for a charge carrier localization within the HgS well [11].
High-resolution transmission microscopy studies on the CdS/HgS/CdS QDQW

systemhave been performed to study details of the crystallography of the system [12]
(Fig. 5). A typical HRTEMmicrograph of a CdS nanocrystal (a2), shows a triangular
feature against the speckled background arising from the amorphous carbon sub-
strate. The spacings and angles between lattice planes show that the nanocrystal is
aligned along the (1 1 0) axis of the zinc-blende crystal structure of CdS. The
decrease of contrast in going from the apex to the base implies a decrease in
thickness. This suggests that the nanocrystal is a tetrahedron terminated in (1 1 1)
surfaces (a1). This shape represents a polyhedron in which only (1 1 1) surfaces,
either cadmium or sulfur terminated, are present. Since anionic polyphosphate
ligands are at the surfaces of the nanocrystals, the best explanation for the observed
morphology is to assume that the exposed surfaces are cadmium rich, as illustrated.
The correspondingHRTEM simulation [Fig. 5(a3)] agrees with this interpretation of
the experimental image, but only a small fraction of the crystallites are aligned along
the proper crystallographic axis to allow the shape to be discerned. Seventy-five
percent of that fraction showed the triangular projection with (1 1 1) surfaces and a

Fig. 5. HRTEM study of the structural evolution of the CdS/HgS/CdS nanostructure. Themicrograph of
aCdS core cluster (a2), exhibits tetrahedralmorphology, which is in agreement with the TEM simulation
(a3). The corresponding molecular model a1 shows that all surfaces are cadmium-terminated (1 1 1).
b Shows a model of the CdS particle after surface modification with Hg. A typical micrograph of a
tetrahedral CdS/HgS/CdS nanocrystal is shown in c2 along with a corresponding model c1. Model d1
and micrograph d2 represent a CdS/HgS/CdS nanocrystal after twinned epitaxial growth. The arrow
marks the interfacial layer exhibiting increased contrast due to the presence of HgS, in agreement with
the simulation (d3).No contrast change is seen in a simulation of amodelwith allHg replaced byCd (d4).
Reproduced with permission from Physical Review B 1996, 53, 13242. � 1996 American Physical

Society
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mean edge length of 50Å (�17%). The remaining structures can be assigned to
truncated octahedral and heavily faulted crystals. The basicmorphology is preserved
in the next step of the synthesis, in which the surface cadmium-ions of the CdS
crystallites are exchanged with mercury. Figure 5(b) shows a model of the structure
resulting from single monolayer substitution. Within the statistical error, the mean
size and size distribution is unchanged. However, defect structures become more
prevalent and 64% of the oriented particles have tetrahedral shape. The final coating
of these particles is carried out by adding excess cadmium-ions to the solution and
growing CdS on top of the HgS layer via slow H2S injection. Sixty-three percent of
the resulting nanocrystals shows tetrahedral shape [Fig. 5(c)]. The average size
increases to 62Å (�24%) edge length. Furthermore, no �amorphous region� can
be detected in any of the micrographs, suggesting epitaxial growth of the layers. The
closematch of theCdS andHgS lattice parameters (aHgS¼ 5.852Å , a CdS¼ 5.818Å)
and the presence of faceted crystallites with only one exposed plane favor this
growth mode. Half of the nontetrahedral nanocrystals show a different structure
similar to that in Fig. 5(d). Here twin faults on the tetrahedral surfaces have resulted
in the final CdS layers growing out of phasewith the core. This arises by introducing
one layer of hexagonal (wurtzite) stacking into an otherwise cubic (zinc-blende)
structure and does not lead to a loss of passivation, as no bonds are broken. The cap
layers on adjacent faces are crystallographically mismatched and cannot grow into
each other. A model for this structure is shown in Fig. 5(d1). When viewed along the
(1 1 0) crystallographic axis, two of theHgS planes are viewed edge-on and the initial
CdS core can clearly be seen as a triangle. Close inspection of the micrograph shows
a line of enhanced contrast along the twin fault [Fig. 5(d2), arrow] corresponding to
the higher contrast of mercury relative to cadmium. The contrast change is re-
produced in the simulation of the HRTEM image [Fig. 5(d3)], while the same model
with cadmium in place of the mercury shows no such contrast change [Fig. 5(d4)].
The simulation for the tetrahedralmodel [Fig. 5(c)] shows amild contrast change, but
it is undetectable above background noise in the experiment.
The influence of the crystallography of the interface between the CdS and the

HgS well on the optical properties of the CdS/HgS/CdS system was subject of
further characterization utilizing optically detected magnetic resonance spectro-
scopy (ODMR) [13].
In the field of quantum dot quantum well structures, also new material combina-

tions have been used to prepare these structures. The El-Sayed group first reported on
a ZnS/CdS QDQW system [14]. These structures were characterized optically and
compared with theoretical calculations. A quantum dot quantum well system
consisting of CdS nanocrystals with an embeddedmonolayer of CdSewas presented
by Battaglia et al. [15]. These QDQW structures were prepared in high-boiling
organic solvents by the SILAR technique which was introduced by Peng et al.
[16], yielding very monodisperse QDQW systems with high emission quantum
efficiencies.

2.2 Double-QDQW. In 2001 first results on an extended CdS/HgS QDQW
with two embeddedHgSwells were reported by us [17] andBraun et al. [18]. Further
characterization of these structures was done using X-ray photoelectron spectro-
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scopy [19] as depth profiling technique. The obtained results were in good agreement
with the predicted structure.
These structures are of interest because they allow studying the distance dependent

interaction between two quantum wells within one quantum dot. In a later report the
spectroscopic properties of these doublewell quantum dots were also comparedwith
theoretical calculations in the framework of the effective mass approximation [20].
In principle, the synthetic procedure for the double well quantum dot nanocrystals is
the same as for the normal quantumdot quantumwell systems. Briefly, the outermost
ion monolayer of the CdS nanocrystals is substituted with HgS by the addition of Hg
(ClO4)2. The Cd

2þ -ions released into solution are then grown onto the particles by
the addition of H2S. Different double well quantum dot systems are obtained by a
sequence of growing of CdS shells and substituting them by HgS. For ease of
discussion, all CdS/HgS/CdS/HgS/CdS samples are named according to Fig. 6 as
CdS/HgS-ABCD, where each letter stands for the thickness of the corresponding
layer in monolayers. Thus, for example, CdS/HgS-1213 relates to a nanocrystal

Fig. 6. Idealized picture of the double well quantum dot structure with introduction of the CdS/HgS-
ABCD nomenclature and the corresponding radial potential for electron and hole [20]. Reproduced with

permission from Journal of Physical Chemistry B 2004, 108, 1578. � 2004 Am. Chem. Soc.

Multishell semiconductor nanocrystals 107



consisting of a CdS core, followed by 1 monolayer of HgS, 2 monolayers of CdS, 1
monolayer of HgS, and again 3 monolayers of CdS. CdS/HgS/CdS QDQWs are
analogously named as CdS/HgS-AB. Of course, this nomenclature refers to an
idealized situation. In reality, the particles have variations in the thickness of all
layers and are expected to have inhomogeneities within the different layers.
Figure 7 shows calculated radial probabilities of presence for the electron and

the hole for the CdS/HgS-1x13 series of nanocrystals according to the nomenclature
described above, where x is varied from x ¼ 0 to x ¼ 7. All these nanocrystals

Fig. 7. Radial probability of presence in the CdS/HgS-1x13 systems (x¼ 0–7) for the electron (top) and
the hole (bottom), r is the radial distance from the particle center [20]. Reproduced with permission from

Journal of Physical Chemistry B 2004, 108, 1578. � 2004 Am. Chem. Soc.
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contain the same CdS core, two wells each consisting of one monolayer of HgS and
three outer cladding layers of CdS, the only difference being the distance between
the two HgS wells which is varied from 0 to 7 monolayers of CdS. As expected,
the probability of presence has amaximumwithin theHgSwells for both the electron
and the hole, thus giving rise to a spatial overlap of the two wave functions within
the HgS wells. Because of the higher effective mass of the hole compared to that
of the electron in both materials, the localization is much stronger for the hole than
for the electron in the same systems. Increasing the distance between the two HgS
monolayers results in a stronger separation of the two maxima of the probability of
presence. Thus, in the CdS/HgS-1713 system the two maxima of the probability of
presence for the hole are almost totally separated from each other. This separation
becomes more and more smeared out with a decrease in distance of the two HgS
layers. A similar behavior is observed for the electron but because of the lower
effective mass the maxima are not separated to the same degree even for the system
with the largest distance between two HgS layers (i.e. CdS/HgS-1713).
Figure 8 (left) shows the UV/vis-absorption spectra of the CdS/HgS-1x13 series

of nanocrystals with x ¼ 0 to x ¼ 4. The vertical bars represent the calculated first
electronic transition (Egap) for the corresponding ideal system. In general, the point
of maximum curvature is believed to represent the first electronic transition of a
sample. For the samples CdS/HgS-23, CdS/HgS-1113, and CdS/HgS-1213, this
point matches quite well with the calculated values. For the samples CdS/HgS-1313
and CdS/HgS-1413, such a point is difficult to discern but still the absorption onset
of those samples is shifted towards higher energies which is in good agreement with
the calculated values (cf. vertical bars). This may be explained by a decreasing
interaction between the two HgS layers with increasing distance between those
layers. The high-energy absorption (above 2.5 eV) appears to depend mainly on the
total amount of absorbing material. This is concluded from the experimental
procedure: all samples were taken out of the crude reaction mixture and thus the
particle concentration is assumed to be constant in all measurements. Consequently
we observe the systems with the thicker CdS layer between the HgS layers having a

Fig. 8. UV/vis absorption and emission spectra (lines and dotted lines, respectively) of the CdS/HgS-
1x13 systems together with the calculated eigenvalues of the first electronic transition (left) and the
comparison of two systems with the same amount of CdS and HgS but different layer structure (right).
Lines of the same color refer to the same sample in the left figure [20]. Reproducedwith permission from

Journal of Physical Chemistry B 2004, 108, 1578. � 2004 Am. Chem. Soc.

Multishell semiconductor nanocrystals 109



higher oscillator strength in this region. The absorption behavior between 1.8 and
2.2 eVis difficult to explain since the presented simple theoretical treatment is unable
to explain the oscillator strengths in different regions of the spectra. The dotted lines
in Fig. 8 (left) are the corresponding normalised emission spectra of these samples.
Each sample shows an emission close to the band gap absorption. The relative
position of the emission maxima is in good agreement with the absorption onsets of
the samples. Furthermore, each sample shows a second emission at 1.15 eVwhich is
likely to be �trap emission� because of stacking faults at the interfaces of the layers as
previously shown by ODMR measurements on the CdS/HgS/CdS systems [13]. To
show that the absorption onsets of those systems are not only affected by the molar
ratio of CdS toHgS but also indeed depend on the layer structure, Fig. 8 (right) shows
a comparison of two structures with the same molar ratio but a different layer
structure (CdS/HgS-1112 andCdS/HgS-1211). The structure inwhich theHgSwells
are separated by two monolayers of CdS and with a capping layer of one monolayer
shows an absorption onset at higher energy compared to the systemwith a separation
of one layer of CdS and two capping layers of CdS. In both cases, the agreement with
the calculated transition energy (again given by the vertical bars) is satisfactory.

3. Core shell shell nanocrystals synthesized in high-boiling
organic solvents

3.1 Lattice adapting spacer layers. The first report of a ternary core shell
shell structure was given by Reiss et al. A synthetic procedure yielding CdSe/ZnSe/
ZnS core shell shell particles was presented [21].
Talapin et al. synthesized similar particles in 2004 [22]. CdSe nanocrystals

stabilized with TOP/TOPO (n-trioctylphospine/n-trioctylphosphinoxide) were
coated with a shell of CdS or ZnSe. The second shell is composed of ZnS in both
cases. According to the authors, the main purpose of the outermost ZnS shell is to
avoid charge carrier penetration towards the surface of the particles. ZnS is a good
candidate because of its large band gap (3.7 eV). A problem is the large lattice
mismatch between CdSe and ZnS. This problem shall be overcome by using the
intermediate ZnSe or CdS shell as a �lattice adapter�.
Early reports on simple CdSe/ZnS core shell particles have shown that the

quantum yield of the nanocrystals as a function of the ZnS layer thickness passes
through a maximum at a ZnS layer thickness of approximately two monolayers [2].
One reason given for this behavior is the strain induced in the system by the
mismatching lattices of ZnS and CdSe.
Figure 9 shows the principle structure of the CSS structures (a), as well as the

potential stepping of valence and conduction band edges (b) and the absolute band
gaps of the materials used as a function of the lattice spacing (c and d). It shows, that
not only the band gaps are important but also the lattice spacing of CdS and ZnSe,
which are the materials used as �lattice adapter� layers between those of CdSe and
ZnS.
Figure 10 shows the development of the absorption and emission spectra during

the coating procedure as well as the development of the quantum efficiency as a
function of the shell thickness for different shell compositions. The red shift of the
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Fig. 9. Core shell shell nanocrystal: a schematic outline and b the schematic energy level diagram; c, d
relationship between band gap energy and lattice parameter of bulk wurzite phase CdSe, ZnSe, CdS, and
ZnS [22]. Reproduced with permission from Journal of Physical Chemistry B 2004, 108, 18826.� 2004

Am. Chem. Soc.

Fig. 10. Left: absorptionandPLspectra of (a)CdSecores, (b)CdSe/ZnSecore shell nanocrystals (thickness
of ZnSe shell�2 monolayers), (c, d) CdSe/ZnSe/ZnS nanocrystals with the thickness of the ZnS shell�2
monolayers (c) and�4 monolayers (d). Right: room-temperature PL quantum yields of CdSe, CdSe/ZnSe,
and CdSe/ZnSe/ZnS nanocrystals dissolved in chloroform. For comparison, the dependence of the PL
quantumyieldontheshell thicknessforvarioussamplesofCdSe/ZnSnanocrystals isshown[22].Reproduced

with permission from Journal of Physical Chemistry B 2004, 108, 18826. � 2004 Am. Chem. Soc.
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first absorption signal is remarkably stronger for the ZnSe coating than for the ZnS
coating which is interpreted as a stronger �leakage� of the exciton into the ZnSe shell
compared to the ZnS shell. According to the authors another significant finding is the
fact that the quantum efficiencies of the CSS structures do not drop as strongly for an
increased ZnS layer thickness as for �normal�CdSe/ZnS core shell structures. This is

Fig. 11. Single particle luminescence images of CdSe/ZnS (left column) and CdSe/ZnSe/ZnS (right
column) nanocrystals excited by an intense laser beam (514 nm) in air. The excitation intensity was
chosen high enough to irreversibly bleach both nanocrystal samples on a short time scale. Each image is
averaged over 10 s [22]. Reproduced with permission from Journal of Physical Chemistry B 2004, 108,

18826. � 2004 Am. Chem. Soc.
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attributed to a higher crystallinity as a consequence of stress release of the CSS
structures compared to the CdSe/ZnS structure.
According to the authors another benefit of the CSS structures is their greatly

increased photostability. Figure 11 shows single particle luminescence images of
CdSe/ZnS core shell structures and CdSe/ZnSe/ZnS CSS structures both deposited
on a glass substrate and illuminated with a laser beam under ambient conditions.
After 10min, almost all core shell shell structures are still luminescent, whilemost of
the core shell particles have already extinguished. This is assigned to a higher
stability against photo-oxidation of the CSS structures in comparison with the core
shell particles. Recently, Jun et al. presented a simplified one-step synthesis for
CdSe/CdS/ZnS CSS nanocrystals [23].
Another example for core shell shell structures with a lattice adapting layer was

reported by Xie et al. in 2005 [24]. In principle, the presented structure was a CdSe/
CdS/ZnS CSS structure as presented above. Additionally the authors show the
possibility to include an alloyed layer of Zn0.5Cd0.5S into the structure resulting in
CdSe/CdS/Zn0.5Cd0.5S/ZnS multishell particles. The coating steps were done using
the SILAR technique introduced by Peng et al. [16]. Xie et al. also report very high
quantum efficiencies for the multishell particles. Additionally their results concern-
ing the stability versus photo oxidation show the same trend as in [22].
The TEM pictures presented in [24] (Fig. 12) demonstrate the growth of the

particles and show very nicely that the particles retain a very narrow size distribution
throughout the coating procedure.
Recently, the Banin group gave an example for a core shell shell structure with

InAs and thus a III–V core material [25]. These InAs cores were covered with an
intermediate layer of CdSe and an outermost layer of ZnSe. Similar as in the
literature for the pure II–VI CSS particles, very high emission quantum efficiencies

Fig. 12. TEM images of the plainCdSe cores and core/shell nanocrystals obtained under typical reaction
conditions. a TEM images of CdSe cores (before injection of Cd2þ solution); b (a) plus 2 monolayers
of CdS; c/e (b) plus 3.5 monolayers of Zn0.5Cd0.5S; d/f (c) plus 2 monolayers of ZnS [24]. Reproduced
with permission from Journal of the American Chemical Society 2005, 127, 7480. � 2005 Am.

Chem. Soc.
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Fig. 13. Quantum yields (black dots with full lines) and emission wavelengths (white triangles with
dotted lines) as a function of the shell thickness in monolayers for InAs/CdSe core shell nanocrystals
(top), InAs/ZnSe core shell nanocrystals (middle) and InAs/CdSe/ZnSe CSS nanocrystals (bottom, first
layer is CdSe here, all other layers are ZnSe) [25]. Reproduced with permission from Journal of the

American Chemical Society 2006, 128, 257. � 2006 Am. Chem. Soc.
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(up to 70%) are reported. However, due to the use of InAs as the core material, the
emission wavelength is tuneable throughout the near infrared region of the spectrum
in this case (800–1600 nm). This report shows nicely that the properties of the CSS
nanocrystals can neither be obtained with simple InAs/CdSe nor with InAs/ZnSe
core shell nanocrystals. Figure 13 shows the evolution of the quantum yield as a
function of the coating thickness for InAs/CdSe core shell nanocrystals, InAs/ZnSe
nanocrystals and the CSS system (where the first added layer is a CdSe layer and the
following ones are composed of ZnSe). In the case of the InAs/CdSe system there is a
clear maximum of the quantum yield for one monolayer of CdSe. For the InAs/ZnSe
the quantum efficiencies increase continuously but reach only about 15%. In the CSS
system the quantum efficiencies increase continuously to about 50%.
In summary, the CSS structures with a lattice adapting intermediate layer have

been proven to be excellent systems concerning high luminescence quantum yields
and a high stability versus photo-oxidation.

3.2 Decoupling spacer layers. Another interesting structuredevelopedby the
Peng group is the CdSe/ZnS/CdSe core shell shell system [26]. Since here the ZnS is
the wide band gap material, these are not quantum dot quantum well systems in the
common sense but nevertheless of great fundamental interest. It is the first report of
two distinct emission signals from one nanocrystal where none of the signals is trap
induced. Thus, the embedded ZnS layer seems to be thick enough to completely

Fig. 14. Emission spectra of CdSe/ZnS/CdSe nanocrystals with a ZnS barrier layer of one (top left), two
(top right) and three (bottom left) monolayers. All spectra are shown for the simple CdSe/ZnS core shell
structure and for an outer shell of one, two and three monolayers of CdSe. The shift of the emission
signals is summarized in the lower right figure [26]. Reproduced with permission from Journal of the

American Chemical Society 2005, 127, 10889. � 2005 Am. Chem. Soc.
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decouple the outer shell of CdSe from the inner CdSe core of the particle. Figure 14
shows the evolution of the emission signal in this kind of inversed QDQW. For
particles with a ZnS layer of one monolayer thickness an increase in the outermost
CdSe quantumwell leads to a shift of the emission signal to lower energies but not to
the occurrence of a second emission signal. In contrast, at a ZnS layer thickness of
three monolayers, no shift of the emission signal can be observed. Instead, a second
emission signal occurs at higher energies which shifts to lower energies with
increasing thickness of the outer CdSe well. This behavior is explained as the
phenomenon of �coupled and decoupled quantum systems in one semiconductor
nanocrystal�.
The shift towards lower energies for small ZnS buffer layers can be interpreted as

an interaction between the core and the outer shell which is comparable to the
interaction between the two quantum wells in the above presented �double well
quantumdot structure�. The two distinct emissions occurringwith thick intermediate
ZnS layers are interpreted as a complete electronic decoupling of the outer CdSe
quantum well and the CdSe core. These structures were subject to further spectro-
scopic investigations [27] and are also investigated as a possible sources of white
light emission [28]. However, since the presented measurements are ensemble
measurements it can not doubtlessly be excluded that in some or all cases the single
nanocrystals have only an emitting core or an emitting shell and not both. Only single
particle spectroscopy on these structures could finally answer this question.

4. Conclusions

In this chapter we summarized the progress of the past years in the field of
multishell nanocrystals. Three categories of particles were discussed. The core shell
shell nanocrystals with an intermediate layer which can relax crystal strain. These
structures show extremely high photoluminescence quantum yields and high sta-
bility versus photo-oxidation and therefore are of great interest formany applications
like LEDs and biolabelling. The quantum dot quantum well structures as well as the
�inverse� QDQW structures presented here are of great fundamental interest for
understanding charge carrier dynamics and interactions across extremely thin
semiconductor layers. All three categories will most likely remain a hot research
topic in the next years.
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1. Introduction

Organization of uniform objects into periodic structures can be found in many
natural systems, such as atomic and molecular solids, opals, sponges and bacterial
colonies – self-assembly is the fundamental phenomenon that generates structural
organization on all scales [1]. In this chapter we discuss the structures spontaneously
formed by nanoparticles which attracted significant interest from different branches
of science and technology. The progress in colloidal synthesis of inorganic nano-
materials enabled preparation of different materials (metals, semiconductors,
magnetic and ferroelectric materials) in the form of uniform nanometer-size
crystals with amazing levels of size and shape control [2]. Nowadays colloidal
synthesis allows for creation of nanostructures where composition, size, shape and
connectivity of multiple parts of a multicomponent structure can be tailored in an
independent and predictable manner (Fig. 1). In many nanoscale materials size and
shape control provides additional degrees of freedom for designing physical and
chemical properties. Thus, the effect of quantum confinement allows fine-tuning of
the optical and electronic properties of semiconductor nanoparticles through
varying particle size [3]. Exchange-biased ferromagnetism [4], size-dependent
magnetic and catalytic properties of sub-20 nm particles are all examples of how
material properties can be tailored by size and shape engineering at the nanoscale
[5, 6].
Unique size tunable physical and electronic properties of the individual nano-

particles have prompted some researchers to refer to them as �artificial atoms�.
As the number of nanoparticle systems under strict synthetic control has expanded,
the parallels to the development of a �new periodic table� have been discussed.
Following this analogy, the ability to assemble �artificial atoms� into ordered one-,
two- and three-dimensional structures (superlattices) should lead to creation of novel
class of �artificial solids� with tunable properties determined both by the properties
of individual nanoparticle constituents and the collective physical properties of the
superlattice. In contrast to random mixtures of nanoparticles, the ordered nano-
particle arrays provide precise uniformity of packing and rigorous control of the



interparticle distances. Such structures, too small to be produced by existing litho-
graphic �top down� approaches, can be generated by self-assembly which takes
advantage of natural forces and organizes different pieces into desired architectures.
In other words, novel materials or devices can be built by themselves and scientists
merely have to find means to direct the self-assembly process [1].

2. Self-assembly of monodisperse quasi-spherical nanoparticles

Among the variety of objects that can self-assemble into ordered structures,
uniform spheres are the simplest model system. Ordering of spherical particles has

Fig. 1. Examples of semiconductor and magnetic nanomaterials of different sizes, shapes and
compositions synthesized by colloidal chemistry techniques: a nearly spherical PbS nanocrystals; b
PbSe nanocubes; c heterostructuredCdSe/CdSnanorods;dCoPt3/Au nanodumbbells; e nested iron–iron
oxide nanostructures; fCdSe/CdS nanotetrapods; g hollow iron oxide nanoparticles; hPbSe nanowires; i

PbSe nanorings
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been extensively studied both theoretically and experimentally [7–9]. In the case of
nano- andmicroparticles, themost popular approach to form ordered superstructures
is the dispersing particles in an appropriate carrier solvent followed by gradual
increase of particle concentration by solvent evaporation.Depending on nanoparticle
concentration, solvent, temperature, substrate, etc., different types of nanoparticle
aggregates can be obtained. These can be characterized using optical, transmission
electron (TEM) and scanning electron (SEM) microscopies, small-angle X-ray
scattering (SAXS), X-ray diffraction (XRD) and electron diffraction (ED) tech-
niques. Optical microscopy allows characterization of the shape of nanoparticle
superlattices only, whereas electron microscopy and X-ray diffraction allow for
insight into details of the local structure of nanoparticle assemblies. Both TEM and
SEMprovide real-space two-dimensional projections of superlattice structure. TEM
generally has significantly higher resolution than SEM, however, it can be applied
only to thin (typically sub-100 nm) samples transparent to the electron beam. The
details of three-dimensional arrangements of particles can be reconstructed from a
series of TEM images taken by tilting the sample by different angles. Wewould like
to point the reader to the excellent review by Wang on TEM characterization of
nanoparticle assemblies [10]. SAXS, small-angle XRD and ED techniques are
frequently used to obtain quantitative information about symmetry and lattice
parameters of nanoparticle assemblies [11].

2.1 Particle interactions. The assembly of nanoscale building blocks into
macroscopic structures is driven by the interactions of particles with other particles,
substrate, solvent, etc. Sometimes the driving force can be rather counterintuitive.
Thus, entropy can drive ordering of hard spheres in three dimensions because of the
increased local free space available for each sphere (i.e., its translational entropy) in the
ordered lattice compared to the disordered state [7]. The entropy driven crystallization
well describes self-assembly of micron-size polymer beads which can be modeled by
non-interacting hard spheres. At the same time, metal and semiconductor nanopar-
ticles usually exhibit strong interparticle electrostatic interactions [12, 13]. In addition
to static electric charge, nanocrystals can exhibit large dipole moments and polariz-
abilities [14–16]; large Hamaker constants result in strong van der Waals attraction
[17]. The pair potential for two charged nanocrystals should take into accountmultiple
interactions including sterical and osmotic repulsion, van der Waals attraction,
and electrostatic terms for zeroth and higher order moments of charge distribution
(charge–charge, charge–dipole, dipole–dipole, charge–induced dipole, etc.):

V ¼ Vsteric þ Vosmotic þ VvdW þ VCoulomb þ Vcharge�dipole

þ Vdipole�dipole þ Vcharge�ind:dipole ð1Þ
The Coulomb potential between two nanoparticles with charges ZA and ZB is

VCoulomb � ZAZBe2

4p""0R
ð2Þ

where R is the center-to-center interparticle distance and « is the static dielectric
constant of the surrounding medium.
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The potential energy for charge–dipole, dipole–dipole and charge–induced dipole
interactions between the particles A and B can be calculated as follows:

charge�dipole : Vcharge�dipole ¼ � e

4p""0R2
ðZAmB cos �1 � ZBmA cos �2Þ ð3Þ

dipole�dipole : Vdipole�dipole

¼ �mAmBð2 cos �2 cos �2 � sin �1 sin �2 cosð�2 � �1ÞÞ
4p""0R3

ð4Þ

charge�induced dipole : Vcharge�ind:dipole ¼ � e2

32p2"2"20R
4
ðaAZ

2
B þ aBZ

2
AÞ ð5Þ

wheremA andmB are dipolemoments of particlesAandB, respectively; �1, �2,’1 and
’2 are the angles describing dipole orientations (Fig. 2); aA and aB are polar-
izabilities of particles A and B, respectively.
Dispersive (van derWaals) potential between two nanoparticles of radiiRA andRB

at the distance of closest approach D is

VvdW ¼ � A

12

�
S

D½1þ D=2ðRA þ RBÞ
 þ
1

1þ D=Sþ D2=4RARB

þ 2ln

�
D½1þ D=2ðRA þ RBÞ


R½1þ D=Sþ D2=4RARB

��

ð6Þ

where A is the solvent-retarded Hamaker constant and S¼ 2RARB/(RAþRB) is the
reduced radius.
The short-range repulsion can be estimated as follows [18]:

Vrepulsion � 100Sd2

ðR� 2SÞps2
kT exp

�
� pðR� 2SÞ

d

�
ð7Þ

where d is the apparent thickness of the ligand shell around nanoparticle core, and s
is the diameter of the area occupied by the ligand anchor group on the particle

Fig. 2. Charge–dipole and dipole–dipole nanoparticle interactions. Interaction energy depends on the
orientation of nanoparticle dipoles described by angles �1, �2, ’1 and ’2 in Eqs. (3) and (4)
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surface. More precise descriptions for the short-range nanoparticle repulsion can be
found in [19, 20].
Substitution of the expressions (2)–(6) into (1) allows estimation of the inter-

particle potentials for typical dielectric (semiconducting) andmetallic nanoparticles.
Table 1 provides estimated magnitudes of the interactions between two 3 nm/5 nm
semiconductor nanocrystals with charge Z¼�e, dipole moments m¼ 100D and
polarizabilitiesa/4p«0¼ 30 nm3 (these values are typical for CdSe nanocrystals [14,
15]) and two 3 nm/5 nm metal (e.g., Au) nanoparticles with charge Z¼�e and
polarizabilities a/4p«0¼ 65 nm3 (� nanoparticle volume). One can see that for
semiconductors the energy of charge–dipole, dipole–dipole and charge–induced
dipole interactions can approach � 68%, 23% and 7% of Coulomb energy, respec-
tively, when the particle separation is � 1 nm (the typical thickness of interdigitated
capping ligands). Depending on the orientation of the nanoparticle dipole moments,

Table 1. Magnitudes of interactions between two 3 nm/5 nm semiconductor or metal nanoparticles with
charges Z¼�e and dipoles oriented along the particle–particle axis

Interaction Vsemiconductor–semiconductor (eV) Vmetal–metal (eV)

R¼ 6 nm R¼ 10 nm R¼ 6 nm R¼ 10 nm

Coulomb (� 1/R) 0.12 0.072 0.12 0.072

charge–dipole (� 1/R2) 0.082 0.029 – –

dipole–dipole (� 1/R3) 0.028 5.8	10�3 – –

charge–induced dipole (� 1/R4) 8.4	10�3 1.1	10�3 0.018 2.3	10�3

van der Waals (� 1/R6) 0.016 2.1	10�4 0.097 1.3	10�3

R is the particle center-to-center distance

Fig. 3. Interaction of charged and dipolar nanoparticles with substrate can occur through the image
charges. Reproduced from [23], � 2007, with permission from American Chemical Society

Self-assembly of semiconductor nanocrystals into ordered superstructures 123



these additional terms can double (or cancel) electrostatic interactions between
adjacent nanoparticles. This situation is quite unique. For example, for charged small
molecules the Coulomb interactions dominate over dipolar and dispersive interac-
tions by orders of magnitude [21].
When charged or dipolar nanoparticles are in close proximity with a conducting

wall (e.g., a conducting carbon substrate), free electrons in the substrate screen the
electric field of the charges and dipoles [22],which leads to an additional energy term
due to the Coulombic coupling of all charges and dipoles with their mirror images
(Fig. 3) [23].
In addition to electrostatic interactions, the hard inorganic core of a nanoparticle is

surrounded with a �soft� layer of surfactant molecules. It was shown that surfactants
can influence the assembly of NPs [24]. Thus, Au140(C12H25S)62 clusters capped
with long-chain thiols are predicted to pack into 3D tetragonal superlattice whereas
Au140(C4H9S)62 should form bcc superlattice [24]. Hydrophobic interactions be-
tween the ligands at the surface of CdTe nanocrystals stabilized with 2-(dimethy-
lamino)ethanethiol can lead to spontaneous formation of 2D, free-floating sheets
consisting of individual CdTe nanoparticles, as will be discussed in Sect. 2.3 [25].
The intrinsic complexity of the nanoparticle interactions introduces significant

flexibility and the ability to manipulate the thermodynamics of their self-assembly
by external parameters such as solvent, surfactants, temperature, external electric
and magnetic fields. Proper tailoring of experimental conditions can lead to the
formation of various amazing structures discussed in the following sections of this
chapter.

2.2 Self-assembly of nanoparticles into one-dimensional structures.
Semiconductor nanocrystals with large dipole moments can form chains in a
colloidal solution due to strong dipole–dipole interactions. Nanoparticle chaining
in solution has been recently documented by direct cryo-TEM studies of colloidal
solutions of PbSe nanocrystals [26]. In the chains, the nanoparticles can fuse together
by the mechanism of oriented attachment along identical crystal faces forming
single-crystalline nanowires [27, 28]. The formation of nanowires via self-assembly
of nanoparticles has been studied for several materials [27–29]. Weller and co-
workers reported the formation of ZnO nanorods by oriented attachment of ZnO
nanoparticles along the unique axis of its wurtzite crystal lattice [28]. The suggested
aggregation mechanism is based on the difference in surface structure and reactivity
of the (0 0 2) and (0 0 2) faces of the wurtzite lattice. Tang et al. demonstrated that
wurtzite, CdTe nanowires can be formed from zinc blend, CdTe nanocrystals after
partial removal of the stabilizing agents from the nanocrystals� surfaces [27]. The
cubic, zinc blend, CdTe nanocrystals formed chain like aggregates due to dipole–di-
pole interactions at the early stage of wire formation and then slowly re-crystallized
into hexagonal, wurtzite, CdTe nanowires.
The inherent anisotropy of crystal structure or crystal surface reactivity was

identified in previous studies as the driving force for the one-dimensional growth. In
nanoparticles with wurtzite structure (e.g., CdSe), an electric dipole moment
originates from the noncentrosymmetric atomic lattice and scales with the nano-
particle volume [14, 30]. However, in some nanoparticle systems the chaining of

124 E. V. Shevchenko, D. V. Talapin



nanoparticles into one-dimensional structure may look very counterintuitive. For
example, PbSe nanocrystals have rocksalt type highly symmetric cubic crystal
lattice. To form a 10-mm long nanowire, more than 103 individual nanocrystals must
assemble and attach along one h1 0 0i axis while each PbSe nanocrystal has six
equivalent h1 0 0i facets. Here, the dipolar interactions should be the driving force
directing PbSe nanocrystals to assemble into chains. The origin of the dipoles in
nanoparticles with centrosymmetric atomic unit cell could be explained by asym-
metric lattice truncations [14] or noncentrosymmetric arrangement of Pb- and Se-
terminated {1 1 1} facets [29]. Indeed, the reconstruction of the high-resolutionTEM
images revealed that PbSe nanocrystals are terminated by six {1 0 0} and eight
{1 1 1} facets. The {1 0 0} facets are formed by both Pb and Se atoms while the
{1 1 1} facetsmust be either Se- or Pb-terminated (Fig. 4a–c).Due to the difference in
electronegativities between Pb and Se, {1 1 1} facets are polar and their arrangement
will determine the distribution of electric charge within the PbSe nanocrystal.

Fig. 4. a HRTEM images showing the typical evolution of the PbSe nanocrystal shape upon growth, as
schematically depicted in b. c Atomic reconstruction of a rocksalt PbSe nanocrystal showing the
structural difference between the h1 0 0i and h1 1 1i facets. d Different arrangements of polar h1 1 1i
facets result in various orientations andmagnitudes of the nanocrystal dipole moment. Reproduced from

[29], � 2005, with permission from American Chemical Society
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Depending on themutual arrangement of the h1 1 1i facets, thewhole nanocrystal can
either have central symmetry and thus a zero net dipole moment or it can lack central
symmetry and possess a dipole moment along the h1 0 0i, h1 1 0i, or h1 1 1i axes,
respectively (Fig. 4d). Assuming a random distribution of polar h1 1 1i facets and
cuboctahedral shape PbSe, the majority of PbSe nanocrystals (� 89%) should have
nonzero dipole moments, that drives their oriented attachment.
One-dimensional assembly and oriented attachment of nanoparticle building

blocks allow us to obtain large quantities of high quality, catalyst-free semiconductor
nanowires (Fig. 5). These nanowires can form stable colloidal dispersions and,
therefore, are easy for solution-processing and device integration. Moreover, the
nanowire synthesis through oriented attachment produces nanowires with control of
wire dimensions andmorphology. In addition to straight nanowires, zig-zag, helical,
branched, and tapered nanowires as well as single-crystal nanorings could all be
prepared by the adjustment of the reaction conditions (Fig. 5). Different nanowire
morphologies may be advantageous depending on the potential applications.
Straight nanowires with minimal surface roughness may provide the high carrier
mobilities necessary for high-performance FETs [31]. On the other hand, the
performance of nanowire-based sensors [32, 33] and photovoltaic devices [34]
should improve by increasing the wire surface area, i.e., highly branched nanowires
may best match these applications. The performance of nanowire-based thermo-
electric devices [35, 36] may substantially benefit from the multiple scattering of
acoustic phonons in zig-zag and helical nanowires.

2.3 Self-assembly of nanoparticles into two-dimensional structures.
Inorganic nanoparticles can form various structures upon evaporation of carrier

Fig. 5. PbSe nanowires synthesized by one-dimensional assembly and oriented attachment of nano-
particle building blocks. a Schematic representation of oriented attachment process. b High-resolution
TEM image of �trimer� formed at early stage of the reaction. c High-resolution and d overview TEM
images of straight PbSe nanowires. eTEM images of zig-zag and helical PbSe nanowires. fTEM images

and a corresponding scheme of branched PbSe nanowires
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solvent from a colloidal solution. Depending on nanoparticle concentration, solvent,
temperature, substrate, etc., different types of nanoparticle aggregates can be
obtained. If solvent and substrate show good wetting properties, dilute solutions
of monodisperse nanoparticles can produce long-range ordered two-dimensional
superlattices shown in Fig. 6. Such arrays typically show hexagonal packing
corresponding to maximal packing density of nanoparticles in 2D and the strongest
van der Waals interactions. The spacing between crystallites in the monolayer is
determined by the length of the surfactant molecules and can be adjusted by tailoring
the capping ligands. The interparticle spacing determines degree of electronic or
magnetic coupling between the nanoparticles and plays an important role for design
of nanoparticle-based thin-film materials and devices [5, 37].
Formation of nanoparticle films on a substrate induced by solvent evaporationwas

modeled by Rabani et al. using coarse-grain model of nanoparticle self-assembly
[38]. Irreversible evaporation of solvent was considered as a non-equilibrium
process. Because of non-equilibrium nature of this process, the nanoparticle
assemblies can exhibit complex transitory structures, even when equilibrium
fluctuations aremundane [39]. Depending on coverage andmobility of nanoparticles
different patterns of nanoparticle aggregates were obtained. Disk-like and ribbon-
like morphologies were found to represent different stages of the same growth
mechanism [38] as a result of spatially homogeneous solvent evaporation (Fig. 7).
When evaporation is heterogeneous in space, the dynamic of self-assembly can be
dramatically different and determined by the nucleation and growth of vapor
bubbles. If nanoparticles are sufficiently mobile to track the fronts of growing vapor
nuclei, the aggregate patterns will be shaped by the structural history of the
evaporation. In other words, the distribution of nanoparticle aggregates traces the
intersection lines of the colliding vapor nuclei, leading to the network morphologies
[38, 39]. Even though coarse-grain model does not take into account hydrodynamic
convection flows, film thickness, substrate roughness and non-local interactions, it
successfully explains a variety of experimentally observed patterns [38].
Self-assembly of nanoparticles can occur both on solid substrate and liquid

surface. Reasonably ordered multilayer films of nanoparticles can be deposited by
the different modifications of Langmuir–Blodgett (LB) technique. The LB approach
is based on the formation of a monolayer of charged long-chain molecules at the

Fig. 6. Examples of two-dimensional ordered arrays of semiconductor nanocrystals viewed in TEM
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air–liquid interface. These monolayers can be further used for organization of
charged particles [1]. It was shown that LB technique can be directly utilized to
prepare various phases of organically functionalized nanoparticles by spreading the
colloidal solution across the liquid surface of Langmuir trough. Self-assembly of
nanoparticles into close-packed 2D or 3D arrays was achieved upon different
regimes of film compression [40, 41]. The quality of the Langmuir films is sensitive
to particle size distribution, compression pressure, temperature, etc. The great
advantage of this method is that the film formed at the air–liquid interface can be
further transferred to any substrate. The LB technique was used to deposit mono-
layers of nearly monodisperse nanometer-size CdSe crystallites onto various sub-
strates. Size-selected CdSe nanocrystals capped with tri-octylphosphine oxide
(TOPO) were directly applied onto the water surface of a LB trough and served
as the LB-active species [42]. Absorption and luminescence studies of monolayers
transferred onto glass slides indicate that the monolayers retain the general optical
properties of isolated nanocrystals. Transmission electron micrographs of mono-
layers on amorphous carbon show the formation of two-dimensional hexagonal
close-packed domains. This technique allows us to obtain 2D monolayers of quasi-
spherical particles in a controllable and reproducible way. However, the concentra-
tion of stacking faults and vacancies in films obtained by LB technique is relatively
high [42].
Dynamics of the solvent evaporation is very important and can be varied by

changing the temperature and/or solvent. The efficiently screened particle–particle
attractions in solution become significant as solvent evaporates. As a result large
nanoparticle layers tend to crack upon drying. The appearance of cracks is associated
with increasing of van der Waals attractions that shrink the interparticle distances
[43]. The compositional inhomogeneity of deposited structures negatively affects the

Fig. 7. Self-assembled morphologies resulting from homogeneous evaporation and wetting of nano-
particle domains. The bottom panels demonstrate the coarse-grain model simulations assuming
homogeneous evaporation for coverages of 5% a, 30% b, 40% c and 60% d and top panels show the
experimental results for CdSe nanoparticles with the same coverage. The details of modeling can be

found in [38]. Reproduced from [38], � 2003, with permission from Nature Publishing Group
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performance of the self-assembled device. Experimentally, it is hard to avoid the
cracking of the drying films. The formed cracks can be filled by infiltration of the
deposited nanoparticle structures with extra portion of colloidal solution. However,
the deposited layer has to be protected against the dissolution. Striping of the capping
ligands from the surface of nanoparticles helps to fix nanoparticles at the substrates.
Plasma-, thermo- and chemo-treatments can be used to remove or modify the
capping ligands [37].
Controllable solvent evaporation can lead to formation of more sophisticated

patterns such as nanoparticle rings, dendrites and islands with radial particle size
gradients. Several mechanisms can be responsible for the formation of rings (Fig. 8)
[17, 44]. One of the possible explanations of the appearance of micron wide, uni-
form in size rings consisting of nanoparticles is nucleation and growth of holes in the
solvent films completely wetting the substrate. Hole nucleation in an evaporating
film can be modeled as substrate-mediated boiling and hole formation can be
considered as bubble nucleation in a bulk of superheated liquid with the only
difference that holes in thin films are �open� to the vapor above the film [40]. The
growth of holes pushes the particles and solvent out toward the �bulk� wet film of
colloidal solution. If the nucleation and growth of holes are separated in time, rings
uniform in width will be formed. The force acting on the hole rim increases linearly

Fig. 8. Various rings obtained from diluted suspensions of CdS nanoparticles. Coverage ratio is 0.5.
Reproduced from [44], � 2000, with permission from the American Chemical Society
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with the size of the hole, and the number of particles being swept out by the hole area
increases quadratically [45]. The concentration of nanoparticles inside the ring is
significantly lower as compared to particle concentration outside. In this model the
particle–particle attractions are considered not to exceed thermal energies. As a
result, particles can be moved until the friction arising from their attraction to the
substrate pin the contact line. The resulting hole size depends on particle size and
their concentration [46]. In the case of low concentrations, the contact lines of the
holes will not be pinned before the �percolation� of the growing holes and compact
domains of nanoparticles will be formed. The smaller size of nanoparticles also
favors the growth of compact nanoparticle domains: small particles can more easily
overcome their static friction [45] and as a result, the pinning size of hole becomes
larger than the average distance between holes.
TheMarangoni effect can also lead to ring-like nanoparticle patterns. Evaporation

of a thin film of volatile solvent can create significant temperature variation between
the substrate and the free upper surface leading to the temperature gradient across the
film. The interfacial tension depends on the temperature and, as a result, local �hot�
and �cold� spots generate low and high interfacial areas pulling the solvent from the
warmer to cooler areas. At the same time solventmoves upward to thewarmer places
in order to compensate the concentration perturbation. This generates a convective
flow through the liquid film and leads to the appearance of a network of cells. Inside
those the fluid goes up by the center of the cells and goes down by the walls of
the cells.
Dimensionless parameter determining the threshold of this dynamic solvent

instability is called the Marangoni number (Ma):

Ma ¼ � ds

dT

1

ha
LDT ð8Þ

where s is the surface tension (N/m), h is the dynamic viscosity (kg/(sm)), a is
the thermal diffusivity (m2/s), L is the film thickness and DT is the temperature
difference (�C).
The critical value for the Marangoni number is Ma¼ 80. Below this value

interfacial instabilities do not appear. Above 80 different patterns can be generated,
depending on the system [47]. Increase in temperature and interfacial tension
fluctuations, as well as in the thickness of the liquid film promote the appearance
of interfacial instabilities, while fluctuation enhancement is suppressed by thermal
diffusivity and dynamic viscosity of the liquid. Marangoni effect was found to be
responsible for the formation of ring-like structures and hexagonal networks for a
variety of nanoparticles of different shapes [44] (Fig. 8). Systematic study performed
by Pileni and co-workers [44] demonstrated that ring formation was related on the
evaporation rate of the solvent used to disperse nanoparticles. Replacement of highly
volatile hexane with decane, as well as evaporation of hexane solution under the
�saturated� vapor of hexane, led to the precipitation of random dispersions of
nanoparticles [44].
Dendrites are another interesting example of self-assembled nanoparticle struc-

tures. Dendrite-like structures are generated as a result of the interplay between the
ordering effect of crystallization, the disordering effect of local orientation fluctu-
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ations of the nanoparticles and the freezing of the domain edges after complete
solvent evaporation [48]. Recently, dendrites consisting of CdSe/ZnS nanodots and
nanorods were reported (Fig. 9) [48]. Typically, dendrites formed from nearly
spherical nanoparticles consisted of highly luminescent core with six-to-ten
branches. Self-assembly of nanorods under the same conditions led to the formation
of long, highly asymmetric dendrites with 2–3 branches growing towards the droplet
center. The difference in themorphology of nanodot and nanorod dendrite structures
can be attributed to stronger dipole–dipole interactions between rods and their shape-
related anisotropy [48]. Increase of the particle concentration as well as evaporation
temperature was found to cause gradual decrease of the lateral sizes of dendrites and
an increase of their thickness.
Some size distribution is always present in nanoparticle samples and this could

have a substantial influence on both thermodynamics and kinetics of formation
of nanoparticle superlattices. As an example, pair wise van der Waals attraction in
a sample of polydisperse nanoparticles is strongly dependent on particle size
(Eq. (6)). Attractions between the largest particles are the strongest. As a result
they energetically prefer to be clustered together forming characteristic struc-
tures where the largest particles at the center are surrounded by smaller particles
(Fig. 10a) [17]. This experimental observation has been supported by Monte Carlo
calculations performed for a system of particles with mutual attraction described
by Eq. (6) (Fig. 10b).

Fig. 9. Phase contrast (a, c) and fluorescent (b, d) images of dendrites formed by water-solubilized
CdSe/ZnS quantum rods (a, b) and by quantum dots (c, d) upon their drying-mediated self-assembly
at room temperature at 0.3mg/mL concentration. Reproduced from [48], � 2006, with permission

from Wiley
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Formation of two-dimensional nanoparticle assemblies often occurs at the inter-
faces, liquid–solid, liquid–air or liquid–liquid. The interface typically plays a role of
template directing assembly of nanoparticles in two dimensions. However, Kotov
and co-workers recently reported that CdTe nanoparticles stabilized with 2-(di-
methylamino)ethanethiol can spontaneously form monolayers of two-dimensional
free-floating sheets consisting of individual CdTe nanoparticles in the bulk of
solution (Fig. 11) [25]. This very counterintuitive observation has been explained
by simultaneous effects of electrostatic interactions arising fromboth dipolemoment

Fig. 10. a TEM micrograph revealing the size-dependent phase separation in polydisperse Au
nanocrystals capped with dodecanethiol. b Simulated pattern for a system containing 7A, 21B and
36C Au spheres with radii of 1.0, 0.6 and 0.3, respectively. The energy of the system was minimized via
Monte Carlo simulated annealing routine. The minimum allowable distance between particle cores is

0.5. Reproduced from [17], � 1995, with permission from American Institute of Physics

Fig. 11. a TEM images of free-floating films of CdTe NPs. (Inset) Electron diffraction pattern obtained
from the films. b Tapping-mode AFM and corresponding topography cross sections of the monolayer
films on a silica surface. Inset: large-scale AFM image of the films. The morphology of the films is the
same for hydrophilic and hydrophobic TEM grids, as well as for AFM images obtained on hydrophilic
and hydrophobic Si substrates. cHigh-resolution TEM images of the monolayer films of CdTe NPs. The
inset at top right represents a detailed arrangement of singleNPs obtained byHRTEM.Eachparticle has a
distinct cubic crystal structure identified from the spacing between adjacent crystal planes inside theNPs
equal to 0.38 nm, which corresponds to (111) surfaces of zinc blend CdTe. Inset at bottom left shows
characteristic assembled rings of cubic CdTe NPs with zinc blend cubic crystal structure. Reproduced

from [25], � 2006, with permission from AAAS
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and a small positive particle charge combined with hydrophobic particle–particle
interactions. The positive charge of CdTe particles stabilized with 2-(dimethylami-
no)ethanethiol was estimated to be 1e to 3e. Monte Carlo simulations confirmed the
importance of the �net� charge for the formation of 2D nanoparticle aggregates [25].

2.4 Self-assembly of nanoparticles into three-dimensional superlat-
tices. Nanocrystals can form three-dimensional structures with different degree of
short- and long-range ordering. Individual nanoparticles can be brought together as
freestanding structures or thin films in two forms: (i) amorphous (glassy) and (ii)
crystalline solids. Glassy solids are isotropic materials with only short-range order
and randomly oriented nanoparticles (Fig. 12). Close-packed glassy films usually
form if the nanoparticles are polydisperse or if the rate of destabilization of a
colloidal solution is high (e.g., very fast solvent evaporation) [11]. If colloidal
nanoparticles are poorly soluble in a given solvent due to insufficient sterical
repulsion or the lack of the capping ligands on nanocrystal surface, no long-range
ordered arrays is expected. Also, if repulsive forces dominate particle–particle

Fig. 12. a Low and high (inset) magnification SEMmicrographs of a glassy solid prepared from 5.6 nm
CdSe nanoparticles. b SEM micrograph of the fracture surface from a � 150mm thick glassy solid of
3.8 nmCdSe nanoparticles. TheNCsolidwas imaged by tilting it 45�with respect to the incident electron

beam. Reproduced from [11], � 2002, with permission from Annual Reviews
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interactions and these interactions are weak, there is no sufficient energy driving the
formation of an ordered lattice [11]. As the concentration rises with solvent
evaporation, the viscosity of the dispersion increases until it freezes the local
structure of nanoparticles in the form of glassy-like solid. High-resolution SEM
images (Fig. 12a) demonstrate examples of glassy-like film formed from CdSe
nanoparticles. The nanoparticle glass is a brittle material and can fracture under the
stress (Fig. 12b) [11]. Even though glassy-like structures allow realizing dense
packing of nanoparticles, they are characterized by the absence of compositional
uniformity because of the lack of �global� periodicity in particle distribution. In the
case of periodic structures the positions of particles and, as a result, chemical
composition, are known. This makes periodic nanoparticle structures (e.g., films,
colloidal crystals) more attractive for practical applications and fundamental studies
of their properties.
Generally, both entropy and isotropic attractive van der Waals forces should favor

assembly of spherical particles into the structures with highest packing density such
as face centered cubic (fcc) and hexagonally close-packed (hcp) lattices. In fcc and
hcp lattices hexagonally close-packed layers are shifted with respect to each other in
a way that centers of mass in one layer are above the hole in the layer below. This
gives three different layer positionsmarked asA,B andC.As schematically shown in
Fig. 13, hcp and fcc lattices have characteristic ABAB- and ABCABC-type stacking
of hexagonally packed nanocrystal layers.
In an ensemble of non-interacting hard spheres entropy can be a sole driving force

for the transition from disordered into long-range ordered state. This transition
spontaneously occurs when the volume fraction of monodisperse hard spheres
exceeds a threshold value of 0.494 [7]. Theoretical calculations and simulations
of hard-sphere colloids predict that fcc structure should be slightly more stable
compared to hcp [8, 9]. The free energy difference between these two close-packed
structures with identical packing density (� 0.7405) is very small, � 10�3 kT per
particle. In agreementwith this prediction,monodispersemicron-size latex and silica

Fig. 13. Schematic depiction of nanoparticle packing in different periodic structures
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spheres, whose behavior is similar to hard spheres, exhibit predominantly fcc
superlattices, also known as synthetic opals, whereas the hcp phase does not form
[49, 50]. Kinetic factors associated with solvent flow can also play an important role

Fig. 14. TEM images and ED patterns of different projections of fcc nanoparticle superlattices:
a h1 1 1i-, b h1 0 1i- and h1 0 0i-oriented arrays of 6.4 nm (a) and 4.8 nm (b, c) CdSe nanoparticles,
respectively. The lower insets in a–c show the small-angle ED patterns. The upper inset in a is high-
resolution image of a single 6.4 nm nanoparticle sitting on the top surface of the array with its (1 1 0) axis
parallel to the electron beam and its (0 0 2) axis in the plane of the superlattice. Reproduced from [51],

� 1995, with permission from AAAS

Fig. 15. Nanoparticle superlattices with hcp packing symmetry. a TEM image of [111] projection of a
superlattice self-assembled from CdSe nanocrystals. The numbers highlight nanocrystal layers with
ABAB. . . layer stacking, characteristic to the hcp lattice. b TEM image of an [111] projection of hcp
superlattice self-assembled from CoPt3 nanocrystals. c Scheme showing the difference between [111]
projections of fcc and hcp packing. d Optical micrograph of macroscopic 3D superlattices of CdSe
nanocrystals faceted as hexagonal platelets, typical for hcp lattice. e SEM image of 3D superlattice of
CoPt3 nanocrystals. Reproduced from [23],� 2007, with permission from American Chemical Society
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in determining structure of nanoparticle superlattices, usually favoring the formation
of fcc phase.
Both fcc and hcp structures were found in CdSe nanocrystal superlattices (Figs. 14

and 15) [51]. In real nanoparticle superlattices, the effects associated with the slight
deviation of nanoparticle shape from spherical, the presence of dipole moments or
coupling of higher order multipole moments can influence the relative stabilities of
fcc and hcp phases. As an example, dipolar coupling of nanoparticles in a superlattice
can provide higher stability of hcp structure compared to fcc, due to more favorable
dipolar coupling in the hcp packing, with odd layers sitting on the top of each other.
This explains the experimentally observed formation and stability of hcp nanocrystal
superlattices (Fig. 15) [23]. The calculations for 5.8 nm CdSe nanocrystals with

Fig. 16. shp-Type superlattices of 7.2 nm PbSe nanocrystals. aOverview TEM image showing interface
between superlattice and unstructured phase. b TEM image showing moir�e fringes originating from the
diffraction of electrons on nanocrystals with mutually rotated atomic planes and c corresponding high-
resolution TEM image. d TEM image showing formation of the second layer of PbSe nanoparticles with
AA layer stacking (i.e., directly above the particles from the first layer). Arrows show hexagonally
ordered nanocrystal columns. Reproduced from [23],� 2007,with permission fromAmericanChemical

Society

136 E. V. Shevchenko, D. V. Talapin



dipole moments of 100D predict a small (� 1%) difference between the binding
energies of fcc and hcp lattices of nanoparticles due to dipolar coupling [23]. These
results correlate well with the calculations of theMadelung energies for bulk fcc and
hcp lattices, which predict higher stability of the hcp phase in dipolar spheres with
ferroelectric ordering [23]. The Madelung energy difference between hcp and fcc,
proportional to m2, can overcome the entropic contribution to the free energy, for
5.8 nmnanoparticles the transition from fcc to hcp superlattice is predicted to occur at
m� 50D at room temperature [23].
Both fcc and hcp types of packing are very common for nanoparticles of

semiconducting and magnetic materials, however, ordering of nanoparticle dipole
moments can stabilize superlattices with more open structures. Thus, non-close-
packed structures with simple hexagonal packing (shp) have been observed for lead
chalcogenide nanocrystals [23]. In shp lattice, nanocrystals form layers with
hexagonal ordering, and these layers assemble one-on-one in the vertical direction
(i.e., AAA-type layer stacking) (Fig. 13). It was found that nearly spherical PbSe and
PbS nanocrystals with diameters above � 7 nm often self-assemble into shp-type
superlattices shown in Fig. 16. Instead of growing layer-by-layer, these structures
form abrupt boundaries with the unstructured phase. Diffraction of electrons in a
column of nanocrystals with mutually rotated atomic lattice planes gives rise to
rotational moir�e fringes, seen in Fig. 16b. The PbSe nanocrystal superlattice exhibits
an undistorted hexagonal arrangement of nanocrystal columns, with the angles
between the lattice planes very close to 60� what makes them distinctively different
from [0 1 1] projections of fcc lattice which is always stretched by � 15% in one
direction (Fig. 17). The observation of non-close-packed structures self-assembled
from spherical particles provides additional evidence that real semiconductor
nanocrystals cannot be approximated by hard spheres and possess strong particle–
particle interactions. The formation of shp structure was explained by considering
the interactions between non-local dipoles of individual nanoparticles [23]. In
addition to dipoles, higher order moments of charge distribution can also affect
the binding energy in nanoparticle superlattices. For example, cuboctahedral PbSe
nanocrystals with eight polar h1 1 1i facets can possess high quadrupole and octapole
moments [29] that may stabilize other �open� superlattices (e.g., simple cubic) [23].
Perfection of self-assembled structure strongly depends on the superlattice growth

conditions. Self-assembly requires that the components either equilibrate between
aggregated and non-aggregated states, or adjust their positions relative to each other
in an aggregate [1]. The arriving particles must have enough energy and time to find
equilibrium superlattice sites on the growing structure. This might be achieved by
diffusing on a terrace and along the superlattice step edge. Generally, slow growth is
important to obtain highly ordered structures. If new nanoparticles are arriving too
fast or stick together irreversibly, theywill land on the top of each other and block the
diffusion pathways for each other that will lead to the formation of amorphous solid.
Tailoring the evaporation conditions by changing the temperature and/or composi-
tion of the dispersing media allows us to adjust the destabilization of colloidal
solution. For instance, hexane (95%)/octane (5%) solvent mixture leads to the
formation of glassy-like structures, while more highly boiling octane (95%)/octanol
(5%) media gives long-ranged periodic structures [11]. This approach allows the
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production of three-dimensionalNC superlattices coherent over hundreds ofmicrons
[51]. Faceted colloidal crystals 5–50mm in size made from CdSe nanoparticles are
shown in the opticalmicrograph (Fig. 18). The red color of the triangles in the optical
micrograph is arising from the optical spectrum for the 5.7 nm CdSe nanoparticle
building blocks.
Another approach to create three-dimensional nanoparticle superlattices is con-

trollable oversaturation of a colloidal solution without solvent evaporation. The
nanoparticle self-assembly is induced by slow diffusion of a non-solvent into a
concentrated solution of nanoparticles (Fig. 19) [52]. The difference in the density of
colloidal solution of nanoparticles (e.g., in toluene) and non-solvent (e.g., isopro-
panol ormethanol) provides initial sharp interface between two liquids which slowly
interdiffuse. The rate of mixing of the colloidal solution of nanoparticles with non-
solvent determines the rate of the destabilization of the former, and hence the rate of
the crystallization of nanoparticles. For example, slow diffusion of methanol into
toluene solution of monodisperse CdSe nanoparticles induces the spontaneous
nucleation and growth of 3D supercrystals (Fig. 20). Both irregular-shaped colloidal
crystals with sizes up to 200mm and perfectly faceted hexagonal colloidal crystals
with sizes of about 100mm have been built from monodisperse CdSe nanocrystals,
depending on the conditions of the crystal growth. Irregular shape of colloidal
crystals can be a result of faster destabilization of toluene solution of CdSe
nanoparticles by methanol that leads to faster nucleation of multiple nuclei which

Fig. 17. Modeled a [0 1 1] projection of fcc lattice and b [0 0 1] projection of shp lattice. Right bottom
insets show FFT of these lattice projections with a 2-fold and b 6-fold rotational symmetry. Right top
insets show side view of the superlattices. c TEM image of 7.2 nm PbSe nanocrystal superlattice. The
angle between superlattice planes is 60�, typical for shp lattice. The inset shows small-angle electron
diffraction pattern collected from 6m2 superlattice area. Reproduced from [23],� 2007, with permission

from American Chemical Society
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growand fuse forming large �polycrystalline� crystals consisting of several domains.
Isopropanol is a weaker non-solvent compared to methanol and intermixing of
isopropanol and toluene results in gentler destabilization of nanoparticle solutions
leading to the formation of relatively uniform highly periodic structures [52]. The
method of controllable oversaturation of a colloidal solution has been successfully
used for growing faceted three-dimensional superlattices of different materials:
CdSe [52], FePt [53], CoPt3 [54], PbS [55], and CdSe/ZnS core-shell nanocrystals.
The crystals assembled from semiconductor nanocrystals can have various shapes
corresponding to terminations by different crystallographic planes (Fig. 21) [55].
The ordering of nanocrystals in superstructures is also observed in SAXS patterns

[11] through appearance of sharp reflections in the region of 2Q angles of � 1–15�.
Figure 22a shows SAXS patterns measured on superlattices of CdSe nanocrystals of
different size. SAXS patterns show a set of reflections that are characteristic for a
given symmetry of nanocrystal packing. These reflections can be modeled and
assigned to certain crystallographic directions (Fig. 22). The 2Q positions of small-
angle reflections provide information about lattice constant of superlattice unit cell
that can be used to calculate center-to-center distance between nearest neighbors. If
the size of nanocrystal core is known from independent measurements (e.g., TEM or
absorption data), the difference between center-to-center distance and nanocrystal
diameter gives information about separation of nanocrystals in the superlattice. The

Fig. 18. Optical micrograph of three-dimensional colloidal crystals of 5.7 nm CdSe nanoparticles. The
red color of the triangles is characteristic of the size-dependent absorption for the 5.7 nm CdSe
nanoparticle building blocks. Reproduced from [11], � 2002, with permission from Annual Reviews
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spacing between nanocrystals is determined by the length of the capping ligands and
can be adjusted by changing the capping groups (Fig. 22b). The important advantage
of SAXS over TEM or SEM is that SAXS data are averaged over large number of
nanocrystals, whereas the TEM and SEM data always represent a tiny fraction of
nanocrystals in the sample [56].
Thewide-angle part of X-ray diffraction patterns corresponds to the diffraction of

X-rays on atoms the nanocrystals consist of, and allows the estimation of average size

Fig. 20. Optical micrographs of colloidal crystals of CdSe nanocrystals taken by a digital camera
through the objective of an optical microscope. a Faster nucleation, irregular-shaped crystals. b Slower
nucleation results in perfectly faceted hexagonal platelets. Reproduced from [52], � 2001, with

permission from Wiley

Fig. 19. Controllable oversaturation of a colloidal solution of nanocrystals. Left tube: the non-solvent
(methanol) diffuses into a colloidal solution of CdSe nanocrystals in toluene. Right tube: nanocrystal

superlattices nucleate and grow on walls of the tube
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of crystalline domains within each nanocrystal. Wide-angle XRD of nanoparticles
reveals the internal structure of the average nanocrystal core and permits measure-
ment of nanoparticle size usingDebye–Sherrer approximation [56]. Experimentally,
WAXS patterns not just demonstrate broadening associated with finite particle size
but also provide information about the lattice alignment of individual nanoparticles
within superlattice. The ordering and orientation of the individual nanoparticles in
the superlattice can be evidenced by the dramatic enhancement in the intensity
obtained from certain crystallographic reflections. Thus � 90% of CdSe nanopar-

Fig. 21. SEM and HRSEM images of three-dimensional crystals self-assembled from PbS nanopar-
ticles. The scale bars correspond to 1mm in parts a–d, and f, 20mm for part e, and 100 nm for parts g and
the inset of f. Reproduced from [55], � 2007, with permission from Oldenbourg Wissenschaftsverlag
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ticleswere found to be alignedwith (1 1 0) planes of thewurtzite c-axis in the plane of
the substrate (Fig. 23a). The same information can be obtained from wide-angle
electron diffraction (Fig. 23b). Preferential alignment of lattices of individual
nanoparticles leads to the strong modulation of the diffraction pattern. Preferential
alignment of nanoparticles within superlattice can be associated with the fact that
during the superlattice growth, the individual nanoparticles may align themselves in
order to maximize their attractive interaction (e.g., van der Waals and dipolar) with
the substrate and neighboring nanoparticles [57]. In the case of glassy thin films
wide-angle pattern is represented by continuous rings and consisted with a randomly
oriented ensemble of nanoparticles.
Some size distribution is always present in nanoparticle samples and this could

have a substantial influence on both thermodynamics and kinetics of formation of
nanoparticle superlattices. Experiments on crystallization of latex particles that can
be modeled as hard spheres showed the suppression of crystal formation in
suspensions with polydispersity exceeding 12% [58]. From our experiments on
self-assembly of semiconductor nanoparticles fromnon-polar solventswe found that
particle size distribution is one of the key parameters determining if crystallization

Fig. 22. a SAXS patterns for superlattices prepared from CdSe nanocrystals ranging from 3.5 to 6.4 nm
in diameter. The fcc superlattice reflections are indicated at the top of a. b SAXS patterns of highly
ordered thin films prepared from 3.4 nm CdSe nanocrystals with (e) tricetylphosphate, giving a 1.7 nm
inter particle spacing; with (f) the native tri-octylphosphine chalcogenide, giving a 1.1 nm spacing; and
with (g) tri-butylphosphine oxide, giving a 0.7 nm spacing. Reproduced from [11], � 2002, with

permission from Annual Reviews
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occurs or not. The best particle size distribution achieved for sub-10 nm semicon-
ductor nanoparticles is � 4–6% which is sufficient to obtain periodic superlattices
over tens of microns [11, 51, 52]. Increase in polydispersity up to � 10–12% results

Fig. 23. a WAXS for an oriented periodic and a glassy thin film prepared from 6.4 nm CdSe
nanoparticles assembled in fcc superlattice. b, cWide-angle electron diffraction patterns from a � 2mm
area with fcc and randomly packed nanoparticles, respectively. Reproduced from [11], � 2002, with

permission from Annual Reviews
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in the significant decrease in the size of ordered domains. Monte Carlo simulations
performed for hard spheres revealed that the nucleation barrier is independent of the
polydispersities below 5% [59]. Increase in particle size distribution above 5% leads
to the rapid increase of the nucleation barrier and formation of critical nuclei is
suppressed. Calculations also demonstrated that crystallization is not observed in
hard-sphere suspensions with a polydispersity greater than 12% and under these
conditions the colloidal glass is truly amorphous [59].
Any crystal is characterized by certain concentration of defects, such as vacancies,

interstitials, dislocations, etc. Numerical calculations showed that equilibrium
concentration of interstitials in hard-sphere colloidal crystals is almost undetectable
[60]. It can be associated with highmobility of interstitials. Being trapped during the
crystal growth, interstitials diffuse rapidly to the crystal surface. On the other hand,
the concentration of vacancies was found to be three orders ofmagnitude higher than
the concentration of interstitials [60]. Size distribution can also affect the concen-
tration of stacking faults and point defects. Concentration of interstitials in crystals
grown from polydisperse colloids can be up to six orders of magnitude higher than in
crystals formed from monodisperse colloids [61]. Such a dramatic increase in
interstitial concentration was attributed to the presence of small particles that have
an increasing probability of fitting in a hole of the underlying crystalline lattice.
Calculations demonstrated that the concentration of interstitial depends sensitively
on the tail of the size distribution in the liquid phase [61]. Control over defects in
crystalline nanoparticle superlattice is important for many device applications.
However, to date there is no established techniques for quantitative analysis of
defect concentrations in nanoparticle superstructures.

3. Self-assembly of anisotropic nanoparticles

The recent progress in colloidal synthesis of inorganic nanomaterials established
robust techniques for tailoring not only the size but also the shape of semiconductor
nanocrystals. For example, the shape of CdSe nanocrystals can be tuned from nearly
spherical to rod-, disk-, arrow-, rise-, teardrop- and tetrapod-like [62, 63]. PbSe
nanocrystals can be synthesized in form of spherical particles as well as cubes and
octahedrons [29]. These shape-controlled nanocrystals attract great interest because
they cannot be treated as purely �zero-dimensional� quantum dots [64]. Thus, CdSe
nanorods can have the aspect ratio up to �30 and exhibit the properties being
intermediate to that of 0D and 1D objects [65]. Highly anisotropic inorganic
semiconductor nanostructures are perspective candidates for photovoltaic applica-
tions because they can exhibit benefits of quantum-confined systems without
compromising facile charge separation and transport. The photogenerated charges
can immediately be harvested and transported within the 1D unit. Semiconductor
nanorods have tunable linearly polarized photoluminescence and anisotropic non-
linear optical properties that opens up the possibility of using them in electro optical
devices such as flat panel displays, polarized light-emitting devices, etc. Tuned
aspect ratios (length/diameter), replaceable surface capping molecules and diversity
in composition of semiconductor nanorods make them an ideal system to study the
fundamental aspects of self-assembly of anisotropic particles.
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This section is primarily focused on self-assembly of nanorods into periodic
structures which are of interest for many technologically important applications
[66]. The phase behavior of rods was extensively studied both experimentally and
theoretically. Onsager�s theory as well as extensive computer simulations [67–69]
predict formation of a series of orientationally and/or positionally ordered phases
upon assembly of anisotropic particles. The most of theoretical models and numer-
ical calculations consider rods as non-interacting hard spherocylinders. It is known
that a collection of rods can exist in at least four stable phases: isotropic fluid, nematic
liquid crystals, crystalline solid and a smectic (mainly A) phase [70] (Fig. 24).
Isotropic crystals are represented by randomly oriented rods with no orientational
and positional order. There is a large variety of different types and degrees of
positional and orientational ordering. Themost common are nematic, smectic-A, and
smectic-C phases. Nematic liquid crystal is the simplest liquid crystalline phase
characterized by lower degree of orientational order than smectic phase and it also
has no positional order. In smectic phases the rods form defined layers being
positionally ordered along one direction. The rods are typically oriented either
normally to the layers (smectic-Aphase) or tilted to the same angle (smectic-Cphase,
Fig. 24). In crystalline structures the rods show both positional and orientational
ordering. Typically, in crystalline phase the rods have the same arrangement as
spherical particles packed into the simple hexagonal lattice discussed in the previous
section: the rods in each hexagonally close-packed layer are located directly above
and below the rods from adjacent top and bottom layers (Fig. 24).
Self-assembly of rods is less entropically favorable compared to spherical

particles because it requires both positional and orientational ordering of individual
rods. Recent computer simulations predict stunted crystal growth in ensembles of
hard spherocylinders because of kinetic �self-poisoning� of lamellar crystal nuclei
[71]. Simulations predict that single-layered lamellar crystallite forms at the early
nucleation stage. However, the top and bottom surfaces of this crystallite prefer to be
covered with rods that align parallel to the surface. The preference of rods to lie flat
on the lamella surface facilitates lateral growth of the layer, however, itmakes growth
of the top/bottom surface difficult. Numerical study demonstrates that the rods have
to overcome a barrier of � 1.5 kT per particle to stand up on the surface and align

Fig. 24. Typical assemblies of rod-like particles with different degrees of ordering
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with the director while the lateral growth of nanorod layer is easy [71]. Real semi-
conductor nanorods have strong longitudinal dipole moments [15]. Pairing of the
dipole moments can significantly contribute to thermodynamics and kinetics of self-
assembly process. Monte Carlo simulations for hard spherocylinders demonstrate
that longitudinal dipoles can stabilize the layered smectic phases due to antiparallel
side-by-side dipole pairing within a layer and between the adjacent layers [72].
At low concentrations, colloidal solution of CdSe nanorods is isotropic and shows

polarization independent extinction, no birefringent patterns are observed. Evapo-
ration of solvent (e.g., cyclohexane) causes gradual increase of the nanorod con-
centration and at certain point birefringent liquid crystalline phase appears. Figure 25
demonstrates two stages following the evaporation of cyclohexane from a solution of
CdSe nanorods with a length of 40 nm and a width of 4 nm. First, the isotropic phase
undergoes a phase transition breaking intomultiple droplets. The intense red color of
these droplets, called tactoids, indicates the high concentration of CdSe nanorods in
the droplets. The droplets are birefringent – the anisotropic refractive index of the
liquid crystalline phase alters the polarization of transmitted light, leading to light
and dark patterns on the micron scale viewed in optical microscope at crossed
polarization [73]. The variations in the intensity of the transmitted light through the

Fig. 25. Opticalmicrographs obtained for CdSe nanorodswith the length of 40 nm and thewidth of 4 nm
dispersed in cyclohexane at different stages of solvent evaporation: a phase-separated droplets of
concentrated CdSe nanorods in cyclohexane and b Schlieren texture. The images were obtained by
illumination with linearly polarized white light and detected at crossed polarization. The red color is due
to strong band edge absorption of the CdSe nanorods. The scale bars are 20mm. Reproduced from [73],

� 2002, with permission from American Chemical Society
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droplets indicate alignment of the rods within each droplet. The patterns are
generally dipolar (Fig. 25a). At later stage of solvent evaporation so-called Schlieren
structures characteristic to nematic phase form. Dark thread-like brushes are
observed sticking out from some singular points. The singular points (disclinations)
have been identified as the positionswhere the alignment direction of the nanorods is
not well defined. The dark brushes are due to the particles with alignment parallel to
either of the polarizers. When the sample is rotated, these singular points remain
fixed but the dark brushes move around them. When one end of the capillary tube is
lifted, the patterns flow and deform easily, suggesting the fluidity of the birefringent
phase [73].
Fast evaporation of concentrated toluene solutions of monodisperse CdSe nanor-

ods leads to the formation of solids with nematic order (Fig. 26a) [74]. However, if a
high boiling solvent such as butyl ether is added to the concentrated nanorod solution
followed bydrying at 40–60�Cunder reduced pressure, long tracks ofCdSe nanorods
would be stacked side by side. At higher concentrations, these tracks align parallel to
each other, resulting in smectic-A ordered superstructures (Fig. 26b). Experimen-
tally, nanorods with high aspect ratios were found to be more difficult to self-
assemble into structures with orientational and/or positional order [75].
Slow destabilization of toluene solution of CdSe nanorods by the diffusion of a

non-solvent (e.g., ethanol, isopropanol, etc.) allows us to obtain � 10–50mm large
droplet-like aggregates (Fig. 27a, b). Sonication in ethanol breaks the droplet-like
aggregates into sheets (Fig. 27c). HRSEM investigation revealed that these sheets
consist of CdSe nanorods packed into long-range ordered crystalline phase
(Fig. 27d). The nanorod aggregates shown in Fig. 27a and b exhibit characteristic
birefringence, called Maltese crosses (Fig. 28a–c). The simultaneous appearance of
Maltese crosses and concentric rings can be explained if the layer-by-layer growth
results in a texturewhere smectically ordered layers are separated by ledges as shown
in Fig. 28f. Invicinity of the ledges, nanorods are tiltedwith respect to layer planes as
shown in Fig. 28f and rotate polarization of incident light [74]. The glassy films of
CdSe nanorods prepared by fast deposition from a hexane solution exhibit neither
Maltese crosses nor concentric rings (Fig. 28d, e). Similar polarized optical micro-
graphs are observed for spherulite textures. Growth of a spherulite originates from a

Fig. 26. Assemblies with (a) nematic and (b) smectic ordering of 22 nm	3.5 nm CdSe nanorods
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single nucleus (lamellae) followed by uniform growth in three dimensions to form
ball-like structures [76]. In the case of a liquid crystal with spherulitic texture, the
director rotates around the center of spherulite resulting in a cross-like extinction
�Maltese cross�, which occurs along the polarization axes of the polarizers.
Spherulites of polyethylene and some other polymers exhibit similar concentric
extinction rings (radial banding) usually assigned to lamellar twisting along the
radial direction during crystal growth [77].
Another interesting example of nanorod assemblies is based on highly lumines-

cent CdSe/CdS heterostructured nanorods [74, 75, 78]. Self-assembled CdSe/CdS
nanorod solids (Fig. 29) exhibit strong, stable PL under UV excitation. CdSe/CdS
heterostructures are known to be very efficient harvesters of short wavelength light
because the CdS part provides large extinction below 500 nm [78]. The photo-
generated carriers in the CdS rod are efficiently captured in the CdSe core within
� 5 ps. The CdSe/CdS heterostructure nanorods emit in the spectral region where
only the CdSe core can reabsorb the emitted light [79]. The extinction coefficients in
this spectral region are relatively small. This means that reabsorption in CdSe/CdS
heterostructure nanorod solids is considerably smaller than reabsorption in CdSe or
any other single-phase nanorod solids. This makes CdSe/CdS nanorods particularly
interesting for solid-state luminescence applications such as phosphors, light-emit-
ting diodes and lasers, as well as for detectors and for light harvesting applications.
CdSe/CdS nanorods deposited from concentrated toluene solutions preferentially
self-assemble into smectic-A and highly periodic hexagonally packed layers
(Fig. 29). These layers are oriented perpendicular to the substrate and typically
grow laterally rather than in third dimension. CdSe/CdS nanorods can form aligned

Fig. 27. aOptical micrograph of self-assembled aggregates consisting of 18 nm	3 nmCdSe nanorods.
b SEM image of an assembly of 22 nm	3.5 nmCdSe nanorods. c Sonication of the nanorod assemblies
results in their cleavage in several flat sheets. dHigh-resolution SEM image showing internal packing of
CdSe nanorods inside the sheets. Vertical columns of nanorods at the edge of the superlattice show
ordering in longitudinal direction. Inset: FFT from selected area of top surface of the nanorod sheet
shown in frame d demonstrates hexagonal ordering of the nanorods within the layers. On the left, part of
the image the ITO substrate can be seen. Reproduced from [74],� 2004,with permission fromAmerican

Chemical Society

148 E. V. Shevchenko, D. V. Talapin



Fig. 28. aOptical micrograph of assemblies of 22 nm	3.5 nmCdSe nanorods viewed between crossed
polarizers. Optical micrographs of self-assembled nanorods observed without (b) and with (c) crossed
polarizers at higher magnification. Optical micrographs of a glassy film of CdSe nanorods observed
without (d) and with (e) crossed polarizers. f Scheme showing a possible packing of nanorods in the
assemblies that is consistent with simultaneous appearance of Maltese crosses and concentric rings.

Reproduced from [74], � 2006, with permission from American Chemical Society
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structures floating at the surface of water. Regular patters of vertically stacked
nanorods were obtained by evaporating concentrated toluene solution of CdSe/CdS
nanorods at the surface of water [75]. The nanorods form hexagonally close-packed
monolayers. The AAA stacking of monolayers results in the growth of crystalline
phase with high positional and orientational order [75].
Evaporation of nanorod solutions in the presence of external electric field

facilitates alignment of individual nanorods and is favorable for the formation of
nanorod superlattices [75, 80]. The electric field interacts with nanorod dipole
moments, providing high orientational order in the final structures. For example,

Fig. 29. Self-assembly of 24 nm	5.2 nm CdSe/CdS nanorods. a TEM image of a superstructure with
smectic-A ordering. b TEM image of a superlattice with simple hexagonal packing of nanorods
assembled perpendicular to the substrate. Inset shows electron diffraction from a superlattice domain.
c HRSEM image of CdSe/CdS nanorods assembled perpendicular to the substrate (silicon wafer). Inset
shows layer-by-layer growth of a nanorods superlattice. Reproduced from [78],� 2007, with permission

from American Chemical Society
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evaporation of toluene solution of 30 nm	5 nm CdS nanorods in electric field (1V/
mm) leads to close-packed structures where all nanorods align along the field [80].
DC electric field was also used to align CdSe/CdS nanorods. The use of high
concentrations of CdSe/CdS nanorods allowed us to grow large unidirectionally
aligned superstructures with nematic and smectic ordering (Fig. 30).
The recent progress in synthesis of nanostructures with complex morphologies

such as, e.g., CdTe and CdSe/CdS nanotetrapods [78, 81] with well-controlled
nanoscale dimensions opens up the possibility of new kinds of self-assembled

Fig. 30. Lateral alignment of nanorods with electric fields. a–c SEM images showing aligned arrays of
nanorods with an aspect ratio of 10. The red arrow indicates the direction of the electric field that was
applied during the evaporation of the nanorod solution, and the red square marks the region that is
displayed in a. b Micrometer size area where the individual rods can be resolved. Some rods are
highlighted in red as a guide to the eye. cZoom that displays an area of nanorods assembled in ribbon-like

structures. Reproduced from [75], � 2007, with permission from American Chemical Society
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structures. For example, according to theoretical predictions tetrapods with identical
arms can assemble into cubatic phase if no kinetic arrest occurs [82]. Cubatic phase
is a special case of the biaxial nematic phase with two mutually perpendicular
preferred axes.

4. Multicomponent nanoparticle assemblies

The ability to mix and match different nanoparticles and assemble them system-
atically into ordered binary superlattices, with precisely controlled stoichiometry
and symmetry, extends the analogy to multifunctional nanocomposites constituting
�nanoparticle compounds�. Binary nanocrystal superlattices (BNSLs) raise the
possibility of combining the properties of individual components with new proper-
ties that arise from the interactions between the nanocrystals. Binary mixtures
naturally provide a much richer class of compositions and structures as compared to
the monodisperse nanoparticles. When two types of particles cocrystallize, their
individual assembly tendencies must adjust themselves to space constrains. They
must meet, as well as possible, the requirement of certain geometrical principles.
Many theoretical studies have been focused on predicting the probability of the
formation of various ordered binary structures and comparison of their stability
[83–86]. In the simplest approach, the formation of a binary assembly of hard spheres
is expected only if its packing density exceeds the packing density of single-
component crystals in fcc or in hcp structure (� 0.7405) [86]. This mechanistic
space-filling principle formulated by Murray and Sanders is still very useful and
allows us to predict the behavior of hard non-interacting particles in binarymixtures.
The particle size ratio (g¼Rsmall/Rlarge) and relative concentrations are considered
as the factors determining structure of binary assemblies. In the case of hard spheres,
a binary superlattice can formonly if its entropy is higher than the sumof entropies of
separated fcc-packed small and large spheres. Taking into account geometrical
considerations, we can expect the formation of superlattices isostructural with NaCl,
NaZn13, and AlB2. Detailed computer simulations show that the formation of NaCl-,
AlB2-, and NaZn13-type structures of hard spheres can be driven by entropy alone
without any specific energetic interactions between the particles [83, 84, 87]. Indeed,
NaZn13- andAlB2-type assemblies of silica particles were found in natural Brazilian
opals [87] and could be grown from latex spheres [88, 89]. At the same time, the
lattices of hard spheres with CsCl, zinc blend, wurtzite structures, as well as any
lattices with AB3, AB4, and AB5 stoichiometries were predicted to be unstable for
any particle size ratio. Table 2 summarizes the predicted ranges of stability for
different hard-sphere binary superlattices. One can see that stable binary lattices
usually have the packing density exceeding the packing density of fcc and hcp lattices
(� 0.7405). This is in agreementwith a simple scheme: the higher packing density is,
the larger is the excluded volume and, in turn, the higher entropy of the system can be
achieved during crystallization of the superlattice [87]. However, the intrinsic
entropy of binary superlattice also affects its stability. For example, the maximum
packing density of NaZn13-type superlattice is slightly below 0.74, whereas the
detailed entropy calculations predict stability of this structure in a rather broad range
of g (Table 2) [90].
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In contrast to these predictions, an amazing variety of BNSLs can self-assemble
from colloidal solutions of nearly spherical nanoparticles of different materials
(Fig. 31). Coherently packed domains extend up to 10mm in lateral dimensions and
can display well defined facets. In many cases several BNSL structures form
simultaneously on the same substrate and under identical experimental conditions
[12, 91]. The same nanoparticle mixture can assemble into BNSLs with very
different stoichiometry and packing symmetry. Figure 32 shows 11 different BNSL
structures prepared from the same batches of 6.2 nm PbSe and 3.0 nm Pd nano-
particles. In general, BNSLs tolerate much broader g ranges than hard spheres. For
example, Fig. 33 showsAlB2-typeBNSLs assembled fromdifferent combinations of
PbSe, PbS, Au, Ag, Pd, Fe2O3, CoPt3 and Bi nanoparticles in a broad g-range. We
also observed BNSLs structures that we could not assign to certain intermetallic
compounds. Two of these structures are shown in Fig. 32. The observed structural
diversity of BNSLs defies traditional expectations, and shows the great potential of
modular self-assembly at the nanoscale. The formation of binary structures with
packing density significantly lower than the density of single-phase fcc packing
(0.7405) rules out entropy as the main driving force for nanoparticle ordering.
Experimentally, � 5–8%distribution in nanoparticle size of individual nanoparticles
was sufficient to grow binary superlattices with dimensions of several microns.
Notably smaller fragments (� 400 nm2) of binary superlattices can be obtained from
solutions of nanoparticles with polydispersity of � 10–12% SD. However, suppres-
sion of crystallization frommixtures containing particleswith broad size distribution
(514% SD) was observed.
Three-dimensional descriptions of the superlattices can be developed by survey-

ing large regions of the samples, to categorize all the crystal orientations, and
recording a series of 2D projections down the major symmetry axes. Tilting of the
samples allows observation of additional orientations not expressed in the plan view

Table 2. Maximum packing density and range of stability calculated for binary lattices of non-
interacting hard spheres. Reproduced from [12], � 2006, with permission from American Chemical
Society

Stoichiometry Type of structure Maximum packing

density (g)

Range of stability References

AB NaCl 0.793 (0.414) Below 0.458 [26]

0.24g40.42 [24]

NiAs 0.793 (� 0.4) � 0.4 [57]

CsCl 0.729, unstable 0.732 [58]

AB2 AlB2 0.778 (0.58) 0.4824g40.624 [26]

0.424g40.59 [24]

Laves phases – hexagonal:

MgZn2, MgNi2: cubic MgCu2

0.71 (0.813), unstable 0.6064g40.952 [26]

CaF2 0.757, unstable 0.225 [24]

A NaZn13 (ico-AB13) 0.738 (0.58) 0.544g40.61 [24]

0.4744g40.626 [22, 23]

B ico-AB13, with some size

distribution for B spheres

Above 0.755 0.5374g40.583 [26]

cub-AB13 0.700 (0.565) Unstable [26]
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Fig. 31. TEM images of the characteristic projections of the binary superlattices, self-assembled from
different nanoparticles, and modeled unit cells (insets) of the corresponding three-dimensional structures.
The superlattices are assembled from a 13.4 nm g-Fe2O3 and 5.0 nmAu; b 7.6 nm PbSe and 5.0 nmAu; c
6.2 nm PbSe and 3.0 nm Pd; d 6.7 nm PbS and 3.0 nm Pd; e 6.2 nm PbSe and 3.0 nm Pd; f 5.8 nm PbSe and
3.0 nm Pd; g 7.2 nm PbSe and 4.2 nm Ag; h 6.2 nm PbSe and 3.0 nm Pd; i 7.2 nm PbSe and 5.0 nm Au; j
13.4 nmg-Fe2O3 and 5.0 nmAu;k 7.2 nmPbSe and 4.2 nmAg; l 6.2 nmPbSe and 3.0 nmPdnanoparticles.
Scale bars: a–c, e, f, and i–l, 20 nm; d, g, and h, 10 nm. The lattice projection is labeled in each panel above

the scale bar. Reproduced from [91], � 2006, with permission from Nature Publishing Group
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images of the films. In many cases the analysis of series of these 2D lattice
projections resulted in a single-crystal structure. To assign the observed structures
to crystallographic space groupswe built 3D latticemodels for the 180most common

Fig. 32. TEM images of different binary superlattices self-assembled from the same batches of 6.2 nm
PbSe and 3.0 nm Pd nanoparticles. Reproduced from [91], � 2006, with permission from Nature

Publishing Group
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space groups using Accelrys MS Modeling 3.1 software. The TEM images were
comparedwith simulated projections tomatch the symmetry of the superlattices.We
also performed a comparison of experimental small-angle electron diffraction
patterns taken over larger areas, and the 2D Fourier transformation power spectra
of real-space TEM images and the FFT power spectra of the simulated projections to
assure consistency.

Fig. 33. a–h TEMmicrographs of (0 0 1) planes of binary superlattices isostructural with AlB2. Top left
insets in a–c, e and f show the arrangement of NPs in AlB2-type superlattices at higher magnification.
Bottom right insets show small-angle ED patterns measured along the (0 0 1) projection. i A unit cell of
AlB2 lattice. j Depiction of the (0 0 1) plane. k Depiction of minimum number of nanoparticle layers
along the (0 0 1) direction necessary to reproduce the observed experimental patterns. The ratio of
particle radii (g) for the reported AlB2-type binary superlattices varied from 0.43 to 0.79. The g-range of
stability for AlB2-type packing of hard spheres is shown in Table 2. Reproduced from [91],� 2006, with

permission from the American Chemical Society

156 E. V. Shevchenko, D. V. Talapin



Theoretical predictions developed for hard spheres fail in the case of real
nanoparticles because they cannot be approximated by non-interacting spheres.
The combination of space-filling principle and soft (Coulomb) interparticle
interactions can generate a rather complex phase diagram, as it has been recently
demonstrated for binary superlattices of charged PMMA beads [92]. Crystalline
nanoparticles cannot be considered as non-interacting because they undergo
strong attractive van der Waals and repulsive sterical interactions [12]. However
van der Waals, sterical or dipolar interparticle interactions are not sufficient
to explain why these low-density BNSLs form, instead of their constituents
separating into single-component superlattices. It was found that opposite
electrical charges on nanoparticles can impart a specific affinity of one type
of particle (e.g., dodecanethiol-capped Au, Ag, Pd) for another (e.g., PbSe, PbS,
Fe2O3, CoPt3 capped with long-chain carboxylic acids). If nanoparticles are
oppositely charged, the Coulomb potential stabilizes the BNSL while destabi-
lizing the single-component superlattices. The electrical charges can exist on
sterically stabilized nanoparticles even in non-polar solvents [13]. Figure 34
shows the distribution of electrophoretic mobilities within a colloidal solution of
PbSe and Au nanoparticles. The electrical charge (Z, in units of e) of a spherical

Fig. 34. Electrophoretic mobility of PbSe and Au nanocrystals in chloroform. a–d Distribution of
electrophoretic mobility for 7.2 nm PbSe nanocrystals. a PbSe nanocrystals washed to remove excess of
capping ligands. The grey bars showmobilities predicted for nanocrystals with charges of�1, 0, 1 and 2
(in units of e). b–d Electrophoretic mobility of PbSe nanocrystals in the presence of b 0.02M oleic acid,
c 0.06M oleic acid and d 0.05M tri-n-octylphosphine oxide. e, f Comparison of electrophoretic
mobilities of 7.2 nm PbSe and 4.8 nmAu nanocrystals in the presence of e 0.02Moleic acid and f 0.05M
tri-n-octylphosphine oxide. a.u., arbitrary units. Reproduced from [91], � 2006, with permission from

Nature Publishing Group
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particle in a low-dielectric solvent can be calculated from the electrophoretic
mobility (me) expressed as

me ¼
Ze

3pha
ð9Þ

where h is the viscosity of the solvent and a is the hydrodynamic diameter of a
particle [93]. With a¼ 10 nm, we obtain me � 0.27	10�4 Z cm2V�1 s�1. These
calculated values agreewell with the peaks in the experimental mobility distribution
for 7.2 nm diameter PbSe nanocrystals in chloroform shown in Fig. 34a. Due to the
organic coating (oleic acid) the effective hydrodynamic radius of PbSe nanocrystals
extends beyond the crystalline core by 1–2 nm, depending on the density of surface
coverage. This observation indicates the presence of particles with charges �e, 0, e
and 2e in a colloidal solution of monodisperse PbSe nanocrystals. The charges on
PbSe nanocrystals can be altered by adding surfactant molecules like carboxylic
acids and tri-alkylphosphine oxide. Addition of oleic acid increases the population of
positively charged PbSe nanocrystals at the expense of the negatively charged and
neutral nanocrystals. Depending on the amount of acid added, the majority of
nanocrystals can be adjusted to have either one or two positive charges (Fig. 34b, c).
Addition of oleic acid increases viscosity of solution, causing the peaks to shift
towards lower mobility (compare Fig. 34a–c). The addition of TOPO increases the
population of negatively charged PbSe nanocrystals and reduces the concentration of
positively charged nanocrystals (Fig. 34d). Surveys of many samples revealed that
the additives reliably shifted the distribution of charge states; however, the initial
proportion of particles in each charge state was dependent on the sample processing
[91]. After addition of oleic acid, the most Au nanoparticles become negatively
charged (Fig. 34e), whereas the addition of TOPO neutralizes Au nanoparticles
(Fig. 34f). The charges onPbSe andAunanoparticles could originate fromdeviations
in nanocrystal stoichiometry and adsorption/desorption of charged capping ligands.
In the presence of oleic acid, PbSe and Au nanoparticles are oppositely charged
(Fig. 34e). The Coulomb potential between two oppositely charged nanoparticles
(Z¼�1) separated by 10 nm of a solvent like chloroform is comparable with kT
at room temperature, and solutions of mixed PbSe and metal nanoparticles retain
stability for several weeks. The relatively small interparticle potential favors
annealing of the BNSLs as they grow. For a NaCl-type BNSLwith Zþ ¼ 1, Z�¼�1
and the nearest-neighbor distance R0¼ 11.5 nm (Fig. 31c), the Coulomb binding
energy per unit cell is estimated to be

UCoul � �MZþZ�e2

4p"0R0
� �0:2 eV ð10Þ

(or ��8kT at the superlattice growth temperature, 50�C), whereM¼ 1.7476 is the
Madelung constant. The contribution from the Coulomb binding energy is compa-
rable to thevan derWaals attractive energy expected in aNaCl-typeBNSL [22]. In an
ABx BNSL where A and B hold opposite charges, the Coulomb potential per ABx

�molecule� isUCoul��aþb (xZ�þZþ )
2N2/3 wherea andb are positive constants

and N is the number of assembled nanoparticles [91]. Coulomb energy determines
the stoichiometry of the growing BNSL. An extended three-dimensional BNSL can
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form only if the positive and negative charges compensate each other. If during
growth the BNSL accumulates non-compensated charge, eventually UCoul changes
sign from negative to positive and the growth is self-limiting. The superlattice
nucleation stage should be less sensitive to the Coulomb interactions. Indeed, many
small domains with different BNSL structure can simultaneously nucleate on the
same substrate, but their size does not exceed � 102 nanoparticles [12]. Only one or
two structures grow to larger length scales (� 106 to 108 particles). BNSLs with
many particles per unit cell (e.g., AB4, AB5, AB6, AB13) might form when both
negatively charged and neutral Au nanoparticles are incorporated into the structure.
The presence of differently charged nanoparticles in the colloidal solutions (Fig. 34a)
could also contribute to the simultaneous formation of different BNSLs.
Tuning the charge state of the nanoparticles allows us to direct the self-assembly

process. Reproducible switching between different BNSL structures has been
achieved by adding small amounts of carboxylic acids, TOPO or dodecylamine to
colloidal solutions of PbSe (PbS, Fe2O3, etc.) and metal (Au, Ag, Pd) nanocrystals.
Figure 35 demonstrates how these additives direct the formation of specific BNSL
structures. Combining native solutions of 6.2 nm PbSe and 3.0 nm Pd nanoparticles
(particle concentration ratio: � 1:5) results in the formation of several BNSL
structures with MgZn2 and cub-AB13 dominating. However, the same nanoparticles
assemble into orthorhombic AB- and AlB2-type superlattices after adding oleic acid
(Fig. 35a) and intoNaZn13 orcub-AB13 BNSLs after the addition of dodecylamine or
TOPO, respectively (Fig. 35b). In theAB13-typeBNSLmetal particles assemble into
icosahedral (NaZn13) or cuboctahedral (cub-AB13) clusters, with each large PbSe
particle surrounded by 24 metal spheres at the vertices of a snub cube [9]. In the
presence of TOPO the metal nanoparticles are neutral (Fig. 34f), favoring formation
of the Pd13 (Au13, Ag13) clusters. The clusters of metal nanoparticles in turn provide
screening of the charges on PbSe nanocrystals in the AB13-type BNSL.
Surveys ofmany samples show that the addition of a carboxylic acid to solutions of

PbSe–Pd, PbSe–Au, PbSe–Ag and PbSe–Fe2O3 nanocrystals results in either AB or
AB2 superlattices (Fig. 35c, e), while the addition of TOPO to mixtures of the same
nanoparticles favors growth of AB13 (if g40.65) or AB5 (if g50.65) BNSLs
(Fig. 35d, f). Thus the space-filling principles and particle charging work in
combination to determine the structure. Adjusting the relative concentration of A
and B particles can be used as an additional tool with which to control the BNSL
structure. For example, in presence of TOPOAB4 or AB5 BNSLs can formwhen the
A:B ratio is � 1:1while exclusivelyAB13 forms in the presence of excessBparticles.
BNSLs can exhibit various effects of preferential nanoparticle orientation. Pre-

ferred orientation of the atomic lattices of individual nanocrystals packed into a
superlattice can be studied by wide-angle selected area electron diffraction (SAED).
Randomly oriented nanocrystals result in uniform diffraction rings in wide-angle
SAED patterns as shown in Fig. 36a for a superlattice of 13.4 nm Fe2O3 nanopar-
ticles. In contrast, the wide-angle X-ray scattering from Fe2O3 nanoparticles packed
into theNaCl-type BNSLwith 5.5 nmAu nanoparticles (Fig. 36d) appears as a series
of arcs rather than continuous rings. These arcs originate from the preferential
orientation of Fe2O3 nanoparticles in the superlattice. Preferential orientation can
sometimes be observed in fcc single-component superlattices if nanoparticle shape
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deviates from spherical due to faceting [11]. Figure 36b, c shows examples of
preferential orientation in fcc arrays of PbSe nanocrystals.
Single-component fcc and hcp superlattices of nanocrystals usually show uni-

directional orientation of atomic lattices while BNSLs can allow more complex
preferential orientation effects. For example, wide-angle SAED pattern of (1 1 1)
plane of NaCl-type Fe2O3–Au superlattice shows 12 equidistant arcs for the (2 2 0)
reflections of Fe2O3 NPs (Fig. 36d). If all Fe2O3 nanoparticles orient in the same

Fig. 35. TEM images of binary superlattices self-assembled in the presence of 4mM oleic acid (left
column) and 6mM tri-n-octylphosphine oxide (right column). a 6.2 nm PbSe and 3.0 nm Pd nano-
particles self-assembled into orthorhombicAB- andAlB2-typeBNSLs, and (b) intoNaZn13-type BNSL.
c, d 7.2 nm PbSe and 4.2 nm Ag nanoparticles self-assembled into orthorhombic AB and cuboctahedral
AB13 BNSLs, respectively. e, f 6.2 nmPbSe and 5.0 nmAu nanoparticles self-assembled into CuAu- and
CaCu5-type BNSLs, respectively. Reproduced from [91], � 2006, with permission from Nature

Publishing Group
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direction, we should observe four (2 2 0) diffraction spots. The 12 arcs for Fe2O3

(2 2 0) reflections in NaCl-type superlattice can result from 13 different orientations
of Fe2O3 nanoparticles tilted by 60�.
Preferential orientation can be observed either for a single component or both

components of binary BNSLs. Figure 36e and f shows preferential orientations for
both components in PbSe–Au AuCu-type superlattice and Fe2O3–PbSe AlB2-type

Fig. 36. TEM micrographs of a (111) planes of superlattices formed by 13.3 nm Fe2O3 nanoparticles;
b (1 1 1) and c (1 1 0) planes of superlattices formed by 6.2 nmPbSe nanoparticles. Insets demonstrate the
wide-angle selected area ED patterns measured from different planes. d–g Wide-angle selected area
electron diffraction patterns measured from single-crystal domains of different BNSLs. Reproduced

from [12], � 2006, with permission from the American Chemical Society
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superlattice, respectively. Figure 36g demonstrates an example of BNSL where the
larger 5.8 nm PbSe NPs show preferential orientation while smaller 3.4 nm Ag NPs
are disordered. Preferential orientation should be typical for superlattices where the
arrangement of nearest neighbors matches the symmetry of nanoparticle facets
�locking� each nanoparticle in a specific orientation.
Different types of nanoparticle superlattices can form simultaneously on the same

substrate [12]. The domains with different symmetry are usually spatially separated.
However, sometimes a smooth transition between the two phases is observed. For
example, Fig. 37a shows an epitaxial �super-heterostructure� formed by the (0 1 1)
planes of AlB2-type and (1 0 0) plane of cub-AB13-type superlattices. Figure 37b
demonstrates the example of the defect heterostructure between (1 1 1) plane of

Fig. 37. TEMmicrograph of a the epitaxial �super-heterostructure� formed by the (0 1 1) plane of AlB2-
type and (1 0 0) plane of cub-AB13-type superlattices; b heterostructure formed by the (1 1 1) plane of
AlB2-type and (1 0 0) plane of cub-AB13-type superlattices consisting of 5.8 nm PbSe and 3.0 nm Pd
nanoparticles and c heterostructure formed by the (0 0 1) plane of AlB2-type and (1 0 0) plane of cub-
AB13-type superlattices consisting of 7.2 nm PbSe and 4.2 nmAg nanoparticles. Reproduced from [12],

� 2006, with permission from the American Chemical Society
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AlB2-type and (1 0 0) plane of cub-AB13-type superlattice and Fig. 37c shows the
example of heterostructure formed by (0 01) plane of AlB2-type and (1 0 0) plane of
cub-AB13-type superlattice. This type of heterostructure can be formed as a collision
of laterally growing islands of simultaneously nucleated AlB2-type and cub-AB13-
type superlattices. Similar heterostructures were observed by Sanders in Brazilian
opals [94].
In contrast to particles with amorphous or polycrystalline morphology, nanocrys-

tals allow exploitation of the inherent crystal anisotropy to precisely engineer
nanocrystal shape. The nanocrystal shape can in turn be used as a powerful tool
to engineer the structure of the self-assembled BNSLs. For example, Fig. 38 shows
several BNSLs self-assembled from LaF3 triangular nanoplates and spherical Au or
PbSe nanocrystals. In the LaF3–Au system, LaF3 nanoplates lay flat on silicon nitride
membranes (Fig. 38a) and stand on edge when assembled on amorphous carbon
(Fig. 38b, c) demonstrating how the choice of substrate can be used to control the
structure of assembled BNSL.
It is specifically at nanoscale that the van der Waals, electrostatic, sterical

repulsion, and the directional dipolar interactions can contribute to the interparticle
potential with comparable weights [12]. These, together with the effects of particle
substrate interactions, space-filling (entropic) factors, and specific ligand–ligand
interactions determine enormous richness and diversity of structures assembled from
nanoparticle building blocks. The non-equilibrium nature of evaporative self-
assembly process adds additional complexity. Precise control of nanoparticle size,
shape and composition allows us to engineer electronic, optical and magnetic
properties of nanoparticle building blocks. Assembling these nanoscale building
blocks into a wide range of BNSL systems provides powerful modular approach to
the design of �metamaterials�with programmable physical and chemical properties.

5. Concluding remarks

During the last two decades semiconductor nanoparticles have developed into the
new class of materials with their own sets of properties, some of them being unique

Fig. 38. TEM images of binary superlattices self-assembled (a, b) from LaF3 triangular nanoplates
(9.0 nm side) and 5.0 nm Au nanoparticles; c from LaF3 triangular nanoplates and 6.2 nm PbSe
nanocrystals. The insets show a a magnified image and b, c proposed unit cells of the corresponding
superlattices. The structure shown in a forms on silicon nitride surfacewhile structures shown in b and c
form preferentially on amorphous carbon substrates. Reproduced from [91], � 2006, with permission

from the American Chemical Society
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and not observable in �molecular� and �macroscopic� worlds. Recent advances in
synthesis and self-assembly introduced entirely new ways of controlling the size,
shape, arrangement, connectivity, and even the topology of crystalline metallic,
semiconducting and oxide nanomaterials. Further progress in this direction will
enable complex multi-component nanostructures to be created by design in cost-
effective ways. These structures will be further used as the building blocks for
different electronic, optoelectronic, magnetic and catalytic materials.
Precise assembly of nanocrystals with desired optical, electronic, and magnetic

properties into single-component and binary nanoparticle superlattices provides a
route to �metamaterials� combining metallic, semiconducting and magnetic compo-
nents into ordered superlattices; a diverse collection of these structures have been
recently reported and many novel structures will follow. The modular design of
multicomponent solids using nanometer scale building blocks provides access to
unique combinations of properties not available in single-component bulk solids.
The controllable assembly of nanoparticle into macroscopic structures with desired
arrangement of the building blocks requires fundamental understanding of self-
organization phenomena at the nanoscale. Significant progress has been already
achieved in this area; however, little is known about collective phenomena in the
nanoparticle assemblies. The presence of long-range translational ordering in
nanoparticle superstructures makes them different from common amorphous and
polycrystalline solids. The coupling among ordered quantum dots can lead to a
splitting of the quantized carrier energy levels of single particles and result in the
formation of three-dimensional minibands (Fig. 39) [95]. By changing the size of the
nanocrystals, interparticle distances, barrier height, and regimentation, one can
control the electronic band structure of these artificial quantum dot crystals [96].
Model calculations show that the carrier density of states, effective mass tensor and
other properties of quantum dot crystals are different from those of bulk solids and
quantum well superlattices [95]. Generally speaking, nanocrystal assemblies can be

Fig. 39. a Schematic structure of a silicon quantum dot crystal and (b) its calculated electronic structure
as a function of interparticle distanceH. The size of the nanoparticles is L¼ 6.5 nm. At smallH splitting
of the quantized energy levels of single dots results in the formation of three-dimensional minibands.

Reproduced from [95], � 2001, with permission from American Institute of Physics
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considered as a novel type of condensed matter, whose behavior depend both on the
properties of the individual building blocks and the many body exchange interactions.
The recent studies of charge transport in superlattices of semiconductor nano-

crystals demonstrated both n- and p-type transport with respectable charge carrier
mobilities (>1 cm2/V s for electrons and � 0.2 cm2/V s for holes) [37] pointing to the
possibility of miniband formation in properly engineered superlattices of semicon-
ductor nanocrystals. There is a strong believe that nanocrystal assemblies can find
use in inexpensive solution-processed field-effect transistors (Fig. 40), photovoltaic
and thermoelectric devices [97]. At the same time, the electronic structure, phonon
spectra and other characteristics of single- and multicomponent nanoparticle as-
semblies have never been a subject of thorough theoretical studies. Because of the
absence of theoretical background, the superlattice approaches to materials design
are still in the early stages of development. The generation of truly high-performance
materials, requiring the optimization of many competing parameters, is still some
way off. At the same time, first results represent the important steps in the rational
design of nanocrystal superlattices for targeted applications.
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Fig. 40. aElectronic characteristics (drain current IDvs. source-drainvoltageVDSmeasured for different
gate voltagesVG) of a field-effect transistor with channel assembled from 9 nmPbSe nanocrystals shown
in (b). c Schematics of nanocrystal-based field-effect device. Channel length 40mm channel width

500mm. Thickness of gate dielectric 100 nm
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Semiconductor nanocrystal–polymer composites: using
polymers for nanocrystal processing

By

Dayang Wang�

Max Planck Institute of Colloids and Interfaces, Potsdam, Germany

1. Introduction

Semiconductor nanocrystals (NCs) in the size range of 1–10 nm exhibit unique
size-dependent photoluminescence properties, distinct from either the correspond-
ing molecules or bulk materials, which are a result of quantum confinement effect
and enormously high specific surface area [1–5]. Accordingly, there is much
speculation about the potential use of semiconductor NCs in a vast spectrum of
high-technology fields such as optics, electronics, and biomedicine. In this context,
the past decade has seen a great progress in tailoring a diversity of semiconductors
into nanometer-sized particles with defined but varied size, shape, and surface
chemistry [6–9]. Once prepared, however, NCs in general have a strong tendency to
agglomerate owing to the presence of a great deal of highly active surface atoms,
which dramatically deteriorates their physicochemical properties. Stabilization of
NCs is necessitated for both exploring their intrinsic size-related properties and
exploiting their technical applicability. Up to now numerous approaches have been
developed to stabilize semiconductor NCs by surface charges [6], functionalized
alkanes [6–9], silica [10–13], and polymers [14]. The stability of a NC is determined
by the thermodynamic balance between repulsive interactions – mainly electrostatic
repulsion and steric repulsion – and attractive interactions – mainly van der Waals
and hydrophobic interaction; the NC is stable when the repulsive interactions are
dominant. Since the electrostatic repulsion is rather sensitive to the size of NCs and
the variation of the surrounding media, steric repulsion is envisioned ideal for
stabilization of NCs. Among all materials used to stabilize NCs, polymers, by far,
usually provide an excellent steric hindrance effect on the NCs, thus imparting NCs
with a robust stability against the environmental variation.
In addition of stabilization, hybridizing NCs with polymers can also bring out a

number ofmerits. First of all, NCs are envisaged to inherit the good compatibility, the
excellent processing capability, and the high-engineering performance from the
polymer stabilizers, which are sought in most technical applications of NCs [15]. In
case of biomedical applications, the proper choice of hydrophilic polymer stabilizers
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such as polyethylene glycol (PEG) based (co-)polymers also render semiconductor
NCs biocompatibility and reduce the cytotoxicity of the NCs [16, 17]. The merits of
using polymers to stabilize NCs can be also foreseen from the intelligent response of
polymers to a vast variety of external stimuli [18] and their rich phase separation
properties [19]. Using polymers for directing the self-assembly of semiconductor
NCs allows for the construction of tailor-made sophisticated arrays of the NCs with
the desired properties [20]. The stimuli-response of polymer stabilization matrices
allows a fine control of the interaction of neighboring semiconductor NCs and thus
the collective properties of NCs [21].
As a result, enormous effort has been devoted to the development of different

methods to stabilize semiconductor NCs with polymers, including synthesis of NCs
within polymer stabilizers, polymerization of monomers in the presence of NCs, (co-)
polymerization ofNCs cappedwithmonomers, coatingNCswith polymers, exchange
of the original ligands on NCs with polymers, growth of polymer brushes from NCs,
layer-by-layer (LbL) consecutive deposition of NCs and polymers via non-covalent
bonding, and blending of NCs with polymers. All these methods can be classified into
two categories: chemical synthesis and physical blending. The present chapter will
summarize the recent progress on fabrication of semiconductor NC–polymer compos-
ites. It is centered mainly on fabrication methodologies of polymer–semiconductor
NC composites. Thus, using polymers to direct self-assembly of semiconductor NCs,
the technical use of semiconductorNCs and their polymer composites are only slightly
touchedupon.Although thestrategiesdescribedherehavealsobeenextensivelyused to
formpolymercompositeswithmetalNCs,metaloxideNCs, andorganicNCs,wefocus
exclusively on semiconductor NCs.
In this chapter, we commence with in situ synthesis of NCs within polymer

matrices – the earliest developed strategy –with highlighting current progress. In the
section on chemical synthesis of NC–polymer composites, we also discuss the
strategy of synthesis of polymers in the presence of NCs, in which the possibility of
scaling-up for industrial production and the possibility of processing NCs into
different device-prototypes are underlined. The following section is to discuss the
methods of grafting polymers on NCs, which is more related with enhancement of
colloidal stability ofNCs and the biological use ofNCs. In this section, two strategies
of growth of polymers on NCs, grafting-to and grafting-from, are treated in detail.
Layer-by-layer electrostatic deposition of NCs and polyelestrolytes into composite
thin films is in principle one of blending strategies. Due to the large activity in the
area and especially success in generalizing this strategy by means of other non-
electrostatic interactions such as hydrogen bonding, we give this strategy a subsec-
tion to highlight its great processability and high applicability to numerous technical
applications. The topic of layer-by-layer deposition is treated in details in the
Chapter of Srivastava/Kotov of this book. The last section is devoted to discussion
of the vast spectrum of blending of NCs and polymers, which is envisioned as the
most processable for practical use. Due to the explosion of reports in the field with
respect to fabrication semiconductor NC–polymer composites, the present chapter
is not able to include all of the published work, but will focus on the most recent
developments in preparation methodologies. We apologize to any authors for the
unintentional non-inclusion of their excellent work.
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2. Chemical synthesis of semiconductor NC–polymer composites

2.1 Synthesis of semiconductor NCs in the presence of polymers.
Before nanometer-sized objects distinguished themselves as innovative materials
distinct from both molecular and bulk materials, synthesis of inorganic nanopar-
ticles within polymer matrices has already been developed, mainly driven by
pigment industry demanding incorporation of inorganic pigments such as ZnO and
Fe2O3 into polymers [22]. In a typical preparation procedure, organometallic
precursors of semiconductor NCs are first introduced into polymer matrices either
through simple mixing or polymerization of monomers in presence of NC pre-
cursors or copolymerization of NC precursors and monomers if the precursors are
polymerizable. Afterwards, the mixtures of polymers and NC precursors are
exposed, for example, to chalcogenide solution or gas. Due to the polymermatrices
preventing the infinite crystal growth, only nanometer-sized particles of semi-
conductors are obtained, thus yielding semiconductor NC–polymer composites.
Well-established organometallic chemistry allows for design of NC precursors
with good solubility in polymers, eliminating the incompatibility betweenNCs and
polymers that is always problematic for hybridizing as-prepared NCs with poly-
mers and even theirmonomers. Prior to synthesis of NCs, one can easily process the
mixtures of polymers and NC precursors into different device prototypes, bulk
materials, thin films, microspheres, and so on, which prevents chemically dete-
rioration of semiconductor NCs during the postprocessing, for instance oxidation.

Fig. 1. Schematic illustration of the preparation procedure of PbS NC–polymer composites on a silicon
wafer by surface-initiated ATRP of Pb-containing monomers, followed by reaction with H2S. Condi-
tions: (i) 3-aminopropyltriethoxysilane, toluene; (ii) 2-bromo-2-methylpropionic acid, DCC, DMAP,
CH2Cl2; (iii) lead dimethacrylate, p-toluenesulfonyl chloride, Cu(I)Cl, 2,20-bipyridine, DMF; (iv) H2S

gas. Reproduced with permission from [23], � 2002 ACS
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Yang�s group has recently synthesized new types of monomers and cross-linkers
composed of methacrylate bearing Pb, Zn, or Cd [23]. After copolymerization of
the Pb-containing monomers and cross-linkers via atom transfer radical polymer-
ization (ATRP), as shown in Fig. 1, the resulting films were exposed to H2S gas,
yielding PbS NCs embedded within polymer thin films, which should hold great
promise in optoelectronics.
Kumacheva and coworkers have used polymer microgels as in situ reactors for

synthesis of semiconductorNCs, giving rise tomicrometer-sized composite particles
comprising polymer gels and semiconductor NCs (Fig. 2) [24]. They also found that
the postheating treatment of the resulting composite particles may to some extent
narrow the size distribution of the resulting semiconductor NCs and thus tune their
photoluminescence properties.
Obviously, this in situ synthesis strategy cannot endorse a fine control of the size

and shape of semiconductor NCs obtained in polymer matrices, so the photolumi-
nescence properties of the NCs are generally rather poor. Providing the photo-
luminescence is not a targeted issue, on the other hand, this strategy is indeed the easy
way for forming polymer–semiconductor NC composites and the resulting compos-
ites may be used as high-performance engineering plastic materials.

2.2 Polymerization in the presence of semiconductor NCs. In order to
define the photoluminescence behavior of semiconductor NC–polymer composites,
one has devoted enormous effort to the incorporation of preformed semiconductor
NCs into polymers. According to the way polymer matrices are formed, the in-
corporation of preformed NCs into polymers can be implemented in two ways;
directly blending preformed NCs with preformed polymers and polymerization of
monomers in the presence of NCs. The former will be discussed in Sect. 3.1. The

Fig. 2. Schematic ofmicrogel-based synthesis of semiconductor,metal, andmagneticNCs. Reproduced
with permission from [24], � 2004 ACS
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present section is centered on how to form polymer–semiconductor NC composites
by polymerization of monomers in the presence of NCs.
According to the synthesis environment, NCs can be divided into two classes,

organic and aqueous NCs. Organic semiconductor NCs are typically prepared via
pyrolysis of organometallic precursors in hot organic coordinative solvents. Once
prepared, they are capped by ligandswith long alkyl chains such as trioctylphosphine
oxide (TOPO) [7–9, 25–28]. In comparison, aqueous NCs are prepared via neu-
tralization of metallic ions and chalcogenides in the presence of mercapto-ligands,
such as 3-mercaptopropionic acid (MPA), thioglycolic acid (TGA), and mer-
captoethanol (ME) [6, 29–32]. The surface wettability of NCs may be turned from
hydrophilic to hydrophobic or vice versa via phase transfer with the aid of
amphiphilic molecules [33]. Regardless if NCs are directly synthesized or obtained
via phase transfer, in most cases organic NCs are stabilized by the long alkyl chain
capping, while, aqueous NCs by the surface charges arising from ionization of their
capping ligands. In the case of organic semiconductor NCs, their long alkyl capping
may not usually guarantee them a good solubility in polymer matrices. Aggregation
of semiconductor NCs in the polymer matrices, and the quenching of their photo-
luminescence, is usually observed [34, 35]. In this sense semiconductor NCs should
first be dispersed in monomers, since a better compatibility between NCs and
monomers is always easy to achieve. In order to construct optically transparent
polymer–semiconductor NC composites, the appropriate choice of monomers is
further required, because over the course of polymerization of the initially trans-
parent NC–monomer solution, phase separation of the NCs from the polymer
matrices may cause aggregation of the NCs, thereby lowering the transparency of
the composites and especially the photoluminescence efficiency of the NCs in the
composites. For instance polymerization ofmixture solutions of semiconductor NCs
with styrene usually causes phase separation of the NCs.
Bawendi and coworkers have succeeded in fabricating transparent polymer

composites of organic ZnS-overcoated CdSe NCs with little deterioration of the
photoluminescence properties of the NCs by polymerization of laurylmethacrylate

Fig. 3. A down-conversion light-emitting device derived from ZnS-overcoated CdSe NC–PLMA
composites emitting at 590 nm. GaN light-emitting diode (LED) was used as the excitation source

at 425 nm. Reproduced with permission from [36], � 2000 Wiley–VCH
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in the presence of the NCs [36]. They found that the long alkyl side branches of
polylaurylmethacrylate (PLMA) efficiently prevented theNCs fromaggregation and
phase separation from the polymer matrices during polymerization. A prototype of
light-emitting device using the resulting composites was demonstrated (Fig. 3).
Capping semiconductor NCs with polymerizable ligands can create a strong

coupling with polymer matrices. Yang�s group capped octadecyl-p-vinyl-benzyl di-
methylammonium chloride (OVDAC) on aqueous CdTe NCs via electrostatic inter-
action.OVDAC-coatedCdTeNCswere readily to transfer into organicmonomers, and
followed by free radical bulk polymerization, CdTe NC–polymer bulk composites
were obtained [37]. The strong coupling affinity between CdTe NCs and the polymer
matrices to a large extent avoids the phase separation of theNCs from the polymer host
during polymerization. As such their approach can be amenable for a wide range of
monomers, such as styrene and methyl methacrylate to choose.
This strategy has been extended to fabricate composites of semiconductor NCswith

conjugated polymers [38]. Most recently, Pyun and coworkers have capped 10-((3-
methyl-3,4-dihydro-2H-thieno[3,4-b][1,4]dioxepin-3-yl)-methoxy)-10-oxo-decanoic
acid (ProDOT-CA) on organic CdSe NCs and cast the mixtures of the resulting NCs
and ProDOT-CA on ITO electrodes [39]. The following electrochemical polymeriza-
tion turned ProDOT-CA into poly(3,4-ethylenedioxylthiophene). During polymeriza-
tion of ProDOT-CA, ProDOT-CA coated NCs were cross-linked within the thin films.
The potential of using the resulting mechanically robust and electronically active
composite thin films composed for solar cells was demonstrated.
Suspension and emulsion polymerization in the presence of semiconductor NCs

allow sculpture of semiconductorNC–polymer composites intomicrospheres,which
should be very useful as fluorescence markers for biological detection. Nonetheless,
the strategy of polymerization in the presence of semiconductor NCs has as a whole,
the large problem that free radicals usually quench the photoluminescence of
semiconductor NCs, lowering the optical properties of the resulting composites.
Gao and coworkers have demonstrated that the appropriate choice of initiators is
crucial to remain a better photoluminescence efficiency of the NCs when they were

Fig. 4. Fluorescence images of PS beads loaded with green (left), yellow (middle), and red CdTe NCs
(right). The insets are the corresponding confocal fluorescence images. The scale bars correspond to

2mm. Reproduced with permission from [40], � 2006 Wiley–VCH
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embedded in polymermatrices [40]. They used different initiators including benzoyl
peroxide, K2S2O8, H2O2 and 2,20-azobisisobutyronitrile (AIBN) for miniemulsion
polymerization of styrene in the presence of CdTe NCs, and found that only AIBN
may preserve the photoluminescence of the NCs embedded in polystyrene (PS)
microspheres, thus leading to chemically robust fluorescent beads (Fig. 4).

2.3 Grafting polymers on semiconductor NCs. Semiconductor NC–poly-
mer composites obtained either via synthesis of NCs in the presence of polymers or
via polymerization in the presence of NCs, are usually in the form of bulky blocks,
thin films and fibers. Nevertheless, these two simple strategies are not capable of
defining the separation distance between NCs, thus leading to a poor control of the
interaction between the NCs and thus of the collective properties derived thereof. To
overcome this problem, one has started to generate polymer shells with defined but

Fig. 5. NC–micelle formation and characterization. a Schematic of single-NC encapsulation in a
phospholipid block-copolymer micelle. b TEM image of NC–micelles dried on a carbon-Formvar-
coated 200-mesh nickel grid. Only the NCs inside the micelle core are visible and the particles appear
evenly spread on the surface.Although some clusters of 2–4NCs arevisible,most of theNCs are isolated,
suggesting that a majority of micelles contain a single NC. c TEM image of the phospholipid layer
obtained by negative staining with 1% phosphotungstic acid at pH 7. With this technique, both the NC
and themicelle can bevisualized at the same time. TheNC (dark spot) appears surrounded by awhite disk
of unstained phospholipids that stands out against the stained background. Reproduced with permission

from [16], � 2002 Science
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varied thickness either by coating NCs with polymers or growing polymer brushes
from NCs. Developing a strategy of grafting polymers on semiconductor NCs was
also promoted by the demand of enhancing the colloidal stability of NCs against the
environmental variation because the polymer coating always give the NCs a better
steric stabilization. The strategy of coating preformed NCs with polymer chains is
referred to as �grafting-to�, while that of growing polymer brushes from NCs as
�grafting-from�.

2.3.1 Grafting-to strategy. The simple grafting-to strategy should be encap-
sulation of semiconductor NCs by copolymers on the basis of the hydrophobic
interaction between the polymer and the long alkyl chain capping of organic
semiconductor NCs. Up to date, there exist a great deal of reports on encapsulating
organic NCs into the hydrophobic cores of block-copolymer micelles, accompanied

Fig. 6. Top: one-step formation of PEG-grafted amphiphilic polymers through reaction between maleic
anhydride and amino groups. Bottom: schematic structure of water-soluble NCs (F stands for a
functional group instead of –OCH3, such as –OH, –COOH, –NH2, etc.). NCs were encapsulated by
PEG-grafted amphiphilic polymer hydrophobic interaction. Hydrophilic side chains of PEGs stayed
exteriorly tomake thewhole structure soluble in water; carboxylic and F functional groups were used for

bioconjugation. Reproduced with permission from [43], � 2007 ACS
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by a phase transfer of organic NCs into aqueousmedia [16, 41, 42]. Themain driving
force behind this work is the promising potential of using semiconductor NCs for
biomedical applications [5]. One of the simplestmethods to incorporate organic NCs
into block-copolymer micelles is to mix hydrophobic NCs with copolymers in a
common solvent, followed by solvent evaporation.
Following this strategy, Dubertret et al. have succeeded in confining a ZnS-

overcoated CdSe NC into the hydrophobic core of a micelle composed of PEG,
phosphatidylethanolamine, and phosphatidylcholine (Fig. 5) [16]. Besides block
copolymers, graft copolymers have also been used to coat semiconductor NCs.
Colvin and coworkers have developed a series of PEG-based graft copolymers to
render NCs a good biocompatibility (Fig. 6) [43]. Parak and coworkers have capped
organicNCswith poly(maleic anhydride alt-1 tetradecene) and the subsequent cross-
linking of the anhydride ring backbone of the polymer capping with bis(6-amino-
hexyl) amine) has turned the NCs from hydrophobic to hydrophilic [44].
In the case of aqueous semiconductor NCs, their surfaces are usually negatively

or positively charged arising from protonation or deprotonation of the capping
ligands. Yang and coworkers have coated negatively charged CdTe NCs with posi-
tively charged polymers through electrostatic interactions [45, 46]. The resulting
polymer-capped CdTe NCs have been used to construct various micrometer-sized
patterned structures, microspheres, and bulk materials (Fig. 7) [45]. Recently neg-
atively charged CdTe NCs have been capped with different carbazole-containing
copolymers and thus a fine control of the photoluminescence behaviour of the NCs
has been realized [47–49].
This encapsulation strategy has a number of advantages. The first advantage is

alteration of NC solubility without damaging the original ligands capped on NC
surfaces and therefore the preservation of NC photoluminescence. The second is that

Fig. 7. Fluorescence images of CdTe NC–polymer composites. a In different macroscopic shapes,
b patterned composites with green emission, and cmicrospheres with respective green, yellow, orange,

and red emission. Reproduced with permission from [45], � 2005 ACS
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the hydrophobic intermediate layer of block-copolymer coating provides a suffi-
ciently strong hydrophobic barrier preventing NCs from attacks from the surround-
ing aqueous milieu, thus enhancing the chemical stability of NCs against, for
instance, acid. The third is that one can add a number of functionalities into the
block-copolymer coatingwithout deterioration ofNCs. The fourth is the flexibility to
incorporate different NCs into polymer capsules, thus leading to multifunctional
biological labels. The last but not least advantage is that one can use a diversity of
phase-separation structures of amphiphilic copolymers to direct self-assembly of
semiconductor NCs [20, 50].
The drawback of this encapsulation strategy is the limited capability of guarantee-

ing encapsulation of one NC within one polymer micelle. Accordingly, another
grafting-to strategy – ligand exchange – has been also used to replace the origi-
nal ligands capped on NCs with multifunctional polymers. The success of ligand
exchange arises from the stronger coupling affinity of the polymer ligands than that
of the original capping on NCs. Winnik and coworkers have used poly(dimethyla-
minoethyl methacrylate) (polyDMAEMA) or its functional copolymers as multi-
dentate ligands to replace the original capping ligands of organic CdSe NCs, TOPO
[51–53]. Recently, Weller�s group has synthesized amino-functionalized PEG and
copolymers of PEG and poly(ethylene imine) (PEI) and compared the stabiliza-
tion derived from these two polymer ligandswhen capped on semiconductorNCs via
ligand exchange [54]. The advantage of the use of PEG–PEI copolymers was
observed, which arose not only from the excellent biocompatible PEG outer shell
but also from the amine-rich inner shells of PEI capable for coupling with any
molecules of interest, for instance cross-linking to further stabilize NCs.
Overall, the grafting-to strategy is the simplest way to cap semiconductor NCs

with polymer. The well-developed macromolecular chemistry also allows easy
diversification of the surface functionality of the NCs. But incubation of NCs with
polymers always brings up substantial concerns about the colloidal stability of the
NCs, especially during ligand exchange using multidentate polymer ligands. In this
sense, grafting polymer ligands to NCs indeed requires a deliberate design of both
polymer ligands and experimental condition to avoid agglomeration of NCs.

2.3.2 Grafting-from strategy. In order to minimize agglomeration of NCs
during surface modification, the ideal way should be to grow polymers directly from
NCs. To implement the grafting-from strategy the simple way is to cap NCs with
polymerizable ligands with such as vinyl groups, following by polymerization
triggered by initiators in the surrounding media. Kim and Bawendi have capped
CdSe NCs with oligomeric phosphine ligands via ligand exchange and copolymer-
ized the oligomeric phosphines with other hydrophobic monomers to form CdSe
NC–polymer composites with a long-term stability without phase separation and a
robust stability of photoluminescence [55]. Peng�s group has succeeded in capping
CdSeNCs by generation-3 dendron-thio ligandswith vinyl groups at the termini. The
subsequent polymerization of the vinyl group via ring-closing metathesis yielded
cross-linked dendron shells on CdSe NCs, leading to a superior chemical, photo-
chemical, and thermal stability [56]. By partially replacing the original ligands of
CdSe NCs, TOPO with vinylbenzene functionalized TOPO or norbornene-thio,
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Emrick and coworkers have succeeded in cross-linking the NCs self-assembling at
the water/oil interface, thus leaving behind freestanding films or capsules composed
of close-packed NC monolayers (Fig. 8) [57, 58].
There exists another complementary strategy of grafting polymer brushes from the

surfaces of NCs, that is, surface-initiated polymerization by capping initiators on
NCs. An explosive growth in this field has been driven by development of living
radical polymerization techniques including ring-opening metathesis polymeriza-
tion (ROMP) [59], ATRP [60], nitroxide-mediated living radical polymerization
(NMP) [61], reversible addition-fragmentaion chain transfer (RAFT) [62] and other
new methods [64]. Before development of these new living polymerization tech-
niques, implementation of surface-initiated polymerization on nanoparticulate in-
organic materials has relied mainly on g-ray irradiation [22]. Yang and coworkers
have recently utilized g-ray to create radicals on ZnS NCs to initiate copolymeriza-
tion of DMAEDA, styrene, and divinylbenzene, forming transparent bulk compo-
sites with high loading of ZnSNCs and thus creating high-refractive-indexmaterials
(Fig. 9) [64].
Due to the absence of radicals during polymerization, ROMP, RAFT, and NMP

have been successfully used to graft polymer brushes on semiconductor NCs. By
partially replacing TOPO ligands on CdSe NCs by bis-(tricyclohexylphospine)
benzulideneruthenium dichloride, Emrick and coworkers have successfully grafted
polyolefin brushes on the NCs via ruthenium-based ROMP of for instance cyclooc-
tane (Fig. 10) [65]. Following the similar strategy, Sill and Emrick have also grafted
polystyrene brushes on CdSe NCs via surface initiated NMP [66]. In order to grow
most conventional chain-growth polymers on CdSe NCs, Skaff and Emrick have

Fig. 8. Confocal microscopy image of a CdSe NC film prepared by cross-linking the associated organic
ligands. Bar: 50mm. Reproduced with permission from [57], � 2003 ACS

Fig. 9. Photograph of a bulk nanocomposite containing 20wt% ME-capped ZnS (sample thickness:
4mm). Reproduced with permission from [64], � 2006 Wiley–VCH
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synthesized new functional phosphine oxide ligands bearing trithiocarbonatemoiety
amenable to RAFT polymerization [67]. By capping the new ligands on CdSe NCs,
surface-initiatedRAFTallows grafting of various homopolymers, block copolymers,
and graft copolymers on CdSe NCs such as PS, poly(butyl acrylate), poly(styrene-b-
methyl acrylate), and poly(styrene-g-isoprene).
ROMP,NMP, andRAFTusually allowgrowth of hydrophobic polymers in organic

media. In comparison, ATRP is able to synthesize both hydrophobic and hydrophilic
polymers even in aqueous media; the latter bring up not only environmental values
but also should be appealing for biological applications. Despite a great progress on
metal and metal oxide NCs, however, surface-initiated ATRP has limited success on
semiconductor NCs mainly because the ligand exchange with initiators and radicals

Fig. 10. Schematic depiction of grafting polyolefin brushes on CdSe NCs via surface-initiated ROMP.
Reproduced with permission from [65], � 2002 ACS

182 D. Wang



generated during polymerization may damage the surface structures of semicon-
ductor NCs and thus lower the photoluminescence efficiency.
Most recently, Barros-Timmons and co-workers have employed a newly devel-

oped ATRP technique – activator generated by electron transfer (AGET) ATRP – to
grow polymer brushes on semiconductor NCs [68]. They have synthesized tris
(hydroxypropyl)phosphine and capped them on CdS NCs via ligand exchange. The
following surface-initiated AGETATRP on the NCs in miniemulsion led to aqueous
suspension ofCdSNCs coatedwith poly(n-butyl acrylate) shells (Fig. 11). Themajor
advantage of surface-initiated AGET ATRP is that in this polymerization system,
a reducing agent activates the CuII catalyst by electron transfer and thus avoids
quenching of the photoluminescence of CdS NCs by free radicals.
The common drawback for all grafting-from strategies via surface-initiated living

polymerization arises from the maximal grafting density of the polymer brushes
obtained on NCs. This maximal grafting density forces the polymer brushes to adopt
a stretching conformation, so the physicochemical properties of the polymer brushes
grafted on semiconductor NCs should be envisioned rather different from those of
their corresponding free polymer chains. For instance the stimuli-response behavior
may be dramatically suppressed [69]. Thereby, optimization of the grafting density
of polymer brushes on NCs should be paid more attention in future work on using
grafting-from strategy to cap semiconductor NCs with polymer brushes.

3. Physical confinement of semiconductor NCs in polymers

Although the aforementioned chemical synthesis strategies allow elaboration of
the structures of semiconductor NC–polymer composites and their chemical and
physical functionality, however, incorporation of as-prepared NCs into polymer
matrices should be the most straightforward way especially for the large-scale
industrial use. In this case, obviously, the key requirement for blending semicon-
ductor NCs with polymers is the compatibility between these two components. As
mentioned above, semiconductor NCs derived from pyrolysis of organometallic
precursors are capped by hydrophobic alkyl chains, which imparts themwith a good
compatibility with a certain number of conventional hydrophobic polymers. But
enforcement of the structural stability of semiconductor NC–polymer composites
may require strong interactions between NCs and the polymer host matrices, such as

Fig. 11. Synthetic strategy for the preparation of CdS NC–polymer composites by AGET ATRP in
miniemulsion. Reproduced with permission from [68], � 2007 Wiley–VCH
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electrostatic interaction and even covalent bonding. This section is devoted to
summarize the current progress in this field.

3.1 Blending of NCs and polymers. The use of semiconductor NCs as a key
component to high performance of LEDs was the original driving force of forming
semiconductor NC–polymer composites. Bawendi and coworkers have succeeded in
dispersing CdSe NCs into a chloroform solution of the mixture of polyvinylcarbo-
zole, a hole conducting polymer, and an oxadiazole derivative, an electron transport
species [70]. By spin-coating, they constructed thin films with tunable electro-
luminescence and photoluminescence from 530 to 650 nm by varying the NC size;
the smaller NCs showed a higher threshold voltage of electroluminescence than
the larger ones. Banin and coworkers have mixed core-shell InAs–ZnSe NCs and
conjugated polymers, poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenyl enevinylene]
(MEH-PPV) or poly [(9,9-dihexylfluorenyl-2,7-diyl)-co-(1,4-{benzo-[2,19,3]thiadia-
zole})] and created thin films via spin–coating. LEDs derived from these compos-
ite thin films have a tunable emission depending on the sizes of the NCs and the
molecular weight of the conjugated polymers [71]. The good compatibility of the
alkyl capping of theNCswith the polymermatrices endorsed a homogeneousmixing
and thus a good transferring of electron across the NC/polymer interface.
The removal of the surface-capping ligands of semiconductor NCs usually

leads to a phase separation of the NCs from the polymer matrices. Greenham and
coworkers have found that the removal of the TOPO capping caused the phase
segregation ofCdSe orCdSNCs fromMEH-PPVwith the length scale in the range of

Fig. 12. Schematic diagram of MEH-PPV/NC composites, showing the chemical structure of MEH-
PPV and TOPO. a CdSe NCs with surfaces coated by TOPO. b CdSe NCs with naked surfaces.

Reproduced with permission from [72], � 1996 APS
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20–200 nm, creating a large interface for charge separation and thus providing
pathways for electron and holes travelling to the appropriate electrode without
recombination (Fig. 12) [72]. Besides, the removal of the TOPO capping also
enhanced the charge separation and charge transport between neighboring NCs and
quenched the photoluminescence of the MEH-PPV. As a result, semiconductor NC/
MEH-PPV composites showed significantly improved quantum efficiencies in
comparison with those derived from pure polymers; the quantum efficiency was
as high as 12%.
In most cases, however, the phase separation of semiconductor NCs from poly-

mer matrices has to be minimized in order to form homogeneous and especially
transparent composites for optical applications. To address this issue, two major
ways have intensively used: one is to coat NCs with polymer shells either via
grafting-to or via grafting-fromand another to introduce a strong interaction between
NCs and polymers.

3.2 Layer-by-layer assembly. Based on the strong interaction between NCs
and polymers, alternatively depositing them on a substrate has paved a controlled
way to tailor the chemical composition, thickness, and the vertical structure
of NC–polymer composite films with a nanometer precision [73]. The interaction
commonly used for LbL growing semiconductor NC–polymer composites is elec-
trostatic interaction. The LbL strategy can work well on different substrates, such as
silica, glass, and wood, with different curvatures.

Fig. 13. a Lateral structures on patterned ITO substrates. b Photographs of the lateral structures formed
by LbL deposition of green- and red-emission CdTe NCs and PDDA. Reproduced with permission from

[77], � 2002 ACS
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3.2.1 LbL assembly on planar substrates. As mentioned above, aqueous
synthesized NCs, stabilized by mercapto-ligands, have negatively or positively
charged surfaces, depending on the nature of the capping thio-ligands. Differently
sized aqueous semiconductor NCs have been LbL-hybridized with polyelectrolytes
to form NC–polymer composite films [74, 75]. Yang and coworkers have success-
fully implemented LbL assembly of aqueous CdTe NCs with poorly water-soluble
carbazole-containing polymers by using poly(acrylic acid) as bridging layers. The
photoluminescence properties of the resulting polymers even on curved substrates in
particular and the function of films were tuned by the ratio of the NCs to carbazole
units and the PAA concentration [76]. Gao and coworkers have demonstrated a
flexible way of using the external electric field to manipulate the electrostatic in-
teraction betweenCdTeNCs and poly(diallyldimethylammoniumchloride) (PDDA)
and thus the deposition rate and amount of the NCs [77]. Using patterned electrodes
to precisely alter the intensity and location of the electric field, they also realized a
selective deposition of NCs on tailor-designed areas, thus creating photolumines-
cence patterns on substrates (Fig. 13).
Of significance is that the LbL strategy allows one to stepwise deposit differently

sizedNCs in subsequent layers, thus creating a graded gap structure [78]. Differently
sized CdTe NCs, stabilized with TGA, have been alternatively assembled with

Fig. 14. a Absorbance (optical density, OD) and photoluminescence spectra of the CdTe NCs of four
different sizes used to prepare the LbL samples. The sizes are chosen such that the emission spectrally
matches the excitonic absorption of subsequently larger NCs. All spectra are taken in aqueous solution
and vertically shifted for clarity. b Schematic sketch of the REF samplewhich consists of seven layers of
red-emitting, 3.5-nm large CdTe NCs. Below the REF sample the energetic positions of the highest
occupied nanocrystal orbital (HONCO) and the lowest unoccupied NC orbital (LUNCO) are sketched.
Each excitation remains in the layer where it is created because of the absence of a gap gradient.
cSampleCET consists of subsequent layers comprising green, yellow, orange, red, orange, yellow, and
green emitting NCs. Below the CET (cascaded energy transfer) sample the HONCO and LUNCO are
sketched, visualizing the cascaded band gaps used to facilitate cascaded energy transfer. Reproduced

with permission from [79], � 2004 ACS
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PDDA into composite multilayer films while altering the NC sizes in subsequent
layers. Multilayer films comprising green, yellow, orange, red, orange, yellow, and
green emitting CdTe NCs showed a cascaded band gaps and thus a cascade energy
transfer (Fig. 14) [79]. The exciton density in the center layer composed of red-
emitting NCs can be enhanced by a factor of 28.
In addition of electrostatic interaction, hydrogen bonding has also been used for

LbL growth of semiconductor NC–polymer composite multilayer films. Hao and
Lian have used hydrogen bonding between the capping ligands, 4-mercaptobenzoic
acid of CdSe NCs and poly(vinylpyrindine) (PVP) for LbL assembly of the NCs and
PVP into composite multilayer films in ethanol [80]. Semiconductor NC–polyelec-
trolyte composite thin films derived from LbL assembly based on non-covalent
interactions are not robust against environment variation. In order to achieve a better
performance for practical applications, further covalent cross-linking is needed.
Yang et al. have LbL assembled TGA-stabilized CdTe NCs and nitro-containing
diazoresin (NDR) into composite multilayer films via electrostatic interactions, and
subsequently turned ionic bonds between the negatively charged NCs and the
positively charged polymers into covalent bonds of ester via ultraviolet irradiation
(Fig. 15) [81].

3.2.2 LbLassemblyon curved substrates. Themost prominent development
in LbL self-assembly is the extension from planar substrates to the surfaces of
microparticles [82–85]. According to a specific requirement, the size, shape, and
chemical composition of microparticle templates can be flexibly selected. Their size
can range from a few nanometers to tens of micrometers and they can be latex
spheres, silica particles, enzyme crystals, and so on. Similar to that on planar sub-
strates, semiconductor NC/polyelectrolyte composite films can be easily LbL grown
on microparticles. In order to form uniform NC layers, however, polyelectrolyte
trilayers are required as primer layers sandwiched between the NC layers [84]. LbL

Fig. 15. Photoreaction of NDR- and TGA-stabilized CdTe NCs in a self-assembled film. Reproduced
with permission from [81], � 2002 Elsevier
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growth of semiconductor NCs and polymer composite films on microparticles hold
immense promise in biomedical applications. The composite films of CdTe NCs and
polyelectrolytes capped on microparticles via LbL electrostatic deposition can
endow the resulting composite microparticles with not only tunable photolumines-
cence functionality depending on the NC size, but also specific coupling affinity
determined by the outmost layer coating, thus leading to new fluorescent markers
for biological labeling (Fig. 16) [86]. LbL assembly also allows incorporation of
different NCs on one microparticle, such as combination of luminescent CdTe NCs
and magnetic Fe3O4 NCs using polyelectrolytes as glue, thus creating multifunc-
tional biological markers.
On the other hand,micrometer-sized particles are comparablewith thewavelength

of light, their self-assemblies with highly ordered packing, so-called colloidal
crystals, have demonstrated a possibility to manipulate the propagation of light
[87, 88]. Caruso and coworkers have fabricated LbL composite films of CdTe NCs
and polyelectrolytes on latex microspheres and studied the optical properties of the
colloidal crystals derived from the coated microparticles [89, 90]. LbL growth of
semiconductor NC/polyelectrolyte multilayers on microspheres has also been used
to manipulate the refractive index and thus the optical properties of the colloidal
crystals comprising the coated spheres and the inverse opals derived thereof [91, 92].
Kotov�s group has recently grown LbL composite films of CdTe NCs and

polyelectrolytes on highly curved surfaces, including ropes and tubes [93, 94]. In
the case of tubes, both exterior and interior walls of the tubes can be easily and
uniformly coated by CdTe NC–polyelectrolyte composite films [94]. Besides, two
unanticipated effects were observed: (1) gradual red shift of the luminescence

Fig. 16. Schematic illustration of the procedure used to prepare CdTe NCs–microsphere bioconjuga-
tions via LbL assembly. Reproduced with permission from [86], � 2002 ACS
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spectrum as the layer thickness increases; (2) two-stage luminescence transient
including the significant enhancement of the luminescence during first 100min of
UV illumination.

3.3 Using microspheres to encapsulate semiconductor NCs. Tailoring
composites of semiconductor NCs and polymers into particles with sizes from
submicrometers to micrometers is rather demanded by technical applications
especially in biomedical labeling and assays. Creating microparticles of semicon-
ductor NC–polymer composites usually relies on suspension, emulsion, miniemul-
sion polymerization [40], or emulsification in the presence of NCs [95]. But the
radicals generated during polymerization are always problematic. Besides, control of
polydispersity of the resulting composite microspheres is usually not easy. In order
to circumvent these problems, a new strategy – using microspheres to encapsulate
semiconductor NCs – has been developed [96–100]. Nie et al. have developed a
simple way to fabricate semiconductor NC–polymer composite microspheres by
swelling cross-linked PS beads in chloroform/isopropanol suspensions of organic
ZnS–overcoated CdSe NCs (Fig. 17) [96]. Since the polarity of the mixture of
chloroform and isopropanol (95/5, vol/vol) was stronger than that of the polymer,
hydrophobic NCs were spontaneously imbibed by PS beads due to hydrophobic–hy-
drophobic interaction.
By mimicking the concept of using hydrogel microspheres to deliver proteins

[101], the author�s group has succeeded on loading aqueous semiconductor NCs into
hydrogel microspheres in a controlled fashion [97–99]. The incubation of aqueous
semiconductor NCs with stimuli-responsive hydrogel microspheres such as poly(N-
isopropylacrylamide) (PNIPAM) at the swollen state, followed by altering the

Fig. 17. a Schematic illustration of optical coding based on wavelength and intensity multiplexing.
b Fluorescence micrograph of a mixture of CdSe/ZnS NC-tagged beads. Reproduced with permission

from [96], � 2001 Nature
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environmental condition to shrink the gel, the NCs were firmly confined within the
collapsed gel network of hydrogel microspheres. The driving force for loading
aqueous NCs into hydrogel microspheres and confining them inside was mainly the
electrostatic interaction between the NC surface and the gel network. In this case,
hydrogel host microspheres not only provide semiconductor NCs an excellent
biocompatibility but also allow the separation distance between the NCs and thus
the interaction of neighboring NCs of being tunable in response to the external
stimuli such as temperature (Fig. 18) [98]. Incorporation of semiconductor NCs into
hydrogel allows not only formation of compositemicrospheres but also generation of
other shaped nanostructures. Rogach and coworkers have incorporated TGA-stabi-
lized CdTe NCs into polyvinyl alcohol and used inkjet printing to create photo-
luminescence patterns [102].
Besides the use of solid microspheres to encapsulate semiconductor NCs, hollow

capsules have also been employed to do so. Rogach and coworkers have succeeded in
loading aqueous CdTeNCs into polyelectrolyte capsules. The electrostatic attraction
between CdTe NCs and the oppositely charged interiors of the capsules moved the
NCs and trapped them inside the capsules [103]. Since the success of this approach
was determined by the surface charge of semiconductor NCs, differently sized CdTe
NCs can easily be encapsulated into one polyelectrolyte capsule (Fig. 19).
The major advantage of using preformed solid or hollow microparticles to

encapsulate as-prepared semiconductorNCs is the capability of confining differently
sized NCs into one microparticle. Since this encapsulation procedure has little
influence on the photoluminescence behavior of semiconductor NCs and the
optimization of the molar ratio between differently sized NCs can suppress the
energy transfer between neighboring NCs, one can easily realize multiplexed opti-
cal coding. In principle, using a series ofNCswith five emission colors, million color

Fig. 18. Fluorescence spectra of PNIPAM spheres loaded with both 2.5 and 3.5 nm CdTe NCs against
environmental temperature. All spectra presentedwere normalized by taking the temperature effects into
account since both emissions from 2.5 to 3.5 nmCdTe NCs decreasewith increasing temperature, but by
a rather similar factor. The CdTe–PNIPAM spheres were obtained by incubating NCs and gel spheres at
45�C. The molar ratio of 2.5–3.5 nm NCs is 5:1. The loading amount of NCs is around 4.0	104 NCs
(2.5þ 3.5 nm) per gel sphere. The inset shows the fluorescent pictures of these spheres under UV

irradiation at 25 and 65�C, respectively. Reproduced with permission from [98], � 2005 ACS
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combinations can be established, which should hold immense promise in biological
labeling and assay.

4. Outlook

Up to date, a great deal of methods has been successfully developed to create
semiconductor NC–polymer composites. The integration of semiconductor NCs
with various polymers can impart them with numbers of tailor-designed new
properties derived from the polymers, including robust colloidal stability, robust
chemical and photochemical stability, good compatibility, excellent processability,
and immense flexibility to conjugate with a diversity of functional molecules to
achieve multiple functionality. Once incorporating semiconductor NCs with poly-
mers, we can initiate, develop, and even commercialize technical applications based
on the unique size-dependent photoluminescence properties of NCs.
Nonetheless, the current work on fabrication of semiconductor NC–polymer

composites mainly focus on using polymers to improve the properties of individual
NCs or using NCs to improve the performance of polymers. Little attention is paid to
manipulate the interplay between polymer function and semiconductor NC function
with the intent of creating new collective functionality of NC ensembles. Most
recently, a paradigmatic shift from development of new strategies to form semi-
conductor NC–polymer composites to use self-assembly behavior of polymers to
direct self-assembly of NCs and control the NC interaction and thus their collective
properties is rather obvious [20, 50]. The future intelligent devices should be based
on intelligent self-assembly of various nanometer-sized building blocks [104, 105].
Extending enormously rich phase-separation behavior and stimuli-response beha-

Fig. 19. Fluorescence image of a mixture of polymer microspheres loaded with CdTe NCs of different
sizes. Reproduced with permission from [103], � 2002 Wiley–VCH
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vior of polymers to supervise self-assembly of semiconductor NCs should be a
promising way to make NC ensemble intelligent. One may be able to manipulate the
interaction betweenNCs by tuning their separation spacing and the symmetry of their
spatial association in a tailor-designed manner.
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1. Introduction

The length scales in nanometer range for both inorganic and organic materials
have unique physical responses. The opto-electronic properties of metals [1] and
semiconductors [2] strongly depend on their size, material used and crystalline shape
in the nanometer size regime. New synthetic approaches have been applied to
fabricate series of monodisperse nanometer size crystals, known as nanocrystals or
nanoparticles (NPs). In particular, semiconductor NPs [3] have attracted tremendous
attention due to their unique physical properties, which originate from the surface
atoms of nanoscale objects and from the size quantization effect [4]. Group II–VI
semiconductorNPs are currently of great technological interest as emittingmaterials
for thin film electroluminescence devices [5, 6] and as optical amplifier media for
telecommunication networks [7, 8], because of their strong bandgap luminescence.
The incorporation of luminescent semiconductor NPs into photonic crystals [9] has
also obtained substantial attention recently as a novel light source with controllable
spontaneous emission. Thiol-capped semiconductor NPs with size-dependent lu-
minescence in the visible spectral region have been synthesized in aqueous colloidal
solutions [10] and used for fabrication of light-emitting diodes (LEDs) [11], and for
impregnation of colloidal photonic crystals [12].
�Bottom–up� [13] and �top–down� [14] approaches have been employed to

assemble NPs in controlled manner and to understand the scope of possible
applications in the field of the biomedical and materials science. Polymers [15]
and biomolecules [16] are used as linkers to assemble the NPs into various
architectures [17]. Polymer/inorganic nanocomposites hold substantial promise for
the production of novelmaterials in which optical, electrical, magnetic, and catalytic
properties of inorganic nanostructures [18] are combined with optical, electrical,
and mechanical properties of macromolecules [19]. The chemical and physical
characteristics available for permutations from both classes of compounds provide
a versatile platform for materials designed for various applications. Numerous
prototype devices using patterning were designed to utilize the unique material



properties of NPs and polymers for variety of applications. The potential integration
of these materials with living systems lead to the development of promising
technology for diagnostic and therapeutic applications in medicine and biology
[20]. Layer-by-layer (LBL) assembly [21, 22] is aversatile technique that can be used
for the preparation of such NPs/polymer nanocomposites. This technique appears to
be convenient for constructing functional interfaces because (i) layers can be
assembled with inorganic NPs for biocompatible coatings [23], (ii) the composition
of the film can easily be changed from layer to layer to impart the desired properties
and (iii) LBL allows for introduction of multiple nanocomponents in the self-
assembled material.
Being originally developed for polyelectrolyte/polyelectrolyte systems [17a], the

LBLtechnique isapplicable foralmost any typeofchargedspecies, including inorganic
molecular clusters [24], NPs [21a], nanotubes and nanowires [25], nanoplates [26],
organic dyes [27], dendrimers [28], porphyrins [29], biological polysaccharides,
polypeptides [30], nucleic acids and DNA [31], and proteins. The universality of the
LBL process has increased the rapid development of biomedical applications of
polyelectrolyte multilayers and related nanostructured organic–inorganic composites.
This translates into an exceptionally broad range of structural characteristics and, thus,
functionalproperties.TheforcespromotingformationofLBLfilmsarenotonlylimited
to electrostatic interactions. Assemblies based on hydrogen bonding [32], charge
transfer [33], covalent bonding [34], biological recognition [35], and hydrophobic
interactions [36] have also been studied. Besides charged inorganic substrates, hydro-
phobic polymer surfaces have also been used to offer good scaffolds for LBL growth
based upon hydrophobic interactions [37]. Overall, availability of an extensive spec-
trum of fabrication components, variety of substrates, and versatility of assembly
methods dramatically enriches the applications of LBL films.
A variety of functional films can be produced using NPs and polyelectrolytes

within the LBL assembly technique [21a, 38]. LBL-based thin films are currently
being evaluated for a variety of applications that include drug delivery [39],
molecular sensing [40], solid battery electrolytes, and membranes [41]. In general,
films are created by alternately exposing a substrate to positively and negatively
charged molecules or particles, as shown in Fig. 1 [17a]. In this case, steps 1–4 are
continuously repeated until the desired number of �bilayers� (or cationic–anionic
pairs) is achieved. Each individual layer may be 1–100 nm thick depending on
chemistry, molecular weight, charge density, temperature, deposition time, counter-
ion, and pH of species being deposited. The ability to control coating thickness down
to the nm-level, easily insert variable thin layers without altering the process, and
economically use raw materials are advantages of LBL relative to other available
techniques of deposition of comparable thick films (�1mm). Furthermore, the LBL
deposited films are often transparent, which opens up areas of use not available for
comparable bulk films (e.g., bacterial sensors on food wrap or magnetic stripe over
graphics). Introducing semiconductor NPs and nanowires (NWs) in the LBL films
allows creating materials for new advanced applications.
In this chapter, we review recent efforts in processing semiconductor NP disper-

sions into high-quality thin films with thicknesses controllable on the nanometer
scale using the LBL assembly method both on planar substrates and on colloidal
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spheres. The LBL assembly discussed here is based on the alternating adsorption of
oppositely charged species, such as positively and negatively charged polyelec-
trolyte pairs with semiconductor NPs and/or NWs. The technique for LBL can be
applied universally to the coating of both macroscopically flat and non-planar (e.g.
colloidal particles) surfaces for creating new photonicmaterials. LBL assemblies for
semiconductor NWs also hold promise to create films with photoconductive and
electronic applications. Besides discussing LBL assembly applications, the fabrica-
tion of different semiconductor NPs and NWs will also be shortly addressed.

2. Semiconductor nanoparticles

Semiconductor NPs possess attractive optical properties, as a result of size-depen-
dentbandgaps,whichdetermine thecolor of light emittedby theNPs.For fabricationof
semiconductor NPs, the supersaturation and subsequent nucleation procedure can be
initiated by the rapid addition of metal–organic precursors at 150–350�C into a flask
containing hot coordinating solvents. The coordinating solvents initially used in the
reactionweremixtures of long chain alkylphosphines and alkylphosphine oxides [42].
In the fabrication of II–VI semiconductor NPs (MXwhereM¼Zn, Cd,Hg andX¼ S,
Se, Te), metal alkyls (dimethylcadmium or diethylzinc) are selected from the group II
sources. The group VI sources (where X¼ S, Se, Te) are often from salts of

Fig. 1. aSchemeof the LBL filmdeposition using glass slides. Steps 1 and 3 represent the adsorption of a
polyanion and polycation, respectively, and steps 2 and 4 are washing steps. The four steps are the basic
build-up sequence for the simplest film architecture, (A/B)n. The construction of more complex film
architectures requires only additional beakers and a different deposition sequence. b Simplified picture
of the first two adsorption steps, depicting film deposition starting with a negatively charged substrate.
The polyion conformation and layer interpenetration are an idealization of the surface-charge reversal

with each adsorption step. Reproduced with permission from [17a], � 1997 AAAS
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organophosphine chalcogenides or bistrimethylsilylchalcogenides, trimethylsilyl de-
rivatives [43]. The organophosphine reagents (R3PX) are usually Se and Te sources
because they are easy to synthesize; bistrimethylsilylchalcogenides are used as the
source of S since they are more reactive than organophosphine derivatives. The use of
mixed precursors, for example Se and S precursors, leads to formation of alloys and
reflects the differential rate of precursor incorporation.
Synthesis of group II–VI semiconductor NPs is not limited to the use of alkylphos-

phines and alkylphosphine as high-boiling solvents in the synthesis. Injection of
precursor reagents into hot alkylphosphites, alkylphosphates and alkylamines leads
to formation of NPs. Mikulec showed that using alkylphosphoramide–tellurium
precursors produces CdTe NPs with high-luminescence efficiencies [44]. Gaponik
et al. summarized the advantages of CdTe NPs synthesis using short chain thiol
ligands [45]: this kind of water-soluble NPs, considered in details in the Chapter by
Gaponik and Rogach of this book are excellently suited for the use within the LBL
approach. Guyot-Sionnest and Hines established that the use of alkylamines as the
coordinating solvent considerably increases the rate of growth for ZnX NPs [46].
Similarly, synthesis of InP and InAs NPs has been carried out by mixing and

vigorous heating of group III and V precursors in high-boiling solvents [47]. For
groups III–V syntheses the precursor is normally present in the hot solvent prior to the
addition of bis- or tris-trimethylsilyl derivatives. Growth of the NPs is very slow since
Ostwald ripening takes about 6 days to reach the desired size. A lot of other potential
organometallic precursors and high-boiling coordinating solvents are to be tested and
thus provide opportunities for fabricating new semiconductor NP systems.
For many of the applications of semiconductor NPs, researchers aim to produce

particles that are low cost, monodisperse, have high emission quantum yield,
chemical functionality and stability in ambient conditions. CdTe NPs satisfying
the most of these requirements can be synthesized using a wet chemical process that
is relatively simple and allows one to functionalize the NPs using thiol type
stabilizers in aqueous medium [10, 45, 48]. Thiol-stabilized CdTe NPs synthesized
in water typically have a strong luminescence (with a quantum yield reaching
40–60% at room temperature). The synthesis starts with a solution that contains
cadmiumperchlorate andR-thiol stabilizer. Hydrogen telluride gas is passed through
the solution to produceCdTe precursors that are not luminescent. The solution is then
refluxed for minutes to several hours; during this time the particles increase in size
through Oswald ripening. Within less than 1 h, green emission can be observed
from the NP dispersion, and after few hours of boiling yellow and then red emission
appear. The emission color change is an indication of the change in particle size.
The structure of the CdTe NPs has been shown to be zinc blend (cubic) through

powder X-ray diffraction [45]. For small clusters it has been confirmed that the NP
structures are cubic packed tetrahedrons with a surface layer of Cd–S–R [49].
However, for the larger particles (red emission) there is likely to be some CdS
incorporated in gradient fashion throughout the NPs [50]. The functionality of the
CdTe NPs can be achieved using different thiol-type stabilizers. The requirement for
aqueous synthesis is that the thiol derivative must be soluble in water. The pH of the
solution is typicallymodified so that, for negatively charged derivatives, particles are
formed at pH> 11, whereas positively charged NPs are formed at pH� 6.
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3. LBL assembly with semiconductor nanoparticles

In general, for LBL assembly the substrates are immersed in a solution of, e.g.
positively charged polyelectrolyte, such as poly(diallyldimethylammonium chlo-
ride) (PDDA), poly(allylamine hydrochloride) (PAH) or polyethyleneimine (PEI),
and subsequently rinsed by pure water (the aim of rinsing is the removal of loosely
adsorbed polyelectrolyte from the substrate). The net charge of the substrate�s
surface becomes positive because of the adsorption of polyelectrolyte with positive
charge. Subsequent execution of the analogous procedure with a negatively charged
polyelectrolyte solution, such as poly(styrene sulfonate) (PSS), poly(vinyl sulfate) or
poly(acrylic acid) (PAA), leads to the reversal of net charge on the substrate, bringing
it back to the starting point. As a result, a double polyelectrolyte layer (bilayer) is
built up on the substrate. With such cyclic depositions, one can obtain multilayer
films on the substrates with desired structures and thicknesses (Fig. 1). The LBL
technique allows for nanometer-scale control of the thickness of thin films [17a, 23].
In comparison to other assemblymethods, themultilayer structure of LBL-deposited
films allows for much higher loadings and results in more stable films.
Incorporation of semiconductor NPs in the LBL assembly based on alternating

adsorption of oppositely charged species was investigated in detail [51]. Using
the above approach to incorporate semiconductor NPs within polyelectrolytes films,
HgTe NPs dispersions and PDDAwere assembled into high-quality thin films with
controllable thicknesses in nanometer scale. LBL films were prepared according to
the standard cyclic procedure: (i) dipping the glass substrate in PDDA solution for
10min; (ii) rinsing with water for 1min; (iii) dipping into the dispersion of HgTe
(pH¼ 10.0) for 20min; (iv) rinsing with water again for 1min. Each of such a
procedure resulted in a �bilayer� consisting of a polymer/nanocrystal composite.

Fig. 2. Absorption spectra of LBL assembled film of HgTe NPs and PDDA as a function of a number of
deposition cycles. Insert: absorbance at 450 nm vs. the number of deposited HgTe LBL layers.

Reproduced with permission from [52], � 2000 ACS
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The cycles were repeated according to the desired thickness of the films and were
analyzed by UV–Vis (Fig. 2) [52].
The LBL assembled films with HgTe NPs displayed strong emission in the near-

infrared, peaking around 1600 nm and covering the entire telecommunications
spectral region of interest. LBL films of NPs can be viewed as very inexpensive
yet versatile technology, enabling implementation of cost-effective high capacity
optical networks. Due to exceptional versatility of LBL approach that can be
effectively applied to the coating of planar substrates and highly curved surfaces
such as optical fibers, this technique can be used in infrared opto-electronics for
manufacturing all-fiber emitters, detectors, amplifiers, etc.
The LBL sequential adsorption technique was further employed for a variety of

semiconductor NPs. It can be utilized as a deposition method for nanostructured
coatings on highly curved micrometer to millimeter scale surfaces, which was
demonstrated with strongly luminescent CdTe NPs. The preparation of uniform
optical quality coatings made of highly luminescent NPs on optical fibers and tube
interiors was done [53]. The LBL assembly was performed using CdTe NPs and
PDDA. Confocal microscopy showed that CdTe/PDDA coatings were uniform and
continuous (Fig. 3) [53]. Strong coupling of theNP luminescence into the 600micron
glass optical fiber attributed to high refractive index of CdTe/PDDA composite was
observed. Two unexpected effects were detected: (i) gradual red shift of the
luminescence spectrum as the layer thickness increases and (ii) a significant
enhancement of the luminescence during first 100min of UV illumination. Similar

Fig. 3. Confocal microscopy examination of the optical fiber coated with (PDDA/CdTe)8. a Depth
profile image sequence. Numbers 1–6 denote gradual change of imaging depth from the middle of the
fiber to the top surface. bComposite image of a piece of fiber surface. cAxial image of the fiber from the

polished coated end. Reproduced with permission from [53], � 2003 ACS
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results were obtained for the coatings made in the glass tube interior, which can be
considered as simple models of microfluidic devices with channels of complex
geometry and sensing devices.
LBL films consisting of ionic polymers and positively charged TiO2 NPs were

demonstrated to possess photocatalytic properties [54]. Regular increase of the film
thickness and the film weight by each deposition have been followed using
ellipsometry, UV–vis spectroscopy, and a quartz crystal microbalance. Uniformly
distributed TiO2 NPs in the thin filmwere observed in scanning electron microscopy
(SEM) and transmission electron microscopy (TEM) images (Fig. 4) [54]. Photo-
catalytic properties of the LBL thin films containing TiO2 NPs were confirmed by
oxidation of iodide and decomposition of methyl orange.
Other than electrostatic build-up, Wang and coworkers described a convenient

LBL assembly approach to form multilayers of conjugated polymers and CdSe NPs
based upon covalent coupling reactions [55]. This approach enables the formation of
robust and smooth functional polymer thin films in common organic solvents. The
stability of the resulting films was tested by sonication for several hours and no
noticeable changes in the ellipsometric thickness of the films were observed. These
properties, along with thickness control on the nanometer scale, render the resulting
LBL structures very attractive as building blocks for organic device fabrication.
Promising photocurrent responses have been found in the LBL self-assembled films.
It has also been shown that the thin-film structures exert a great impact on the
photovoltaic properties. The results of this study demonstrate that the covalent-based
LBL method yields a unique approach for the fabrication of a variety of organic and
organic–inorganic hybrid thin films.

4. LBL assembly of nanoparticles for biomedical applications

A critical emerging issue in the use of semiconductor NPs concerns their
functionalization or modification to impart biocompatibility and target biospecific-
ity. LBL assembly of NPs with polyelectrolytes provides the concept to impart
biocompatibility andmake use of NPs in the polymer films for further applications in
the field of biomaterials. TiO2 nanoshells were used to create ion-selective and
biocompatible films using LBL technique. Hollow titania spheres were synthesized
from the Ag and TiO2 NPs [56]. In order to make nanoshells with ion-seiving
properties, the silver core was removed by concentrated ammonia solution. As the

Fig. 4. Cross-sectional TEM image of a PAH/PAA/TiO2[/PAA/PAH/PAA/TiO2]7 thin film. On the right
side, a high-resolution image of TiO2 NPs in the thin film is shown. Reproduced with permission from

[54], � 2002 Elsevier
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titania shells were fabricated, LBL assembly was carried out by sequential dipping
of the substrates in solutions of TiO2 nanoshells (positive charge þ30mV) and
negatively charged PAA. TiO2/PAA bilayers during the build-up were analyzed by
ellipsometeric measurements and UV–vis absorbtion spectroscopy. The hollow
sphere geometry of the nanoshells in the films provides high surface area and
nanoscale porosity. The ion-permeable properties of the nanoshells were studied
using the standard electrochemical method of cyclic voltammetery with potassium
ferricyanide as the probe molecule. The change of pH from 11 to 2 resulted in a
drastic increase of transparency of the nanoshell films toward the probemolecules, as
indicated by the increase in the peak current in the voltammograms (Fig. 5) [56].
The high density of pores per unit volume of TiO2 nanoshell-based LBL films

resembles the qualities of biomembranes and tissues produced by biominerlization.
In recent years there has been considerable interest in developing detection methods
for the secretion of small molecules known as neurotransmitters, from the cells
deep inside the brain. Understanding the mechanism of the secretion and meta-
bolism is key for curing diseases like Parkinsons. Dopamine is one of the important
chemicals found in the nervous system. In order to test the LBL films, the

Fig. 5. TEM images of aAg-core/TiO2 shell NPs, b TiO2 nanoshells, c Scan rate of cathodic and anodic
currents for TiO2 nanoshell LBL films at pH 2 (curves 1) and pH 11 (curves 2). Reproduced with

permission from [56], � 2002 Wiley
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electrochemical response to dopamine and ascorbic acidwas investigated [56]. It was
found that LBL coatings with nanoshells showed drastic difference to the magnitude
of the electrochemical signal response of ascorbic acid relative to dopamine. The ion-
selective capabilities of the nanoshells films for the successful detection of dopamine
in the presence of ascorbic acid represents an important neurochemical problem and
demonstrates a significant improvement in the detection sensitivity without any loss
of sensitivity. The films were also found to be compatible with nerve cell line, which
opens the way for their exploitations as coatings for the in vivo monitoring the brain
activity. The ability to detect neurotransmitters directly inside the brain can facilitate
the understanding of chemical communication between neurons and diagnoses the
malfunction of the nervous system.
In another study [57], LBL assembly was carried out with absorption of positively

charged PDDA in combination with negatively charged CdTe NPs on a glass
substrate. The biocompatible coating of collagen on the surface of LBL assembled
films of NPswas then built in the same cyclic manner with 0.5wt% solutions of PAA
at pH 4, which changes the surface charge to negative. Following the washing
procedure, the substratewas exposed to positively charged 0.1% solution of collagen
type IVat pH 4 for 20min and rinsed. This procedure resulted in the deposition of a
film with a layer sequence of (PDDA/CdTe/)nPDDA(/PAA/collagen)m, where n and
m are the number of the corresponding deposition cycles. For testing the biocompat-
ibility of the surfaces produced, mammalian C2C12 and PC12 cells in culture were
used, which represent convenient models for expected interactions between the
prepared NP/polyelectrolyte/collagen composite and tissues. When cells were
cultured on (PDDA/CdTe)n multilayers, only clusters of dead cells were observed.
When theCdTeNPs filmswere coated by a single PAA/collagen bilayer, the behavior
of cells dramatically changed. They attached in large quantities and spread over the

Fig. 6. Optical microscopy images of C2C12myoblast (a–c) and PC12 (d–e) culture cells on the surface
of (a) (PDDA/CdTe)3, (b) (PDDA/CdTe)3PDDA(PAA/collagen)1, (c) (PDDA/CdTe)3PDDA(PAA/col-
lagen)5, (d) (PDDA/CdTe)3PDDA(PAA/collagen)5 and (e) glass. Reproduced with permission

from [57], � 2003 ACS
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surface, indicating that the cytotoxicity of the CdTe NPs was markedly screened
(Fig. 6) [57]. These results indicate that biocompatibility factors must be engineered
to the cell type used, as different cell surface molecules on various cell types
determine attachment, survival and other functional interactions between the cell and
the substrate. Although Cd-containing materials are unlikely candidates for in vivo
use, ex vivo models with CdTe NPs can provide interesting information on funda-
mental problems at the interface of nanomaterials and biomaterials.

5. LBL assembly as a method to produce nanoparticle
coatings on colloids

The coating technique using LBL is not limited to flat substrates, but can also be
used for non-planar (e.g. colloidal particles) surfaces, resulting in core-shell
materials. A new class of highly fluorescent, photostable and magnetic core-shell
NPs in the submicrometer size range has been synthesized [58] and combined with
the LBL assembly technique. Luminescent magnetic NPs [59] were fabricated using
two main steps. The first step involved controlled addition of ligands to a dispersion
of magnetic Fe3O4/Fe2O3 NPs, which were homogeneously incorporated in mono-
disperse silica spheres. The second, coating step involved the LBL assembly of
polyelectrolytes and luminescent CdTe NPs onto the surfaces of the silica-coated
magnetic NPs, which were finally covered with an outer shell of silica. These
spherical particles had a typical diameter of�220 nmwith saturation magnetization
of 1.34 emu/g and exhibited strong photoluminescence. Such multifunctional na-
nocomposites, addressable by a magnetic field and detectable by their emission,
were prepared by the encapsulation of bothmagnetic iron oxideNPs and luminescent
semiconductor NPs within composite silica spheres (Fig. 7).
Caruso et al. [60] utilized titanium dioxide, silica and laponite NPs as in-

organic building block for multilayer formation on polystyrene (PS) sphere templates.

Fig. 7. Photographs of luminescent magnetic silica spheres driven by an external magnetic field. No
magnetic field applied (left); a handheld magnet placed below the sample for 2 h (center); movement
of the magnet dragging the concentrated particle phase (right). Reproduced with permission from [59],

� 2006 Wiley

206 S. Srivastava, N. A. Kotov



Composite organic–inorganic particles were formed by the controlled LBL assembly
of the NPs in alternation with oppositely charged polyelectrolytes onto PS micro-
spheres (Fig. 8). The influence of NPs type, shape (spherical to sheet-like), and
size (3–100 nm), and the diameter of the PS sphere templates (210–640nm) on
the formation of multilayer shells was examined by TEM and SEM. In addition, the
LBL technique for coating polymer spheres has been shown to be adaptable with
small variations in the coating steps used to optimize the NP coatings of the dif-
ferent materials. These hybrid core-shell particles were subsequently calcinated to
create hollow spheres with predetermined diameters. Such hollow spheres may find

Fig. 8. TEM images of core-shell particles consisting of 210 nm diameter core PS spheres coated with
three TiO2 nanoparticle (positively charged)/PE3 multilayers. Reproduced with permission from [60],

� 2001 ACS

Fig. 9. TEM images of closely packed PS spheres coated with polyelectrolyte/CdTe NP shells.
Reproduced with permission from [61], � 2002 Elsevier
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application in diverse areas, ranging from photonics to fillers and pigments to
microencapsulation.
In a similar study, highly luminescent thiol-cappedCdTe andHgTeNPswere used

for the deposition on submicron-sized monodisperse polystyrene spheres [61]. The
nanocomposite shells on colloids were assembled by depositing negatively charged
CdTe NPs on sulfate-stabilized PS spheres precoated with a three-layer film of the
cationic polymer PAH and the anionic polymer PSS. The outermost surface layer
(prior to the NP deposition) was PAH and hence the surface was positively charged.
The procedure could be easily repeated, providing control over the composite
multilayer film thickness. These nanocomposites made of nanocrystal/silica and
core-shell latex/NP spheres have been used as building blocks for 3D colloidal
photonic crystals (Fig. 9).

6. LBL assembly with nanowires and nanotubes

LBL assembly can also be extended to semiconductor ormetallic nanowires (NWs)
and carbon nanotubes. Use of NWs in the LBL assembly provides a useful approach
to fabricate materials with unique and advanced opto-electronic responses. One-
dimensional nanomaterials are expected to play a key role in fabricating nanoscale
devices of the next generation. However, miniaturization in electronic and opto-
electronic devices through improvements in conventional �top–down� technologies
is approaching the limits of lithographic and etching processes. In contrast, bottom-
up approaches to nanodevices, where the nanomaterials are assembled from basic
building blocks, such as semiconductor NWs and carbon nanotubes, have the
potential to go far beyond their limits. In general, one-dimensional nanostructures
are synthesized by promoting the crystallization of solid-state structures along one
direction [62]. The actual mechanisms of coaxing this type of crystal growth include
(i) growth of an intrinsically anisotropic crystallographic structure, (ii) use of
templates with one-dimensional morphologies for the formation of one-dimensional
structures, (iii) introduction of a liquid/solid interface to reduce the symmetry, (iv)
the use of an appropriate capping agent to control the growth rates of various facets,
and (v) the self-assembly. There are a lot of ways to fabricate NWs using the above
techniques; here we will only discuss in some more details the self-assembly based
method leading to the formation of semiconductorNWswhich have been usedwithin
the LBL approach. CdTe NWs can be formed by spontaneous self-assembly of
individual negatively charged CdTe NPs [63]. For the NW formation to begin the
excess stabilizer is removed through centrifugation. The precipitate is then dispersed
in water at pH 9 and allowed to age at room temperature in the dark for several days.
During the period of 6–8 days, the color of the solution gradually turns fromorange to
dark brown. Upon analyzing the respective solution with TEM, SEM andAFM solid
CdTeNWswere detected (Fig. 10). NWs are formed irrespective of theCdTe particle
size, as demonstrated using different CdTe dispersionswith luminescencemaxima at
520–530 nm (green), 550–565 nm (yellow), 590–605 nm (orange), and 610–625 nm
(red) [64].
CdTe NWs display excellent uniformity in diameter, have a high aspect ratio, and

significant photoluminescence quantum yield. The selection of the original particle
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sizes offers a convenient means for the control of the degree of quantum confine-
ment and NWmorphology. The described process also exemplifies the ability of the
NPs to self-organize into other superstructures due to the intrinsic anisotropy of inter-
NP interactions. NPs can be compared to proteins; self-organization processes in
solution have been well established for proteins and other biomacromolecules [65],
which have physical dimensions of several nanometers, i.e., the same scale as that of
many inorganic nanocolloids. When positively charged CdTe NPs were allowed
to self-assemble, TEM and AFM images showed free-floating sheets formed by a
2D network of assembled NPs. The experimentally observed template-free organi-
zation into free-floating particulate sheets resembled the assembly of S-proteins or
chaperones [66].
A very general procedure for semiconductor NW formation has been introduced

by Lieber and Duan [67]. Elemental Si and Ge semiconductor NWs were produced
using the laser-assisted catalytic growth (LCG) method [68], which exploits laser
ablation to generate nanometer diameter catalytic clusters that define the size and
direct the growth of the crystalline NWs by a vapor–liquid–solid (VLS) mechanism.
Importantly, it was shown that semiconductor NWs of the III–V materials GaAs,
GaP, GaAsP, InAs, InP, InAsP, the II–VI materials ZnS, ZnSe, CdS, CdSe, and
IV–IV alloys of SiGe can be synthesized in larger yields and high purity using this
approach (Fig. 11).

Fig. 10. TEM images of CdTe NWs made from 3.4-nm (a) and 5.4-nm (b) NPs. Bars, 100 nm. AFM
images (top) and cross-sectional profiles (bottom) ofNWsmade from3.4-nm (c), 5.4-nm (d), 2.5-nm (e),
and 4.1-nm (f) CdTe NPs. A featureless cationic polyelectrolyte layer (poly(diallydimethylammonium)
chloride), with surface features of 0.1 nm in height, was preadsorbed on the silica wafer to increase the

adhesion of anionic NWs. Reproduced with permission from [63], � 2002 AAAS
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Fig. 11. FE-SEM image of CdSe nanowires prepared by LCG. The scale bar corresponds to 2mm. The
inset is the TEM image of an individual CdSe nanowire exhibiting nanocluster (dark feature) at the wire
end. EDX shows that the nanocluster is composed primarily of Au. The scale bar is 50 nm. Reproduced

with permission from [67], � 2000 Wiley

Fig. 12. SEM (a, c, e) and TEM (b, d, f) images of titania nanotubes obtained from (PEI/TALH)12PEI-
coated PCmembrane after heating at 95�C for 24 h (a, b), 450�C for 10 h (c, d) and 950�C for 12 h (e, f).

Reproduced with permission from [69], � 2007 Wiley
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For NW formation, titania tubes were successfully prepared by LBL deposition of
a water-soluble titania precursor, titanium(IV) bis(ammonium lactato) dihydroxide
(TALH) and the oppositely charged poly(ethylenimine) (PEI) to form multilayer
polyelectrolyte films (Fig. 12) [69]. Tubular structure was obtained by deposition
of the abovementionedmaterials inside the cylindrical pores of a polycarbonate (PC)
membrane template, followed by calcination at various temperatures. The as-
prepared anatase titania tubes exhibit very promising photocatalytic properties,
demonstrated by the degradation of the azodye methyl orange as a model molecule.
They are also easily separated from the reaction system by simple filtration or
centrifugation, allowing for straightforward recycling. The reported strategy pro-
vides a simple and versatile technique to fabricate titania based tubular nanostruc-
tures, which could easily be extended to prepare tubular structures of other materials
and may find application in catalysis, chemical sensing, and nanodevices.
Cui and Liu [70] fabricated silica NWs by combining �top–down� e-beam

lithography and �bottom–up� LBL assembly techniques. The simple and low-cost
LBL method was used to construct silica NP thin films, while the e-beam litho-
graphy-based lift-off method was implemented for patterning the self-assembled
thin films to nanometer scale lengths. The silica nanowires grown by this technique
had an average width of 100 nm, while the minimum width obtained was 60 nm.
These experimental data indicate a newapproach to fabricateNWs that can be used in
nanoelectronic devices and circuits.
CdTe NWs as those described above can be transformed to Te NWs using a Cd

complexing agent EDTA [71]. The Te NWs exhibited a uniform diameter with
lengths ranging from 100 to 800 nm. Solid thin films of Te NWs on glass (Fig. 13b)
were prepared by using a standard LBL method by dipping the glass substrate
alternatively into a negatively charged Te NW solution and positively charged
polyelectrolyte, PDDA. Successful film formation was evidenced by a linear
increase of the UV–vis absorbance with an increasing number of deposition cycles.
To characterize the conductive and photoconducting properties of the LBL

assemblies made from Te NWs, a film of 20 bilayers, (PDDA/NW)20, was prepared
and electrical contacts were made by attaching silver wires to the surface of the Te.
The electrical resistance of the Te NW films was measured in the dark and under

Fig. 13. a Photoresponse of the Te thin films for repetitive switching of the He:Ne laser between
�on� and �off� states, b SEM image of (PDDA/TeNW)2. Reproducedwith permission from [71],� 2006

Wiley
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illumination (Fig. 13a). The �light-on–light-off� cycle was demonstrated to be very
stable under ambient conditions. The photocurrent rise-and-fall kinetics was also
found to be relatively long [71]. At present, these results are interesting primarily
from a fundamental point of view but also as a demonstration of the materials design
potential as nanocomposites with high amounts of inorganic loading, made possible
by LBL assembly. In addition, it was evidenced that the resistance can be adjusted by
adding new chemical components. The photocurrent measurement of the thin films
demonstrated that Te thin films can be reversibly switched between lower- and
higher-conductivity states after exposure to the external light source. Such photo-
conducting NWs could serve as light detectors and switching devices for opto-
electric applications, in which the binary states can be addressed optically.
Another important class of semiconducting quasi one-dimensional material is

carbon nanotubes. Single-walled carbon nanotube (SWCNT) devices have been
developed due to the outstanding structural, mechanical, thermal, electrical and
chemical properties of SWCNTs [72]. An alternative approach is to use SWCNT thin
films, in the form of either aligned arrays [73] or random networks [74], or as the
semiconducting channel layers. In [72] the fabrication and characterization of high-
mobility thin-film transistors (TFTs) using LBL assembled SWCNTs (Fig. 14) as the
semiconductingmaterial andSiO2NPs as the gate dielectricmaterialwas carried out.
The channel length and the effective thickness of the SWCNT semiconductor layer
were 50 microns and 38 nm, respectively. The effective thickness of the SiO2

dielectric layer was 180 nm. The SWCNT TFT exhibited p-type semiconductor
characteristics and operated in the accumulation mode. The combination of LBL
assembly and microlithography provides a simple, low-temperature, and highly
efficient approach to fabricate inexpensive TFT devices.

Fig. 14. aModel structure of LBL self-assembled SWNCT semiconducting layer and SiO2 nanoparticle
dielectric layer. b SEM image of the assembled SWNCTs. c Cross-sectional SEM image of the

assembled SWCNT/SiO2 layers. Reproduced with permission from [72], � 2006 AIP
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7. Conclusions

LBL assembly based on sequential absorption of polyelectrolytes with semi-
conductor NPs or NWs is a unique way to introduce the properties from both the
inorganic and organic components into resulting nanocomposite materials. This
approach allows for high loading of NPs or NWs into the polyelectrolyte films
with potential applications in biological and material science. In particular, the
use of HgTe NPs holds a great promise for manufacturing infrared opto-electronic
emitters, amplifiers and detectors. In the biomedical applications, LBL assem-
blies with TiO2 nanoshells can be used for understanding the communication of
neurons; CdTe NPs assemblies in combination with polyelectrolytes and collagen
can be used as biocompatible surfaces. All these results indicate the scope for
LBL technique to be employed on different kinds of semiconductor NPs for
manufacturing new devices and materials for biological applications. Introducing
semiconductor NWs and SWCNTs in the LBL assembly adds to the versatility of
the approach for constructing transistors and conducting films. Modulation in any
of the components used for the LBL assembly could lead to novel functional
materials for such diverse areas as drug delivery, therapeutic biomaterials, sensors
or transistors.
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1. Introduction

The interaction of electrons and holes with lattice vibrations in bulk semicon-
ductors leads to a number of effects, such as a reduction in their mobility because of
scattering, a (small) change in the effective mass, the introduction of phonon side-
bands in the optical absorption and emission related to the excitons, and homo-
geneous broadening of spectral lines [1, 2]. It also determines the carrier dynamics in
semiconductor devices. In particular, the emission of optical phonons is the main
mechanism of relaxation of hot carriers (see Fig. 1), extremely important for the
operation of semiconductor lasers [3]. This applies also to quantum wells, super-
lattices and quantum wires, nanostructures where the electron and hole energy
spectra still are continuous.
The situation is different in semiconductor quantum dots (QDs). The three-

dimensional (3D) quantum confinement of the electrons and holes results in discrete
atomic-like energy spectra as shown schematically in Fig. 2. Owing to this electronic
structure, the emission of optical phonons as the mechanism of relaxation to the
ground state is apparently impossible because it would require strict energy con-
servation in the electron–phonon scattering, i.e. exact resonance between the optical
phonon energy and level spacing, which should be rather accidental. On the other
hand, the level spacing is rather big compared to the typical energy of acoustic
phonons that may still form a continuum. This kind of argument justified the
theoretical concept of �phonon bottleneck�, a very slow carrier relaxation which
should be inherent to small QDs [4]. However, in the last years it has become clear
that the electron and hole coupling to phonons in QDs leads to the formation of a
polaron and, generally speaking, cannot be describedwithin the Born approximation
[5–7]. In other words, virtual transitions between different electronic levels, assisted
by phonons and not requiring energy conservation may be important enough
to guarantee a significant modification of the exciton energy spectrum and
dynamics1. Precise quantitative knowledge of the mechanisms and intensity of the

1By exciton we understand an electron–hole pair, independently of the importance of the Coulomb
interaction between them.



electron–phonon and hole–phonon interactions in QDs is therefore crucial for
achieving a detailed understanding of their optical properties.
There exists a broad literature devoted to the electronic structure of the most

studied II–VI, III–Vand elemental QDs constituted by nearly spherical nanocrystals
(NCs) that can be produced by melting, sputtering or colloidal chemistry techniques
(see, e.g. [8] for review). Theoretical models that have been successfully applied to
describe the electron and hole spectra of nearly spherical QDs range from the
effectivemass approximation (EMA) [9–11] to large scale ab initio calculations [12,
13]. There is a consensus that, if the complex valence band structure of the underlying
material and the electron–hole exchange interaction are taken into account, the
(semi-)analytical EMA calculations reproduce reasonably well the energy spectra
and optical properties of confined excitons unless the QDs are too small (below 1 nm
in radius).

Fig. 2. A schematic illustration of the 3D confinement effect on the electron and hole spectra in a
spherical QD made of a semiconductor material with zinc-blend structure

Fig. 1. A schematic illustration of hot electron thermalization and radiative recombination with
holes. Incident photon of energy �hvex excites an electron–hole pair and luminescence occurs at an

energy �hvPL
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The spatial confinement effect on optical phonons in semiconductor QDs has also
been studied experimentally and theoretically (see [14] for a recent review). Again,
continuummodels provide a good understanding of experimental results obtained by
means of Raman and FIR spectroscopies [15, 16]. However, the intensity of the
exciton–phonon (ex–ph) interaction in QDs remains a controversial subject. Various
theoretical studies led to different conclusions concerning the strength of the ex–ph
coupling and its dependence on the QD size [17–20]. While calculations performed
for II–VI and III–V dots generally agree that the ex–ph coupling strength is reduced
in NCs compared to the bulk [21], they disagree regarding the numbers and trends in
scaling of the intensity of this interaction with the QD size. Although the calculated
values vary substantially depending on the approximations used, the Huang-Rhys
parameter for the lowest exciton state, a measure of the intensity of the single-level
coupling to optical phonons discussed in the next section, usually does not exceed
S� 0.1�0.2 for II–VI spherical QDs [21–23] and is even smaller for the III–Vs [23].
Is then the polaron effect really important in semiconductor QDs? We shall discuss
this in Sect. 3.
The situation is even more controversial as far as acoustic phonons are con-

cerned. Experimental data obtained by low frequency Raman scattering studies of
Ge [24], CdS [25] and CdSe [26] NCs, always embedded in a matrix, usually were
interpreted [25–28] in terms of the Lamb�s theory of elastic vibrations of a free-
standing sphere [29]. This theory predicts quantised acoustic modes (see also [30]
where the essential results are reproduced). However, as we will show in Sect. 2.3,
the spectrum of the acoustic vibrationmodes of aQD embedded in an elasticmatrix
is continuous [31–33]. This is conceptually important for the exciton (polaron)
dynamics (Sect. 4).
Turning to the experimental data, the exciton–optical-phonon coupling strength is

most frequently obtained from photoluminescence (PL) spectra. Usually there is a
large Stokes shift of the excitonic PL band with respect to the absorption in small
II–VI [34, 35] and I–VII [36]QDs,which can be explained by strong exciton–phonon
coupling (�experimental�Huang-Rhys parameter S� 1 forCuBr [36] and larger than
unity for CdSe NCs [37, 38])2. However, as mentioned above, the calculated values
happen to be at least one order ofmagnitude smaller. Furthermore, phonon replicas in
the PL spectra caused by the recombination of excitons in QDs were found to
disagree with the well-known Franck–Condon progression (Sect. 3.1), both in their
spectral positions and relative intensities [21]. Although both the strong Stokes shift
and apparently large intensity of the first phonon satellite (relative to the zero phonon
line) can be characteristic of the QD size distribution and not of a single dot [35],
these results indicate that the ex–ph interaction in QDs must be considered carefully
and the adiabatic approximation (leading to the emission spectra described by the
Franck–Condon progression) can be insufficient [21, 40].
For the sake of completeness, let us mention some works aimed at the determina-

tion of the ex–ph coupling strengths using other experimental techniques. Several

2Although self-assembled epitaxial QDs are beyond the scope of this book, it is worth noting that
experimental and theoretical data on the Huang-Rhys parameter in such dots also vary by an order of
magnitude [39].
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authors have attempted to extract the Huang-Rhys parameter from the relative
intensity of one- and two-phonon Raman scattering peaks [17, 41–43]. Quite high
values of S� 0.5 for CdSe [17] and S� 0.7 for PbS [41] and CuBr [42] QDs have
been reported. It should be pointed out that, for such a strong ex–ph coupling, the
contribution of non-adiabatic transitions (i.e. the polaron effect) to the Raman
scattering must be important and no single parameter can describe the relative
intensity ratio between the one-phonon peak and its overtones [44].We shall return to
this point in Sect. 3.5.
In addition to these studies, exciton dephasing and homogeneous broadening

of excitonic transitions has been measured for various semiconductor NCs as a
function of the QD size and temperature [28]. The determination of the homo-
geneous broadening is possible by measuring PL spectra under size-selective
excitation [45, 46] or by studying the spectral hole burning effect [36, 47, 48].
Alternatively, it can be deduced from the dephasing time extracted from the
exponential decay of the polarisation in four-wave mixing [36, 49, 50] or photon
echo [51] experiments. Intrinsic mechanisms of excitonic line broadening arise by
coupling to phonons and, similarly to structures of higher dimensionality, the
temperature dependence of the broadening is described by the following type of
relation [36, 37, 45, 46]:

GðTÞ ¼ G0 þ gacNacðTÞ þ gLONLOðTÞ ð1:1Þ
where G0 is related to the radiation lifetime of the exciton, gac and gLO are some
constants, and Nac (T) and NLO (T) are the Bose factors for the acoustic and optical
phonons, respectively. By fitting gac and gLO one can estimate the strength of the
ex–ph coupling. Although the variation of (G(T)�G0) with the temperature is mostly
linear due to the second term in Eq. (1.1), therewas found also a clear contribution of
coupling to the optical phonons [36, 46]. This is not easy to understand for QDs,
because the coupling of optical phonons to a single electron or exciton level should
lead to the appearance of discrete satellites and not to the level broadening [2, 52].
Thinking in terms of the Fermi�s Golden Rule (or, equivalently, within the Born
approximation), the broadening could be a lifetime effect owing to the electron
(or exciton) transition to another state with emission or absorption of an optical
phonon.However, it would require strict energy conservation in the electron–phonon
scattering, i.e. exact resonance between the optical phonon energy and level spacing,
which should be rather accidental as alreadymentioned above. Oncemore, we come
to the conclusion that the interpretation of experimental data within the models that
are appropriate for bulk semiconductors and even for systems of reduced dimen-
sionality, can be unsuitable for QDs. In particular, it means that multi-phonon
(virtual) processes can be important and the ex–ph interaction inQDsmust be treated
in a non-perturbative way, even for the moderate values of the coupling constants
coming out from the calculations. An important ingredient to be included in the
theory is the non-adiabaticity of this interaction [21, 40] leading to a phonon-
mediated coupling of different electronic levels, even if they are separated by an
energy quite different from the optical phonon energy [7].
In this contribution we discuss the theoretical issues of the ex–ph interaction,

polaron formation and its dynamics in nearly spherical QDs. It is organised as
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follows. In Sect. 2 we describe confined states of electrons, holes, and phonons and
present the calculation of the ex–ph coupling parameters, within the EMA and con-
tinuum models for phonons. In Sect. 3, stationary polaron states are considered and
the polaron effect on the steady state absorption, emission and Raman scattering is
discussed. The polaron dynamics and hot carrier relaxation are discussed in Sect. 4,
which is followed by conclusion.

2. Theory of coupling between confined electrons, holes
and phonons in spherical quantum dots

2.1 Electron and hole states. The effect of quantum confinement on the
electron and the hole in a dot competes with the Coulomb interaction between
them. Two limiting cases can be distinguished [8], known as (i) strong (R� aex, aex
is the bulk exciton Bohr radius) and (ii) weak (R� aex) confinement regimes. Here
we shall concentrate on small QDs for which the strong confinement regime is
realised (for instance, aex¼5.6 nm for CdSe). Then, in the first approximation, one
can consider the spatial quantisation of the energy spectra of �free� electrons and
holes. If one wishes to study the confinement effect departing from the electronic
structure of bulk semiconductor, a relatively simple description of electron–hole
pair states confined in a spherical QD is possible when the underlying material
possesses cubic crystal lattice and direct band gap [8], as is the case of several
III–Vs and II–VIs. Even though CdS and CdSe, probably the most studied NC
materials, normally have hexagonal crystal structure, this (small) anisotropy effect
can be taken into account as perturbation [9, 10]. It is more convenient to include
this effect alongwith those arising from the electron–hole interaction which will be
considered in the next section. In this section, we summarize the EMA results for
cubic semiconductors that are necessary for the calculation of the ex–ph coupling
rates (and the reader should refer to the original works [9, 10, 53–55] for details of
derivation).
For wide-gap semiconductors, such as CdSe, the confined electron and hole levels

may be treated independently3. The bulk electronic structure is shown schematically
in Fig. 2. For electrons near the bottom of the conduction band, it is sufficient to
consider a single parabolic band.Moreover, the problem can be simplified further by
assuming infinitely high barriers at the semiconductor/matrix interface, which is a
good approximation for NCs embedded in silica or similar dielectrics. This leads to
the following simple expression [8–10] for the envelope wave functions for the
electrons in a QD of radius R,

clmnð~rÞ ¼ �ðR� rÞ
ffiffiffiffiffi
2

R3

r
jlðjlnr=RÞ
jlþ1ðjlnÞ

Ylmð#; �Þ ð2:1Þ

where n¼1, 2, 3. . . enumerates successive zeros, jln, of the l-th spherical Bessel
function jl, �(R�r) is the Heaviside step function and Ylm (#, �) are the spherical
harmonics. In addition to the three �spherical� quantum numbers, the fourth one

3 See, however, [11]where the effects of bandmixing on confined states in CdTe dotswere considered.
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characterising the confined electron states is spin projection, sz. The full electron
wave function,Ye

l;m;n;sz
, is a product of clmn given by Eq. (2.1) with a Bloch function

of theG6 band, labelled by the electron spin projections¼", # and denoted jsi. In the
approximation considered here, s¼ sz and

Ye
l;m;n;sz

ð~rÞ ¼ clmnð~rÞdsz;sjsi ð2:2Þ
The double-degenerate ground state with n¼1, l¼m¼0, sz¼", # is denoted 1se
(Fig. 2). Its energy, with respect to the bottom of the bulk conduction band, EC, is
given by p2 �h2/(2me R

2) where me is the electron effective mass.
For holes, it is necessary to take into account the complex structure of the un-

derlying valence band. This has been done by Al. Efros and co-workers who con-
sidered the limiting cases of very large [9, 10] and vanishing [53] spin-orbit splitting
(DSO), as well as the general one [54]. The hole states are classified by the total
angularmomentumquantumnumber,Fh, its projection,M, a radial quantumnumber,
nh, and the parity, Ph. In the case of DSO!¥, the holes can be considered as parti-
cles with spin 3/2 and, for a given Fh, there are four possible values of the orbital
momentum, lh¼Fh�3/2, Fhþ 1/2 (for even states) and lh¼Fh�1/2, Fhþ 3/2 (for
odd states). These values determine the order of the spherical harmonics that appear
in the corresponding envelope functions, as exemplified below, and are important for
establishing selection rules for phonons participating in the ex–ph coupling. For the
four-fold degenerate even hole state with Fh¼3/2 and nh¼1, usually denoted 1S3/2
(Fig. 2), the wave functions can be written as Yh

3=2;M;1;þ ¼ c
ð0Þ
M þ c

ð2Þ
M with

c
ð0Þ
M ¼R0ðrÞY00ð#;�ÞjMi;

c
ð2Þ
1=2¼�R2ðrÞ

�
1ffiffiffi
5

p Y2;0ð#;�Þj1=2iþ
ffiffiffi
2

5

r
Y2;�1ð#;�Þj3=2iþ

ffiffiffi
2

5

r
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Here M¼�1/2, �3/2 and jmi are the Bloch functions of the G8 band (m¼�1/2,
3/2)which can be found, for instance, in [10]. The radial envelope functions are given
by [9, 10]

R0ðrÞ ¼ �ðR� rÞ C

R3=2

�
j0ðKhrÞ � j0ðKhRÞ

j0ð
ffiffiffi
b

p
KhRÞ j0ð

ffiffiffi
b

p
KhrÞ

�
;

R2ðrÞ ¼ �ðR� rÞ C

R3=2

�
j2ðKhrÞ þ j0ðKhRÞ

j0ð
ffiffiffi
b

p
KhRÞ j2ð

ffiffiffi
b

p
KhrÞ

�
ð2:4Þ
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where C is a normalisation constant, b¼mlh/mhh is the ratio of the light and heavy
hole masses, and Kh¼x1/R with x1 denoting the first root of the equation

j0ð
ffiffiffi
b

p
xÞj2ðxÞ þ j0ðxÞj2ð

ffiffiffi
b

p
xÞ ¼ 0: ð2:5Þ

The energy of the 1S3/2 state, with respect to the top of the bulk valence band, EV, is
given by �h2K2

h=ð2mhhÞ.
In the case of negligible spin-orbit splitting (DSO� 0), relevant to CdS, the holes

can be considered as particles with �pseudo-spin� 1. Although their ground state in a
spherical QD is the odd p-type one [53, 54], it is the even s-type state that forms a
�bright� exciton revealing itself in the optical spectra [54]. This state can be called
1S1, with six-fold degeneracy corresponding toM¼0,�1 and two projections of the
true spin [53]. Again, the wavefunctions can be written in the form, Yh

1;M;1;þ ¼
~c
ð0Þ
M þ ~c

ð2Þ
M , where

~c
ð0Þ
M ¼R0ðrÞY00ð#;�ÞjMi;

~c
ð2Þ
�1 ¼

ffiffiffi
3

p
R2ðrÞ

�
1ffiffiffiffiffi
30

p Y2;0ð#;�Þj�1iþ 1ffiffiffi
5

p Y2;�2ð#;�Þj1i� 1ffiffiffiffiffi
10

p Y2;�1ð#;�Þj0i
�
;

$
c
ð2Þ
0 ¼

ffiffiffi
3

p
R2ðrÞ

�
� 2ffiffiffiffiffi

30
p Y2;0ð#;�Þj0iþ 1ffiffiffiffiffi

10
p Y2;�1ð#;�Þj1iþ 1ffiffiffiffiffi

10
p Y2;1ð#;�Þj�1i

�
;

~c
ð2Þ
1 ¼

ffiffiffi
3

p
R2ðrÞ

�
1ffiffiffiffiffi
30

p Y2;0ð#;�Þj1iþ 1ffiffiffi
5

p Y2;2ð#;�Þj�1i� 1ffiffiffiffiffi
10

p Y2;1ð#;�Þj0i
�
:

ð2:6Þ
InEq. (2.6) jmi (m¼0,�1) are simply related to theBloch functions of theG4 valence
band (see, e.g. [56]), j0i¼ ijZi and j�1i¼i(jXi�jYi)/ ffiffiffi

2
p

. The radial wavefunc-
tions are different from those given by Eq. (2.4) just by a multiplicative factor of

ffiffiffi
2

p
.

Eq. (2.5) and the above expression for the hole energy also hold in this case.
The results presented above are also applicable, to a certain extent, to the holes

confined inNCs of silicon and germanium. For Si, theDSO� 0 approximation is quite
appropriate and Eq. (2.6) for thewavefunctions can be used. Calculations performed
with the effect of finite barriers taken into account [57] show that the ground state
is the six-fold degenerate one with total (orbital) angular momentum eFh ¼ 1. For
Ge dots, the spin-orbit splitting DSO¼0.29 eV can be comparable to the spatial
quantisation energy. One can possibly use Eqs. (2.3)–(2.5) but only for a limited
range of R.
Concerning the conduction band states, the situation is more complicated because

of the location of the absoluteminimumof this band outside theBrillouin zone centre
for these materials. Within the EMA, it is difficult to include the mixing of the
conduction band states of the absolute minimumwith those corresponding to~k ¼ 0.
In the case of Si dots, given the large difference between the direct and indirect band
gaps, it can be still acceptable to consider the confined electron states, relevant to the
optical properties, in the framework of the envelope function approach on the basis of
Bloch functions of theX-point of the Brillouin zone as it was done in [57, 58]. It is not
the case of Ge dots where no reasonable analytical model exists. In a recent paper
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[59], the confined states of both electrons and holes were considered in the simple
parabolic band approximation, i.e. in the formof Eqs. (2.1) and (2.2), that seems to be
an oversimplification.
There are a considerable number of published works devoted to large-scale

numerical calculations of the electronic spectra of Si and Ge dots, both ab initio
[60–62] and semi-empirical [63–66]. The well-known problem with such calcula-
tions is the difficulty in establishing simple qualitative trends, both for the electronic
spectra and observable properties, so nicely seen from the continuousmodels. In this
sense, the (semi-)empirical tight-binding methods [63–68] are a reasonable com-
promise. For instance, one can establish correspondence between the Luttinger
parameters and DSO, entering the EMA calculations of the hole spectra, and the
hopping parameters of the tight-binding approach, thus allowing for a direct com-
parison between the two theories and assignment of the levels in terms of quantum
numbers with clear physical meaning. Such a comparison shows, for instance, that
there is virtually no difference between the EMA and tight-binding results for the
highest hole level in CdSe dots [67]. As onemight expect, the agreement is worse for
small dots (R< 2 nm) where the scaling of the electron and hole confinement
energies with the QD radius starts deviating from R�2 [13, 67, 69], mainly because
of the band non-parabolicity [69] and finite barrier height [70] effects. The size-
dependent energy level structure has been probed recently by means of the scanning
tunnelling spectroscopy and it was concluded that the results are in good agreement
with the tight-binding calculations (see [71] and references therein). Nevertheless, in
spite of their limitations, EMA results are always useful, at least as a guideline.
For the sake of completeness, let us mention that the electronic properties of PbS

and PbSe QDs were considered, within the EMA, in [72]. In bulk IV–VI semi-
conductors, both the minimum of the conduction band and the maximum of the
valence band occur in the D point of the Brillouin zone and the parabolic band
approximation is inadequate because of the strong non-parabolicity of the dis-
persion curves [72]. We do not reproduce here the rather complex expressions
obtained in [72] to which the interested reader should refer. Some I–VII semi-
conductors that have been used as QD materials, possess the same crystal and
(bulk) band structure as lead chalcogenides [73] but the exciton Bohr radius is so
small (e.g. aex¼0.7 nm for CuCl [48]) that the strong confinement regime cannot
be realised for such dots.

2.2 Exciton states. The Coulomb and exchange interactions between the
electron and the hole forming an exciton depend on the QD size. In the weak con-
finement regime, the motion of the exciton�s centre of mass is spatially quantised
with the energy level spacing of the order of �h2/MexR

2, whereMex is the excitonmass.
The corresponding wavefunctions are very similar to Eq. (2.1) and can be found, e.g.
in [8]. Concerning the internal motion of the bound electron and hole, the situation
is very similar to bulk excitons that, in a simple approximation, can be described by
the hydrogen-likemodel [74, 75]. Amore detailed theory, relevant to CuClQDs, was
developed in [76].
In the strong confinement regime, it is the structure of the few lowest exciton

states that is important for the correct interpretation of PL and Raman spectra ob-
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tained under resonant excitation. In the first-order approximation, the exciton wave
functions can be written as products of the electron and hole ones and the energy
of the exciton ground state is given by

ExðRÞ ¼ Eg þ �h2p2

2meR2
þ �h2x2

1

2mhhR2
� z

e2

"0R
ð2:7Þ

where Eg is the bulk band gap energy. The last term in Eq. (2.7) represents the
Coulomb energy with "0 denoting the static dielectric constant of the QD material
and z is a coefficient of the order of unity4. Note that the Coulomb attraction just
shifts the energy of the lowest excitonic state, without lifting its degeneracy.
Microscopic calculations [13, 69] have shown that the dielectric constant "0 de-
creases when the QD size is reduced, so that the Coulomb energy scales as R-a with
a¼0.82, 0.90 and 0.86 for Si, GaAs and CdSe dots, respectively [69]. Also, the
numerical coefficient should be modified because of the dielectric constant mis-
match between the QD and the matrix [13, 71]. This mismatch originates an indirect
�polarisation interaction� between the electron and the hole. Within the EMA, the
polarisation shift of the exciton ground state scales asR�1 [13] and can be included in
the last term of Eq. (2.7) with the coefficient z that depends also on the static
dielectric constant of the matrix, "M, according to the relation z¼ [(0.86"0þ
2.72"M)/("0þ "M)]

5. In the limit of "0/"M� 1, a common situation, the polarisation
effect reduces the excitonic correction to about half its value. Recent first-principle
and tight-binding calculations confirm this conclusion [13].
The electron–hole exchange interaction, proportional to the scalar product of

the electron and hole spins, leads to a splitting of the ground state manifold that,
within the EMA, scales asR�3 with the QD radius6. In theDSO!¥ limit, the 1se1S3/2
octet splits into two groups of states, characterised by the total angular momentum
J¼1, 2. Additionally, the degeneracy is lifted by the crystal field correction if the
underlying QD material has hexagonal structure (e.g. for CdSe dots). These effects
were considered in detail in [9, 10]. The result is that there are five energy levels
corresponding to the exciton states with different total angular momentum, denoted
0U, 0L, �1U, �1L and �2. The energies and the wavefunctions of these states are
determined by two parameters,

h ¼ "excha
3
0

3pR

ðR
0
sin2

�
pr

R

��
R2
0ðrÞ þ

1

5
R2
2ðrÞ

�
dr; ð2:8Þ

and

D ¼ Dcr

ðR
0

�
R2
0ðrÞ �

3

5
R2
2ðrÞ

�
r2dr; ð2:9Þ

4 This coefficient can be calculated using thewavefunctions (2.1) and (2.3). It varies between 1.77 and
1.91 depending on the hole mass ratio [14]. The number that usually appears in the literature is 1.79 as
calculated in one of the firstworks devoted to the subject [77] assuming a simple parabolic band for holes.

5 This result was obtained assuming a simple parabolic band for holes.
6Microscopic calculations predict exponents between 2 and 3 for Si, GaAs, InP and CdSe QDs [13,

66, 78].
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where a0 is the lattice constant and "exch and Dcr are the exchange interaction and
crystal field constants of the corresponding bulk material. The corrections, with
respect to Ex given by Eq. (2.7), are:

EU;L
0 ¼ 1

2
hþ D

2
� 2h; EU;L

�1 ¼ 1

2
h�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4h2 þ D2

4
� hD

s
; E�2 ¼ � 3

2
h� D

2
:

ð2:10Þ
According to Eq. (2.10), there are 5 and 2 different exciton energy levels for dots
made of a hexagonal and a cubic material, respectively. The splitting can reach some
20–30meV in small CdSe and CdTe QDs [10]. Note that the lowest energy states
(�2) are optically inactive (�dark exciton�). The corresponding exciton wavefunc-
tions are obtained from the products of the electron and hole ones, Ye

l;m;n;sz
ð~reÞ

Yh
3=2;M;1;þð~rhÞ, by using the following transformation matrix [44]:

bT ¼

0 0 1=
ffiffiffi
2

p
0 0 �i=

ffiffiffi
2

p
0 0

0 0 1=
ffiffiffi
2

p
0 0 i=

ffiffiffi
2

p
0 0

0 a� 0 0 �iaþ 0 0 0
0 aþ 0 0 ia� 0 0 0
0 0 0 aþ 0 0 �ia� 0
0 0 0 a� 0 0 iaþ 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1

0BBBBBBBBBB@

1CCCCCCCCCCA
ð2:11Þ

where

a� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16h2 þ D2 � 4hD

p
� ð2h� DÞ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16h2 þ D2 � 4hD

p
vuut :

The columns on thematrix (2.11) correspond to (3/2, "), (1/2, "), (�1/2, "), (�3/2, "),
(3/2, #), (1/2, #), (�1/2, #) and (�3/2, #), while the rows are related to the 0U, 0L,
þ 1U, þ 1L, �1U, �1L, þ 2 and �2 states (in this order).
In the opposite limit of DSO� 0 the exchange interaction splits the (12-fold deg-

enerate) 1se 1S1 exciton manifold into a lower �triplet� state (nine-fold degenerate)
and an upper �singlet� state (three-fold degenerate) [13]. The introduction of the
spin-orbit interaction as perturbation leads to the splitting of the triplet state into
three states with J¼0, 1, 2. Again, the lowest energy state (J¼2) is optically
inactive7. Expressions for the corrections to the exciton energy, analogous to
Eq. (2.10), can be found in [13].
For QDs made from indirect-gap materials like Si and Ge, the situation is perhaps

too complex to be realistically described in the framework of a macroscopic model,
even though the EMA consideration of the excitonic effect in such dots [80] led to
some important qualitative conclusions. Excitons do exist in such dots and they can
even recombine directly (i.e. without participation of phonons) via emission of a

7However, recent microscopic calculations performed for CdS QDs [79] do not support this
prediction.
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photon because the wave vector is not a good quantum number anymore and its
conservation in optical transitions is �relaxed�. However, it is not possible to con-
struct the exciton states from those of free electrons and holes (which already can be
obtained only with quite a limited validity) in a reasonably simple way because the
Coulomb and exchange interactions are of the same order as the spin-orbit and inter-
valley couplings. In contrast with QDs made of a direct gap material, the electron–-
hole Coulomb interaction alone can give rise to a splitting of �dark� states even in
the absence of exchange interaction [81]. The interested reader should refer to the
book of Delerue and Lannoo [13] for discussion of the exciton spectra of Si QDs,
calculated numerically within the tight-binding approach.

2.3 Phonons. Following the same strategy as in Sect. 2.2, we present here con-
tinuous models for both acoustic and optical phonons that lead to (semi-)analytical
expressions for the atomic displacements and (in case of polar modes) for the
associated electrostatic potential. Even though there exists a considerably broad
literature devoted to phonons in nanostructures, including journal papers and even
books [82], we shall present the equations and the final results, in order to clarify
some doubtful points, approximations and limitations of the approach pursued.
Starting by acoustic phonons, the harmonic wave equation of the classical

elasticity theory reads [83]:

�v2rð~rÞujð~rÞ ¼ q
qxk

sjkð~rÞ ð2:12Þ

where v is the frequency, r the mass density, uj (j¼1–3) are the components of the
displacement vector andsjk is the elastic stress tensor. For a cubic crystal, neglecting
elastic anisotropy, the components of the stress tensor are related to those of the strain
tensor, "ij, through the Hooke law,

sij ¼ C12"lldij þ 2C44"ij ð2:13Þ
where Cij are the elastic constants and "ll is the trace of the strain tensor. For a QD
modelled by an elastic sphere, one has to use spherical coordinates (the strain
components, expressed in terms of the displacement components, are given in [83])
and perform the covariant derivation inEq. (2.12).A simplified version of the resulting
equation (assuming r¼const and Cij¼const) can be found, e.g. in [28, 30, 82]. This
equation was solved by Lamb, more than 100 years ago, for the case of a free-standing
sphere [29], i.e. by applying the zero-strain condition at the surface, srr (R)¼
sr�(R)¼sr�(R)¼0. The solution consists of a set of spheroidal modes8 enumerated
by the three �spherical� quantum numbers (lp, mp and np), with discrete frequencies,
vlp;np , that are (2lpþ 1)-fold degenerate with respect to mp. The frequencies can be
expressed as vlp;np ¼ hlp;npðcL=RÞ where hlp;np is the np-th root of the equation,

2jjlpþ1ðjhÞfh2þðlp�1Þðlpþ2Þ½hjlpþ1ðhÞ�ðlpþ1ÞjlpðhÞ
g� jlpðjhÞfjlpðhÞ½h4=2

þðlp�1Þð2lpþ1Þh2
þhjlpþ1ðhÞ½h2�2lpðlp�1Þðlpþ2Þ
g¼ 0; ð2:14Þ
8 There are also torsional modes, however, they are not Raman-active [84] and therefore difficult to

observe.
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j¼cT/cL and cL¼
ffiffiffiffiffiffiffiffiffiffiffiffi
C11=r

p
and cT¼

ffiffiffiffiffiffiffiffiffiffiffiffi
C44=r

p
are the longitudinal and transver-

sal sound velocities, respectively (remember that C11¼C12þ2C44). Note that
Eq. (2.14) is valid for lp>0 and the case of lp¼0 is considered below. The Lamb�s
solution has been widely used to explain the experimentally observed structure in
low-frequency Raman scattering spectra of semiconductor nanoparticles [24–28],
even though the stress-free boundary conditions can hardly be a good approximation
for a QD embedded in a matrix.
Let us consider the problem in more detail limiting ourselves by the mathemati-

cally simpler case of lp¼0where the displacement vector has only a radial component,
u, depending only on r. The equation of motion (2.12) takes the following form:

�v2rðrÞuðrÞ ¼ d

dr

�
C11

�
du

dr
þ 2

u

r

��
� 4

u

r

dC44

dr
: ð2:15Þ

Eq. (2.15) can be easily solved for a homogeneous sphere, with the solution given by
the first spherical Bessel function,

uðrÞ ¼ Aj1ðkrÞ; ð2:16Þ
where k¼vcL and A¼const. Applying the stress-free boundary condition,

srrðRÞ ¼
�
C11

qu
qr

þ 2C12
u

r

�				
r¼R

¼ 0;

one obtains the equation for the Lamb�s lp¼0 modes,

4ðcT=cLÞ2j1ðkRÞ � ðkRÞj0ðkRÞ ¼ 0: ð2:17Þ
Like Eq. (2.14), this equation predicts quantised phonon frequencies. The same
happens in the opposite limit of the rigidly fixed surface, where the mode�s
frequencies are determined by the equation

j1ðkRÞ ¼ 0: ð2:18Þ
A simple analytical solution of Eq. (2.15) is also possible for the case of a QD
embedded in a homogeneous elastic matrix. The outgoing wave in the matrix can be
written in the form [31, 33],

uðrÞjr�R ¼ sinðkMr � dÞ
ðkMrÞ2

� cosðkMr � dÞ
kMr

ð2:19Þ

where kM ¼ v=c
ðMÞ
L , cðMÞ

L is the longitudinal sound velocity in the matrix and d is an
unknown phase shift. By matching u and srr corresponding to Eqs. (2.16) and (2.19)
at the interface (r¼R) one obtains two equations for two constants d and A that
have a solution for any k. In other words, the phonon frequency is not quantised. As
an example, Fig. 3 shows the density of lp¼0 phonon states calculated for a CdSe

dot embedded in silica (cL¼3.59	103m=s, cðMÞ
L ¼ 5:95	103 m=s [85]), gðEÞ ¼P

k dðE � v2
kÞ, and the local density of states (LDS) integrated over the QD,

gNCðEÞ ¼ 4p
X
k

�ðR
0
CðkÞjuðkÞðrÞj2rðrÞr2dr

�
dðE � v2

kÞ; ð2:20Þ
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where C(k) is a normalisation constant defined by the normalisation condition,

4pCðkÞ
ð¥
0
juðkÞðrÞj2rðrÞr2dr ¼ 1:

Asonecan see fromFig.3, the total densityof states (DS)doesnot showanyQDrelated
features and does not depend on R. The LDS shows oscillations originating from
the interferencephenomenonbetween theoutgoingacousticwaveand theone reflected
at the QD/matrix interface. Since this reflection is only partial, no complete confine-
ment occurs. The LDS peaks correspond to the k numbers for which the (partial)
interference inside the dot is constructive. This structure can be called �pseudo-
quantisation� [31]. The peak�s positions lie between the frequencies predicted by Eq.
(2.17) (Lamb�s modes) and those determined by Eq. (2.17), moreover, they depend on
the matrix [85].
As it has been mentioned in Sect. 1, acoustic wave quantisation in nanoparticles

embedded in different matrices has been investigated by several groups using low-
frequency Raman scattering [24–27]. Based on the arguments presented above, we
believe that the observed structure is characteristic of the pseudo-quantisation, rather
than of truly discrete spectra of acoustic phonons in nanostructures. In fact, as
pointed out in [86], confinedmodes in semiconductor nanoparticleswere not directly
observed as individual spectral peaks but rather as component ones obtained from the
decomposition of broadened bands. This makes it difficult to establish the precise
positions of the pseudo-quantised acoustic phononmodes, especially in the presence
of the nanoparticle size dispersion. The authors of [86] performed their experiments
on synthetic opals which are matrix-free arrays of closely packed SiO2 spheres
having diameters ranging from 200 to 340 nm and obtained nicely resolved spectral
peaks whose position agree quite well with the Lamb�s theory. The situation is more
complex for semiconductor QDs.

Fig. 3. Density of states and LDS (Eq. 2.20) of spherically symmetric acoustic phononmodes calculated
for CdSe QDs of two different sizes, embedded in SiO2 matrix
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Turning to the optical phonons, a number of continuum models have been
described in the literature, overviewed in [14, 82]. In the simplest approximation
for optical phonons in semiconductor nanostructures, known as dielectric continuum
(DC) model, one solves the electrostatics equations for a (confined) polar medium
with a frequency-dependent dielectric function describing its bulk phonon response.
When applied to a spherical particle, this model predicts one surface (or interface)
phonon mode for each angular momentum value lp> 0 [87]. For a semiconductor
heterostructure, the DC model yields interface and confined modes, both of which
were observed experimentally [88]. However, further experiments on short-period
superlattices showed that the confined and interface modes intermix. Moreover,
microscopic calculations [89] have demonstrated that the relative ionic displacement
field is continuous across the interface, contrary to the results obtained from the DC
model. A number of alternative macroscopic approaches were proposed, in parti-
cular, the phonon dispersionwas incorporated [90]. Themost successful one is due to
[91–93]. This model foresees the intermixing of the confined LO and TO as well as
interface phonon modes and has been used to quantitatively describe the phonon-
related properties of various semiconductor nanostructures including spherical QDs
[14–16, 21, 93–99].
Following this approach, the spatially quantised optical phonon modes in a

spherical QD made of an isotropic material (modelling a cubic crystal with two
atoms per unit cell) are obtained by solving the following equation of motion [93],

~rð~rÞðv2�v2
TOð~rÞÞ~u¼ ~r½~rð~rÞbLð~rÞð~r�~uÞ
� ~r	½~rð~rÞbTð~rÞð~r	~uÞ
það~rÞ~r’;

ð2:21Þ
where~u is the relative displacement vector, ~r the atomic reduced mass density, vTO

the bulk TO phonon frequency, bL and bT are phenomenological curvature para-
meters of the bulk phonon dispersion curves and a is the polarisability coefficient
(equal to zero for non-polar materials like Si) that can be expressed as a¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

~rðv2
LO�v2

TOÞ=ð4pÞ
p

with vLO denoting the bulk LO phonon frequency. Except
for the last term, Eq. (2.21) is analogous to the acoustic wave equation9, with the
following correspondence: �~rbL !C11; �~rbT !C44; ~r! r. General mechanical
boundary conditions at an interface include the continuity of the displacement vector
and the normal force,~s¼ðsrr; sr�; sr�Þ, with the �stress� components defined anal-
ogously to Eq. (2.13). However, if the optical phonon bands of the two materials do
not overlap (as it is, for example, the case of all the most important semiconductors
and silica glass), ~u¼ 0 at the interface is a rather good approximation [15, 93].
The electrostatic potential, ’, associated with the optical phonon, is determined

self-consistently through the Poisson equation,

r2’ ¼ 4pað~rÞ
"¥ð~rÞ ð~r �~uÞ; ð2:22Þ

where "¥ is the high-frequency dielectric constant. Boundary conditions include
the continuity of ’ and ("¥q’/qr) at the NC/matrix interface. Solving coupled

9 There is, however, an important difference related to the non-zero TO phonon frequency, which is
discussed below.
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Eqs. (2.21) and (2.22) in spherical coordinates and applying the boundary conditions,
one obtains a complete set of confined optical phonon modes (see [15, 93] for
details). The frequencies of the spheroidal modes10, vlp;np , are determined by the
successive roots of the following equation:

qRj0lpðqRÞfg"S¥lp½lpglpðkRÞ � kRg0lpðkRÞ
 þ dlp ½glpðkRÞ þ kRg0lpðkRÞ
g
� lpðlp þ 1ÞjlpðqRÞfg"M¥ ½kRg0lpðkRÞ � lpglpðkRÞ
 þ dlpglpðkRÞg ¼ 0

ð2:23Þ

where q ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðv2
LO � v2Þ=bL

p
, k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijðv2

TO � v2Þ=bT j
p

, g ¼ ðv2
LO � v2

TOÞ=ðv2 � v2
TOÞ, glpðxÞ is either jlpðxÞ or ½i�ljlpðixÞ
 depending on the sign of

ðv2
TO � v2Þ=bT (positive or negative, respectively), dlp ¼ lp"

S
¥ þ ðlp þ 1Þ"M¥ , and

"S¥ and "M¥ are the high-frequency dielectric constants of the sphere and the matrix,
respectively. Equation (2.23) is valid for lp� 1, while for lp¼0 it reduces to

tan ðqRÞ ¼ qR: ð2:24Þ
As an example, Fig. 4 shows the radial dependence of the (Raman-active) modes
with lp¼0, 2, confined in a CdSe QD embedded in glass.
The spherical components of the displacement vector are given by [23]:

urlp;mp;np
ð~rÞ ¼

�
�h

2~rvlp;np

�1=2
Alp;npvlp;npðrÞYlp;mpð#; �Þ;

u#lp;mp;np
ð~rÞ ¼

�
�h

2~rvlp;np

�1=2
Alp;npwlp;npðrÞ

q
q#

Ylp;mpð#; �Þ;

u�lp;mp;np
ð~rÞ ¼

�
�h

2~rvlp;np

�1=2
Alp;npwlp;npðrÞ

1

sin#

q
q�

Ylp;mpð#; �Þ;

ð2:25Þ

10 Again, there are also torsional modes but they are far-infrared and Raman-inactive.

Fig. 4. Radial dependence of the frequencies of the confined optical phononmodes calculated for CdSe
QDs embedded in SiO2 matrix. Reproduced from [14] with permission of John Wiley & Sons Ltd.
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where

vlp;npðrÞ ¼ qlpnpRj
0
lp
ðqlpnp rÞ þ zlp;np lpðr=RÞlp�1 þ hlp;np lpðlp þ 1ÞR

r
glpðklpnp rÞ;

wlp;npðrÞ ¼
R

r
fjlpðqlpnp rÞ þ zlp;npðr=RÞlp þ hlp;np ½glpðklpnp rÞ þ klpnp rg

0
lp
ðklpnp rÞ
g;

zlp;np ¼
qlpnpRj

0
lp
ðqlpnpRÞ½glpðklpnpRÞ þ klpnpRg

0
lp
ðklpnpRÞ � lpðlp þ 1ÞjlpðqlpnpRÞglpðklpnpRÞ


lp½lpglpðklpnpRÞ � klpnpRg
0
lp
ðklpnpRÞ


;

hlp;np ¼
lpjlpðqlpnpRÞ � qlpnpRj

0
lp
ðqlpnpRÞ

lp½lpglpðklpnpRÞ � klpnpRg
0
lp
ðklpnpRÞ


and the normalization constant, Alp;np , is determined by

Alp;np ¼
�ðR

0
½v2lp;npðrÞ þ lpðlp þ 1Þw2

lp;np
ðrÞ
r2dr

��1=2

:

The corresponding electrostatic potential (vanishing for non-polar modes) is given
by

’lp;mp;npð~rÞ ¼
CF

e
Flp;npðrÞYlp;mp

ð#; �Þ; ð2:26Þ

where CF ¼ e
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p�hvLO½ð"S¥Þ�1 � ð"S0Þ�1
=R

q
is the Fr€ohlich constant, "S0 is the static

dielectric constant of the sphere and the dimensionless function F in Eq. (2.26) is

Flp;npðrÞ ¼ Alp;np ½jlpðqlpnprÞ þ glpnpzlp;npðr=RÞlp 
:

Note that the above expressions are valid for lp> 0. For lp¼0, one has much simpler
formulae [91],

ur0;0;npðrÞ ¼
�

�h

4pR3~rv0;np

�1=2 j1ðq0nprÞ
jj0ðq0npÞj

;

F0;npðrÞ ¼
ffiffiffi
2

p ½j0ðqlpnpÞ � j0ðqlpnprÞ

j sin ðqlpnpÞj

: ð2:27Þ

It is important to note that the confined optical phononmodes, in general, have amixed
longitudinal-transverse-interface nature. The displacement vector of a mode with
certain np, lp and mp contains each of these three components. This is an effect of the
confined geometry. The only exception is the lp¼0 mode which is purely radial, i.e.
longitudinal. Contrary to the acoustic phonons, the optical phonon modes in QD
nanostructures are truly quantised. This is due to the presence ofvTO=0 in Eq. (2.21),
otherwisevery similar to that for acoustic phonons. The term ~rð~rÞv2

TOð~rÞ plays the role
of the potential energy for electrons and leads to the confinement of optical phonons.
The spatial quantisation of the optical phonon modes in QDs has been nicely

demonstrated bymeans of far-infrared spectroscopy [94–97]. It ismore difficult with

232 M. I. Vasilevskiy



Raman spectroscopy because the Raman-active modes with lp¼0, 2 and small np
numbers have frequencies that differ from vLO just by few cm�1 and the QD size
dispersion hinders the discrete structure of the spectrum of individual dots. Never-
theless, there are published works where the experimentally observed Raman spec-
tra were successfully modelled by integrating the individual dot spectra, calculated
within the formalism presented above, with appropriate QD size distributions [14,
16, 98, 99].

2.4 Interaction mechanisms and coupling constants. The (one-particle)
electronic states and the excitonic states discussed in Sects. 2.1 and 2.2, respectively,
were obtained within the Born–Oppenheimer approximation assuming that the
atoms are frozen. Similarly, the consideration of phonons in Sect. 2.3 ignored the
electronic degrees of freedom. Now we are going to consider the linear coupling
between the atomic and electronic motions, leading to the ex–ph interactions. The
mechanisms and the Hamiltonians of these interactions have been derived for bulk
semiconductors many years ago [100, 101]. Within the spirit of our approach, we
shall consider the same Hamiltonians, however, involving the electronic states and
phonon modes characteristic of spherical QDs.
The most universal mechanism of coupling between the electrons and acoustic

phonons is through the volume deformation potential. The bottom of a non-
degenerate band (e.g. G6 conduction band in materials with zinc-blend structure)
is shifted proportionally to the (local) relative variation of the volume,

bH 0
e�AP ¼ ac

X
n

ð~r �~unð~rÞÞ; ð2:28Þ

where ac is the bulk deformation potential constant and ~un denotes the atomic
displacement for a phonon mode n� {lp,mp,np}. For degenerate conduction band
minima located outside the G point in one of the high-symmetry directions in the
Brillouin zone ([1 0 0] for Si, [1 1 1] for Ge), the Hamiltonian involves two deforma-
tion potential constants, Xd and Xu, and has the form [102]

bH0
e�AP ¼

X
n

½Xd"
ðnÞ
ll þ Xu"

ðnÞ
ij qmin

i qmin
j 
; ð2:29Þ

where "ðnÞij is the strain tensor corresponding to the phononmode n, "ðnÞll � ð~r �~unð~rÞÞ
and~qmin is the location of the conduction band minimum in the Brillouin zone. The
situation is more complex for holes because the strain produces not only a shift but
also a splitting and a mixing of the valence bands. The corresponding Hamiltonian
for the J¼3/2 bands, bH0

h�AP, was derived by Bir and Pikus [100], involves three
different deformation potential constants and can be found also in [102]. However, if
we consider only spherically symmetric lp¼0 phonon modes for which "ij¼"dij,
then bH0

h�AP takes the simple form of Eq. (2.28). Then the ex–ph interaction
Hamiltonian can be written as [75]

bH 0
xe�APð~re;~rhÞ ¼

X
n

½acð~re �~unð~reÞÞ � avð~rh �~unð~rhÞÞ
: ð2:30Þ

Exciton–phonon interaction in semiconductor nanocrystals 233



Assuming bulk-like acoustic phonons11, i.e. considering longitudinal planewaves of
the form uz~kð~r; tÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�h=ðrvVÞp

Re exp ðikz� ivtÞ, diagonal matrix elements of the
Hamiltonian (2.30) for each of the exciton states constituting the 1se1S3=2 octet,
calculated using the wavefunctions (2.1)–(2.4), are given by

gk ¼
�

2�hk

cLrV

�1=2
½acf1ðkRÞ � avf2ðkRÞ
 ð2:31Þ

where

f1ðkRÞ ¼ 2p2

ð1
0
j0ðkRxÞj20ðpxÞx2dx;

f2ðkRÞ ¼
ðR
0
j0ðkrÞ½R2

0ðrÞ þ R2
2ðrÞ
r2dr:

The functions f1 and f2, both equal to unity for kR ¼ 0, decrease rapidly as the
argument increases. A more elaborate calculation performed using the solution
(2.19), taking into account the partial reflection of the acoustic waves at the QD/
matrix interface, leads to the result similar to Eq. (2.31), however, with an oscillatory
modulation of the variation of gk with kR [31], similar to Fig. 3.
The result presented above corresponds to the strong confinement regime. In the

opposite case ofweak confinement, the situation is quite similar to bulk excitons. The
deformation potential interaction between acoustic phonons and bulk exciton was
considered some 50 years ago [104] and the main results can be found also in [75].
The matrix element can be expressed in the form (2.31) with the functions f1 and f2
replaced by f1,2(kaex)¼ [1þ (b1,2kaex)

2]�1 where b1,2¼me,h/(meþmh), me and mh

are the electron and hole masses.
Beyond the short-range deformation potential interaction, there exists a long-

range coupling between excitons and acoustic phonons in non-centrosymmetric
polar crystals (e.g. wurtzite CdSe and CdS) because of the piezoelectric effect. The
corresponding Hamiltonian and calculation of the matrix elements can be found
in [105].
As far as optical phonons are concerned, also there is a universal short-range ex–ph

interactionmechanismmediated by a deformation potential. In bulk semiconductors
with cubic structure, for long-wavelength optical phonons, the optical deformation
potential (ODP) coupling vanishes by symmetry for any non-degenerate band (e.g.
G2 conduction band in Ge or G6 conduction band in materials with zinc-blend
structure) [106] but it is non-zero for holes near the topof thevalence band.The short-
rangeODP interaction is proportional to the relative displacement of twoatoms in the
same unit cell, with the corresponding operator given by [107],

bH0
ex�OP ¼

ffiffiffi
3

p
d0

2a0

X
n

ð~D �~unð~rÞÞ; ð2:32Þ

11 This assumption, yet simple, is not quite consistent with the form (2.30) of the ex–ph interaction
Hamiltonian. Still it h�as been used by several authors [7, 103].
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where a0 is the lattice constant and d0 is the ODP constant for the Gv
15 valence band

[106] and~un is the relative displacement of two ions in the same unit cell for a phonon
mode n� {lp, mp, np}. Considering only the light and heavy hole sub-bands
(DSO!¥), the vector ~D in Eq. (2.28) is constituted by numerical 4	4 matrices,
(Dx,Dy,Dz), with columns and rows corresponding to the Bloch states with different
angular momentum projection Jz¼3/2, 1/2, �1/2, �3/2 (in this order),

Dx¼

0 �1=
ffiffiffi
3

p
0 0

�1=
ffiffiffi
3

p
0 0 0

0 0 0 1=
ffiffiffi
3

p

0 0 1=
ffiffiffi
3

p
0

0BBB@
1CCCA; Dy¼

0 i=
ffiffiffi
3

p
0 0

�i=
ffiffiffi
3

p
0 0 0

0 0 0 �i=
ffiffiffi
3

p

0 0 i=
ffiffiffi
3

p
0

0BBB@
1CCCA;

Dz¼

0 0 i=
ffiffiffi
3

p
0

0 0 0 i=
ffiffiffi
3

p

�i=
ffiffiffi
3

p
0 0 0

0 �i=
ffiffiffi
3

p
0 0

0BBB@
1CCCA: ð2:33Þ

In the limit ofDSO�0, thematrices have the dimensions 3	3,with columns and rows
corresponding to the Bloch functions j0i and j�1i appearing in Eq. (2.6). They are
quite simply related to the matrices (Dx,Dy,Dz) corresponding to the G4 band [107].
The general case of the 6	6 Konh–Luttinger Hamiltonian is considered in [108].
Calculation of the ODP matrix elements, hM; szj bH0ðnÞ

ex�OPjM; szi, for the 1se1S3/2
exciton states was performed in [23] by expressing the scalar product in Eq. (2.32) in
terms of spherical components of the displacement vector and expanding three terms
containing Dx, Dy and Dz in series of spherical harmonics. The diagonal matrix
elements, non-zero for phonons with lp¼1, 3, are summarized in Table 1, expressed
in terms of the overlap integrals12,

I�1;0;np ¼
2d0

5
ffiffiffiffiffiffi
3p

p
ðR
0

�
R0ðrÞR2ðrÞ � 1

7
R2
2ðrÞ

�
½vlp;npðrÞ � wlp;npðrÞ
r2dr; ð2:34Þ

12 Some unimportant phase factors have been omitted in Table 1. Note also that the definition of
spherical harmonics may vary by a factor of i

l

. Here we used the spherical harmonics as defined in [109]
since the explicit expressions for the holewavefunctions, Eqs. (2.3) and (2.6), were obtained using the 3j-
symbols from the same source. There is some discrepancy between the previously published results [23]
and those presented here.

Table 1. Diagonal ex–ph coupling constants gn calculated for different 1S3/2 hole states and confined
phonon modes with different angular momenta and mp¼0

M

lp 3=2 1=2 �1=2 �3=2

0 J0;np J0;np J0;np J0;np
1 C1;np I

þ
1;0;np

C1;np I
�
1;0;np

C1;np I
�
1;0;np

C1;np I
þ
1;0;np

2 �J2;np J2;np J2;np �J2;np
3 C3;np I

þ
3;0;np

C3;np I
�
3;0;np

C3;np I
�
3;0;np

C3;np I
þ
3;0;np
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I�3;0;np ¼
2d0

5
ffiffiffiffiffiffi
7p

p
ðR
0

�
R0ðrÞR2ðrÞ½vlp;npðrÞ þ 4wlp;npðrÞ


� R2
2ðrÞ

�
1

3
vlp;npðrÞ � 2wlp;npðrÞ

��
r2dr; ð2:35Þ

The functions appearing in the above expressions have been defined in the previous
sections and the dimensionless constants Clp;np are given by

Clp;np ¼
ffiffiffi
3

p

2a0

�
�h

2~rvlp;np

�1=2
Alp;np

with corresponding lp and np. Note that only holes are involved in this interaction
and the ODP matrix elements scale with the QD radius approximately as R�3/2.
In addition to bH0

ex�OP, the long-range electrostatic field associated with the optical
phonons in polar materials introduces a stronger coupling mechanism, the Fr€ohlich-
type interaction described by the operator

bH00
ex�OP ¼ e

X
n

½’nð~rhÞ � ’nð~reÞ
: ð2:36Þ

The corresponding matrix elements were calculated for the 1se1S3/2 exciton states
in [21] and are non-zero only for phonons with lp¼0, 2. The diagonal ones,
hM; szj bH00ðnÞ

ex�OPjM; szi, are given in Table 1, expressed in terms of the following two
integrals,

J0;np ¼
CFffiffiffiffiffiffi
4p

p
ðR
0
½R2

0ðrÞ þ R2
2ðrÞ � c2

001ðrÞ
F0;npðrÞr2dr; ð2:37Þ

and

J2;np ¼
CFffiffiffiffiffiffi
5p

p
ðR
0
R0ðrÞR2ðrÞF2;npðrÞr2dr: ð2:38Þ

One can also take into account the effects of electron–hole exchange interaction and
hexagonal structure of the underlying material that mix the jM, szi pair states and lift
their degeneracy as discussed in Sect. 2.2. In order to obtain the ex–ph interaction
matrix in the basis of the 0U, 0L, þ1U, þ1L,�1U,�1L, þ2 and�2 states, one can use
the matrix elements defined above (written in the jM, szi representation) and the
transformation matrix (2.11). The result can be found in [23].
The dependence of the coupling constants (2.37) and (2.38) on the QD radius for

CdSe dots is shown in Fig. 5. While these parameters are much larger than those
corresponding to the ODPmechanism for II–VI QDs, the two coupling mechanisms
are of comparable importance for III–V dots. This has been confirmed by means of
Raman spectroscopy, which is one of the techniques most directly related to the
ex–ph interaction. While resonant Raman scattering spectra obtained from nearly
spherical CdS, CdSe and CdTe QDs normally present a single asymmetric peak
centred slightly below vLO [14], those recorded from InP QDs prepared in a similar
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way contain an extra peak situated near the TO phonon frequency of bulk InP
[110–112], which can be explained only if the ODP-mechanism-mediated scattering
by lp¼1 and especially lp¼3 phonon modes is taken into account. The experimen-
tally observed trends in the variation of the relative intensity of the �anomalous� TO-
type Raman peak with the QD size has been shown to agree quite well with the
theoretical predictions based on the above consideration of the ex–ph interaction
occurring through the ODP and Fr€ohlich-type mechanisms [112].
Let us finish this section with a remark concerning the weak confinement regime

where the effect of spatial confinement on phonons is negligible and can be included
into consideration rather easily for excitons. The reader can refer to the papers [113,
114] where detailed calculations of the ex–ph coupling rates were performed for
excitons in quantum wells. These results, with small modifications, can be applied
also to quantum dots.

3. Polaron states

3.1 Franck–Condon progression. Since excitons and phonons interact, their
consideration as independent entities, even with modified energy spectra, is an
approximation. Strictly speaking, they form a new quasi-particle called polaron. In
bulk semiconductors, free excitons should be considered as free polarons, however,
the polaron energy spectrum differs from that of the exciton only by a (small)
renormalisation of the effective mass [2, 74]. The situation is different if the �bare�
exciton spectrum is discrete, the case of an exciton bound to an impurity or confined
in a QD. The d-like density of bare states leads to an increased probability of multi-
phonon processes even for the modest values of the ex–ph coupling constants.
Consequently, the polaron spectrum cannot be obtained within a (finite-order)
perturbation theory.
An exact solution of the many-body problem is possible for the case that the

interactionwith thevibrational degrees of freedom (hereafter designated by �lattice�,
L) is described by a diagonal coupling to a single non-degenerate bare exciton state,

Fig. 5. Fr€ohlich-type coupling constants between exciton and confined optical phonons as functions of
the dot radius, calculated for CdSe QDs embedded in SiO2 matrix. The solid lines represent the phonon
modes with n

p
¼1 and the dashed lines the n

p
¼2 modes. Adapted from [44] with permission of the

American Physical Society
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i.e. if the interaction gives place only to virtual transitions. In the second quantisation
formalism, the Hamiltonian of such a system is written as [2]

bHð1Þ
ex�L ¼ E0ĉ

þĉþ
X
n

�hvn

�
b̂þn b̂n þ

1

2

�
þ
X
n

gnĉ
þĉðb̂n þ b̂þn Þ: ð3:1Þ

Here, E0 is the bare exciton state energy, ĉþðĉÞ and b̂þn ðb̂nÞ denote the exciton and
phonon creation (annihilation) operators, respectively, and gn are the ex–ph coupling
constants. If we assume that there can be not more than one exciton per QD, the
excitons are equivalent to fermions. The Hamiltonian (3.1) can be diagonalised by
making a canonical transformation first proposed by Lang and Firsov [115], that has
the form expðŝÞ bHð1Þ

ex�L expð�ŝÞ where
ŝ ¼ ĉþĉ

X
�

gn
�hv�

ðb̂þ� � b̂�Þ:

The result is called �independent bosonmodel� and the new (polaronic) energy levels
are [2]:

Eðfm�gÞ ¼ ðE0 � DÞnex þ
X
�

�hv�

�
m� þ 1

2

�
ð3:2Þ

where {m�} are the phonon occupation numbers, nex¼0,1 is the exciton occupation
number and the ground state energy shift is given by

D ¼
X
�

g2n=ð�hv�Þ: ð3:3Þ

Within the independent boson model, the polaron spectral function, that is the
imaginary part of the retarded Green�s function, calculated for Einstein phonons
(with v�¼v0 for any n) takes, at zero temperature, the following simple form:

AðEÞ ¼ 2pe�S
X¥
m¼ 0

Sm

m!
dðE � E0 þ D� m�hv0Þ ð3:4Þ

where S ¼ P
� g

2
n=ð�hv0Þ2, a dimensionlessmeasure of coupling between the exciton

and optical phonons, is called Huang-Rhys parameter (HRP). The spectral function
(3.4) is a series of d-functions, spaced by �hv0 apart (note that the null vibrations
energy has been omitted for simplicity),which is called Franck–Condonprogression.
The coefficients of the d-functions follow a Poisson distribution with respect to the
number of optical phonons (m) forming the polaron states. It should be borne inmind
that the relative intensities of them-phonon satellites changewith temperature (T). A
more elaborate expression for the spectral function at T=0 can be found in [2].
As we know, the exciton ground state in a typical QD is degenerate, therefore the

HRP must be defined for each sub-state jM, szi constituting the bare exciton octet
1se1S3/2,

Ssz;M ¼ ð�hvLOÞ�2
X

lp;mp;np

jhM; szjHex�phjM; szij2: ð3:5Þ

238 M. I. Vasilevskiy



Let us first neglect the effects of exchange interaction and hexagonal crystal field. It
turns out that, if only the Fr€ohlich-type interaction is taken into account, Ssz;M is
exactly the same for all eight states, within the approximation considered here.
The ODP interaction introduces some difference between the states withM ¼ �3=2
andM ¼ �1=2, respectively, since the corresponding matrix elements are different
(Table 1). The dependence of theHRP calculated according to Eq. (3.5) for CdSe and
InP13 dots on the QD radius is shown in Fig. 6.
As it can be seen from this figure, the difference between these two groups of

states is fairly small in the case of CdSe dots where the Fr€ohlich-type interaction is
dominant and the ODP contribution to the HRP does not exceed 10% (conse-
quently, S scales approximately as R�1). The case of InP QDs is different. This
material is characterised by a lower degree of ionicity and a larger ODP interaction
constant (see Table 2). As a result, the ODP and Fr€ohlich-typemechanisms produce
comparable contributions to the HRP and the difference between the exciton states
involving M¼�1/2 and M¼�3/2 holes becomes significant. There is no simple
scaling law for S versus R in this case. With the effects of exchange interaction and

13 The value of the spin-orbit splitting energy, DSO¼0.11 eV, probably is not sufficiently large to
justify the use of the hole wavefunctions given by Eq. (2.3). However, calculations performed with the
wavefunctions given by Eq. (2.6) (valid in the limit DSO� 0) give similar results.

Fig. 6. HRP calculated for CdSe (left) and InP (right) QDs of different radii, with and without exchange
interaction and crystal field (for CdSe) effects. In the latter case, ��� corresponds to the upper and lower
sign in the matrix elements from Table 1, respectively. The curves labelled 1U,L represent the exchange
interaction and crystal field effects that affect only these four states. The individual contributions of the
Fr€ohlich-type and ODP mechanisms also are shown (calculated without exchange interaction effect).

Reproduced from [23] with permission of IOP Publishing Ltd.
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crystal field taken into account, the results given by Eq. (3.5) hold for the states 0U

and 0L [with the lower sign in the expressions (2.34) and (2.35)], and�2 (with the
upper sign). However, the HRP has a smaller value for the remaining states [23].
This leads to an additional (phonon-related) splitting between these groups of
states.
The polaron spectral function at T=0 is affected by including the acoustic

phonons into consideration. This leads to a small shift and a temperature-dependent
broadening of all optical phonon satellites, however, the individual spectral weights
of the optical phonon replicas do not change. Let us briefly discuss the effect of the
acoustic phonon continuum on the zero-optical-phonon line (ZPL) of the spectral
function [116]. It is now structured into a true d–like zero-acoustic-phonon line
(ZAPL) surrounded by two broad sidebands. There is a downward shift of the ZAPL
with respect to the bare exciton energy, additional to Eq. (3.3) and given by a similar
expression. The shape of the sidebands is determined by the coupling function gk
[Eq. (2.31)] times the density of acoustic phonon states times eitherNk (for the upper
energy sideband) or (Nkþ 1) (for the lower energy one), where Nk¼ [exp(��hcLk/
kBT)�1]�1 is the Bose function and cLk�E�E0þD. Thus, the sidebands are rather
asymmetric, especially at low temperatures.As the temperature increases, the central
part of the ZPL becomes looking like a slightly asymmetric Lorentzian whose width
increases linearly with T [50, 52].

3.2 Effect of non-adiabaticity. It is necessary to bear in mind that the in-
dependent boson model discussed above assumes the existence of only one exciton
state14. That corresponds to a hypothetical casewhere the phonon-mediated coupling
of the lowest energy exciton state to all other states can be neglected. Only under
such circumstances the Huang-Rhys parameter describes entirely the polaron spec-

14 Since no phonon-mediated transitions into other states are allowed, one can say that it is still an
adiabatic approximation.

Table 2. Material parameters used in the calculations

Parameter CdSe InP

me/m0 0.13 0.08

mlh/m0 0.26 0.09

"0 9.7 12.4

"¥ 6.2 9.6

Dcr (meV) 25 0

"exch a
3
0 (meVnm3) 36 36

vLO (cm�1) 211 345

vTO (cm�1) 169 305

d0 (eV) 8.9 35.6

a0 (eV) 6.05 5.87

bLO (cm�1 A2) 70.55 29.43

bTO (cm�1 A2) �35.08 �15.6
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trum. As it has been mentioned in Sect. 1, there are several important experimental
results which cannot be explained in terms of the independent boson model, even if
one assumes unrealistically large HRP values15, namely:

(i) Observation of a forbidden optical transition to the 1P exciton state
in CuCl QDs, interpreted as a result of the formation of a hybrid ex–ph state
[117];

(ii) �Strange� phonon replicas in single QDPL excitation spectra [39, 117, 118],
i.e. spectral features separated from the ZPL by energies considerably smaller that
the LO phonon energy (e.g. 18meV for InAsQDs [118] while the LO phonon energy
in InAs is 32meV);
(iii) Anomalously strong nLO phonon satellites (n¼2, 3), stronger than the 1LO

replica, observed for NC ensembles [21] and in single self-assembled QDs
[119–121];

(iv) Optical-phonon-related component of the homogeneous broadening of
absorption lines, already discussed in Sect. 1 (Eq. 1.1).

These experimental results indicate that it is essential to include into considera-
tion the non-adiabaticity of the ex–ph interaction [21, 40] leading to a phonon-
mediated coupling of different bare exciton levels, even if they are separated by
energies quite different from the optical phonon energy. A step towards under-
standing the new effects arising from such coupling was made in recent works [7,
122–124] and it seems that it is possible to explain the essence of the above
experimental findings even within the minimal model considered in these works,
illustrated in Fig. 7.

Fig. 7. Bare exciton states included in the minimal model. Two exciton levels, both allowed for optical
transitions from exciton vacuum (0), coupled by phonon-assisted transitions. Virtual phonon-assisted

intra-level transitions are also allowed

15 Even though some of these results were obtained for self-assembled QDs, the physics involved is
general for systems with discrete energy spectra.
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The Hamiltonian of this model is an obvious generalisation of Eq. (3.1),

bHð2Þ
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X
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where dimensionless ex–ph coupling constants, bðnÞ

ij ¼ hijHðnÞ
ex�OPjji=�hvn, have been

introduced and they have been assumed real. As proposed in [7], it can be
diagonalised (numerically) exactly including a finite number of multi-phonon pro-
cesses, large enough to guarantee that the result can be considered exact in the
physically important polaron energy region. By rewriting Eq. (3.7) in the basis
constituted by independent ex–ph states, jn1, n2,{m�}i (n1 and n2 are the occupation
numbers of two exciton states, n1þ n2¼1) one obtains an infinite Hamiltoinian
matrix with elements,
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It can be truncated by allowing a certainmaximumnumber of phonons for eachmode
and then diagonalised numerically. The numerical results have been checked against
analytical solutions available for someparticular cases of theHamiltonian (3.7), such
as bðnÞ

ij ¼ 0 for i=j considered in the previous section, and b11¼b11¼0 for a single
phonon mode [125], and it was shown that they are very accurate in a limited range
of energy that depends on the maximum number of phonons included in the cal-
culation [7].
Once the polaron states have been found, it is straightforward to calculate any

(one-exciton) observable property. Some of these properties will be discussed in the
next sections. The formation of non-adiabatic electron–polaron states has been
convincingly demonstrated using far-infrared spectroscopy of intra-band electron
transitions in a doped QD in magnetic field [124]. One of the polaron effects
produced by the inter-level coupling is known as �Rabi splitting�, in analogy with
the resonant absorption of electromagnetic radiation by a two-level atom [125]. It
consists in the appearance of new peaks in the spectral functions, with positions
determined by all the involved parameters that have the dimension of energy, namely,
{�hvn}, LE¼E2�E1, and the ex–ph coupling constants.
In practical terms, the calculation scheme [7] outlined above can include 2–3most

important optical phonon modes and it can be extended to a larger number of bare
exciton states such as the 1se1S3/2 octet [44]. As shown in [7], the continuum of
acoustic phonons can also be included in these calculations if their inter-level
coupling is neglected. If the interaction parameter gk is the same for all the bare
exciton states involved, each of the polaron states simply is broadened in the same
way as discussed in the end of the previous section. A difference between gk
corresponding to different exciton levels would lead to acoustic-phonon-mediated
transitions between the polaron states. We shall return to this point in Sect. 4.

242 M. I. Vasilevskiy



3.3 Optical absorption and emission. Within the polaron concept, the
optical absorption and emission spectra of a QD can be calculated using the Kubo
formula for the frequency-dependent dielectric function [2]. The following expres-
sion was derived [7] for its imaginary part:

Im "ðvÞ ¼
�
2pe
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X
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where m0 is the free electron mass, i and j denote bare exciton states, k enumerates
the polaron states (with energies Ek), C

k
j;fmng are the polaron wavefunctions in the

basis of independent ex–ph states that are obtained by numerical diagonalisation of
theHamiltonianmatrix, andZ ¼ P

fmng exp

�P

n mn�hvn=ðkBTÞ
�
. Two terms in the

second line of Eq. (3.8) represent the absorption and emission, respectively, of a
photon of frequency v.
From the structure of the function Im "(v) it is not difficult to see how the optical

spectra are determined by the polaron states. If Ek are equidistant, as within the
independent boson model (Eq. 3.2), the same applies to the absorption and emission
peaks. Moreover, the absorption and emission spectra are mirror-symmetric with
respect to theZPL, awell-knownproperty of the FCprogression [2] that does not take
place in the general case where the polaron states are not separated by any regular
intervals. This naturally explains the �strange� phonon replicas, not matching any
known phonon energy, that have been observed by single dot spectroscopy [39, 118].
These odd peaks may be generated by a single phonon mode that couples different
exciton levels [7]. Resonant (Rabi-type) coupling of a phonon mode to a pair of
exciton states can be the reason for the observed enhancement of certain (phonon-
assisted) optical transitions that otherwisewould be very weak (given the small HRP
value) or even not allowed in the dipole approximation. In [7] the reader can find a
more extended discussion of this issue.
Nowwewould like to revisit the point concerning the homogeneous broadening of

excitonic transitions in QDs, already discussed in Sect. 1. As we have seen explicitly
in Sect. 3.1 (Eq. 3.4), the interaction of an exciton confined in a QD with optical
phonons leads to the appearance of satellite peaks, not to a broadening. Then the
presence of the last term in Eq. (1.1) seems to have no physical reason as far as QDs
are concerned. Nevertheless, it can be justified, at least in a phenomenological way.
Figure 8 shows room temperature absorption and emission spectra of a CdSe QD
calculated including the most important (lp¼0, 2; np¼1) optical phonon modes and
acoustic phonons, within the approximations discussed in the end of the previous
section. The ex–ph coupling constants were calculated as explained in Sect. 2.4,
however, the deformation potential parameter for acoustic phonons was taken ap-
proximately five times smaller than the real value in order to reveal the underlying
structure due to the interaction with optical phonons.
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It can be seen from Fig. 8 that the broadened bands designated ZPL, 1LO, etc. are
formed bymany optical-phonon-related polaron stateswhose structure is smeared by
the interaction with the continuum of acoustic phonons. As the temperature
increases, the intensity of the (d-like) peaks produced by the interaction with solely
optical phonons increases, leading to an apparent broadening of the bands that,
approximately, can be described by the term gLONLO (T). Of course, this is not valid
at low temperatureswhere the acoustic-phonon-related structure of a polaron state by
no means can be described by a smooth function like Lorentzian. At liquid helium
temperatures, the central part of each polaron band (the ZAPL) is very narrow, both
experimentally [50] and theoretically [126]. The ZAPL broadening, experimentally
estimated at 1.5meV/K [50], is related to so called �pure dephasing� [126, 127], an
interesting effect beyond the considered ex–ph interaction model.

Fig. 8. Absorption and emission spectra calculated for a CdSe QD of R¼1.9 nm embedded in
SiO2 matrix. The principal optical phonon modes (with both intra- and inter-level coupling) and
acoustic phonons (with only intra-level coupling and reduced DP constant) were included in the

calculation
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3.4 Anti-Stokes photoluminescence. The up-converted or anti-Stokes
photoluminescence (ASPL) is the emission of photons with energies higher than the
excitation energy (Eexc). This effect was observed for colloidal II–VI QDs (see the
following Chapter by Rakovich/Donegan) and discussed in [128–131]. The ASPL
occurswhenanensembleofQDs is excited at thevery edgeof the absorption spectrum,
below the normal (i.e., excited with high-energy photons) PL band. The principal
experimental facts concerning this effect, as summarised in [7], are the following:

(i) The ASPL intensity increases linearly with the excitation power, which can
be rather low.

(ii) The blue (anti-Stokes) shift between the ASPL peak and Eexc does not
significantly depend upon the QD size, if Eexc is chosen proportionally to the
absorption peak energy (which depends upon the size). However, the shift increases
with temperature and can range from 20 to 150meV.
(iii) If Eexc increases (approaching the absorption peak energy), the ASPL also

moves continuously towards higher energies. Its intensity increases and finally the
spectrum transforms into the normal PL band.

(iv) The ASPL intensity increases strongly with temperature.

Possible ASPL mechanisms were discussed in [128–131], but no convincing
conclusion was made. In virtue of (i), processes like two-photon absorption and
Auger excitation can be excluded in this case. It looks most plausible that incident
photons excite electrons to some intermediate sub-gap states from which they
eventually proceed to the higher energy (luminescent) states through a thermal ac-
tivation effect. Since ASPL has been observed for several different types of NCs, the
sub-gap states involved in the mechanism should be intrinsic to QDs, independently
of their material and covering shell. It was suggested [7] that the polaron states lying

Fig. 9. Cascade energy transfer process leading to theASPL. It begins by the excitation of a large QD, of
a size R0, through its �-1LO� polaron state. At each step, some photons are emitted and some of them are

re-absorbed. A certain fraction of the latter will be re-emitted with a higher energy
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below the ground exciton level (designated �-nLO� in Fig. 8) would be the natural
candidate to this role.After being excited through one of these states, the dot can emit
a photon, most likely with the frequency corresponding to the ZAPL. The energy
gain of �hvLO comes from the thermostat that maintains the dot at a given
temperature. This explains why the anti-Stokes shift (i.e. the gap between the
intermediate and emitting states) does not depend on the QD radius [129]. Spectral
shifts larger than �hvLO can be explained by a cascade excitation as schematically
shown in Fig. 9.
Indeed, the ASPL is excited through the largest (and rare) dots in the ensemble. In

some cases, the emission occurs at a higher energy and such a photon has a larger
chance to be re-absorbed because there are more dots of the appropriate size. (Of
course, many of the emitted photons just leave the sample contributing to the
unshifted or slightly shifted luminescence.) The cascade re-absorption and re-emis-
sion process occurs until the number of dots able to re-absorb becomes too small.
Then, beyond the usual (unshifted) luminescence, a spectral maximum is formed at
a higher frequency. Monte-Carlo modelling of the processes illustrated in Fig. 9
shows that, in accordance with experiment, the observation of the ASPL requires
high optical density of the QD solution. It also confirms the experimental findings
(ii–iv) summarised above.

3.5 Multi-phononRamanscattering. Another steady-state optical phenom-
enon that reveals the polaron effect in QDs is the resonant Raman scattering (RRS).
In anK-th order StokesRRSprocess, an incident photon (of frequencyWI) resonantly
creates an exciton that recombines after being inelastically scattered K times, each
time creating an optical phonon. Then the emitted photon has a smaller frequency,
WS ¼ WI �

P
n rn�hvn where

P
n rn ¼ K. Within the polaron concept, this process

should be seen as a two-step one involving three states: (i) QD with a phonon
configuration {m�} plus a photon of frequency WI, (ii) excited QD whose state is a
linear combination of various polaron states, (iii) QD with a phonon configuration
fm0

�g plus a photon of frequency WS. The final phonon configuration is such that
m0

� ¼ m� � rn for each phonon mode n. In simple terms, the difference is that in the
intermediate state the exciton is scattered many times by emitting and absorbing all
possible combinations of phonons, with the only condition that the final net result is
represented by the numbers rn. The scattering intensity, in the polaronic picture, is
given by the following expression [44],
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where v�WI�WS is the Raman shift.
Usually RRS studies of QDs are limited to the first-order scattering [14]. Even

though the absolute value of IS predicted within the polaron concept is different
from that obtained in the framework of the standard perturbation theory, this is very
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hard to measure experimentally [132]. The lineshape, however, is not significantly
influenced by the polaron effect [133]. What is indeed sensitive to it is the relative
intensity of the higher order Raman peaks. RRS spectra of CdSe QDs [17] were
modelled in [134] using the standard perturbation theory, considering a complete
set of confined exciton states and ex–ph coupling constants calculated in a way
similar to the formalism presented in Sect. 2. While the lineshape of the experi-
mental spectra was reproduced quite well by the theory, it was necessary to
artificially multiply the second and the third order peak�s intensities by some fac-
tors (of the order of 10) in order to attain the experimental values. As demonstrated
in [44], it is possible to reach a much better agreement with experiment using
the polaron approach.
Figure 10 shows normalised RRS spectra calculated using Eq. (3.9) and the

perturbation theory of the ex–ph interaction, with no fitting parameters used. In both
cases, the same set of exciton states (1se1S3/2) and optical phonon modes (lp¼0, 2;
np¼1) was included in the calculation. The comparison between the Raman spec-
tra calculated using the two approaches and experimental data [17] strongly supports
the importance of the polaron effect on the multi–phonon Raman scattering, even
for moderated values of the exciton–phonon coupling rates. The relative intensity of
the secondpeak predictedwithin the polaron concept is still too lowbut this is probably
due to the small number of exciton states and phononmodes considered, the limitation
implied by the method of calculation of polaron states described in Sect. 3.2.

4. Polaron decay and hot carrier relaxation

As it was demonstrated in the previous section, the interaction of electrons and
holes with lattice vibrations leads to the formation of a quasiparticle called polaron.
Polaron states are the true stationary states of the quantum mechanical system
constituted by an exciton and optical phonons confined in a QD. They determine
the steady-state properties of the dot.What about non-stationary phenomena, such as
time-resolved luminescence? These phenomena involve relaxation of electrons or

Fig. 10. RRS spectra calculated at T¼77K in the perturbation theory (dashed line) and polaron (solid
line) approaches for CdSe QDs with a mean radius of 1.9 nm and a size dispersion of 10%. The squares
are experimental data from [17]. Each curve is normalised to the height of the main (1LO) peak whose
absolute value is approximately 30% lower in the polaron approach. Adapted from [44] with permission

of the American Physical Society
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electron–hole pairs that initially are not at thermal equilibrium. If their energy is
continuous, the relaxation occurs via emission of optical phonons (Fig. 1). In a QD,
the spectrum is discrete and the phonons are already incorporated into the polaron
concept. Then how does the relaxation occur? Once again, we come across the
�phonon bottleneck� problem mentioned Sect. 1.
Does the �phonon bottleneck� in QDs really exist? An efficient phonon-mediated

relaxation of optically created electron–hole pairs has been reported in a number of
works studying self-assembled QDs [118, 135], with a characteristic time of the
order of several picoseconds [135]. A recent study [136] performed on chemically
grown NCs, where the exciton energy level spacings are much larger than in self-
assembled dots, also revealed ultra-fast intra-band exciton relaxation, although the
mechanism seems to be different for CdSe and PbSe NCs. On the other hand, there
are several published experimental results that support the existence of a phonon
bottleneck effect in the relaxation of optically created electron–hole pairs [137–139],
for instance, a relaxation time of 7.7 ns wasmeasured for InAs/GaAsQDs [137]. The
so called �hot luminescence� (i.e. the emission from excited states) under low power
excitation, observed in several studies, is alsomanifest of slow carrier relaxation into
their ground state in QDs.
Whether the intra-band relaxation of carriers in QDs is fast or slow, the polaron

effect itself cannot explain it. Electron-polaron is a stationary state of an electron
coupled to optical phonons. Exciton–polaron exists because of the electron–hole,
electron–phonon and hole–phonon interactions. If therewere no further interactions,
the polaron states would be everlasting, as pointed out in [5, 6, 140]. Some further
interactions are responsible for the relaxation. Several possible mechanisms of hot
carrier relaxation in QDs have been proposed:

(i) Polaron has a rather short lifetime because of the anharmonic effects that
lead to a fast decay of confined optical phonons (forming the polaron), into a couple
of new phonons [6, 140].

(ii) Polaron can relax by Coulomb coupling to electrons that are present in the
wetting layer where the energy spectrum is continuous [120, 141, 142]. This Auger-
type mechanism can be possible even in chemically grown QDs where no wetting
layer exists. If the hole energy spectrum is sufficiently dense, the relaxation can occur
just because of the electron–hole Coulomb interaction within QD [143, 144].
(iii) Acoustic phonons can provide the possibility of transitions between different

polaronstates [7]as itwasbrieflydiscussed intheendofSect.3.2. If theacousticphonon
spectrumis(at leastpartially)continuousandthepolaronspectrumissufficientlydense,
this interaction would allow for the polaron dynamics towards equilibrium.

The mechanism (i) seems to be the most popular one. Calculations performed for
self-assembled QDs in [140], based on the experimental studies [145] of the anhar-
monic decay of long-wavelength optical phonons in bulk semiconductors, predict fast
or slow polaron decay depending on the dot parameter. If we extrapolate the results of
this work to NCs, withmuch stronger confinement and, generally, much larger energy
intervals between adjacent polaron states, we should not expect fast exciton relaxation
for such dots. The mechanism (ii) involves a continuum of electronic (or excitonic)
states and therefore is intrinsically limited to self-assembled QDs. Last, there are no
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concrete calculations relative to the mechanism (iii). Thus, the establishing of a
universal relaxation mechanism of the QD polaron relaxation is still an open question
and further theoretical and experimental efforts are necessary to solve it.

5. Conclusions

Wehave presented an overviewof analyticalmodels aimed at the understanding of
the exciton and phonon states and their interaction in nanocrystalline semiconductor
QDs. These models allow for establishing the key features which are important for
applications ofQDs in optoelectronics, such as the dependence of the stationary state
energies and transition rates on the dot size, shape, type of the underlying material
and its surrounding (e.g. capping the dot with another semiconductor). The results
obtained within this approach generally agreewith the predictions of more elaborate
large-scale numerical methods, unless the nanoparticles are extremely small.
Calculations of the exciton–phonon coupling parameters, based on the same
mechanisms and interaction constants known for bulk semiconductors, allow for
a satisfactory description of Raman lineshapes [14] and lead to the experimentally
verified important conclusion that the radiative recombination of excitons in silicon
QDs usually remains phonon-assisted [57].
Strictly speaking, the exciton–phonon interaction in QDs leads to the formation of

the polaron and must be treated non-perturbatively for coupling strengths typical for
II–VI and III–V dots. A number of many-body theory approaches have been proposed
for this including a direct method [7], however, limited to a small number of exciton
levels and phonon modes. It should be stressed that both intra- and inter-level
interactions are important, leading to a rather complex polaron energy spectra. The
polaron effect allows for the explanation of the fine structure of the absorption and
emission spectra of a single self-assembled QD, and of the anti-Stokes PL of colloidal
solutions ofQDs. The polaron effect can also be important for the resonance behaviour
of the one-phonon Raman scattering intensity [133]. Although not changing sig-
nificantly the one-phononRaman lineshape, the polaron effect can drastically enhance
the relative intensity of the multi-phonon scattering.
The coupling between the different vibrational and electronic degrees of freedom

is certainly relevant to the excitation, relaxation and dephasing in QDs, where some
novel dynamical effects may arise in the limit of very small clusters consisting of a
hundred of atoms [146]. However, for dots with size R� 1.5�2 nm containing, at
least, several hundred of atoms, one hopes that the well established concepts of
semiconductor physics and the properly treated quantum confinement effect should
be sufficient to explain the dynamical effects thatmay look puzzling or contradictory
so far, such as the �phonon bottleneck�. It should be borne in mind that the polaron
effect by itself does not explain (neither contradicts) fast or slow carrier relaxation
in QDs. Some further interactions are responsible for this. Which one(s)? So far, it
is not completely clear.
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Anti-Stokes photoluminescence in semiconductor
nanocrystal quantum dots

By

Yury P. Rakovich, John F. Donegan

School of Physics and CRANN Research Centre, Trinity College Dublin, Dublin, Ireland

1. Introduction

George Gabriel Stokes, while studying the process of light emission from solid
materials, discovered that thewavelength of the emitted light is generally longer than
that of the light which is exciting the emission process. This excitation–emission
shift bears his name, as an observed �Stokes-shift� between the excited and emitted
light [1]. In our modern quantum mechanical description of the process, the emitted
photons have a lower energy than those exciting the photoluminescence, the excess
energy being delivered into the material, usually by phonon excitation. Within this
review, we call the process the Stokes-shifted photoluminescence (SSPL).
It has been shown that some materials emit light at shorter wavelengths than that

with which the material was illuminated because of thermal (phonon) interactions
with the excited atoms [2]. This up-conversion process is termed anti-Stokes
photoluminescence (ASPL), as opposed to the more common Stokes emission pro-
cess. ASPL has been observed in a variety of systems such as atoms and molecules
[3, 4], polymers [5, 6], fullerenes [7, 8], semiconductor macrocrystals [9–14] and
structures [15–23].
Recent research interest in the field of up-conversion processes has been sparked

by the development of multi-colour displays [24], dynamical imaging microscopy
[25], bio-imaging systems [26, 27], unconventional lasers [28] and solid-state optical
refrigeration devices [29, 30]. Here, we will concentrate on one particular up-
conversion process, phonon-assisted anti-Stokes emission, in one particular type of
semiconductor nanostructures, namely in nanocrystal quantum dots (QDs) fabricated
via colloidal chemistry. These QDs represent the ultimate in semiconductor-based
quantum-confined systems with atom-like energy levels, large optical transition
dipole moment and high photoluminescence (PL) quantum efficiency. The interest
developed in nanocrystal QDs has been fueled by the high degree of reproducibility
and control that is currently available in the fabrication and manipulation of these
quantum-confined structures [31]. It is worth mentioning the utilization of QDs in
LEDs [32, 33], photonic [34, 35] and core-shell structures [36, 37], and as biological
labels [38, 39].
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Apart from phonon-assisted up-conversion [40] a number of different mechanisms
have been suggested to explain the anti-Stokes emission process. The suggested mi-
croscopic mechanisms are Auger recombination [15, 41], direct two-photon absorp-
tion [42, 43], and two-step/two-photon absorption [44]. Below, we will discuss the
plausibility of these mechanisms in the ASPL of semiconductor nanocrystals.

2. Phonon-assisted ASPL in nanocrystal QDs

The ASPL occurs when the emission spectrum with intensity Iem is obtained at
higher energy than the excitation (P) (Fig. 1) while the energy gap DE between the
excitation energy and the excited electronic level is comparable or even large than the
maximum phonon energy in thematerial. It is instructive to start the consideration of
the problem with a simple three-level model where two upper energy levels are
separated by an energy gap of value DE (Fig. 1a).
To set up rate equations, we first consider the excitation transition from the ground

state (�0�) to the state �1�, from where two pathways are possible. First, the resonant
radiative transition from state �1�may return the system to its ground state with rate
g1. Alternatively, a thermally induced population of level �2� may occur with a
radiative transition, which is the ASPL process, from state �2� with rate g2. At
elevated temperatures this processmay prevail over the resonant recombination. The
excited carriers may relax nonradiatively from level �2� to level �1� with rate gr
followed by the resonant radiative recombination.
The dynamic equations, which describe this model for population densities n1

and n2 are

dn1
dt

¼ P� ½g1 þ gr expð�DE=kTÞ
n1 þ grn2

dn2
dt

¼ gr expð�DE=kTÞn1 � grn2 � g2n2

ð1Þ

where gi is the recombination rate; DE is the activation energy; k is Boltzmann�s
constant; T is the temperature.

Fig. 1. Energy scheme for phonon-assisted up-converted emission (a) and temperature dependence of
ASPL intensity calculated using Eq. (2) for three values of DE supposing that gr¼ g1¼ g2 (b)
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Solving system (1) for continuous-wave excitation one obtains equations for
both the resonant emission (I1¼ g1n1) and up-converted emission intensity
(I2¼ g2n2):

I1 ¼ P
c1

c1 þ A expð�DE=kTÞ
I2 ¼ P

A expð�DE=kTÞ
c2 þ A expð�DE=kTÞ

ð2Þ

where coefficients c1¼ g1/gr; c2¼ g2/gr; A¼ g2/(g2þgr) describe the ratios of
recombination rates. It is noteworthy that experimentally these parameters can be
estimated from analysis of the PL decay curve [31, 45].
The first implication of this analysis is that the intensity of up-converted emission

is a linear function of excitation power. However, the most striking feature of this
model is that the intensity of the up-converted emission increases with tempera-
ture (Fig. 1b) gaining energy from the thermal bath in contrast to the conventional
quenching of resonant or Stokes-shifted luminescence with increasing tempera-
ture. This anomalous temperature behaviour of ASPL may therefore be used as an
indicator of phonon-assisted processes while analysingmechanisms of up-converted
luminescence in materials.
To date ASPL caused by one-photon phonon-assisted carrier excitation has been

reported for InP [46], CdSe [46–48], CdTe [47, 49, 50], PbS [51] and PbSe [52]
nanocrystals.

3. Dependence on excitation wavelength and the efficiency of ASPL

A general feature of this kind of up-conversion process is that the ASPL sig-
nal can be detected only for excitation energies that are well below the maximum
energy position of the normal Stokes emitted PL signal.
Figure 2a shows PL spectra of 4-nm size CdSe/ZnS QDs measured at room

temperature varying the excitation energy (Eexc) (2.0–3.10 eV) in the spectral region
from the high energy region of the absorption spectra to the tail far below the first
absorption peak (Fig. 2b).WhenEexc¼ 2.43 eV (Fig. 2a, Region I) the position of the
Stokes-shifted emission peak is almost independent of the excitationwavelength. For
this sample, the value of the �nonresonant Stokes shift� (the difference between the
lowest-energy peak in the absorption spectra and the emission peak) is about 67meV.
The PL linewidth shows only a very small additional broadening with increasing
excitation energy in this region. This weak dependence of the linewidth and the
nonresonant Stokes shift is due to the fact that the higher the excitation energy – the
better the PL spectrum reflects the entire size distribution of nanocrystals in
the sample. While the data presented in Fig. 2a are normalized for comparison,
on an absolute scale, a 57% reduction in the integrated PL intensity has been ob-
served as the excitation energy decreases from 3.10 eV to 2.43 eV.
Providing excitation between 2.30 and 2.43 (Fig. 2a, Region II), the emission

profile becomesmore complex.Aweak shoulder appears on the blue edge of PLband
as the photon energy decreases down to 2.38 eV, whereas the main PL peak shifts to
the low-energy side. For lower energy excitation (2.34 eV), the PL spectrum has one
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very broad band, which can be well de-convoluted into two peaks. This double peak
structure can be explained as a result of size-selective excitation within the popula-
tion of QDs and is expected for an inhomogeneously broadened system. Since there
are multiple states present, there is a photon energy (2.38–2.34 eV) where the largest
QDs can be excited into their second excited state, while a smaller size is excited into
their first excited state. Since each nanocrystal emits at one photon energy, regardless
of excitation energy, at this point the emission spectrum shows two peaks, one from
the smaller set of particles absorbing into their first state and the second from the
larger QDs excited into their second state [53].
As the excitation photon energy is tuned further below the first absorption

maximum of 2.25 eV down to 2.18 eV (Fig. 2a, Region III), one PL peak is observed
again, whose emission energy shifts to the redwith decreasing excitation energy. The
width of the PL peak decreases considerably in this spectral region (from�137meV
at Eexc¼ 2.30 eV to �96meVat Eexc¼ 2.18 eV) demonstrating PL line narrowing,
because only larger nanocrystals within the finite size distribution are excited on
the low-energy side of the absorption profile. On the other hand, a 52% reduction in
the integrated PL intensity has been observed as the excitation energy decreases in
Region II because only a very small fraction of the size distribution is selected to
be excited.
A distinctly different behaviour is observed in the spectral region far below the

absorption peak (Fig. 2a, Region IV). A tail of ASPL can be seen with 2.10 eV

Fig. 2. a PL spectra of CdSe/ZnS nanocrystals in toluene for various excitation wavelengths at room
temperature. For each spectrum the excitation energy is marked by a vertical line. All PL spectra are

normalized for comparison. b The absorption spectrum of the sample
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excitation, ranging up to�200meVabove the excitation energy. A similar decaying
anti-Stokes tail in PL has been also observed in InP [46] and CdTe nanocrystals [54].
At still lower excitation energies, a pronounced ASPL peak appears in the high-
energy region, which shifts to lower energy following the excitation wavelength.
This behaviour is very similar to that of the SSPL in region III. Actually, the
progressive transition from SSPL into ASPL is evident in Fig. 2a, Regions III–IV. A
similar observation was reported recently for PbS QDs [51]. The gradual change in
the band shape suggests that the physical process involved in QD emission is the
same throughout the whole range of excitation energies. However, in contrast to
SSPL, the ASPL does not reflect the size distribution of the QDs. As mentioned
above, the effect of inhomogeneous broadening caused by the distribution of QDs
sizes can be clearly seen in the excitation wavelength dependence of the SSPL
spectra (Fig. 2a, Regions II and III). When the excitation is restricted to the onset
region of the absorption spectra, thenQDs of amuch narrower size range are excited;
theseQDs are the largest size in the ensemble. In this spectral region theSSPL spectra
of QDs show a decrease of the width of the PL band demonstrating pronounced line
narrowing [53, 55, 56]. In the spectra presented in Fig. 2a, the full width at half
maximum (FWHM) of the SSPL band decreased from 95meV at Eex¼ 2.32 eV to
76meV at Eex¼ 2.16 eV. In contrast, the ASPL linewidth shows extra broadening
with decreasing excitation energy: from 83meV at Eex¼ 2.12 eV to 150meV at
Eex¼ 1.95 eV.
It is noteworthy that all spectra presented in Fig. 2a were obtained by exciting the

samples with a Xenon lamp (output power of 40mW to 0.lmW, depending on the
spectral region). This demonstrates that phonon-assisted excitation of the ASPL
process in QDs is a highly efficient process since even for samples with moderate
quantum yield (�20%) there is no need for laser excitation [57]. Also it can be seen
that the efficiency of ASPL is comparable with that of SSPL at least for small
magnitudes of the up-converted blue shiftDE (at excitation energyEex¼ 2.10 eV).At
lower excitation energies (i.e. bigger magnitudes of DE) the efficiency of ASPL
rapidly declines in accordance with Vavilov�s law [50, 58].

4. Dependence on excitation power

In light of the above model for population densities, photon energy up-conversion
is a linear process of the excitation intensity in nanocrystalQDs. The linear behaviour
of the ASPL intensity (IASPL) has been experimentally verified for various QD
materials [46, 47, 49, 50, 59] with a slope depending on the quantum yield of the
sample (Fig. 3).
It is known [46, 60] that in some cases, the analysis of the dependence of the ASPL

intensity on the excitation intensity (Iexc) can give information on the mechanism of
excitation energy transfer in the high-energy spectral region. Thus, with two-photon
excitation or two-stage excitation of electrons from the valence to the conduction
band through deep impurity levels, a quadratic dependence IASPL� Iexc

2 should be
observed [60]. For an ASPL process induced by Auger recombination, the depen-
dence IASPL� Iexc

3 is characteristic [22], whereas in the case of mixed mechanisms,
the power-law dependence of IASPL on Iexc becomes more complicated [13].
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Therefore, when analyzing an up-converted PL signal, an observed linear depen-
dence of ASPL on excitation intensity alone cannot be taken as an indication of
the participation of phonons in the excitation process. As will be discussed in the
following section, the same dependence can be observed, for example, for two-
photon or two-step excitation under conditions of saturation [61]. A definitive con-
clusion for the mechanisms of ASPL must be supported by a series of independent
measurements. In this respect the temperature dependence investigations of up-
converted PL are the most conclusive [46, 47, 49, 61, 62].

5. Temperature dependence of ASPL

As mentioned above, the ASPL process with a linear dependence on excitation
intensity can be observed as a result of energy transfer to the excited electron–hole
pair from the phonon bath. In this case, the ASPL intensity should grow with in-
creasing temperature because of the increase of the population of phonons. Indeed,
this behavior was reported for CdSe [46, 47] and CdTe [47, 49, 50] QDs. As can be
seen fromFig. 4 an increase of up to 12 times in theASPL intensity of CdSeQDswas
achieved,when the samplewas heated in the temperature range 283–353K,while the
width of ASPL band is gradually reduced [63]. At the same time the SSPL shows
thermal induced quenching and broadening. It turns out that the thermally stimulated
increase in the ASPL is almost independent of the size of the QDs (Fig. 5, inset),
although it is more efficient when the QD surface is better passivated (Fig. 4, inset)
[48, 49, 57].
The spectral position of the ASPL peak shows little dependence on tempera-

ture (Figs. 4 and 5) whereas the temperature variation of the peak energy of the
SSPL was found to be practically coincident with that of the (1Se! 1S3/2) absorption
peak energy. These experimental findings demonstrate an important role of the
electron–phonon interaction in ASPL processes in QDs and this will be considered
later.

Fig. 3. a The PL quantum yield of CdSe QDs as a function of the ZnS shell thickness (in monolayers
(ML)). The dashed line is a guide to the eye.bThe dependence of theASPL intensity in CdSeQDs on the
excitation power density at room temperature. The lines show a linear fit to the data. The enhancement
of up-conversion efficiency is observed with increasing of thickness of the ZnS shell, i.e. with im-
proving passivation of surface dangling bonds. Reproduced with permission from MAIK Nauka/

Interperiodica [48]
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Fig. 5. Temperature behaviour of the ASPL band in 3.5-nmCdTe NCs. Inset: Variation of the integrated
intensity of the ASPL with temperature for all samples studied. Reproduced with permission from

Materials Research Society [57]

Fig. 4. Temperature dependence of the ASPL in 4-nm CdSe QDs with 1.1-nm ZnSe shell. Inset:
Temperature stimulated enhancement of ASPL intensity for increasing shell thickness (i.e. increasing
quantum yield of the sample). Reproduced with permission from MAIK Nauka/Interperiodica [48]
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As can be seen from Fig. 1b, an increase in ASPL intensity with temperature
strongly depends on the magnitude of the up-converted blue shift demonstrating
a sub-linear growth at small (20meV) values of DE; almost linear dependence is
obtained for DE¼ 50meV and a super-linear exponential-like dependence for
DE¼ 100meV.
For a phonon-assisted mechanism, the minimum magnitude of the up-converted

blue shift is expected to be about the typical energy of optical phonons (24.8meV for
the bulk CdSe) [64] which is comparable to the thermal energy (�kBT) at room
temperature. In data presented in Fig. 4, DE is about 97meV giving rise to a well-
resolved ASPL band.
As can be seen from Fig. 2, the value of the anti-Stokes blue shift increases with

decreasing excitation energy. The maximum magnitude of the up-converted shift
(DEmax) can be defined as the difference between the excitation energy and the
energy value at which an exponential fit of the ASPL high-energy wing crosses the
average background noise level [46]. The reported values of DEmax estimated in this
way are summarized in Table 1.

6. Mechanism of ASPL: thermally populated defect states
versus electron–phonon interaction

Let us summarize the reported experimental results on theASPL in colloidal QDs:

(i) The ASPL intensity increases linearly with excitation power.
(ii) The ASPL intensity grows strongly with increasing temperature. The ef-

ficiency of the thermally stimulated ASPL growth is independent of the size of the
QDs. The up-conversion process is more efficient in samples with higher quantum
yield.
(iii) If Eex increases (approaching the absorption peak) the ASPL peak moves

continuously towards higher energy accompanied by a narrowing of the ASPL band.
Its efficiency increases approaching the efficiency of SSPL and finally the spectrum
switches to the Stokes-shifted regime.

(iv) The blue (anti-Stokes) shift between theASPLpeak andEex does not depend
significantly upon QDs size. The shift can range approximately from 20meV to
400meV.

Possible ASPL mechanisms were discussed in [46–50, 57], but no definite con-
clusions were made. According to point (i) above, nonlinear optical processes such

Table 1. The maximum magnitude of the anti-Stokes shift for different QD materials

Material DEmax (meV) References

CdSe 335 [47]

413 [59]

CdTe 285 [47]

350 [57]

360 [49]

PbS 330 [51]
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as two-photon absorption and (since the possibility of emergence of more than one-
exciton per QD is negligible) the Auger excitation can be excluded in this case.
Experimental findings (ii) and (iii) strongly suggest the involvement of phonons in
the re-excitation process. Finally, in order to explain (iv), it was suggested that up-
conversion occurs via thermally populated states. This mechanism requires that the
defect states are populated via phonons and then absorption of the incident photon
leads to the excitation into the conduction band states followed by the higher energy
photon emission. Depending on the electronic structure of the conduction and
valence energy levels in particular QDs, electron [47, 49] or hole [46] up-conversion
is believed to be driven by phonon absorption.
Although theoretical data reported in support of this mechanism are consistent

with the surface energy levels for dangling bonds or other sub-bandgap defect states,
there is no direct experimental evidence that these states are responsible for theASPL
process [46, 49, 59]. Also the fact that the ASPL efficiency increases with quantum
yield of the QDs provides strong proof that theASPL emission cannot originate from
sub-band gap states.
In order to account for all the experimental features of ASPL, an alternativemodel

has been recently suggested based on direct re-excitation of QDs by longitudinal
optical (LO) phonons without resorting to the surface (defect) states [65]. Taking
advantage of a nonperturbative approach for the calculation of the polaronic effects
in QDs, it was shown that red-shifted optical phonon replicas can be involved in up-
conversion and that the polaronic effects are significant, even when the interlevel
spacing in theQDs is quite far away from resonancewith the optical phonon energies.
Figure 7a presents the lower-energy side of absorption spectrum of CdSe QDs

calculated using this approach and showing two sub-bandgap bands (indicated as
��1LO� and ��2LO�) through which the QDs can be excited. The QDs will then
emit a photon most likely having the energy of the zero phonon line. In a sense 1LO
and 2LO optical phonon replicas represent virtual sub-gap states, which are
separated from the fundamental absorption line (i.e. zero phonon line) by energies
that are only weakly dependent on the QD size. The probability of such an up-
conversion process increases with temperature because so does the integrated in-
tensity of the ��1LO� and ��2LO� absorption bands due to increased population of
LO phonons (Fig. 7b). The experimental temperature dependence of the ASPL

Fig. 6. Schematic of phonon-assisted up-conversion mechanism proposed in [47]
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intensity described above can be understood by taking into account that, at a certain
temperature, further (higher order) red-shifted satellites (whose intensity depends
more strongly on temperature) become more efficient.
In reality the situation is complicated by the distribution of the QD size, so thatEex

canmatch different ��nLO� bands ofQDs of several different size subsets within the
ensemble. It is also necessary to bear in mind that inter-level interaction, multiple
confined optical phonon modes, and interaction with acoustic phonons will broaden
the satellite band for each QDs in the ensemble. Consequently, the resulting ASPL
band will not appear as a sum of narrow features as it appears from the above figure.
Another complication arises from the fact that the calculated emission spectrum
(Fig. 7a) assumes thermal equilibrium. This will be the case only if carrier ther-
malization processes are fast. Recent studies of carriers dynamics inQDs [55, 66, 67]
at above bandgap excitation show that immediately after photoexcitation, the ini-
tially formed hot carriers thermalize quickly to the bottom of the conduction and
valence bands and subsequently decay either into shallow trap states [55, 66] or an
intrinsic �dark� exciton state [68]. This thermalization is an extremely fast process
occurring in the 300–500 fs range [67, 69] providing fast establishment of thermal
equilibrium. It is noteworthy that the reported time-resolved studies of ASPL
demonstrate a much longer, ns-scale decay [49]. However, there is no reason why
such relaxation should be slower at room temperature and/or if the carrier is �cool�.
Another andmore serious problemwith the proposed polaronicmechanism of up-

conversion is that using this approach it is difficult to explain the observed values of
the up-converted shift (Table 1) which are much larger than the LO phonon energy.

Fig. 7. a Low-energy part of the absorption and emission spectra calculated for a hypothetical CdTe
QD considering three optical phonon modes with parameters given in the figure. The level spacing
DE¼ 100meV, and the temperature is 300K. b Temperature dependence of the integrated intensity of
two sub-bandgap bands in the absorption spectrum (a) (lines) and experimental data of [47] (points)
showing the temperature dependence of the ASPL peak amplitude. Reproduced with permission from

American Physical Society [65]
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Of course in spectra of individual QDs there are further ��nLO� satellites (with
larger n), but their intensities are very low for realistic values of the electron–phonon
coupling constants. In order to explain the experimentally observed large anti-Stokes
shifts, one has to consider a cascaded mechanism of the ASPL. More detailed
discussion of this particular mechanism is given in the chapter of M. Vasilevskiy of
this book.

7. Availability of phonon modes

Whichever model is used to describe the phonon-assisted ASPL excitation in the
QDs, the availability of vibrational modes is crucial to provide efficient up-con-
version. To this end, recent experimental studies of Raman spectra in semiconductor
QDs [70–75] may provide fresh insight into understanding the mechanism of
phonon-assisted up-conversion.
The evolution of the optical phonon spectra of colloidal core/shell CdSe/ZnS

QDs which demonstrate efficient ASPL (Figs. 2 and 4) has been recently reported
[70]. These QDs were studied by resonant Raman spectroscopy with an increase of
the shell thickness from 0.5 to 3.4 monolayers. A significant improvement of the PL
efficiency has been observed with increase of the ZnS shell thickness.
As an example of the Raman spectra of the CdSe/ZnS nanocrystals, the spectrum

ofCdSeQDswith the thickest (3.4ML)ZnS shell is presented in Fig. 8a.Raman lines
of the LO and 2LO phonons of the CdSe core are clearly seen in the region of

Fig. 8. aRaman spectrum of CdSe/ZnSQDs with a shell thickness 3.4ML. b–d The parts of the Raman
spectra of CdSe/ZnSQDs in the region of the ZnSLOphonon for different shell thicknesses. The regions
of the ZnS LO phonons and 2SO and 2LO phonons of CdSe are denoted by the numbers 1, 2, and 3,

respectively. Reproduced with permission from American Physical Society [70]
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200 cm�1 and 400 cm�1, respectively. Apart from these modes a pronounced peak
associated with the LO phonons of the ZnS shell can be seen in Fig. 8a at about
350 cm�1. The intensity and line shape of the ZnSLO line are determined by the shell
crystallographic structure [70].
It has turned out that the ZnS LO phonon line at 350 cm�1, which partly overlaps

the second order Raman lines of the CdSe core, can be distinguished, even at a shell
thickness of 0.5ML. The increase in shell thickness results in the increase in the line
intensity, which is roughly proportional to the ZnS volume.A remarkable decrease in
linewidth from 30 cm�1 for the 0.5ML shell down to 12.5 cm�1 for the 3.4ML
manifests to the substantial improvement in the shell crystallographic structure. It is
particularly remarkable that the increase in the shell thickness results in an enhanced
efficiency of the ASPL process (Figs. 3 and 4). The observed peak between the ZnS
LOandCdSe 2LOphonon lines (Fig. 8)was the subject of extensive discussion in the
last several years [72, 76–79]. In most of the studies it was suggested that the
asymmetry in the low-frequencypart of theLOphononRaman peakof theCdSeQDs
is caused mainly by surface optical (SO) phonon modes. In spite of the fact that
the Raman scattering by the SOmodes is forbidden for an ideal spherical shape of the
QDs, the appearance of the SO peak in Raman spectra can be explained by the
relaxation of the angular momentum phonon selection rule because of the lack of
wave-vector conservation in QDs [78]. It has been also predicted that the SO mode
can be observed in the Raman spectra in the case of a nonspherical shape of the QDs,
as well as due to the effect of impurities or interface imperfections [72, 78].
The theory of Raman scattering by spherical particles predicts the participation of

phonons with angular momenta l¼ 0, 1, 2 and 3 (0 and 2 through the Fr€ohlich
mechanism while 1 and 3 through the optical deformation potential hole–phonon
interaction). Normally only LO-type phonons are observed in the spectra of II–VI

Fig. 9. The parts of the Raman spectra of CdSe/ZnS QDs in the region of the CdSe LO phonon for
different shell thickness: 0ML (a); 0.5ML (b) 2.2ML (c) and 3.4ML (d), respectively. Reproducedwith

permission from American Physical Society [70]
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QDs, and it was suggested that the polar Fr€ohlich-type interaction dominates the
Raman scattering in CdSe/ZnS QDs. Therefore the peak labeled 2 in Fig. 8 can be
assigned to the scattering from the interface phonon modes with l¼ 2 (although
�breathing� l¼ 0 modes can also contribute to the polarised scattering).
A closer look at the evolution of the first order Raman spectra of the CdSe core

as the ZnS shell thickness is varied reveals an enhanced contribution of SO modes
(Fig. 9). The most striking result presented in Fig. 9 is the fact that with increasing
shell thickness (i.e. with increase in quantum yield) the SO phonon band continues to
shift to lower energy and grows in intensity. This was suggested to arise from an
incoherent epitaxial growth of the ZnS shell at high coverage [70]. However, in the
context of the present review, this fact clearly indicates the involvement of surface
states in the up-conversion process, which is mediated by the interaction with optical
surface phonons as well as with LOmodes of theCdSe core and the ZnS shell. Due to
spectral tunability of the SO mode energy (depending on shell thickness) optical
phonon modes of various energies can contribute to the re-excitation of carriers
causing efficient ASPL.

8. Applications of ASPL and further research directions

In the previous sections of this chapter, recent advances in the understanding of the
fundamental properties of the phonon-assisted ASPL in semiconductor QDs are
reviewed. Inview of the potential applications, ASPL has a lot to offer in the fields of
nanotechnology, lasing, optical cooling, bio-imaging and information technology.
One of the applications suggested recently is the development of an all-optical tem-
perature sensor based on nanoparticles [82]. Measurement of temperature changes in

Fig. 10. Variation in the ASPL intensity E (b) of the PEG-tethered Au and CdTe QDs depending on the
temperature T (a); c calculated photon-field enhancement factor P of the CdTeQDs as a function of time.
d Schematic representation of the dielectric model used for calculating the curve in (c) as well as the
plasmon excitation with associated field lines; the plasmon excitation inside an Au nanosphere interacts
with excitons in the CdTe QDs through electric fields. The distance RNP(T) varies with the temperature.
The curve in c also represents a theoretical dielectric model of the QDs assembly in which the CdTeQDs
form a continuous spherical shell around the Au nanoparticles. Reproduced with permission from

Wiley–VCH [82]
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supersmall (nanoliter) volumes is a difficult problem, especially if both high pre-
cision and nanosecond time resolution are required.
One of the proposed approaches is to use the plasmon–exciton interaction in

superstructures formed bymetal nanoparticles and semiconductorQDs connected by
a polymer acting as amolecular spring. A higher temperature leads to a modification
in the luminescence due to the more extended conformation of the polymer chain
(Fig. 10). In the reported experiments [82] the superstructure was excited in the anti-
Stokes regime in order to eliminate scattered light from the excitation source.
Another promising direction is to use the unique properties of ASPL in hybrid

photonic structures. In this respect whispering gallery mode (WGM) microcavities
(e.g., microspheres, microcylinders, microrings and microtoroids) are ideally suited
for observation of enhanced optical effects with extremely low excitation intensities
[83]. High quality factors (Q) and large field densities associated with WGMs result
in resonant enhancement of linear and nonlinear interactions of various kinds [36,
71, 84, 85]. Up-conversion of semiconductor QDs combined with photon confine-
ment in three-dimensional microcavities has strong potential to be useful in micro-
laser technology, optical data storage, lighting and bio-imaging applications.
Figure 11b shows a room temperature spectrum of a single polystyrene micro-

sphere of 70mmsize covered by amonolayer ofCdTeQDson aSi substrate using low
intensity nonresonance excitation by a He–Ne laser. The QDmonolayer was formed

Fig. 11. Room temperature absorption and PL spectra of CdTe QDs in water (a). Arrows indicate the
excitation wavelength used in micro-PL and Raman experiments. Raman spectrum of a single
polystyrene/CdTe microsphere on a Si substrate. Excitation by HeNe laser l¼ 632.8 nm before (b)

and after (c) PL background subtraction. Reproduced with permission from Springer [86]
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using the layer-by-layer deposition technique [37]. In this case, strong coupling
between theWGMof the spherical microcavity and the electronic states of the CdTe
QDs results in an enhanced luminescence contribution to the Raman signal simul-
taneously in both the Stokes and anti-Stokes spectral regions. The ASPL process is
certainly highly efficient having an intensity comparable to the SSPL as seen from
Fig. 11b. A similar effect was recently reported in small (2mm) microspheres with a
thin shell of semiconductor QDs [71]. The observation of ASPL from the poly-
mer–CdTe microsphere can be attributed to the optical feedback via the microcavity
with a WGM structure which leads to an increased probability of energy transfer to
the emitting species.
A further major step in the application of ASPL using QDs is the development of

nanoscale optical refrigerators. The concept of laser cooling (optical refrigeration)
by luminescence up-conversion in solids dates back to 1929 [87], when it was
recognized that thermal vibrational energy can be removed by anti-Stokes fluores-
cence creating a local cooling if a material is excited with photons having energy
below the mean fluorescence energy. Material purity problems prevented observa-
tion of this type of laser cooling until 1995, when it was first demonstrated in
ytterbium-doped glass [88]. Thiswas followed soon after by reports of cooling in dye
solutions [89] and thulium-doped glass [90].A primary advantage of semiconductors
compared to rare-earth doped solids is their potential for achieving temperatures
down to �10K and below [91]. This is due to the difference of the ground state
populations in the two systems. Also colloidal semiconductor QDs have a number of
advantages over dyes such as tunable absorption and emission wavelengths, better
photostability and longer excited state lifetimes [92].
Although the theory of semiconductor cooling has been tackled previously

[91, 93, 94], the critical issue hindering laser cooling applications is the limited
quantum yield of semiconductor materials due to nonradiative carrier recombina-
tion. It was recently demonstrated that in order to achieve efficient optical cooling,
the quantum yield must be higher than 90% [95] which is unachievable for bulk
semiconductor materials or epitaxial heterolayers. However, recent advances in
the synthesis of highly efficient colloidal QDs with suppressed nonradiative
transitions [31] may allow for the realization of semiconductor cooling even
below 10K [91].

9. Conclusions

The unique optical properties of semiconductor colloidal QDs have enabled a
comprehensive study of photon energy up-conversion mediated by the interaction
with optical phonons. This has allowed for an improved understanding of the anti-
Stokes luminescence in nanostructures. The study of phonon-assisted excitation of
ASPL, reviewed here, reveals many fascinating questions and fundamental pro-
blems that appear when merging the main concepts of the electron–phonon
interaction and electronic and photonic confinement, in one structure. The depen-
dence of the ASPL parameters on the excitation intensity and temperature suggests
amanifold of photonic applications, in particular in the fields of sensing and optical
cooling.
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1. Introduction

Exciton dynamics provide unique information on both the nature of optical
transitions and the local environment of an optically active species. However,
experimental facilities for measuring (fast) luminescence decay dynamics have
been developed long after techniques for time-averaged optical spectroscopy
(absorption, excitation and emission spectroscopy). Studies on the dynamics of
excited states therefore lag behind of steady state spectroscopy. This situation is also
true for research on the optical properties of semiconductor nanocrystals. The first
scientific record relating the change in optical properties of semiconductor nano-
crystals to the particle size dates back to 1926when Jaeckel explained the red-shift of
the absorption onset in glasses containing CdS particles to a change in the CdS
particle size [1]. It took until the 1980�s that a fundamental understanding of the
effects underlying the size-dependent optical properties of semiconductor nano-
crystals were explained by quantum confinement and the name quantum dots (QDs)
was introduced for these nanocrystals [2–4]. Since then the work on semiconductor
nanocrystals has developed to an active and still growing field of research. Initially
information on the optical properties of QDs was obtained from luminescence
(excitation and emission) and absorption spectra. The results from the optical spectra
could be related to theoretical calculations on the energy level structure. As for other
optically active systems, additional information was later obtained from the dy-
namics of the excited state. The decay kinetics of the luminescence provide
information on for example the nature of excited states, the quality of nanocrystals,
competition between radiative and non-radiative recombination processes and
interactions between QDs. At present, time resolved studies play a prominent role
in the understanding of the optical properties of QDs. The time range involved varies
between fs/ps (governed by non-radiative relaxation processes of charge carriers and
energy transfer processes) to ns/ms (for radiative recombination processes).
The rapid increase in fast dynamics studies in the field of semiconductor

nanocrystals, and in optical spectroscopy in general, has not only been triggered
by the realization that decay kinetics provide important additional information on



their optical and electronic properties. It is also the spectacular development of
experimentally available systems for fast (fs to ns) optical spectroscopy. Equipment
for ps and ns lifetime measurements is now commonplace while even 20 years ago
the building of a ps laser was a research project in its own. The development of ps
diode lasers has resulted in cheap commercially available systems for sub-ns life time
measurements, using time-correlated-single-photon counting techniques. For prob-
ing the faster dynamics of electron and hole relaxation processes within the
conduction or valence band, Ti-sapphire fs laser-systems are available. In the past
decade pump-probe systems for measuring fs carrier dynamics, for example by
transient absorption spectroscopy, are becoming available in a growing number of
laboratories. Alternatively, fast time-resolved emission spectra can be recorded on a
ps time scale using a streak camera in combination with a Ti-sapphire laser.
In this chapter the exciton and charge carrier dynamics in quantum dots will be

discussed with a focus of colloidal semiconductor nanocrystals. In the first part of
this chapter, the recombination dynamics in isolated QDs will be considered. For
different types of QDs the radiative and non-radiative relaxation processes are
discussed in relation to theoretical work on energy level calculations and relaxation
processes. The focus will be on the widely studied model systems CdSe and CdTe,
but also results on other systems will be reviewed. The second part of this chapter is
devoted to energy transfer processes between QDs. A short theoretical basis will be
provided on energy transfer and energy migration after which exciton dynamics in a
variety of QD systems will be treated. Again, the well-known model systems will be
used to illustrate the state of the art of the knowledge on energy transfer processes in
semiconductor nanocrystals. In addition to energy transfer betweenQDs, also energy
transfer to other chromophores and to metal nanoparticles (NPs) will be covered
since these processes are becoming increasingly important in many applications
of QDs.

2. Exciton dynamics in quantum dots

2.1 General. The life time of the excitonic emission is an important param-
eter and contains information on the nature of the ground state and excited states
of QDs. The theory for calculating the spontaneous emission probability for
electric dipole transitions is well-established (Fermi�s golden rule). The general
equation for the transition probability between an excited state b and a ground
state a is [5]:

AbaðEDÞ ¼ 1

trad
¼ 1

4p"0

4nv3

3�hc3

�
Eloc

E

�2 1

gb

X
an;bm

j<anjmcjbm > j2 ð1Þ

where Aba (ED) is the transition probability (s
�1) and is the inverse of the (radiative)

life time trad, n is the refractive index, v is the transition frequency, (Eloc/E)
2 is

the local field correction factor and gb is the degeneracy of the excited state. The
summation is over all levels in the ground state an and excited state bm for the
transition dipole moments m connecting the levels. For an allowed electric dipole
transition the transition dipole momentm¼ e�r and with r¼ 10�10m (approximately
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the Bohr radius of an hydrogen atom) and n¼ 1.7 this gives A(ED)¼ 108 s�1 in the
visible spectral region. For QDs this equation is often rewritten as [6]:

AbaðEDÞ ¼ 2e2v"1=21 f

3m0c3
ð2Þ

where the oscillator strength f is given by

f ¼ 2P2

m0E1Sh1Se

P is the momentum transition moment of the exciton and is known as the Kane
parameter. The expressions do not account for the screening of the electric field
inside the QD. The high optical dielectric constants of semiconductors strongly
influence the radiative lifetime. The internal electric field is reduced by dielectric
screening and lengthens the life time by a factor [3«0/(«1þ 2«0)]

�2 where «1 is the
(wavelength-dependent) dielectric constant of the semiconductor and «0 is the
dielectric constant of the surrounding medium [6]. Semiconductor materials with
large dielectric constants, like PbSe and PbS, have therefore long radiative life time.
In addition to radiative decay, non-radiative decay processes influence the decay

kinetics of excitons in QDs. An important non-radiative relaxation process is
trapping of an exciton or charge carriers at a defect or impurity site in the QD or
at the QD surface. For measurements on an ensemble of QDs these non-radiative
decay processes give rise to non-exponential decay curves. The distribution of
defects or impurities over the QD population is inhomogeneous which results in a
wide variety of (non-radiative) decay rates for different QDs in the ensemble. The
exciton emission from QDs with a defect will decay faster with a total rate
Atot ¼ Ar þ Anr. The non-radiative decay rate Anr will depend on the nature of the
defect or impurity and the number of defects. QDs showing a single exponential
decay are of high quality and exhibit a high luminescence quantum yield. For many
studies it is crucial to use high quality QDs exhibiting a single exponential radiative
decay. By studying the deviation of or changes in the single exponential decay, it will
be possible to obtain quantitative information on for example energy transfer rates or
factors influencing the radiative decay rate. If the reference decay curves are non-
exponential due contributions from non-radiative decay processes, it is much harder
to observe and analyze this influence. In addition to radiative and non-radiative
recombination processes, also hot carrier relaxation and bi-exciton decay are
interesting processes in exciton dynamics studies. One of the interesting topics in
the past decades has been the questionwhether or not a phonon-bottleneck affects the
exciton dynamics in QDs andmore recently exciton dynamics studies have provided
evidence for multiple exciton generation (MEG). In the sections below the various
decay processes for different classes of QDs will be discussed.

2.2 Exciton dynamics in CdSe and CdTe quantum dots

2.2.1 Radiative and non-radiative decay. CdSe and CdTe nanocrystals are
the most widely studied colloidal QDs and serve as thework horse for investigations
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on quantum size effects. It is therefore not surprising that studies on the exciton
dynamics have been done most extensively for CdSe and CdTe QDs and the
understanding is the most advanced for these systems. First the exciton decay
kinetics will be treated for CdSeQDs. Early studies on the exciton dynamics in CdSe
QDs date back to 1994 shortly after the introduction of the hot-injection method for
high qualityCdSe nanocrystals [7]. Figure 1 shows the temperature-dependent decay
profiles for 2.3 nmCdSeQDs.At the lowest temperatures a strongly non-exponential
decay curve is observed with an initial decay in the ns range and long time decay in
the ms range. Upon heating, the decay becomes single exponential (the short lived
component disappears) and the long time component becomes faster and decreases
from ms to ns between 2 and 15K.
Latermore extensive experiments and a theoretical analysiswere applied to clarify

the temperature-dependent decay behavior and relate the observations to the energy
level scheme of CdSe QDs (wurtzite structure). Calculations show that the energy
level structure is strongly dependent on the size and shape of theCdSe nanocrystal. In
the effectivemass approximation the 1Se electron interacts with the 1S3/2 hole giving
rise to an 8-fold degenerate state. The degeneracy is lifted by electron–hole exchange
interaction, the crystal field and crystal shape asymmetry into five states which are
denoted 0L, 0U,�1L,�1U and�2 [9]. The order of the states depends on the shape of
the QD and the energy separation between the different states increases as the size of
theQD decreases. The energy level structure of the 1S(e)–1S3/2(h) is shown in Fig. 2,
as it was calculated by Efros et al. [9]. Since then, more refined calculations and
different models have been applied to explain the energy level structure but the main
features are the same and are consistent with the experimentally observed tempera-
ture dependence of the decay time [10–12]. The transition from the lowest�2 excited
state of the CdSe QD to the ground state is formally forbidden. This results in a long
lived emission at low temperatures. In addition, because of the low transition

Fig. 1. Temperature-dependent decay curves for the exciton emission in 2.3 nmCdSeQDs. Reproduced
with permission from [8], � 1994 APS
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probability, transitions to this level cannot be observed in excitation or absorption
spectra, so that this level has been named �dark state�. Note however that the term
�dark state� is somewhat misleading since emission from this state at low tempera-
tures can be very bright! Transitions from the �1L level are allowed (this state is
therefore called �bright state�) and at higher temperatures when the �1L level is
thermally occupied the exciton decay time drops fromms to ns. From the temperature
dependence of the decay time the energy difference between the two lower excited
states can be determined. The splitting is small, typically of the order of a meV.
Amore careful analysis of the size and temperature dependence of the exciton life

times for both ensemble of CdSe QDs (e.g. in [13, 14]) and single CdSe QDs [15]
confirms the early observations. Figure 2 shows exciton decay measurements over a
wide temperature range (0.38–300K) for 1.3 nmCdSeQDs. Especially at the lowest
temperatures, the very fast initial decay (ns) followed by a slow ms decay component
can now be observed more clearly. Analysis of the results show that there is a size
dependence of both the energy difference between the dark state and the bright state
and the life time of the dark state. The energy difference and the dark state life time

Fig. 2. Exciton emission decay curves for 2.6 nm core/shell CdSe/ZnS QDs between 0.38K and 300K.
Inset shows results on theoretical calculations on the size-dependent energy level structure. Reproduced

with permission from [14], � 2003 AIP

Fig. 3. (Left) Temperature dependence of the exciton emission life time for CdSe QDs between 1.7 nm
and 6.3 nm, and (right) integrated emission intensity for CdSe QDs as a function of temperature.

Reproduced with permission from [13], � 2006 APS
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both increase for smaller particles. In Fig. 3 the temperature dependence of the long
lived component of the excitonic emission is shown over a wide variety of CdSe QD
sizes. In the low temperature regime the temperature dependence can be fitted fairly
well to a three level model:

1

t
¼ 1

tdark

�
eDE=kT

1þ eDE=kT

�
þ 1

tbright

�
eDE=kT

1þ eDE=kT

�
ð3Þ

where tdark and tbright are the life times for the transition from the dark (�2) and
bright exciton state (�1). Analysis of the size dependence shows that the splitting of
the dark–bright state excitons increases from 0.7meV to 1.7meV upon decreasing
the CdSe QD size from 6 nm to 1.5 nm [13]. The life time for the dark state decreases
from 1.3ms for the smallest particles to 0.3ms for the largest (6 nm) CdSeQDs. In the
literature there are various reports confirming this size dependence qualitatively
although there are differences in the experimentally determined values in similar
systems. Theoretical calculations on the size-dependent exciton splitting and life
times, also confirm the observed trends as a function of particle size but usually give
larger absolute values for the splitting and also the life times [9, 12]. The differences

Fig. 4. Size dependence of the exciton band edge structure in CdSe QDs of various shapes. Solid lines
represent states for which transitions to the ground state are allowed (�bright� states) while the dashed
lines represent states for which transition to the ground state are formally forbidden (�dark states�).

Reproduced with permission from [9], � 1998 APS

282 A. Meijerink



between observations and between observation and calculation are not surprising.
Not only the size, but also the shape (and aspect ratio) of the QDs will strongly
influence the energy level structure (see also Fig. 4). Small variations in shape for
QDs of similar sizes can explain differences in the details. Also surface states have
been suggested to strongly influence the energy level splitting and the life time of the
dark state [9, 11, 12]. Interestingly, experiments on similar CdSe QDs with different
cappings (organic ligands vs. ZnS) do not show a difference in the low-temperature
decay behavior which suggests that the size-dependent and temperature-dependent
exciton decay kinetics are intrinsic to the CdSeQDs and not caused by surface states.
At higher temperatures (above 50K) temperature induced quenching of the

exciton emission is observed. In Fig. 3, right hand side, this temperature region
is labeled II. The quenchingmay be related to thermally activated trapping of charge
carriers in surface states but the exact nature of the quenching process is not known.
In this temperature region the decay curves become non-exponential which confirms
that the shortening of the exciton decay time is not due to changes in the radiative
decay rate but to quenching processes which have different rates for different QDs
within the ensemble. The quenching behavior in this temperature regime is also
dependent on the synthesis conditions. An interesting observation is the increase in
life time in temperature region III. It is rather unusual that a luminescence decay time
increases upon heating since most non-radiative decay processes becomes faster at
higher temperatures. Not only the luminescence life time but also the luminescence
intensity (quantum yield) increases around the transition temperature. This phenom-
enon has been called luminescence temperature anti-quenching and is explained by a
phase transition in the capping layer [16]. At low temperatures the capping layer is
�frozen� and the rigid configuration of the surface capping molecules hinders
relaxation of the Cd and Se surface atoms. It is well known that relaxation is
required to prevent surface trapping states situated in the bandgap [12]. Upon
�melting� the surface capping layer, surface relaxation can occur and the disap-
pearance of the surface quenching states causes an increase in the luminescence
life time and luminescence intensity. Luminescence temperature anti-quenching
has also been observed for CdTe QDs in ice. Here the quenching is related to local
freezing of the solvent (water) around the CdTe QDs [17].

2.2.2 Influence of the environment. The discussion above beautifully
illustrates an important aspect in research onQDs: the sensitivity of the luminescence
properties of QDs to the surface. Subtle changes at the surface can strongly influence
the luminescence properties and exciton dynamics of QDs. The surface to volume
ratio is large and especially for the smaller QDs a significant fraction of the total
number of atoms in the QDs is at surface sites. It is therefore no surprise that surface
passivation is crucial. Synthesis procedures have been optimized to yield QDs with
quantum yields close to unity and single exponential decay curves [18–20]. These
highly efficientQDs are ideal probes to study the influence of the surroundings on the
luminescence properties. Deviations from the exponential decay and changes in the
luminescence life time can be related to changes in the environment. Here we will
discuss two effects: the introduction of quenching molecules at the surface which
causes non-radiative decay and changes in the refractive index or distribution of
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density of states in the surroundings of the QDs which influence the radiative
life time.
As an example, Fig. 5 shows emission spectra and luminescence decay curves for

CdSe QDs in chloroform [21]. Upon addition of allylmercaptam (Fig. 5B and E) or
amino-ethane-thiol (Fig. 5C and F), quenching centers are introduced at the QD
surface. As a result, the decay curves become non-exponential and show a faster
decay (t1/e is 7 ns or 4 ns) while the emission spectra do not change. The single
exponential decay curve in Fig. 5D shows that for this ensemble of QDs the decay is
dominated by radiative relaxation. From the curve the radiative decay time (in this case
28 ns) can be determined. The quenching of the CdSe by thiols is related to trapping of
holes in the valence band of CdSe by thiols (Fig. 5, right hand side). For CdTe the
higher energy position of the valence inhibits this quenching and the luminescence life
time of the CdTe emission remains single exponential with a t1/e of 17 ns [21].
A more subtle influence of the local environment is to change the radiative decay

rate of the QD emission. Changing the nature of the surrounding medium (for
example the solvent) causes a variation of the local field correction factor and this
influences the radiative decay rate. In fact, QDs are a sensitive probe to test
theoretical models on the influence of changes in the local surroundings on radiative
decay processes. For CdSe and CdTe QDs it was shown that there is a weak but
significant increase in the radiative decay rate in solvents with a higher refractive
index [22]. For QDs in photonic bandgap structures the variation of the local density
of states at specificwavelengths can be probed. The radiative decay ratewas shown to
be either enhanced or inhibited in line with a calculated increase or decrease of the
density of states inside the photonic crystal [23]. In Fig. 6 on the left hand side an
inverse opal of titania shells is shown which has a strong wavelength-dependent
variation in the local density of states as a result of the periodic structure. On the right
hand side the decay rates are plotted as a function of emission frequency (measured

Fig. 5. (Left) Emission spectra and luminescence decay curves of the exciton emission of CdSe QDs
capped with TOP/TOPO/HDA in chloroform (a, d), allylmercaptam in chloroform (b, e), and amino-
ethane-thiol in water (c, f). (Right) Positions of bulk CdSe and bulk CdTe band edges with respect to a
standard hydrogen electrode reference. Hole trapping can occur from CdSe (process Q) but not from
CdTe (processR). The dashed line indicates the assumed position for the standard potential of a thiol that
quenches the luminescence of both CdSe and CdTe (processS). Reproduced with permission from [21].

� 2004 ACS
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using a set of three size distributions of QDs in titania inverse opals). For example, in
a photonic crystal with a lattice parameter of 580 nm a significant increase (up to a
factor of 3) in the decay rate is measured and predicted in the energy range
16,000 cm�1 to 17,000 cm�1 due to the higher photonic density of states. Also note
that the decay rate is not strongly influenced by the size of theQD. The dashed line in
Fig. 6 gives the decay rate in a homogeneous medium (not photonic). There is an
increase of the decay rate for the smaller sized QDs. The supra-linear increase has
been explained by including variations in the thermal population over the various
exciton states as a result of a size-dependent splitting of the energy levels [24].

2.2.3 Fast relaxation processes. A final aspect where carrier dynamics have
received considerable attention is the relaxation of high-energy charge carriers to the
band edges. In this process they loose their excess energy by interaction with
phonons. The time scale of these relaxation processes is much faster than the time
scale for the radiative and non-radiative recombination processes discussed above
[25]. Typically these phonon relaxation processes take place in the 100 fs to 10 ps
time regime. In bulk semiconductors typical rates are of the order of 0.5 eV/ps [26].
However, in a QD the discrete energy level structure and the change in the phonon
spectrum can be expected to considerably reduce the phonon relaxation rates [27].
This phenomenon is known as the �phonon bottleneck�. In the literature there are a
number of beautiful demonstrations on how a phonon bottleneck can slow down the
relaxation from a higher energy level, the most convincing experiments being on the
work horse in solid state spectroscopy: ruby (Al2O3:Cr

3þ ) [28, 29]. The phonon
bottleneck can even be used to create a �phonon laser� in ruby [29]. However, for
semiconductor QDs contradictory results have been reported [30, 31]. In some
papers reduced relaxation rates have been reported in QD structures (e.g. InGaAs

Fig. 6. (Left) Scanning electron microscope image of a (1 1 1) face of a titania inverse opal. (Right)
Measured decay rates for CdSe/ZnSeQDs in photonic crystals with different lattice parameters (370 nm,
filled dots; 420 nm, squares; 500 nm, upside-down triangles; 580 nm, triangles). The dashed curve gives
the calculated decay rate in a homogeneousmedium.Three sets ofQDs (small,mediumand large, central
frequencies indicated by arrows) were used. Reproduced with permission from [23], � 2004 Nature

Exciton dynamics and energy transfer processes in semiconductor nanocrystals 285



QDs) and ascribed to phonon bottleneck effects [25]. In CdSe and CdTe QDs the
relaxation rates always show a fast�ps component while in some cases also a slower
(�100 ps) component has been observed and ascribed to a phonon bottleneck [25,
32]. The interest in a phonon bottleneck reducing the relaxation rate of hot charge
carriers is not purely academic. If indeed the carrier relaxation is slowed down inQDs
as compared to bulk semiconductors, this will be beneficial for the application of
QDs in solar cells. Extraction of hot charge carriers (at a higher potential) gives the
possibility of obtaining a higher voltage than the bandgap after absorption of high
energy photons. A long life time of the hot charge carriers is required to make this
feasible and this could be promoted by phonon bottleneck effects.
Most recent experiments on CdSe and CdTe indicate that there is no convincing

evidence for a phonon bottleneck. This is not surprising. The justification for a
phonon bottleneck is that the limited number of atoms in a semiconductor nano-
crystal reduces the density of phonon modes. Since these are the accepting modes in
the phonon relaxation process a reduced relaxation rate is plausible. However, the
phonon density of states, especially in the higher energy region involved in the
relaxation of hot charge carriers, is still sufficiently high to allow for fast relaxation
while also coupling with high-energy vibrational modes in surface ligands con-
tributes to fast charge carrier relaxation. There is however one exception: a phonon
bottleneck does explain the slow relaxation process from the bright state to the dark
state in CdSe QDs. These states are separated by a few cm�1. At low temperatures
(below 10K) relaxation from the higher energy bright state to the lower energy dark
is so slow that fast emission from the higher bright state is observed with a ns decay
time (see Figs. 2 and 18). This shows that the relaxation from the bright�1L state to
the dark�2 dark state is slow (ns)which can be explained by the absence of accepting
acoustic phonon modes that can bridge the meV gap between the two states. Due to
the small size, the wavelength of the acoustic phonons is cut off, which effectively
eliminates all low energy (�meV) acoustic phonons [33].
To monitor the fast relaxation pump-probe techniques like transient absorption

(TA) are very suitable. A fs pump pulse creates a hot electron–hole pair and
subsequently a probe pulse can monitor the relaxation of the hot charge carriers
to the band edges [34, 35]. By varying the photon energy (wavelength) of the pump
pulse, the excess energy of the hot electrons and holes can be tuned. The absorption of
a fs probe pulse is measured as a function of wavelength and time delay between the
pump and probe pulse. The change in the absorption spectrum induced by the pump
pulse is ascribed to two effects. First, the presence of the (hot) exciton influences the
absorption due to Coulomb interactions of the electron–hole pair created by the
pump pulse (which can also be considered as a shift in the absorption spectrum due to
a Stark effect induced by the electron–hole pair). The second effect is the filling of
states due to relaxation of the hot electrons and holes. For example, when the
electrons have relaxed to the edge of the conduction band, absorption at wavelengths
corresponding to transitions to the conduction band edge will be reduced due to the
fact that the density of �available� states is reduced (since the relaxed charge carriers
occupy these states). In Fig. 7 an example of a transient absorption spectrum for
4.1 nm CdSe QDs is shown. From the transient absorption spectra at different delay
times a wealth of information is obtained. For example, after an initial change in the
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absorption strength due to the Stark effect, it is observed that the absorption at the
wavelength corresponding to B1 (absorption 1S(e)–1S3/2(h)) decreases with a time
constant of 540 fs while the B3 absorption (1P(e)–1P3/2(h)) increases with the same
time constant. From this it can be concluded that the 1P–1S relaxation rate of
conduction band electrons is about 540 fs. Further research has provided a fairly
detailed understanding of the relaxation rates for different types of QDs and different
sizes of QDs. Fast relaxation of electrons is mediated by energy transfer to holes
(Auger process) which can relax through a large number of closely spaced energy
levels in thevalence band. The influence of theAuger cooling process is evident from
experiments on QDs capped with molecules that efficiently trap holes (e.g. pyridine
or thiols). A lengthening of the relaxation time from the sub-ps regime to several ps is
observed when the holes are trapped thus blocking the Auger quenching process.
Further evidence for the fast intraband relaxation is obtained from single particle

excitation spectra [36]. Experimentally it is very challenging to obtain a single
particle excitation spectrum. The spectrum shown in Fig. 8 shows the energy level
structure for a single CdSe QD. Even though the spectrummay seem to only contain
information on the energy level structure, also information on relaxation rates can be
obtained. The linewidth of excitation (and emission) lines of single particles reflect
the homogeneous linewidth which is determined by the coherence life time of the

Fig. 7. a Transient absorption spectra of 4.1 nm CdSe QDs recorded with a 0.1 ps; 0.5 ps and 2 ps time
delay, b Transient absorption kinetics at spectral position B1 (thick solid line), B3 (thick dashed line) and
A1 (circles). The thin solid line is the pump-probe cross-correlation profile. Reproducedwith permission

from [34], � 2000 ACS
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initial and final state through the Heisenberg uncertainty principle (Dn¼ 5.3 cm�1/t
(ps)) [37]. The narrow excitation line corresponding to the 1U transition indicates that
the coherence lifetime for this excited state is relatively long, while the broader
structures in quasicontinuum reflect fast relaxation from the states to the band edge
states. The spectral width of �10 cm�1 is consistent with ps relaxation times.
Themechanism for the fast ps relaxation rate of hot electrons in QDswhere Auger

cooling has been suppressed by hole trapping shows that in this situation there is a
strong influence of the vibrational modes of the capping molecules on the relaxation
rate [26]. Figure 9 shows the 1P–1S relaxation profile for 5 nm CdSe QDs capped
with different types of ligands. The relaxation time increases from 6 ps (in TOP/
TOPO capped QDs) to 18 ps in n-dodecanethiol-capped QDs. The large variation
in relaxation times is explained by energy transfer to resonant vibrational modes of the
surface ligands. The faster relaxation rates are consistent with stronger surface ligand
absorption peaks in the infrared region that is resonant with the 1P–1S transition.
Under high excitation powers the probability for the generation of multiple

excitons in a single QD increases. The relaxation rate of these multi-exciton states

Fig. 8. a Schematic overview of the lower energy optical transitions in CdSe QDs, b single-QD
excitation spectrum and c time delay of the hot photoluminescence maximumwith respect to the arrival
time of a pump pulse plotted as a function of the difference between detection energy and the energy of
the lowest emitting transition (at 300K). The relaxation rates are also indicated (in eV/ps). Reproduced

with permission from [36], � 2004 APS
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is extremely fast, again due to Auger quenching processes. The decay of the blue-
shifted emissions takes place on a 100 ps timescale, the exact rate depends on the
particle size (150 ps for 3.4 nm QDs and 50 ps for 2.3 nm QDs) [38, 39]. Also the
radiative decay rate for bi-exciton and tri-excitons have been determined. Studies on
the dynamics of the bi-excitons and tri-excitons in single CdSe core-shell QDs
(5.1 nm) yielded values of 8.4 ns and 6.8 ns for radiative decay of bi-excitons and tri-
excitons, respectively [39]. This is in line with theoretical predictions on the bi-
exciton and tri-exciton decay.

2.3 Exciton dynamics in other types of quantum dots. Research on
radiative and non-radiative relaxation processes in other QD systems is limited in
comparison to the widely studied CdSe and CdTe model systems discussed above,
although there is rapid increase in research on carrier dynamics in IV–VI PbSe and
PbS QDs. These infrared emitting QDs have gained considerable interest since
reports on efficient multiple exciton generation MEG upon excitation with photons
exceeding 2.5Eg [40, 41].Hot carrier relaxation plays an important role in explaining
the high efficiency of this process since it is competing with MEG. The radiative life
time of the emission from PbSe and PbS QDs is long, typically in the ms regime
[6, 42–44]. As an example a decay curve of PbSe QD emission is shown in Fig. 10
together with the absorption and emission spectra for these nanocrystals [6]. The
quantum yield can be high (up to 85%) and the decay curve shown in the inset
represents the radiative decay of these QDs. The luminescence decay time of 0.88ms
is considerably longer than the ns decay times observed for CdSe or CdTe QDs.
Similarly long luminescence life times are reported for PbS QDs. The origin for the
long life time is explained by dielectric screening as discussed above and is in good
agreement with theoretical calculations [6, 44].
An interesting question is whether or not a lengthening of the radiative decay time

will occur upon cooling. Themost recent theoretical calculations predict a dark state

Fig. 9. Influence of capping molecules on the 1P–1S relaxation rate in CdSe QDs, measured by TA
spectroscopy. Reproduced with permission from [26], � 2005 ACS
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to be lowest energy exciton state in PbSeQDs (see Fig. 11). Just as forCdSe andCdTe
QDs this is expected to result in a long decay time upon cooling. At this point, no
experimental results have been published on the temperature dependence of the life
time of the exciton emission in PbS or PbSe QDs. Initial (unpublished) results do not

Fig. 11. Energy level diagram of the splitting of the lowest exciton state from pseudopotential
calculations. Solid lines represent bright states (allowed transition to the ground state) and broken
lines represent dark states (forbidden transitions). Reproduced with permission from [44],� 2007 ACS

Fig. 10. Emission (dotted line) and absorption (drawn) spectrum of PbSe QDs. The inset shows the
luminescence decay curve. Reproduced with permission from [6], � 2002 ACS
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provide evidence for substantial lengthening of the decay time at temperatures down
to 4K suggesting that either the lowest exciton state is not a dark state or the splitting
between the dark and bright state is much smaller than 1meV [45].
A beautiful illustration of how themeasurement of the dynamics of excitons can be

used is the recent observation of multiple exciton generation in PbS and PbSe QDs.
Upon excitation of these IV–VI QDs with photons of energies exceeding �2.5 Eg

multiple excitons are generated in a single QD [40, 41]. The fingerprint for multiple
exciton generation is the observation of fast decaying components in the transient
absorption spectra resonantwith the 1S(e)–1S3/2(h) transition: onlywhen bi-excitons
are created, a fast filling of these band-edge states is expected (for a single exciton
state the time constant for filling is the (ns) single exciton decay rate). From the ratio
of the TA signal for the single exciton decay and the fast component, the number of
excitons generated after absorption of a single high-energy photon can be estimated.
Analysis of the results shown in Fig. 12 indicates that the efficiency of multiple
exciton generation is surprisingly high (700% for photons of 8 Eg). The mechanism
responsible for MEG is unclear but, if the reported efficiencies for MEG are correct,
it must take place on a fs time scale. To explain the high efficiency the creation of

Fig. 12. a Schematic picture of the method to derive MEG yields from the transient absorption (TA)
curve. b Experimentally measured transient absorption at the band edge transition after (low power)
excitation with various photon energies (indicated in the figure). c Efficiency of exciton generation

(number of excitons per absorbed photon)
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multiple excitons has to occur much faster than competing processes (like hot carrier
relaxation) which take place on a ps time scale.
After the observations ofMEG in PbS andPbSe, reports appeared onMEG in other

systems like CdSe, InP and Si QDs [46–48]. However, later the claim forMEG in InP
QDs was withdrawn while for CdSe QDs contradictory results were reported for
seemingly the same experiment. The difference in the results are possibly related to a
trivial aspect as stirring (no MEG) or not stirring (MEG) the QD solution [49]. The
controversy shows that fast dynamic measurements do not only provide a wealth of
information, but are at the same time extremely sensitive for several external
parameters and the interpretation is not always straightforward.
For III–V QDs extensive research has been done on exciton dynamics in

epitaxially grown QD structures. For I–VII QDs like CuCl exciton dynamics have
also been extensively studied. This chapter focuses on colloidal QD systems and the
reader is referred to [50] and [51] for further information on exciton dynamics in
III–Vand I–VII QD structures. InP is an exception since these III–V QDs have been
widely studied as colloidal nanocrystals. The radiative life time of the exciton
emission is similar to that of CdSe andCdTeQDs. For efficient red-emitting InPQDs
a decay time of 65 ns has been reported at room temperature [52]. The II–VI ZnO
QDs are alsowidely studied, but the radiative life time of the exciton emission is hard
to determine since trapping of charge carriers in defects occurs (giving rise to the
well-known green emission from ZnO) and hinders the observation of the radiative
decay rate. From the multitude of studies on ZnO nanostructures it is clear that
exciton relaxation is fast and typically sub-ns life times are observed, even in systems
where trapping of charge carriers is prevented by trap filling [53, 54]. These results
suggest that the radiative rate for the exciton emission in ZnO is an order of
magnitude faster than in CdSe and CdTe QDs. Finally, an important class of QDs
are Si and Ge QDs. For Si nanocrystals the discussion on the nature of the blue-
shifted emission has been long debated (and the debate is still going on) [55, 56].
From many studies it is however clear that Si nanocrystals can show blue-shifted
emission due to quantum confinement. The life of the emission is long, ms-ms and is
related to the forbidden nature of the indirect bandgap transition [57, 58].

3. Energy transfer processes with quantum dots

3.1 Energy transfer and energy migration. In diluted systems the optical
properties and time response are determined by the properties of the single (isolated)
QD.When the concentration of QD is increased or when clusters of QDs are formed,
energy transfer between QDs in close proximity becomes an important alternative
pathway for de-excitation of a QD. Energy transfer between optically active ions and
molecules is well known [5]. The initially excited species is called the donor and the
excitation energy can be transferred froma donor to an acceptor in close proximity. In
the case of QDs energy transfer will be directed from the smaller QDs (higher energy
bandgap) to the larger QDs (smaller energy bandgap).
Quantitative modeling and understanding of energy transfer processes between

luminescent ions and molecules has greatly benefited from the work by F€orster and
Dexter in the 1950�s. Equations were derived for energy transfer rates for various
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mechanisms, i.e. multipole–multipole interaction and exchange interaction. In both
cases energy transfer does not involve the emission of a photon. It concerns non-
radiative energy transfer where the energy transfer is mediated by electrostatic
coupling, magnetic coupling or exchange coupling between donor and acceptor. The
concept is schematically depicted in Fig. 13. The general expression for the
probability of energy transfer is given by [5]:

WDA ¼ 2p
�h
j<D;A�jH0jD�;A > j2

Z
gDðEÞgAðEÞdE ð4Þ

Here the left hand side represents the interaction between the donor and acceptor
ion involved in the energy transfer process (multipole–multipole or exchange) and
the right hand side term gives the overlap integral between the donor emission
spectrum and the acceptor absorption spectrum (resonance condition). In the case of
dipole–dipole interaction (the dominantmechanism for energy transfer inmost cases
discussed here) the equation becomes [5]:
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where Wdd
DA is the energy transfer rate (through dipole–dipole interaction), R is the

distance between the (point) dipoles, fA and fD give the (electric dipole) oscillator
strengths for the acceptor and donor transition, the integral is the spectral overlap
while the other symbols have their usual meaning.
Often the F€orster equation is rewritten to give the energy transfer rate k [5]:
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8:785	 10�25I

n4R6

� �
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Fig. 13. Schematic representation of energy transfer from a donor D to an acceptor A. Both interaction
(top picture) and spectral overlap (bottom picture) are required. Reproducedwith permission from [5],�

1989 Oxford University Press
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whereQD is the dipolemoment of the donor transition, tD is emission life time,R is
the distance between the dipoles and I is overlap integral over acceptor extinction
coefficient (aA) and the donor oscillator strength (fD) over the full wavelength
interval. An interesting question concerns the validity of the (widely applied) F€orster
model to quantitatively describe energy transfer between QDs. The F€orster model
has been derived for the limit of point dipoles (i.e. the distance between the dipoles is
much larger than the spatial extension of the dipoles). In the case of energy transfer
betweenQDs this boundary condition is not valid. The oscillating dipoles in the QDs
cannot be considered as point dipoles and also local fields can play an important role.
In general the transfer rates calculated using the F€orster equation are nevertheless in
good agreement with the observed rates. In a recent theoretical paper on the validity
of F€orsters theory for energy transfer between QDs it was concluded that F€orster
theory cannot be applied for energy transfer between indirect bandgap semicon-
ductor nanocrystals like Si [59].
In Fig. 14 the luminescence decay profiles are sketched for different types of

energy transfer processes [5]. In the absence of energy transfer processes (curve a), a
single exponential decay is observed and the decay rate (radiative and non-radiative)
can be determined from the emission life time. In the case of one-step energy transfer
(curve b), the excitation energy is transferred from a donor to one or more acceptors
in the immediate surroundings but there is no energy transfer between donors. In the
luminescence decay curves this leads to an initial non-exponential decay that is faster
than the radiative decay rate. The faster non-exponential decay reflects the different
acceptor configurations around the donor. In the long time regime the decay time
approaches the radiative decay rate for those donors that do not have an acceptor in
the immediate surroundings. In case of concentrated systems of donors, energy

Fig. 14. Shape of luminescence decay curves of the donor emission for a isolated donors, b single step
energy transfer to acceptors, c diffusion limited energy migration to acceptors and d and e fast diffusion.

Reproduced with permission from [5], � 1989 Oxford University Press
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transfer between donors can occur and energy transfer to acceptors or quenching sites
can occur via diffusion of the excitation energy over the donor sublattice. If the
energy transfer probability between donors is lower than the transfer probability to
the traps, one speaks of diffusion limited energy migration and the luminescence
decay is non-exponential (curve c). The initial fast non-exponential component
reflects the single step energy transfer from donors to nearby acceptors (just as in
curve b) but in the long time regime the decay is faster than the single exponential
decay for isolated donors due to energy migration over the donor sublattice to
acceptors, thus providing an additional decay channel. Finally, there is the regime of
fast diffusion where the donor–donor transfer rate is much higher than the donor–
acceptor transfer rate. In this case, a single exponential decay is observed (curves d
and e) since all donors sense the same environment of acceptors due to the very rapid
diffusion of the excitation energy over the donor sublattice.
The theory for analysis of the donor emission decay profiles and extracting

information for donor–donor and donor–acceptor transfer rates is extensive in the
literature on luminescence of transition metal ions and fluorescent molecules. In the
case of random distributions of optically active species (glass like systems) decay
profiles are fitted using the Inokuti–Hirayama model (for single step D–A energy
transfer) and the Yokoto–Tanimoto model (in case of diffusion limited energy
migration). For crystalline systems where energy transfer is dominated by short
range energy transfer, the better models are shell models where the actual (discrete)
distribution of acceptors is modeled based on the discrete donor–acceptor distances
that are possible in the given crystal structure [60, 61].

3.2 Energy transfer betweenquantumdots. In the field of energy transfer
processes involving QDs the analysis is more complicated and often more pheno-
mological models are used to describe the observed decay behavior. An important
difference between energy transfer processes between transition metal ions or
fluorescent molecules and QDs is the homogeneity of the system. The inhomoge-
neous broadening for optical transitions is larger for QDs, usually much larger than
the homogeneous broadening. This gives rise to a variable energy mismatch for
energy transfer processes between QDs and it is hard to derive a single transfer rate
for QDs at a certain distance. The energy mismatch needs to be made up by phonon
assistance and the energy transfer probability for a given donor–acceptor pair at the
same distance Rwill vary due to differences in the energy mismatch. This gives rise
to a distribution in the donor–acceptor transfer rates. A second aspect is the
inhomogeneity in the distribution of distances between QDs. There is a wide variety
of systemswhere energy transfer betweenQDs has been studied, as will be discussed
below, but rarely one can determine the distribution in distances between donors and
acceptors with the same accuracy as it can be done for transition metal ion-doped
crystals where the crystal structure imposes discrete donor–acceptor distances. Only
in well-ordered self-assembled structures of QDs one can obtain more quantitative
information on the number of acceptors at specific distances. In spite of the more
complex nature of energy transfer processes inQD systems, it is useful to be aware of
the analysis methods developed for energy transfer processes between optically
active transition metal ions since they can serve as a starting point for the analysis.
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In two pioneering papers on energy transfer betweenQDs, Kagan et al. studied the
energy transfer from small 3.9 nm CdSe QDs to large 6.2 nm CdSe QDs in thin solid
films ofQDswith 18%of the largeQDs and 82%of the smaller (donor)QDs [62, 63].
Spectroscopic evidence for the presence of efficient energy transfer from the smaller
to the larger QDs is provided by comparison of Fig. 15c and d to e and f: the
2.3 eV emission from the smaller QDs is clearly quenched in the solid films.
The luminescence decay curves were analyzed using a model similar to the
Inokuti–Hirayama model:

nD;mixedðtÞ ¼ nD;pureðtÞexp
�
�g

�
pt
tD

�1=2�
ð7Þ

where g ¼ Cð4=3pR3
0Þ. From the fit (drawn line for the right hand side of Fig. 15,

curve (a)) the critical distance for energy transfer was determined to be 4.8 nm and
was found to be in agreement with the critical distance for energy transfer derived
using the F€orster equation.
This gives a nearest neighbor transfer rate of 1	108 s�1 at RTand 0.6	108 s�1 at

10K. The nearest neighbor distance between can be estimated as 6.1 nm (the sum of
the radii of the QDs (5 nm) and the thickness of the capping layer (1.1 nm)). This
value for the nearest neighbor separation distance was confirmed by SAXS mea-
surements. Finally, the nearest neighbor energy transfer rates were also determined
using the F€orster equation for dipole–dipole interaction and found to be an excellent
agreement with the experimentally determined values showing that dipole–dipole
interaction is the dominant mechanism for energy transfer between nearest neighbor
QDs.
In addition to themodel resembling the Inokuti–Hirayamamodel, alsomore exact

shell models have been applied, in analogy with the analysis of energy transfer
between luminescent ions in solids [64]. Langmuir–Blodgett (LB) assemblies of

Fig. 15. (Left) Absorption and emission spectra for a mixture of 3.9 nm and 6.2 nm CdSe QDs at RTa
and 10K b. In c and d the photoluminescence spectra for a (frozen in (d)) solution with 18% 6.2 nm
(acceptor) and 82% 3.9 nm (donor) QDs are shown at RTand 10K. In e and f the RTand 10K emission
spectra of close packed solid films are shown. (Right) Luminescence decay curves of the emission from
the 3.9 nmQDs in a pure film of 3.9 nmQDs (a) and amixed filmwith 18%of 6.2 nmQDs (b). Curves (c)
and (d) show the decay curves of the emission from the 6.2 nm QDs in the same mixed film upon
excitation in blue (c) and red (d) absorption edge of the 3.9 nm CdSe QDs. Reproduced with permission

from [62], � 1996 APS
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octylamine-capped 2.2 nm CdSe QDs were prepared and the luminescence decay
curves were analyzed at different wavelengths within the inhomogeneously broa-
dened line. In Fig.16a TEM image of the Langmuir–Blodget film is shown, together
with the distribution of donor–acceptor distances within this ordered film (Fig. 16c).
For this situation the luminescence decay curves can be modeled for different
wavelengths within the inhomogeneously broadened line. The nearest neighbor
transfer timewas determined to be 50 ps, yielding transfer times of 0.75 ns and 10 ns
for transfer to acceptors in the 2nd and 3rd shell. A good agreement between the
experimentally determined transfer rates at different emission energies was obtained
using these three rates and statistical determinations of the number of acceptors in
each shell as a function of emission energy. The transfer time of 50 ps is considered to

Fig. 16. aATEM image of an LBmonolayer of octylamine-cappedCdSeNQDswith radiusR¼ 2.2 nm.
b An ideal hexagonal 2D array of spheres. Different colors show three main shells. Different shadings
within the main shells show different subshells. c Radial distribution function (RDF) of the LB sample
shown in panel a (red line). Black bars represent the RDF of an ideal hexagonal array composed of
spheres with a center-to-center distance of 5.4 nm. The blue line is the RDF of a �non-ideal� hexagonal
array with fluctuation in the sphere-to-sphere distances of 13%. Reproduced with permission from [64],

� 2003 ACS
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represent an upper limit for the transfer rate that can be expected for energy transfer
between CdSe QDs.
Energy transfer between QDs of different sizes is not only of scientific interest, it

may also be applied for light harvesting purposes. By constructing layered structures
of QDs where the size of the particles is decreased or increased in every subsequent
layer, a system in which a directional flow of energy occurs to the layer with the
largest QDs [65, 66]. In this way all the excitation energy that is absorbed by a large
number of QD layers can be concentrated in a single layer. To demonstrate the
efficiency of this light harvesting concept, directional energy transfer in a bi-layer is
demonstrated in Fig. 17. A bilayer of 1.3 nm on top of 2.1 nm core-shell CdSe/ZnS
QDs was fabricated. The lower part of Fig. 17 shows emission spectra at 500 ps time
interval. The emission from the smallerQDs decaywith a time constant of 750 ps due
to fast energy transfer to the larger dots which decay with a time of 10.6 ns, close to
the radiative decay time. The large ratio (20) between the interlayer transfer rate and
the radiative decay rate allows for efficient transfer up to 20 layers of QDs of
continuously increasing sizes.
Evidence that themechanism for the energy transfer process is dipole–dipole (or in

general: multipole–multipole) interaction is demonstrated by studying the tempera-
ture dependence of the energy transfer rate and the efficiency of the energy transfer
process [67]. In the case of dipole–dipole interaction, the energy transfer rate is
proportional to the oscillator strengths of the transitions involved on the donor and
acceptor. Since both the transfer rate and the radiative decay of the donor are
proportional to the oscillator strength of the transition on the donor, the transfer
efficiency (or the ratio of the donor/acceptor emission intensity) is expected to be
independent on the oscillator strength of the transition on the donor. In the case of
CdSe or CdTe QDs the oscillator strength of the donor transition can be easily tuned

Fig. 17. (Top) Schematic picture of a QD bilayer in which directional energy flow from the smaller to
larger QDs can occur. (Bottom) Time-resolved photoluminescence spectra recorded with 500 ps time

intervals. Reproduced with permission from [66], � 2002 APS
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by cooling the QDs and freezing the system partly in the dark state. The spectral shift
involved is small and will not influence the transitions involved on the (larger)
acceptor QDs. In Fig. 18 results on temperature dependence of the donor emission
decay curves is shown for orange emitting CdTe QDs (3 nm) in chloroform at low
concentration (no energy transfer expected) and as a QD solid on quartz (energy
transfer possible). Decay curves were recorded as a function of temperature in the
maximum and on the short wavelength side and long wavelength side of the
inhomogeneously broadened emission band. From the faster decay curves in the
solid for the short wavelength side (donors) and the rise time on the long wavelength
side (acceptors) the energy transfer rate can be determined. The decay curves in the
solvent (no energy transfer) serve as a reference. The results in Fig. 18b show that the
energy transfer rate is proportional to the radiative decay rate on the donor, consistent
with a dipole–dipole energy transfer mechanism. Further evidence was obtained
from the temperature dependence of the transfer rate inmixed solids of green (donor)
and orange (acceptor) QDs systems. Also in this system the transfer rates are
observed to scale with donor emission decay rate while the transfer efficiency is not
influenced by the temperature.

Fig. 19. Temporally resolved fluorescence of a film of 2.5 nm PbS QDs at different wavelengths within
the emission band for the 0–10ms window (top) and the 0–3ms window (bottom) at RT. Reproducedwith

permission from [43], � 2007 ACS
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Similar conclusions are obtained by studying energy transfer processes in PbSQD
solids [43]. TheRTradiative decay time of the PbS exciton emission is of the order of
1ms, about two orders ofmagnitude slower than the�20 ns decay time of theCdSe or
CdTe emission at RT. Since the dipole–dipole transfer rate scales with donor
oscillator strength, also the energy transfer rates are expected to be two orders of
magnitude slower. The luminescence decay curves of QD films of 2.5 nm PbS QDs
are shown inFig. 19. TheQDs in the film emit around960 nm (920 nm in the solvent).
The fast emission of the short wavelength side (donors) and the build-up on the long
wavelength side (acceptors) indicate that the donor–acceptor transfer time for PbS
QDs is about 200–400 ns, indeed also two orders of magnitude slower than observed
for CdSe or CdTe QDs.

3.3 Energy transfer from quantum dots to dye molecules and metal
nanoparticles. Energy transfer between QDs is interesting mainly from a funda-
mental point of view and has no immediate prospect for application. The main field
of application of QDs is in the area of imaging in living organisms. QDs are perfect
labels for bio-imaging due to the high stability, tunability of emission color, broad
excitation range and narrow emission band [68–70]. Also in this field energy transfer
processes play an important role, but now it involves not only energy transfer
between QDs but also energy transfer to dye molecules and interaction with metal
nanoparticles. In this last section some examples will be discussed where interaction
between QDs and dye molecules or metal nanoparticles are used.
An elegant method to probe interaction between proteins (or other biomolecules)

is to take advantage of the strong distance dependence of fluorescence (or F€orster)
resonance energy transfer (FRET). Energy transfer commonly proceeds through
dipole–dipole interaction (both for fluorescent dyes and QDs) with the well-known
R�6 distance dependence. By labelling two different biomolecules with fluorescent
probes, energy transfer from the higher energy emitting probe (donor) to the probe
emitting at a lower energy takes place, so that the information on the proximity of
the two probes (typically within 10 nm) can be obtained. This technique is widely
used with different types of dye molecules and is a very sensitive method to study
receptor–ligand interactions or conformational changes of a biomolecule. For
example, a conformational change where two areas of a protein form an active
center can be probed by binding different chromophores that are capable of FRET
on specific positions in the protein molecule that come together or apart. This
process can bemeasured on a single molecule level and the dynamics of the folding
and unfolding can be monitored. The application of the QDs instead of dye
molecules in this type of studies offers the same advantages as mentioned above
for the straightforward labelling of biomolecules with QDs for fluorescence
imagingwhere especially the high stability of chromophore�s emission is important
[71–73]. For dye molecules, changes in the relative intensity of donor and acceptor
emission is severely affected by quenching of donor and acceptor molecules which
complicates the analysis of changes in the intensity due to FRET in closely linked
donor–acceptor pairs.
A classic study showing the great potential of QDs in a quantitative analysis of

protein binding is based on binding maltose binding proteins (MBP-zb) with an
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electrostatic attachment domain irreversibly onto surfaces of CdSe/ZnS core shell
QDs capped with dihydrolipoic acid ligands [74]. By attaching a cyanine dye (Cy3)
toMPD dye-labeled proteins could be bound at a well-defined distance from the QD
which acts as a donor due to the spectral overlap of the QD emission with the Cy3
absorption spectrum. TheQD–MBP-dye complex is shown schematically in Fig. 20.
Up to 15MPD-proteins could be bound to the QD surface. By varying the number of
MPD proteins with a dye molecule, the number of acceptors around the QD could be
accurately varied (thus changing the acceptor concentration). Alternatively, the
donor acceptor distance and the spectral overlap between the donor emission and the
acceptor absorption could be varied by changing the size of the CdSe core. In Fig. 20
(right hand side) the QD decay curves are shown for different numbers of Cy3
acceptor, while in the images below the emission spectra recorded with a streak
camera at different time intervals after the excitation pulse are shown. The decay
curves show that the donor emission decay becomes progressively faster as the
number of Cy3 acceptors around the QD donor increases. Analysis of the results
allowed an accurate determination of the F€orster distance for energy transfer
(�6–7 nm) that was in excellent agreement (within 0.3 nm) with the distance
determined using structural characterization techniques.
The control of energy transfer between asymmetric CdSe/CdS quantum rods

(QRs) and dye molecules has been demonstrated at low temperatures and using an
electric field [75]. At low temperatures the emission of the QRs becomes narrow, as
do the absorption spectra of dye molecules. An important property of this particular
kind of QRs is the much larger shift of the emission in an external electric field (as
compared toQDs) [76]. This so-called quantumconfinedStark effect (QCSE) inQRs
was used to shift the emission of the QR in or out of resonance with the absorption
spectrum of a nearby dye molecule (a Cy5 derivative). The QRs and dye molecules
are incorporated (at well-chosen concentrations so that the distance between QRs
and dye molecules is 20 nm on average) in a polystyrene film. The idea of the
experiment is presented in Fig. 21, left hand side. Below the TEM-images showing
the asymmetric CdSe/CDs QRs with a CdSe core located at one end of the
nanostructure, the shift of the QR emission in resonance with the dye absorption
upon applying an electric field is schematically depicted. On the right hand side of
Fig. 21 it is demonstrated that the concept works beautifully: in the top graph the QR
emission is shown for a film without dye molecules, demonstrating a 10 nm Stark
shift upon cyclic application of a bias. In the lower images (b and c) turning on (b) and
turning off (c) of F€orster energy transfer by the electric field are shown.Depending on
the resonance conditions for an individual QR-dye pair the electric field can shift the
QR emission in or out of resonance with the dye absorption, thus electrically
switching energy transfer.
Finally, energy transfer between QDs and metal nanoparticles is a hot topic. In

spite of an exploding number of papers in this field (often called plasmonics), the
basic understanding of the interactions that govern the response of excitons in QDs
(or fundamental excitations in order systems) in the proximity of ametal nanoparticle
is still lacking. In addition, the practical implications of plasmonic interactions seem
to be only limited by ones imagination. To illustrate this, the influence of plasmonic
coupling on the exciton life time is shown to be able to probewith a nm accuracy the
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distance between a semiconductor nanowire (NW) and a gold nanoparticle [77]. This
very sensitive distance probe can potentially be used in living cells to monitor the
movement of biomolecules with nm accuracy. The basic idea is that the exciton life
time in a semiconductor nanowire determines the emission wavelength. As the
exciton diffuses in the nanowire it will be trapped in regions of lower bandgap
separation and the longer the exciton lives, the larger the red-shift will be. The
exciton life time will be shortened by energy transfer to a nearby metal nanoparticle
and for simplicity the energy transfer rate is described by the F€orster formula (giving
a R�6 distance dependence). Based on these considerations the wavelength shifts to
the blue as the metal nanoparticle approaches the wire (shortening the exciton life
time) and shifts to the red as the metal nanoparticle moves away. The wavelength
shift as a function of NW–NP is shown in Fig. 22 for different exciton mobilities.
To illustrate that this concept does indeed work, a molecular spring assembly was

constructed as shown in Fig. 23 in which a CdTe nanowire is linked via PEG–aB–
PEG strings to gold nanoparticles (PEG being poly-ethyleneglycol, aB being
an antibody, here streptavidine SA, further details can be found in [77]). Upon
adding an antigen (aG) that binds to the aB, the PEG chain expands and the NW–NP
distance increases. As a result, the exciton lifetime increases due to slower energy
transfer to the gold NPs and the emission shifts to the red. Upon adding free aB that
competes with the aG bound on the PEG string, the aG is released from the string, the
string contracts and the expected blue-shift is observed. This fully reversible
wavelength shift demonstrates the viability of this approach. From the shift also
the exciton mobility was estimated to be 0.1–0.2 cm2 eV�1 s�1.
Research on the influence of metal nanoparticles on the exciton dynamics in QDs

is an area where new results have emerged in the past years [78–80] and some of the
most promising new schemes for applications of (enhanced) QD fluorescence have
been proposed by taking advantage of exciton–plasmon interaction. The near future
will showwhich of thesewill actually work, but even if it is only a fraction it will be a
successful avenue.

Fig. 22. a Schematic diagram of excitons diffusing towards the potential minimawhere they recombine.
This leads to red-shifted emission. bCalculated wavelength shift of exciton emission as a function of the
NW–NP distance for the specified exciton mobilities. Reproduced with permission from [77], � 2006

Nature Publishing Group
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4. Conclusions

Studies on the exciton dynamics in QDs have greatly contributed to the under-
standing of the energy level structure and dynamic processes in QDs in a broad time
window (fs–ns). The research has benefited from the rapid development of generally
accessible equipment for fast time resolved spectroscopy. Especially for the colloidal
II–VI CdSe and CdTe QDs dynamic processes like exciton recombination, charge
carrier relaxation and energy transfer are extensively studied and well understood.
Nevertheless, these model systems will continue to be of great interest for the
discovery of new phenomena. An important new focus in exciton dynamics studies is

Fig. 23. a Schematic illustration of a molecular spring assembly of a CdTe nanowire linked via
PEG–aB–PEG to a gold nanoparticle. The reversible coupling aG–aB (SA) changes the chain length. The
addition of extra amounts of aB will disrupt the aG–aB reaction in the NP–PEG–aB–PEG–NW
superstructure. b Reversible shift of the peak luminescence wavelength: 1, attachment of a NP to a
NW; 2, after adding 20ml SA; 3, after adding free aB to the media; 4, after adding 20ml SA. Excitation

wavelength: 420 nm. Reproduced with permission from [77], � 2006 Nature Publishing Group
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aimed at controlling and understanding changes in the exciton dynamics through
external influences, for example plasmonic coupling or embedding in photonic
structures. For the infrared emitting IV–VI QDs PbSe and PbS a rising interest in the
exciton dynamics has been triggered by potential application for telecommunication
and reports onmultiple exciton generation. Energy transfer processes involvingQDs
have been widely studied and can be well explained using the F€orster theory for
energy transfer. Exciting developments in this area involve controlling energy
transfer on a nm scale where especially coupling with metal nanoparticles or dye
molecules offer new avenues for detection schemes that can be used in bio-imaging
and possibly other areas. In the past 10 years of research on exciton dynamics has
developed into amature and exciting field that continues to attract a growing number
of (young) researchers.
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1. Introduction

The true beauty of nature reveals itself in the delicate balance between order and
disorder, between large and small scales. The leaves on a tree may appear to us as
highly disordered at first glance, certainly once they have fallen to the ground; but
their making relies on a high degree of order, a subtle interplay between physical
processes and photochemical reactions in the light-harvesting complexes respon-
sible for photosynthesis [1–3]. Indeed, this very process of photosynthesis has long
caught the attention of researchers. Light from the sun is absorbed by pigments
within such a complex, passed from molecule to molecule arranged in a particular
order imposed by a protein scaffold, and funnelled to a sequence of reaction centres
in which charge carrier separation, protonation, and ultimately the formation of
glucose take place. At first sight these complexes appear suitably rigid and ordered
[4]. Yet detailed theoretical investigations [2] along with high-resolution spectro-
scopy in the time [3] and frequency domain (i.e. singlemolecule spectroscopy) [5, 6]
have revealed that a high degree of order – the spatial arrangement of pigments – is
not the only horse nature places its bet on.
Consider the simplest case of fluorescence energy transfer from one molecule to

another, a straightforward dipole–dipole coupling problem.As in antenna theory, the
maximum coupling efficiency occurs if both the transmitter and receiver are in
resonance. In a molecular picture, this translates into a spectral overlap between
absorption and emission of donor and acceptor. If the individual pigments experience
a high degree of local order, their optical transitions will be extremely narrow.
However, some change in transition energies is inevitable frommolecule tomolecule
due to miniscule differences in the local environment, isotopic effects, isomeric
effects, and the likes [7]. The net result is that dipolar coupling breaks down, and
excitation energy becomes localised [8]. This effect is akin to disorder localisation,
well-known from transport theory. As inmultiple trapping transport theory, however,
dynamic disorder can help overcome the effect of static disorder. Temporal fluc-
tuations in the local electronic structure of the individual molecular entity can
actually promotemicroscopic fluorescence resonance energy transfer (FRET) [2]. In



a light-harvesting complex, the protein scaffold ensures that all pigments are situated
in the correct geometry, optimized by evolution. On the other hand, proteins are
dielectrically dynamic objects, imposing a rapidly varying dielectric environment on
the local pigments. Consequently, the effective electronic transitions broaden [6],
improving FRET between adjacent pigments [2, 3].
The temporal fluctuations of nanoscale emitters and absorbers – spectral diffu-

sion – constitutes the central theme of this chapter. Semiconductor nanocrystals are
excellent systems to investigate random fluctuations in the emission properties of a
light source in the single photon limit [9, 10]. Along with the intensively studied
fluorescence intermittency [11–26] – fluorescence blinking – the seemingly random
spectral fluctuations follow a well-defined pattern which can provide insight into
either the immediate dielectric environment and nature of the emitting species or
the overall nanoparticle shape [27, 28]. Indeed, suitable choice of the immediate
surrounding of the semiconductor surface can even virtually suppress blinking [29,
30]. As nanocrystals are significantly larger than most dye molecules studied in
single molecule investigations [31], spectral fluctuations correspond to changes in
the properties of the primary excitonic species. These properties are controlled by
surface states of the nanocrystal, which can acquire a net charge [32–35], in turn
polarising the exciton. Whereas most blinking studies have been carried out at room
temperature in the past, the most profound insight into these subtle fluctuations is
available at cryogenic temperatures, where the elementary transitions become orders
of magnitude narrower than the ensemble spectrum [36].
This chapter serves to review some of the recent progress made in studying and

exploiting the spectral characteristics of individual CdSe nanocrystals. After dis-
cussing some of the basic experimental techniques, the spectral fluctuations of a
particularly interesting class of CdSe nanocrystals are highlighted. Building on the
seminal demonstration of shape control in inorganic semiconductor nanoparticles
[37], these CdSe spherical quantum dots are surrounded by an elongated CdS shell
and support, in contrast to purely spherical particles, linearly polarised emission [38].
The broken symmetry of the system results in spatial separation of the electron and
hole wave functions, which can be controlled by external electric fields. Such fields
are created by surface charges, which in turn control the optical properties such as the
transition energy, transition line width, intensity, and electron–phonon coupling
strength of the single emitter. The spectral jitter observed follows a well-defined
pattern and exhibits either Gaussian or Lorenzian statistics. It is illuminating to draw
parallels to seemingly unrelated classes of nanoscale light sources, conjugated
polymers. Although the electronic properties of these carbon-based systems are very
different, near identical spectral fluctuations are observed, which indicate the role of
highly local dielectric effects. Finally, an example is presented on how to put the
spectral properties of single, highly polarisable nanoscale light sources to work.
Electric fields enable a tuning of the excitonic transition so that the dipole–dipole
coupling strength in a microscopic, single particle FRET couple can be controlled.
This electrical control of energy transfer constitutes a nanophotonic field-effect
switch, or FRET gate, which, with suitable self assembly techniques, may well
provide a building block for future nanophotonic circuitry. Most importantly,
however, this electrical tuning of the elementary transition opens a window to
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control order effects in nominally disordered systems, by driving a microscopic
transition in and out of resonance.

2. Why single particle spectroscopy?

Every nanocrystal is different. Sizes vary from particle to particle, shapes differ
ever so slightly, and even the atomic composition, the isotopic distribution, becomes
significant for extremely small particles. Most importantly, every particle experi-
ences a slightly different dielectric environment. CdSe nanocrystals are stabilised
internally through ionic bonds. However, the smaller the particle becomes, the
greater the percentage of atoms forming the crystal sitting at the surface. These
surface atoms are characterised by only partially saturated bonds and can therefore
form dangling bonds. Many of these surface states are pacified sufficiently by
organic ligands, which also serve to stabilise the nanocrystals in solution and prevent
aggregation and precipitation [39]. The crucial influence of these ligands on the
optical properties is well documented: removal of the ligands by, e.g. exposure of the
particles to the electron beam of a transmission electron microscope results in non-
emissive particles in which the fluorescence is quenched [40]. However, these
ligands form a thermodynamic equilibrium with the particles in solution, continu-
ously binding and unbinding, which necessitates a surplus of ligands. A simple
experiment reveals this effect. When compared to organic dye molecules, nano-
crystals are reasonably stable to environmental influences such as oxidation.
However, the temporal stability of the fluorescence of a solution of nanocrystals
depends on concentration. The stability of the emission intensity under constant
illumination in part depends on the process of statistical aging, which constitutes the
ensemble average of single particle blinking [41–43]. As this phenomenon follows a
scale-invariant power-law distribution of the probabilities of detecting a particular
duration over which the emission of the particle remains �on� or �off� under constant
excitation [44], the probability for increased �off� periods increases within an
ensemble of nanocrystals with time. In the absence of illumination, serial dilution
of a nanocrystal solution by addition of pure solvent reduces the ratio of free ligands
to particles, thereby ultimately lowering the overall surface coverage. The effective
result is that nanocrystals can degrade in highly dilute solutions, a phenomenon
which can be counterbalanced through the addition of further ligands.
In any case, both the charged surface of the nanocrystal and the surrounding ligand

shell constitute a variable nanoscale dielectric environment, which can influence the
elementary electronic transition and therefore lead to a difference in transition
energy from one nanocrystal to the next. This distribution of transition energies
between particles within the ensemble is referred to as inhomogeneous broadening
[45]. Each particle, however, has its own intrinsic spectral width. The quantum
mechanical limitation of spectral width G is given by the Heisenberg uncertainty
principle through the radiative transition time t, G� h/4pt. This relation between
transition line width and transition time only applies in the limit of coherence loss
through population loss, i.e. through an electronic transition. There are other
conceivable routes to reducing the electronic coherence time – that is, the time,
in which the excited electron wave function retains its phase – in an individual
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emitter, such as through electron–phonon scattering or any other form of nuclear
motion. This homogeneous linewidth, controlled only by the loss of coherence in the
excited state, constitutes the primary limitation to the spectral width of the emission
and absorption of a single particle [46]. Long-phase coherence is particularly
interesting for demonstrating quantummechanical coupling between quantum dots,
a prerequisite for optical quantum computing [47]. However, random fluctuations in
time of the local dielectric environment of the particle provide a further form of
inhomogeneous spectral broadening, spectral diffusion. Single particle measure-
ments can therefore, in principle, offer access to the energetic limitations of homo-
geneous broadening [48]. Time-dependent studies of the single particle emission
open a window to some of the spectral broadening processes.

3. Experimental approach

There are two principal routes to study the emission of a single quantumdot: either
the optical collection volume is minimized, e.g. through the use of suitable spatial
apertures imposed either on the emitters [49, 50] or on the detector as in the case of
near-field scanningmicroscopy; or by reducing the number of emitters present in the
far-field optical collection volume. The latter is rather facile to achieve in solution-
based quantumdots (but not so invapour phase, epitaxially grown nanostructures) by
simple serial dilution, keeping in mind the limitations with regards to stability of the
ligands mentioned above. As the spatial resolution of an optical microscope is
roughly limited to the dimensions of the wavelength of light involved, spacing
particles further than �500 nm apart should allow optical spectroscopy to differ-
entiate between the electronic properties of individual particles. Ideally, the particles
are fixed in space, as particles in dilute solutions would drift in and out of the
microscope focus. Fortunately, most particles are readily dispersed in common polar
(e.g. poly(vinyl-alcohol)) or non-polar (e.g. polystyrene, poly(methyl-methacry-
late), Zeonex) matrices, which can be spin-coated on quartz glass substrates to yield
highly uniform films of optical quality, tens to hundreds of nanometers thick. These
films are then studied using either a confocal scanning or a wide-field imaging
microscope [24]. The experiments reported in the following were all carried out
using a wide-field setup, which offers the key advantage of being able to record
multiple emitters (i.e. microscope fluorescence spots) simultaneously [51]. In brief,
themicroscope used employed a longworking distance (8mm)microscope objective
lens with a (comparatively small) numerical aperture of 0.55. This lens allowed the
collection of light emitted by a nanoparticle film mounted in a cold-finger helium
cryostat under vacuum. The nanoparticles were excited by an argon ion laser
(typically at 488 nm), focused to a spot of approximately 100mm in diameter
incident at a non-vertical angle on the substrate. The fluorescence, collected by
the microscope objective lens, was spectrally dispersed in a monochromator and
recorded by a CCD camera of appropriate sensitivity.
Figure 1 illustrates the key properties and strengths of the experimental setup.

Figure 1a shows the CCD image of a substrate covered with a highly dilute
nanocrystal–polystyrene dispersion. The entrance slit of the detector was closed
in horizontal direction such that in the collection plane along they-axis typically only
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one nanocrystal is detected at once, manifested by a fluorescence spot on the CCD
camera. The typical spacing between single nanocrystals is 5–10mm. In order to
carry out spectroscopy on the single particle, the emitted light is dispersed spectrally
in a grating spectrometer. Figure 1b shows exactly the same spatial image as recorded
in (a), but now resolved by emission wavelength. Consequently, the x-axis of the
emission now corresponds to the wavelength of emission, whereas the spatial
information in y-direction is maintained. The emission intensity is encoded in the
colour of the image. The image illustrates the role of the entrance slit in spectroscopy:
if more than one particle is present in the x-direction of the image in (a), multiple
fluorescence peaks or spectral broadeningwould be observed in (b). As a large area is
excited by the impinging laser light, the imaging technique offers a facile way to
correct for any residual background emanating from the matrix or the substrate.
Choosing a region of interest (A) immediately besides the nanocrystal image (B) in
Fig. 1b defines the fluorescence background, which can subsequently simply be
subtracted from the emission spectrum. Figure 1c illustrates a typical example of a
single particle fluorescence spectrum, recorded for a CdSe/CdS nanodot/nanorod at
5K: a narrow transition is observed around 602 nm,which is somewhat broadened to
longer wavelengths.
As one expects, this emission spectrum of the single particle at low temperatures

is substantially narrower than the bulk emission. Figure 2a illustrates an ensemble

Fig. 1. Single particle detection and spectroscopy. a The spatial region of the microscope image
projected onto the CCD camera is defined by a horizontal entrance slit so that only one single particle
(seen as a bright spot) is visible in the horizontal direction. The image corresponds to a region of
approximately 60mm height on the substrate. The fluorescence light is subsequently passed through a
monochromator and spectrally dispersed so that the x-component of the image now corresponds to
wavelength l b. The spatial information of the location of the particles is maintained in the y-direction.
The regions A and Bmark the background fluorescence and a typical single particle emission spectrum,
respectively. c shows a typical single particle photoluminescence spectrum at 5K. Adapted from [51]
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emission spectrum at room temperature with three characteristic single particle
spectra superimposed. The bulk emission spectrum constitutes the sum over many
single particle spectra, recorded from different spots seen in the CCD image. The
width of the ensemble spectrum is primarily defined by the energetic scatter fromone
particle to the next. Figure 2b displays a close-up of one of the emission spectra. The
transition line width in this case is 800meV, over 130 times narrower than the
ensemble spectrum. A hump is visible on the low energy side of the spectrum,
characteristically offset by roughly 1–2meV. This hump, which is well-known from
spectral hole burning measurements [52], an alternative way of determining the
elementary transition width of a particular energetic subset of the ensemble,
corresponds to the acoustic phonon side band, or phonon wing. Interestingly, due
to the finite size of the semiconductor nanocrystal, the acoustic phonon modes
become quantized [53] rather than forming the continuum of states familiar from the

Fig. 2. Comparison of single particle line width to the inhomogeneous broadening of the ensemble. a
Three characteristic single particle spectra, recorded at 5K, superimposed on the ensemble fluorescence
spectrum. b A typical low temperature fluorescence spectrum, showing a narrow zero-phonon line, an

acoustic phonon side band, and an optical phonon progression. Adapted from [51]
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Debye approximation of heat capacities in solid state physics. The discrete acoustic
phonons, a collective breathingmotion of all of the atoms constituting the crystal, are
typically observed around 1meV and simply depend on the size of the crystal.
Significantly offset from the narrow peak by approximately 27meV is a further
emissive feature, which corresponds to the optical phonon side band of the emission.
This optical phonon is characteristic of theCdSe ionic bond, and immediately reveals
that recombination, and thus electron–phonon coupling, occurs in the CdSe part of a
CdSe/CdS core/shell nanocrystal. To a first approximation, the narrow transition can
be referred to as a zero-phonon line, as it is purely electronic in nature. As will be
discussed in the following, the line, which is still two orders of magnitude broader
than spectra reported using the technique of resonant spectral hole burning [54], is
significantly broadened by spectral diffusion. In contrast to spectral hole burning,
however, single particle measurements immediately provide us with information
relating both to the random scatter from particle to particle, as well as the intrinsic
electronic properties and dynamics. Most importantly, spectroscopy on a single
particle can enable us to relate far-field spectral information to the nanoscale physical
properties of the particle such as its shape. As spectral hole burning probes a
homogeneous subset of an inhomogeneous ensemble, shape effects are generally
masked in amorphous systems through random orientations. It is also worth noting
that fluorescence excitation spectroscopy is a further interesting technique to study
the electronic structure of single nanocrystals [55]. Although all of the initial single
molecule fluorescence experiments were carried out in excitation using a narrow-
band, tuneable laser [7], nanocrystals are usually studied non-resonantly as the broad
absorption spectrum of nanocrystals arising from a continuum of states makes it
possible to observe the fluorescence from the relaxed state of lower energy.
Remarkably, excitonic features can be discerned within the continuum of states of
a single particle, providing insight into higher lying states [55].

4. Spectral dynamics of single nanocrystal emitters:
signatures of particle shape

The following discussion will focus on a particularly interesting class of CdSe/
CdS nanocrystals, in which a spherical CdSe core is capped on one end by an
elongated CdS rod-like structure [38]. The transmission electron microscope image
in Fig. 3 displays a typical structure of a single particle. The high degree of
crystallinity of the nanoparticle is visible through the diffraction planes in the
microscope image.One end of the particle is somewhatmore bulky than the other and
corresponds to the CdSe nucleus, with a slightly smaller band gap than the CdS
structure growing out of one side on the {0 0 �1} facet of the CdS nanocrystal. The
typical aspect ratio of these particles is 1:4, with lengths ranging between 15 and
20 nm. These nanocrystals of mixed dimensionality are particularly interesting for
single particle experiments – and, as will be discussed later on, for FRET studies – as
the absorption cross section of a particle increases with physical size. Because of the
electronic structure of the particle – the CdS band gap is larger than the CdSe gap,
forming a type I heterostructure – emission always occurs from the CdSe unit, as
witnessed by the CdSe optical phonon seen in the single particle spectra. The
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absorption can therefore be enhanced without fundamentally changing the emission
properties. Figure 3 illustrates three typical single particle fluorescence time traces,
recorded in 1 s integration windows. The x-axis of the plots corresponds to time,
whereas the y-axis indicates the energy of the emitted photon. Dark blue marks low
emission intensity, and yellow-red indicates high intensity. The two-dimensional
representation therefore displays the time evolution of the emission spectra. Three
different temperatures are shown, which primarily control the spectral width and the
temporal stability of the transition.
At first sight, the spectra appear to be rather similar for the different temperatures.

However, as the temperature is raised from 50 to 300K, the spectra broaden 30-
fold and appear to exhibit more rapid fluctuations. The spectral time traces display
both spectral jitter, which is the focus of the present discussion, and fluorescence
intermittency, in which the emission suddenly vanishes and the intensity, marked by
the colour code in the two-dimensional plot, returns to the background level.
Whereas spectral transitions appear more continuous at room temperature, the low
temperature traces suggest both continuous jitter and sudden, larger, spectral jumps
[56]. Qualitative inspection of these time traces is limited, but as discussed in the
following, there are a few facile analyses which can be applied to reveal a plethora of
phenomena and correlations.

Fig. 3. Spectral diffusion in the fluorescence of single elongated CdSe/CdS nanocrystals at 5, 50 and
300K. The photoluminescence spectra are plotted as a function of time in a two-dimensional
representation with the intensity encoded in colour scale (blue: low intensity, red: high intensity). The
temporal resolution of the data is 1 s. The transmission electronmicroscope image of a single nanocrystal

is shown, with the CdSe core region indicated by a white circle. Adapted from [27]

318 J. M. Lupton, J. M€uller



The first piece of information which can be derived from the spectral traces is the
fluorescence peak energy and the spectral linewidth. Figure 4a displays two example
spectra extracted at each temperature. As is particularly visible at room temperature,
the lower energy spectra appear to correlate with a broader emission band. Figure 4b
provides a more systematic analysis of the traces shown in Fig. 3 by plotting the
spectral line width against the spectral peak position for each of the spectra
comprising Fig. 3. The correlation in the data is unambiguous: as the emission
shifts to the red, the spectrum broadens. The open symbols indicate the raw data,
which clearly display significant scatter. The scatter can be reduced by limiting
the consideration to data points (solid squares) for which only spectral shifts were
considered which occurred on time scales longer than the measurement window
of 1 s. The correlation can be further highlighted by displaying a binned average, as
indicated by the solid squares in the figure.
Much of scientific methodology revolves around the identification of correlations,

so a clear correlation between spectral line width and transition energy of the single
particle must carry a physical meaning. It was soon realised in the spectroscopy of
single nanocrystals [57–59], and indeed of single epitaxially grown quantum dots
[60–62] and molecules in general [63], that the spectral properties of the individual
emitter can be modified by fluctuations in the local dielectric environment. Nano-
crystals carry their own local dielectric environment in the form of organic ligands
and a large density of surface defects. Empedocles and Bawendi were able to relate
the spectral shifts observed in single particle fluorescence as a function of time to

Fig. 4. Correlation between peak position and peak line width for three different particles recorded at 5,
50 and 300K. a Two representative spectra taken from the traces in Fig. 3, illustrating a spectral
broadening concomitant with the spectral red shift. b Correlation between spectral line width and peak

position. Adapted from [27]
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electric field effects, by studying the influence of external electric fields on the
emission properties at low temperatures [64]. Local charges on the surface of the
nanocrystal result in an effective electric field [65, 66] which the exciton within the
nanocrystal experiences. The charges therefore provide an additional potentialwhich
controls the electron-hole wave function overlap, and therefore the transition energy
[62]. Core-shell nanocrystals are prototypical materials to study the quantum-
confined Stark effect [67], in which the exciton gains a high degree of polarisability
due to the ability to push one wave function into the core and the other into the shell
under application of a field. To a first approximation, there are twoprincipal routes by
which local charges, accumulated on the surface of the nanocrystal, can influence the
emission [64]. The appearance or disappearance of a surface charge will result in a
sudden jumpof the transition energy.On the other hand, once surface charge has been
formed on the nanocrystal, it may redistribute with time, leading to a slight variation
in distance to the exciton. Consequently, the exciton experiences a temporally
varying electric field and thus displays a change in transition energywith time. If this
change in transition energy occurs on time scales shorter than the measurement
window (in the present discussion, typically 1 s), the spectral shift of the transition
will manifest itself as a spectral broadening. In a perfectly symmetric particle,
changes in themean position of the surface charge should not influence the transition
energy, but only changes in the surface charge density. Consequently, in a perfectly
spherical nanocrystal there should not be a correlation between transition line
width and peak energy, as remarked by Empedocles and Bawendi [64]. Most
particles are, however, not perfectly spherical – least of all the CdSe/CdS hetero-
structure nanorods. Interestingly, similar spectral correlationswere recently reported
for much larger CdS nanorods which are outside of the regime of quantum
confinement [68]. This observation suggests that emission in these large rods occurs
from localised regions, which can then in turn become sensitive in their emission to
surface charges.
Figure 5 illustrates a possible scenario for the physical origin of the correlation of

linewidthwith transition energy. Figure 5b summarises the electronic structure of the
nanocrystals. The offset between conduction bands of the CdSe and the CdS is
minimal so that the electron can delocalise from the CdSe core into the CdS shell.
The CdSe valence band is, however, significantly lower in energy so that the hole of
the exciton becomes localised in the CdSe – hence the CdSe optical phonon in the
single particle emission. As a potential is applied to the particle (F > 0), the electron
wave function can delocalise further into the CdS shell as the external potential
screens the internal Coulombic attraction between electron and hole. This reduces
the confinement energy of the electron–hole pair, leading to a red shift in the
emission. Surface charges, as indicated in the cartoon in Fig. 5a, lead to the formation
of an effective potential and thus to local electric fields. As the exciton is localised to
one end of the elongated nanocrystal, in the CdSe core, the spatial position of the
surface charge along the shell determines the transition energy.On the right hand side
of Fig. 5a, the surface charge is situated far from the core. Consequently, the emission
appears at the higher end of the spectrum. As the surface charge moves around the
surface of the nanocrystal randomly in the course of the spectral measurement,
different effective quantum-confined Stark shifts are probed. The envelope of these
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different effective spectra seen within a particular temporal measurement window is
indicated. This spectral envelop is significantly narrower if the surface charges are
situated far from the CdSe core, assuming a random spatial fluctuation amplitude of
the charges which is independent of the position on the nanoparticle surface. As the
surface charges move closer to the core, the emission shifts to the red, but as the
effective Stark shifts become larger, the overall envelope function broadens: the peak
position correlates with the spectral width.
Although it was initially noted that such a correlation should not be observed in

spherical nanocrystals [64], it was recently reported in room temperature spectro-
scopy [69]. However, as the transmission electron microscope images of [69] show,
the term �spherical� is somewhat open to interpretation. From the cartoon in Fig. 5 it
can be inferred that even the slightest breach in particle symmetry will lead to a
correlation of line width with transition energy. The smaller the particle, the greater
the sensitivity to a miniscule perturbation of shape. In addition, the internal field of

Fig. 5. Schematic representation of the influence of surface charge density on the emission from a single
elongated nanocrystal. a Surface charge present at two different distances from the core of the
nanocrystal, in which the hole of the exciton is localised, results in different magnitudes of a Stark
shift in the emission. As the detection of the emission spectrum occurs over a finite time, spatial jitter in
the charge densitywill result in spectral broadening. The closer the surface charge is located to the core of
the nanocrystal, the stronger the red shift and the stronger the line broadening. b The electric field F
induced by the surface charge also results in a perturbation of the electron–hole wave function overlap
within the nanocrystal and thus of the radiative rate. A large local electric field leads to a displacement of
the electron with respect to the hole and therefore reduces the wave function overlap and the radiative
rate. Under the assumption of constant non-radiative decay, this change in wave function overlap results

in a reduction in photoluminescence intensity. Adapted from [27]
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the ionic lattice [70] of the nanocrystal should also play a role, although this aspect
has thus far only received little attention. Spectral fluctuations can be equally
influenced by fluctuations in the equilibrium coordinates of the atoms constituting
the ionic crystal. This phenomenon is primarily electrostatic – or electrostrictive – in
nature, and could also lead to a correlation of line width with energy, but only under
the premise of a breach in spherical symmetry. Such a breach is conceivable through
an atomic defect [71].
A simple electrostatic model can qualitatively explain the correlation observed

[72]. Figure 6 shows a plot of linewidth–peak position correlations for three different
temperatures,with the data accumulated over five particles each comprising a total of
approximately 7000 spectra. The peak shift was determined by subtracting the peak
position of the bluest spectrum recorded for the particle. The spectral range of 30�
10meV over which peak shifts occur is virtually independent of temperature,
although the average line width of the spectrum increases by almost two orders
of magnitude with increasing temperature. For all temperatures, the spectral width

Fig. 6. Temperature dependence of line width–peak shift correlations. The data extracted for a total of
five single nanocrystals are shown for each temperature. The solid line represents the quantum-confined
Stark effect shift and resulting spectral broadening calculated for a single charge moving along the long

axis of the nanocrystal. Adapted from [28]
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varies by a factor of two during the spectral diffusion. The observation of correlated
spectral diffusion at room temperature is somewhat surprising, yet fully consistent
with themodel proposed above. The spatial amplitude of surface charge oscillations,
i.e. the average distance moved randomly by the charge distribution in a given time,
should depend on temperature, but not the effect of the local field on the spectral
position as induced by the quantum-confined Stark effect. The larger oscillations
simply imply that the spectra broaden with increasing temperature. The maximum
and minimum fields that surface charges can exert on the CdSe core, however, must
be independent of temperature, and therefore the overall energy range over which
drifts can occur during a measurement [28].
Although one can only speculate on the nature of the surface charges, the

consistency of the phenomenological model can be verified by estimating the field
effect of a single charge migrating along the long axis of the particle. Assuming a
polarisability of the nanorods comparable to spherical NCs [64] and following the
equations in [64, 72], a single charge must be separated from the core by about 3 nm
to induce a Stark shift of 40meV. This spatial separation is in good agreement with
the diameter of the nanorods, as seen in the microscope image in Fig. 3. By moving
the charge along the nanocrystal and considering a constant fluctuation in position
onemay estimate the dependence of linewidth on relative peak position, as shown by
the solid lines in Fig. 6. As the quantum-confined Stark effect is minimal when the
charge is situated at the far end of the nanorod (i.e. far from the core), yet a finite line
width ismeasured, a linewidth offset has to be considered due to residual broadening
at zero peak shift. Sources of this residual broadening may be charge fluctuations on
time scales shorter than the measurement; or electronic dephasing induced by strong
phonon scattering. The free fitting parameter in this simplemodel is themagnitude of
spatial oscillations, which is determined as 0.2, 0.6 and 2.2 nm for 5, 50 and 300K,
respectively [28]. The 5K value is of the order of the typical distance between ligands,
respectively surface defects [73]. The simplest conceivable model of one-dimen-
sional charge transfer along the nanorod thus provides both qualitative and quanti-
tative agreement with the data. As it is the overall change in field which is of primary
interest and not the actual charge distribution, the dynamics of the charge distribution
can be well approximated by the dynamics of a single point charge. In addition, it is
helpful to note that even if the spatial amplitude of charge oscillations were not
constant along the rod, the experimental correlation would still provide a measure of
charge migration, although this would complicate the microscopic model.
Evidently, the room temperature spectra are broader than the maximal achievable

spectral shift due to the Stark effect of �40meV. Even if the oscillations of surface
chargewere so strong that the chargewere completely annihilated and created during
the detectionwindowof 1 s, it is unlikely that local field-induced oscillations account
for the observed spectral widths of 100meV. This implies a second contribution to
line broadening at room temperature, which is due to efficient exciton scattering on
optical phonons, representing a very rapid dephasing process [74]. Whereas the low
temperature single nanocrystal lines are inhomogeneously broadened by spectral
diffusion and do not provide insight into dephasing processes, the observed spectral
diffusion dynamics suggest that the opposite is true for room temperature measure-
ments. To a first approximation, onemay conclude that the narrowest spectra at room
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temperature (�50meV width) are predominantly homogeneously broadened due to
the phonon scattering-induced ultrafast dephasing [28].
Although the correlation between transition energy and fluorescence line width is

clearly discernible in a wide range of single particle experiments, the data points in
the correlation plots scatter widely. This scatter results from the fact that the
fluorescence traces also contain temporal information, besides the spectral informa-
tion relevant to the correlation. If the proposed model of a surface charge-induced
change in electron–hole wave function overlap is correct, a spectral shift should also
go hand in hand with a change in the radiative rate and thus a change in emission
intensity. In addition, the optical phonon seen in the single particle spectra at 27meV
to the red of the zero-phonon line should be influenced by a change in local electric
field, as it results from the vibration of a the polar CdSe bond. The coupling strength
of electrons to such Fr€ohlich phonons changes with electric field so that a red shift in
the emission energy should result in an increase in phonon coupling strength in the
emission [45]. Such more detailed correlations are not immediately apparent from
the raw data traces. However, there is a straightforward means of improving the data
quality by performing a manipulation akin to boxcar averaging to remove the
redundant temporal information from the fluorescence trace. To do this, the spectra
in the trace are sorted with respect to the peak position, thereby removing the time
dimension [27]. Figure 7 shows a plot of the normalised raw data, simply sorted by
emission peak energy (which is marked on the x-axis). Without performing any
further manipulation, two important features are immediately obvious from this
trace: as the peak energy shifts to lower energy, the spectra become broader, giving
the two-dimensional representation a funnel-like appearance. In addition, the

Fig. 7. Boxcar averaging of a single particle fluorescence trace to remove the temporal noise. The
photoluminescence spectra of one single nanocrystal are shown. Thesewere recorded during the spectral
diffusion process and sorted by peak energy, plotted in the two-dimensional representation of spectrum
versus peak energy, and smoothed in an energywindowof 1meV.As the peak energy shifts to the red, the
optical phonon side band increases in intensity and the spectra broaden, giving rise to a funnel-like shape

of the plot. Adapted from [27]
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Fig. 8. Correlation between linewidth, phonon coupling strength and photoluminescence intensity for the
sorted spectral tracemeasuredat5Kand shown inFig.7.Sortingof the spectraallowsa statisticalbinningof
energetically related spectra prior to fitting to the line shape and extracting the line width, peak position,
phonon coupling and emission intensity. The scheme reiterates the mechanism responsible for the corre-
lations,explained inmoredetail inFig.5.As thehole is confinedto theCdSecorewhereas theelectron is free
topenetrate theCdSshell, surfacechargesmodify theoverlapof theelectronandholewave functions,which
inturncontrol linewidth,phononcoupling,peakenergyandphotoluminescenceintensity.Adaptedfrom[27]
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phonon side band in the emission broadens and increases in intensity relative to the
zero-phonon line as the emission shifts to the red.
The sorted spectra with the time dimension removed allow a much more facile and

accurate extraction of the spectral parameters such as the line width, the phonon
coupling strength (the Huang-Rhys factor), and the emission intensity. In addition,
the sorted spectra can be smoothed further by binning spectra related in energy, i.e.
by taking the spectral average over a sliding window of width of, e.g. 1meV prior to
determining the line width, peak position, etc. by fitting a Lorenzian curve to the
spectrum. Figure 8 illustrates the data extracted from a sorted trace of one single
particle. Under these conditions, the line width–peak position correlation forms an
almost straight line with minimal scatter. As expected from the raw data shown in
Fig. 7, the phonon coupling increases monotonously as the emission shifts to the red.
Most importantly, the average single particle emission intensity decreases as the emis-
sion shifts to the red. All three of these observables are perfectly consistent with the
simple surface charge model put forward above and reiterated in the cartoon in Fig. 8.
Charging in quantum dots is known to influence the transition energy. In large,

vapour phase-grown quantum dots, charged exciton transitions become visible
[75, 76]. In smaller colloids, charging can vastly promote Auger recombination,
thereby leading to a quenching of the emission. This phenomenon has been studied
intensively using time-resolved pump-probe spectroscopy [77]. Auger recombina-
tion has also been made responsible for the blinking of the fluorescence of single
nanocrystals [56]. If a charge carrier is ejected from the nanocrystal following
photoexcitation, the particle becomes charged, and consequently non-radiative
Auger recombination competes with spontaneous emission [78]. If, however, the
rate of spontaneous emission is accelerated by, for example, placing the nanocrystals
on suitable plasmonic substrates which enhance electromagnetic coupling and
therefore the radiative rate [79], emission from the charged exciton can become
visible. It is important to distinguish between discrete charging events within the
quantum dot and continuous redistribution of charges in the vicinity of the excitonic
species. As demonstrated by Neuhauser et al., a blinking event in the nanocrystal
emission correlates with a discrete spectral jump, whereas continuous spectral
fluctuations occur at almost constant emission intensity [56]. The elongated nano-
crystals allow a more detailed quantification of the role of surface charge fluctua-
tions, i.e. overall changes in the charge of the nanocrystal. The net magnitude of
surface charge need not change, but merely its position, in order to influence the
emission intensity of the single particle.
The spectral meandering can be further analyzed by returning to the raw

data traces. By making the differentiation proposed by Neuhauser et al. [56],
we can identify the mean spectral shift between subsequent measurements
DE ¼ Epeak; nþ1 � Epeak; n and associate this with either a blinking event or a period
of constant emission intensity. The spectral shift DE is plotted in a histogram. As
there are long periods in the emission which are uninterrupted by an intermittency,
the statistics are significantly better for the continuous spectral drift (the spectral
jitter) than for the discrete spectral changes (the spectral jump). Figure 9 displays
histograms for these two cases as derived from one single fluorescence trace of an
individual particle (the 5K trace shown in Fig. 3). As expected, the spectral jump
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histogram is significantly broader than the spectral jitter histogram. A Gaussian
function is superimposed on the spectral jitter histogram, which clearly provides
a good match. In contrast, the spectral jump histogram appears to be more readily
described by a Lorenzian function. The insets show the same histograms on a
logarithmic scale, with both Gaussian and Lorenzian functions superimposed. These
results illustrate that spectral diffusion in such nanoscale emitters follows a universal
distribution of events. Both jump and jitter distributions increase slightly with
increasing temperature (as the temperature is raised from 5 to 300K), but depend
strongly on the incident power [27, 45]. Whereas the jump distribution appears to
follow a sublinear dependence on excitation density, the spectral jitter increases

Fig. 9. Spectral diffusion statistics of the photoluminescence trace shown in Fig. 3a. The histograms
illustrate the difference in energy DE ¼ Epeak; nþ1 � Epeak; n between two subsequent spectral peaks
recorded in the trace. a Overall trace consisting of 800 events. b Events interrupted by fluorescence
intermittency (total of 90). The insets show the histograms on a logarithmic scale with a Gaussian (solid

line) and a Lorenzian (dotted line) superimposed. Adapted from [27]
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linearly [27]. The intensity dependence illustrates that spectral diffusion is a pri-
marily optically driven process [63], resulting from the dissipation of excess photon
energy, i.e. the energy difference between the absorbed and emitted photon.
The spectral jitter, which is resolvable on the time scale of 1 s of the experiment, is

most likely related to the linewidth of the single particle spectrumand thus to random
spatial fluctuations or oscillations of the surface charge density [64]. The overall
histogram of the spectral jitter should therefore contain information on where the
surface charge responsible for the quantum-confined Stark effect is located with
respect to the exciton in the nanoparticle core. Assuming that the random spatial
fluctuations of the surface charge in time, which are responsible for spectral
broadening, are independent of the actual location of the charges on the nanocrystal
surface, the width of the spectral jitter histogram itself should correlate with the
overall spectral red shift. The underlying assumption appears reasonable as the
fluctuations in surface charge aremost likely due to a redistribution of the population
of trap states [80, 81], which should exhibit comparable kinetics along the long axis
of the nanoparticle. The way to test for evidence that spectral broadening originates
from spectral jitter on time scales which cannot be resolved by the experiment is to
study the spectral jitter distribution within different regions of the line width–peak
position correlation. Figure 10a shows a typical correlation, which was arbitrarily
dissected into three regions. Within these three spectral regions, the spectral jitter
histogram is extracted, using the methodology discussed above. Figure 10b displays
the spectral jitter histograms for the three regions, superimposed with Gaussian
functions. It is clearly seen that as the emission shifts to higher energies, the
individual spectral lines narrow, but so does also the actual spectral jitter distribution.
Themean spectral shift from onemeasurement to the next is reduced as the emission
moves to the blue. The higher energy emission corresponds to surface charges
located at the greatest distance to the emitting core. As the surface charges move
closer, the same random spatial fluctuation leads to a greater spectral shift DE from
onemeasurement to the next. The closer the surface charges are to the emitting core,
the greater the effect of a slight lateral redistribution of the charges on the transition
energy will be. Consequently, the further away the charges are from the core, the
more uniform the spectral jitter appears. Figure 10c shows the histogram of the most
distant region labelled �3�, plotted on a logarithmic scale. The distribution is
accurately described by a Gaussian function over two orders of magnitude in event
frequency, illustrating that the local fluctuations in electric field responsible for the
emission dynamics are purely random in nature.
The elongated shape of the nanoparticle therefore allows a direct spatial tracking

of surface charges, leading to correlations of peak position, line width, phonon
coupling strength, emission intensity, and spectral jitter. An optical technique, which
is, in principle, limited to a spatial resolution of a few hundred nanometers, can

1

Fig. 10. Dissection of the spectral diffusion of a single nanocrystal at 5K into three regions, depending
on the magnitude of the Stark effect. aThe linewidth–peak energy correlation appears continuous and is
arbitrarily divided into three equally large regions. b Spectral jitter DE histograms of the continuous
spectral diffusion (blinking events and subsequent discrete spectral jumps were discarded) of the three
regions indicated in panel a. c DE distribution of Sect. 3 shown on a logarithmic scale with a Gaussian
superimposed, which clearly describes the histogram over two orders of magnitude. Adapted from [27]
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therefore be used to derive information on charging-related phenomena on length
scales of a few nanometers. Random spectral diffusion need not necessarily be a
detrimental thing. As discussed below, it can influence excitation energy transfer.
The spectral jitter has also been used in quantum optical experiments to drive the
excitonic transition in and out of resonance with a photonic mode, providing
signatures of strong exciton–photon coupling in a single emitter [82].
An open question is how the clear spectral dynamics correlate with the fluores-

cence lifetime of single nanocrystals. It is conceivable that spatial redistribution of
surface charge leads to a change in both radiative and non-radiative decay rates of the
single nanocrystal [83]. Time-resolved fluorescence spectroscopy will provide
ultimate insight into how the wave function overlap of the exciton is modified by
external charges, andmost importantly whether changes in surface charge density do
modify non-radiative decay dynamics. Most of the present investigations do indeed
suggest that blinking events correlate with a shortening of the fluorescence lifetime
due to an increase in non-radiative decay [84–87], but to date it has not been possible
to correlate this directly with the low-temperature fluorescence spectroscopy.

5. Universal spectral fluctuations in nanoscale systems

The spectral fluctuations observed in the single nanoparticle emission suggest
some level of generality, so the question naturally arises whether similar fluctuations
can be observed in different material systems. The fluctuations most likely originate
from a spatial redistribution of charges, i.e. an optically driven electron transfer
process. Dynamic electron transfer phenomena are well known from photochemical
studies of molecules and surfaces [88], but are also observed in the noise of electrical
transport measurements on small systems [89, 90]. Under certain conditions single
molecules have been found to exhibit similar blinking dynamics to nanocrystals [91],
suggesting some unifying behaviour. Interestingly, very similar spectral fluctuations
are observed in the emission of a single chain of the conjugated polymer MEH-PPV
[92, 93], a prototypical material system used in organic light-emitting diodes and
photovoltaic devices. The excited state structure of such a macromolecule is very
different to that of a quantumdot. The excitation in the polymer is highly anisotropic,
the intramolecular bonds are covalent rather than ionic, and the dielectric constants
are much lower so that the Coulombic interaction between electron and hole is
stronger. Figure 11 displays the fluorescence jitter of such a single-polymer
molecule, emitting in the spectral range around 530 nm at 5K. Discrete spectral
jumps are observed along with a pronounced spectral jitter of the primary transition
line, which has awidth of approximately 0.5 nm. The histogramof spectral diffusion,
which does not differentiate between jump and jitter as in the case of Fig. 9, exhibits a
pronouncedGaussian peak corresponding to the continuous spectral jitter. Side lobes
are observed around �20meV, which result from the discrete spectral jumps. The
histogram of spectral diffusion is evidently similar to that observed for the nano-
crystals, but the typical jumps are approximately twice as large.
On the one hand, the spectral dynamics of single nanocrystals do not appear to

depend strongly on the immediate dielectric environment [24, 69], and are merely
controlled by the immediate density of surface charge on the nanoparticle. On the
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other hand, very similar temporal fluctuations are observed in rather different distinct
nanoscale light sources, such as the conjugated polymer MEH-PPV. An interesting
comparison can be drawn between the polymer and the nanocrystal. In effect, the
polymer also possesses surface charge, harboured by the backbone substituents
which interface the conjugatedp-electron systemwith the outsideworld. Oneway to
test this hypothesis is to carry out Stark spectroscopy of single chains by monitoring
the molecular fluorescence under an electric field [94]. For the case of MEH-PPV,
this experiment reveals that a linear Stark shift of the emission, indicative of the
presence of a permanent polarisation, is only observed when the highly polarisable
p-system is oriented orthogonal to the external electric field. The conclusion drawn
from this result is that the polar alkoxy groups linking the side chains to the
conjugated backbone induce a permanent polarisation within the molecule. Mole-
cules without such polar substituents display a smaller Stark shift [94]. Interestingly,
spontaneous fluctuations of the magnitude of the Stark shift, i.e. the magnitude of
polarisation of the molecule, have also been observed for some material systems
[95], indicating dynamic charge redistribution events. In general, the polarisation of a
nanoscale entity is an extremely important parameter in understanding its interaction

Fig. 11. Spectral diffusion in single chains of a conjugated polymer. a Single chain fluorescence of the
polymerMEH-PPVas a function of time at 5K,measuredwith a temporal resolution of 2 s. The emission
spectrum is shown in a grey scale representation with darkening tones corresponding to increasing
intensity. Switching between seemingly alike emissive states is observed along with a strong spectral
jitter. By fitting aLorenzian line to the individual spectra, both the spectralwidth and the spectral position
can be extracted. bHistogram of the energy difference DE between two consecutive spectra, shown on a
logarithmic scale. The distribution is accurately described by a Gaussian of width 2.4meV. The large

jumps in the spectral trace lead to a second group of events at �22meV. Adapted from [93]
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with individual charges and external electric fields. Conjugated polymers, for
example, are used in light-emitting diodes, field-effect transistors, and photovoltaic
devices. In a light-emitting diode, the question is how a charge carrier is actually
injected from the electrode into the highest occupied or lowest unoccupied orbital of
a molecule. Over two decades of research it has become clear that the injection
efficiency is not merely defined by an offset of the energy of the molecular orbital
with respect to thework function of themetal [96]. A dipole, oriented orthogonally to
the polymer chain, induces an internal electric field which can either increase or
reduce the externally applied field. Injection of charge carriers from the electrodes
therefore only occurs into suitably oriented molecules. The effect is equally
important in field-effect transistors. More so, such devices are based on a field-
induced (electrostatic) polarisation of the medium. If the semiconducting layer is
already polarised due to chemical substitutions or the formation of the trapped
charges within the vicinity of the conjugated segment, an electric gate field will not
be able to switch the conductivity sufficiently. Finally, molecular polarisations could
be rather beneficial to charge separation, the elementary process in photovoltaic
devices.Molecular semiconductors are characterised by vast exciton (electron–hole)
binding energies, typically of order 0.5 eV [97]. Dipoles may promote carrier
dissociation and then guide the optically generated charges on a suitable pathway
towards the electrodes under the action of the built-in field.
These examples serve to illustrate the subtle complexity of describing the inter-

action of a nanoscale electronic systemwith the outsideworld, but also underline the
occurrence of some universal signatures. Noise arising from random charge fluctua-
tions is important in transport spectroscopy of semiconductor nanosystems [90] and
can even induce decoherence in quantum information systems such as Josephson
junction qubits [98]. The random spectral fluctuations, associated with charging
phenomena, are therefore relevant to a wide range of physical systems, and even find
analogues in biophysical relaxation dynamics [99].

6. Control of single particle emission by electric fields

The previous discussion illustrated that the remarkable optical dynamics of single
quantum dots can be understood in terms of temporally varying electric fields.
However, quantitative confirmation that it is indeed electric fields and the quantum-
confined Stark effect which are responsible for the spectral dynamics, can only be
derived from actually applying external electric fields to the particles. This approach
was initially taken by Empedocles and Bawendi in 1998, who demonstrated that
the spontaneous spectral shifts observed in the fluorescence can be reproduced
entirely by external electric fields [64]. Similar effects have also been discussed for
epitaxially grown quantum dots [100]. The authors defined two types of local charge
effects: periodic fluctuations in surface charge; and polarisation of the particle
through (semi-)permanent rearrangement, i.e. generation or annihilation, of surface
charge [64]. The unique system of elongated semiconductor nanocrystals with
broken dimensionality now allows us to address the question of the role of particle
shape in the fundamental interactionwith electric fields [101]. Aswill be shown later
on, this interaction can then be exploited to design a new category of energy transfer-
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based optoelectronic devices [102]. In addition, it will be shown that Stark spectro-
scopy provides direct insight into the shape of the nanoparticle, information which is
hard to access by other means.
Figure 12 summarizes the experimental approach to perform Stark spectroscopy

on single elongated nanocrystals. The nanocrystals are spin-coated in their polymer
solution onto an array of interdigitated finger electrodes, a photograph of which is
shown in Fig. 12a. These fingers have a spacing of 8mmand enable the application of
uniform electric fields of over 0.5MV/cm. It is not entirely trivial to switch from the
conventional microscope samples to the finger electrodes due to the different surface

Fig. 12. The quantum-confined Starkeffect in the emission of single elongated nanocrystals.aPhotograph
of the interdigitated finger electrode structure used to apply large lateral electric fields of up to 0.5MV/cm.
b Image of the electrode structure as seen beneath the fluorescence microscope. The spots correspond to
emission from single nanocrystals. To study field effects, nanocrystals are chosen which are located in
between two electrode fingers, which are clearly identified in the image through enhanced light scattering.
cQuantum-confinedStarkeffect in the single particle emissionat 5K.The normalized emission spectra ofa
single nanocrystal in an external electric field show a large shift to the red by approximately 11nm as the
bias applied is changed fromþ200 to�500 V. d Normalised fluorescence spectra as a function of electric
field applied, indicating a highly asymmetric electric field effect due to the asymmetry of the nanoparticle
shape and composition.Negative fields canmove electron and hole apart in the structure, as indicated in the
inset showing the band structure and the calculated wave functions, whereas positive fields barely modify
the confinement. The solid line shows the results of calculations using the effectivemass approximation in a

selfconsistent field method. Adapted from [101]
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wetting properties of the lithographically prepared electrodes, requiring an adjust-
ment of nanoparticle concentration and spinning speeds. Figure 12b illustrates a
microscope image of the nanoparticles deposited on top of the finger electrodes.
Fluorescence spots are observed both between the electrodes and on top of the
aluminium fingers. As one would expect from spin-coating a highly dilute, non-
viscous solution, accumulation of particles occurs near the edges of the fingers. Stark
spectra are only considered from particles situated at the centre between the two
electrodes. Figure 12c displays a typical Stark shift spectrum, recorded under an
applied bias of þ200V (black) and �500V (red). Evidently, the electric field can
strongly modulate the fluorescence spectrum, leading to a shift of the emission
maximumby over 11 nm.Aswill be shown later on, this is a significant spectral shift,
many times the transition line width, which can be exploited in applications. In
contrast to spherical nanocrystals, which typically exhibit a small quadratic (iso-
tropic) Stark shift superimposed on a strong linear Stark shift depending on the
polarity of the surface charge [64], suitably oriented elongated nanocrystals gen-
erally display a highly anisotropic Stark effect, as shown in Fig. 12d. A spectral shift
is only observed for negative electric fields, not for positive fields. This effect is a
direct consequence of the spatial asymmetry of the nanoparticle, which outweighs
any influence of polarising surface charges. The quantum-confined Stark effect leads
to a red shift of the excitonic transition when the electron (or hole) wave function can
penetrate the quantum-confining barrier layer. This is only the case for negative
fields in the example given. There is a substantial energetic barrier for holes between
the CdSe core and the CdS shell, whereas the electron is effectively isoenergetic in
the two materials. Application of a negative field for a particle with the CdSe core
pointing towards the cathode results in the electron within the exciton being pushed
out of theCdSe core. This lowers the quantummechanical confinement and results in
a spectral red shift. Reversal of the field does not alter the transition energy
significantly, as the electron and hole cannot be pushed arbitrarily close together
due to an increase in the correlation energy with decreasing carrier spacing [101]. A
relatively straightforward effective mass Hamiltonian, solved using an iterative
selfconsistent field method and described in [101], reproduces the experimental
observations accurately as shown by the solid line in Fig. 12d. Some approximations
have to be made in this comparison, however, as the surrounding matrix and the
substrate partially screen the electric field. The effective electric field experienced by
the particles is therefore somewhat smaller than the mere ratio of the potential
applied to the electrodes and the electrode separation. The sketches inset in Fig. 12d
illustrate the calculated wave functions of electron and hole in the nanoparticle. A
direct consequence of the separation of electron and hole through application of an
electric field is the reduction in wave function overlap, which determines the
radiative rate. Assuming that the non-radiative rate remains constant, reduction in
the wave function overlap should therefore result in a decrease in emission intensity.
Note that the reduction in emission intensity was also described above for the case of
spontaneous rearrangements of surface charges, and could clearly be correlated with
the change in emission wavelength as shown in Fig. 8 [27]. The externally induced
spectral and intensity fluctuations are, however, significantly larger than the spon-
taneously occurring phenomena.
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Fig. 13. Statistics of the quantum-confined Stark effect for 88 single nanoparticles. a Correlation
between the maximum Stark shift and the overall intensity modulation (black squares). Large squares
indicate 5meVaverage bins. b Statistical distribution of the QCSE magnitude as a function of emission
wavelength. The grey triangle highlights the increase of the QCSEwith the decrease in emission energy.
This decrease in energy corresponds to an increasing aspect ratio and thus an increasing electron
penetrationvolume. The triangular scatter arises because of the random particle orientation. c Frequency
of occurrence of a particular Stark shift illustrating an isotropic spatial distribution of the particles with
respect to the field. The green line indicates the statistically expected distribution. Adapted from [101]

Fluorescence spectroscopy of single CdSe nanocrystals 335



The average spectral shifts per unit field are several times greater for the elongated
nanoparticles than for spherical particles [64]. As the elongated particles are larger,
the overall effect of surface charge on the spectral characteristics is weaker than for
spherical particles, in particular when compared to core-only spheres [64]. The
influence of a large external electric field can therefore be described accurately
without needing to include surface charge effects, which only serve to induce a
particular electric field offset to the spectral shift. Nanoengineering of the electronic
structure of the particle allows us to induce a new functionality, in this case an
enhanced quantum-confined Stark effect.
The Stark effect is anisotropic in these anisotropic particles and can be used to

extract information on the shape and shape distribution of the nanocrystals. Although
transmission electron microscopy provides access to the shape distribution of the
particles, it cannot yield information on the microscopic distribution in composition
and in particular on three-dimensional shape. Stark spectroscopy probes the polari-
sability of the nanoparticle, which is a three-dimensional quantity directly related to
the volume of the particle. Figure 13 provides detailed statistics of the modulation of
single particle photoluminescence by an electric field of 350 kV/cm. The electric
field leads both to a spectral shift (to the red) and to a modulation in intensity (a
reduction), defined as Imax/Imin. For the 88 particles shown in the figure it is apparent
that the intensity modulation correlates directly with the Stark shift. The further
electron andhole can bemovedapartwithin the nanocrystal, the larger the Stark shift,
the greater the intensity modulation. The large squares in the figure indicate the
average binned over a region of 5meV to reduce the statistical scatter in the data
points. The scatter in the Stark shift and in the intensity modulation can have two
origins: either the particles are not aligned suitably with respect to the electric field;
or the polarisable volume varies strongly from particle to particle. These two effects
can be distinguished. The polarisable volume must correlate with the particle size,
which is in turn defined by the aspect ratio. The larger the particle, the weaker the
overall quantum confinement, the further in the red emission occurs. Figure 13b
provides a plot of the observed Stark shift against the zero-field fluorescence peak
position, which is expected to correlate directly with the size of the nanoparticle. It is
seen that the larger the particle is (i.e. the further in the red the emission occurs), the
greater the maximum observed Stark shift is. However, the particles are oriented
randomlywith respect to the electric field, so if a particle has its long axis orthogonal
to the field only a very weak spectral modulation will be recorded [101]. Conse-
quently, the scatter of points in the plot is described by the shape of a triangle. To
address the question of orientation, we can now consider the most polarisable
particles, i.e. the particles in Fig 13b with a transition energy smaller than 2.05 eV.
Figure 13c shows a histogram of the frequency of a particular Stark shift for these
largest particles. The histogram resembles a flat step, switching at a Stark shift of
25meV. The histogram can be accurately reproduced by semiempirical calculations
[101] by assuming a random distribution of the particles in the plane with respect to
the electric field, as indicated by the green line.
Semiconductor nanocrystals are highly polarisable so that their emission char-

acteristics can be controlled by external electric fields, making them suitable
building blocks for optoelectronic devices. Engineering of the shape breaks the
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particle symmetry so that only a certain subset of nanoparticles respond to electric
fields. On the one hand, one would expect the highly anisotropic Stark shifts to
average out in the ensemble; no change of photoluminescence with electric field
should be observed in a bulk film [64]. However, temporal modulation of the electric
field allows one to pick out a particular shape subset of nanocrystals, namely just
those nanocrystals which display the strongest electric field response. This enables
fluorescence modulation and the Stark effect to be observed at room temperature in
the ensemble [103]. In brief, a thin film consisting of a blend of nanocrystals in an
inert polymer matrix is deposited between two vertical electrodes. Application of
an electric field quenches the fluorescence of the ensemble, as is readily observed.
Time-resolved (gated) spectroscopy allows one to study both the intensity and the
spectral dynamics. If the electric field applied to the device is removed after a
duration of one microsecond, much of the initially quenched fluorescence is
recovered, leading to a pronounced fluorescence burst. The anisotropic shape of
the nanocrystals therefore provides a pathway to storing excitons in semiconductor
nanostructures, over time scales well beyond the typical durations of radiative decay.
This is made possible by reversibly converting the direct, emissive exciton into an
indirect, dark state [104]. Interestingly, the fact that the temporal gating technique
accesses a particular subset of nanocrystals allows the observation of the quantum-
confined Stark effect in the ensemble emission at room temperature [103]. This
room-temperature demonstration of an electric field effect illustrates the power of
low temperature single particle spectroscopy in identifying new application areas of
nanoscale semiconductors.

7. Single nanocrystals as a probe of excitation energy
transfer in disordered systems: the FRET gate

Much of the research interest in semiconductor nanocrystals has been driven by
their characteristics as bleach-resistant nanoscale light beacons [105]. Single
molecule fluorescence opened an entirely new dimension to the physical character-
isation of biological systems [106] and has enabled experimenters to observe the
hybridisation of single DNA strands, folding of proteins, and even the nature of
motion of various molecular motors [107, 108]. Optical experiments in the limit of
linear excitation are confined to length scales comparable to the wavelength of light,
dimensions much larger than a typical displacement of a molecular entity. However,
by studying the combined optical response of two fluorescent species, the spatial
resolution of optical microscopy can be enhanced dramatically [109]. Labelling a
DNA strand with two different fluorescent molecules, a donor and an acceptor, can
provide information on hybridisation of the DNA. Provided an electronic resonance
exists between the two labels, i.e. the donor can pass its excitation energy on to the
acceptor given sufficient spectral overlap between the donor emission and the
acceptor absorption, a small rearrangement in the spatial orientation or separation
of the donor with respect to the acceptor will result in a substantial change in the
acceptor emission intensity. Such experiments assume that donor and acceptor labels
can be excited selectively, i.e. that the donor can be excited optically without
photopumping the acceptor.On the other hand, the donor should absorb asmuch light
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as possible to maximize the fluorescence of the beacon while minimizing residual
and undesirable background fluorescence. Semiconductor nanoparticles have very
broad absorption spectra, with the absorption increasing continuously as the
wavelength of light is reduced below the optical gap. In addition, nanocrystals are
larger thanmost molecular dyes and can hence absorbmore light energy per particle.
Semiconductor nanocrystals are therefore interesting as labels for biophysical
investigations [110–115]. As will be discussed in the following, the FRET properties
of nanocrystals can even be used to learn more about the nanoparticle material
characteristics and its interaction with the surrounding.
FRET can be likened to transmission and reception of radio waves on the

nanoscale. Only when transmitter and receiver are in resonance, i.e. the transmitting
and absorbing antennae and oscillating circuitry are tuned to have the same
frequency, can energy and information be transferred. In addition, FRET is a
near-field phenomenon. As light passes through a block of glass and is reflected
at the boundary to air due to total internal reflection, only the travelling part of the
light-field is considered. However, press a second block of glass against the first
block of glass, and light transmission through the thin air gap will be observed. As in
the analogy of quantum mechanical tunnelling, the solution to Maxwell’s equation
simply becomes real, i.e. exponentially decaying, in the region of total internal
reflection. An index-matched material can enable the wave solution to become
imaginary and therefore propagating again, in effect tunnelling the light across a non-
propagating gap. Electrodynamic interactions over this gap are extremely sensitive
to distance. Efficient coupling between transmitter and receiver can occur over the
gap, i.e. for the real, evanescent wave solution of the wave equation.
Most considerations of FRET in the past have only taken the spectral overlap

between donor emission and acceptor absorption in the ensemble into account. FRET
is, however, a fundamentally microscopic process. A complete understanding of
FRET therefore requires that the microscopic spectral overlap between the absorp-
tion of one single acceptor unit and the emission of one single donor unit are
considered. As discussed above, going from the ensemble of nanocrystals to single
particles and lowering the measurement temperature dramatically reduces the
transition line width. If nanocrystals are used as donors in a FRET experiment, one
may expect the strength of resonant incoherent dipole–dipole coupling to change
with temperature. This change will depend on the properties of the acceptor
transition. Typically, one may expect that the absorption line width of a single
acceptor will also narrow with decreasing temperature. One single donor will
therefore not be able to pass excitation energy to any arbitrary acceptor, but only
to proximal acceptors with suitable transitions. The density of these acceptors will
decrease as the temperature is lowered. On the other hand, as the temperature drops,
FRET becomes much more selective and can therefore be used to probe a certain
subset of the ensemble. Fortunately, the electronic transitions of nanocrystals are
tuneable through the quantum-confined Stark effect. We therefore expect to be able
to push an individual donor–acceptor pair in and out of resonance.
Figure 14 summarizes the concept of electrically controllable F€orster-type energy

transfer between a single semiconductor nanorod and a suitable dye acceptor [102].
As FRET becomes selective at low temperatures to a small subset of the acceptors,
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we can consider the nanocrystal donor in a mixture with dye molecules at higher
concentration. The nanocrystal donor with the much larger absorption cross section
(in the present case, for the choice of excitation wavelength of 458 nm and the
cyanine dye derivative used as an acceptor, the absorption ratio is over 1:1000) acts as
a form of excitonic optical nanoantenna, absorbing the incident laser radiation and
passing it on selectively to a dye molecule in its vicinity [116]. The nanocrystal
nanoantenna is therefore able to pick a single dye molecule out of a seemingly
homogeneous film of dye molecules, effectively forming a subdiffraction optical
probe addressed in the optical far-field. A typical nanocrystal will not display
suitable spectral overlap with the dye emission as the transitions narrow at low
temperature, as indicated schematically in Fig. 14b. Application of an electric field
can remedy this deficiency, driving the nanocrystal donor into resonancewith the dye
acceptor (Fig. 14c, d) so that electrically controlled FRET occurs.
The experimental implementation of this FRET switch is demonstrated in Fig. 15.

A periodic electric field is applied to a mixture of nanocrystals and dye molecules.
Figure 15a shows the modulation of the fluorescence of a nanocrystal in a plot of
fluorescencewavelength against time. Turning the electric field on and off leads to a
red shift of the nanocrystal emission by approximately 10 nm. This spectral shift can
drive the nanocrystal into resonance with the absorption of a nearby dye acceptor.
Figure 15b displays the fluorescence of such a dye molecule as a function of time,

Fig. 14. Electrical control of energy transfer in a single FRET couple consisting of an absorbing dye
molecule and an emitting nanocrystal. a The nanocrystals are dispersed in a dye film so that the
nanocrystal concentration by far exceeds the concentration of dye molecules. Each nanocrystal should
therefore, in principle, have an adjacent acceptor molecule. b At low temperatures, however, the
electronic transitions of donor and acceptor are too narrow to enable a sufficient spectral overlap,
required for efficient FRET. c Application of an electric field to the nanocrystal–dye mixture can
facilitate FRET by shifting the emission of the nanocrystal into resonance with the absorption of an

adjacent dye molecule d. Adapted from [102]
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recorded at a temperature of 50K.Note that the dye spectrum is significantly broader
than the nanocrystal spectrum and shifted to the red by over 60 nm. In contrast to the
nanocrystal emission, the dye luminescence does not exhibit any spectral shift with
applied bias. However, the dye emission is switched on and off depending on the

Fig. 15. Electrical control of energy transfer. a A periodically modulated electric field shifts the
emission a typical nanocrystal by 10 nm. This shift in emission spectrum controls the FRET efficiency
from nanocrystal to dye, depending on the zero-field spectral overlap of nanocrystal donor and dye
acceptor. b If the adjacent dye molecule is not in resonance with the nanocrystal emission at zero-field,
the applied electric field can switch FRETon, thereby making the dye fluorescence appear. Note that the
dye spectrum is distinct from the nanocrystal spectrum: it is shifted to the red to approximately 680 nm
and significantly broadened. c If donor and acceptor are in resonance at zero-field, application of an
electric field can destroy the resonance, thereby turning the acceptor emission off. The overall phe-
nomenon corresponds to a form of a field-effect switch, in which the electrical gate – the Stark effect –
controls the excitation energy flow from source (nanocrystal) to drain (dye molecule). Adapted

from [102]
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magnitude of the electric field. Application of the field drives the nanocrystal into
resonance with the dye so that excitation energy is transferred – the dye molecule
lights up. As in the case of the nanocrystals (see Fig. 2a), every single dye molecule
has a distinct transition energy as everymolecule has a slightly different microscopic
conformation which controls its electronic structure. A certain dye molecule may
therefore turn out to be in resonance with the nanocrystal donor in the absence of an
electric field. In this case, which is illustrated in Fig. 15c, the electric field drives the
nanocrystal out of resonance with the dye acceptor; the dye fluorescence vanishes
under application of a field.
This concept of voltage-switchable energy transfer can be thought of as a

nanophotonic transistor in the form of a FRET gate, as illustrated in Fig. 15. A
voltage gate, the quantum-confined Stark effect, controls the flow of excitation
energy from the source (the nanocrystal absorber of external radiation) to the drain
(the dye emitter of radiation to the outsideworld). It is now up tomaterials chemists to
devise routes of linking multiple such logic elements to each other to construct
versatile nanophotonic circuitry. This will be an interesting challenge, as it is already
hard to link precisely onemolecule to one single nanocrystal [117],which is physically
much larger. As an aside, this FRET gate also constitutes an exquisite sensor of the
local dielectric environment, which controls the electric field experienced by the
nanocrystal. The FRET functionality in effect serves to amplify the quantum-confined
Stark effect: the spectral shift of the nanocrystal by �10 nm results in a shift of the
emission of the hybrid couple from the nanocrystal to the dye molecule, i.e. by over
60 nm. The recent demonstration of the possibility to sense the photonic environment,
i.e. the photonic mode density, with a single nanocrystal [118], provides an additional
avenueof applications for tuneableFRETcouples. It is alsoworth noting that electrical
pumping of single nanocrystals was recently demonstrated [119, 120]. In combination
with lateral electric fields which tune FRET, such a device could offer a voltage
tuneable light-emitting diode for single photons on demand.
The FRET gate can also be used to gain insight into the disorder limitation of

energy transfer, which is as important in biological light-harvesting systems as it is in
synthetic energy conversion devices. The electric field can effectively be used tomap
out the inhomogeneous broadening of the local acceptor ensemble. Interestingly,
spectral diffusion as discussed above can reduce the constraints on resonance
matching of donor and acceptor. In addition, thermally activated spectral broadening
(which may be due to increased electron–phonon coupling, accelerated spectral
diffusion, or even accelerated electronic dephasing) can enhance microscopic
dipole–dipole coupling [2]. It was found that the FRET gate experiments were
ideally performed at temperatures around 50K. Below this temperature, the elec-
tronic transitions particularly of the acceptor become too narrow so that spontaneous
spectral diffusion leads to a random temporal modulation of the FRET efficiency
[116]. For higher temperatures, on the other hand, the Stark shift becomes too small
with respect to the transition line width, diminishing the FRET gate effect.
It is often assumed that spectral overlap in the ensemble is a sufficient criterion for

FRET to occur. This is clearly not the case. Increased polydispersity of the particles
could readily improve the ensemble spectral overlap. If anything, this would reduce
the microscopic density of suitable donor–acceptor pairs, leading to an overall
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reduction in FRETefficiency. Biophysical nanocrystal beacon experiments therefore
require a careful trade-off between single particle and single molecule linewidths of
donor and acceptor as well as their spectral separation to optimize the probability of
creating a functional FRET couple.
Returning to the original discussion of this chapter, it is interesting to note the

influence of spectral diffusion on FRET. Depending on the temperature and the line
widths relative to the typicalmagnitudes of spectral diffusion, a randomspectral jitter
of either donor or acceptormay increase or decrease FRET. For a casewhere spectral
overlap is generally poor, random spectral fluctuations may sporadically enhance
FRET. In an ensemble, these fluctuations in FRETare clearly averaged out, but they
directly determine the overall FRETefficiency. A microscopic control over spectral
diffusion, which may be achievable through chemical modification of the surface
groups, could therefore be of interest to tuning FRETefficiencies of nanocrystals to
molecular materials, for example, in hybrid polymer–nanocrystal solar cells [121].
Finally, it is worth noting that electrical control of dipole–dipole coupling in
molecular systems [122] and in epitaxially grown quantum dots [123, 124] has
been discussed in the context of quantum computing applications. The synthetic
versatility of semiconductor nanocrystals certainlymerits taking a deeper look at the
surprising range of functionality achievable with these systems in terms of applica-
tions whichmay not be immediately apparent – such as quantum computation [125].

8. Conclusions

Semiconductor nanocrystals constitute a fascinating example of nanoscale light
sources. The control of physical shape and chemical composition availed by ever
increasingly versatile synthetic procedures goes hand in hand with nanoscale optical
characterisation techniques. Single particle fluorescence probes the immediate
electrostatic environment of the particle, but in turn also provides direct information
on the shape of the nanostructure. Studies of single particles directly reveal the
intrinsic electronic properties, which are important for describing the electronic
transitions with suitable theoretical models [101]. The single particle studies reveal
that a significant contribution to spectral broadening of the ensemble arises from
spectral diffusion of the individual excitonic transition. This spectral diffusion
correlates directly with the shape of the nanocrystal and can be thought of as
originating from the spatial redistribution of surface charge [27]. The elementary
transition in the nanocrystal is highly polarisable, making electric field modulation
possible on the single particle level. These quantum-confined Stark spectroscopic
investigations also bear strong signatures of the nanoparticle geometry, promoting
Stark spectroscopy to aversatile tool for studying nanoscale shape [101]. The electric
modulation of single particle fluorescence constitutes an example of a nanoscale
optoelectronic device, where electrical information is encoded onto an optical
output. While usable single particle modulators are still a long way off, this
remarkable ability to control the electronic properties of a nanoscale light source
enables the construction of a unique functional device, the FRET gate, which
switches the flow of excitation energy. This proof of principle, which is also
important to understand the general disorder limitation of FRET and the way in
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which this limitation can be overcome by spontaneous spectral diffusion, points the
way to a new class of hybrid nanoscale deviceswhichwill exploit the full potential of
molecular and colloidal selfassembly. Having demonstrated such novel function-
ality, which is only made possible by bringing together material constituents with
differing individual properties [102], materials chemists are now challenged to
develop routes to link different nanoscale FRET gates together to construct logic
circuitry. Such building blocks could find applications in both computation and
communication, and are particularly interesting for the development of novel
dielectric and biophysical nanoscale sensors.
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1. Introduction

Research and development in nanotechnologyhas become an increasingly popular
trend in the last 5 years as the demand and production of nanometer-sized materials
continue to grow. Nanotechnology is an area of research encompassing multi-
disciplinary studies (including chemistry, physics, engineering, and biotechnology),
and has diverse applications in agriculture, automobile, clothing, defense and more
recently, biology and biomedicine [1, 2]. Among many different nanotechnological
products, quantum dots (QD) have gained a lot of popularity as imaging probes
in biology due to their very special physico-chemical and optical properties [3, 4].
They are stable, highly fluorescent, tunable and can be functionalized via surface
modifications. Despite the numerous ongoing studies on QD synthesis to improve
their physical properties, the biological effects of QDs are poorly investigated. Thus
far, it is known that QD biocompatibility is largely dependent on their size, surface
charge, core and surface materials [2]. Currently, extensive studies on the interac-
tions (or interference) ofQDswith cellular processes are under investigation inmany
scientific centers.
The understanding of cellular processes and molecular mechanisms is essential

for drug discovery, particularly for disease diagnosis and treatment; however current
development in biomedicine is hindered by the lack of tools to visualize cellular
events and signaling of individual molecules [5]. Integration of nanotechnology in
biomedicine is thus timely and inevitable, as high resolution biomedical imaging,
frommicroscopic to nanoscopic and from two-dimensional to spatio-temporal [6, 7],
is rapidly progressing.

2. Quantum dots as imaging tools in biology and medicine

2.1 Advantages and limitations of quantum dots and fluorescent
dyes. Among the current array of nanotechnology products, semiconductor nano-
crystal quantum dots were first reported to be a very promising tool for cellular
imaging by two groups of scientists (Alivisatos and Nie) in 1998 [8, 9]. The colloidal
QD core typically ranges from 2 to 10 nm in diameter, and is typically composed of



atoms from groups II–VI (e.g. CdTe, CdSe) and III–V (e.g. InP, InAs) of the periodic
table. These QD cores are often capped with an additional layer or �shell� of
inorganic material (e.g. ZnS) to enhance their quantum yield, resulting in enhanced
signal-to-noise ratio (robust signal). Depending on the size and composition, QDs
can emit at distinct and different wavelengths, all theway fromUV through visible to
near-infrared (NIR). Unlike traditional organic fluorophores, QDs absorb wave-
lengths from a broad spectrum and in turn, emit in symmetrical and narrow spectra.
Taken altogether, QDs of different sizes can be excited simultaneously by a single
wavelength and emitwith distinctly different colors, allowing for concurrent labeling
of multiple species [10, 11]. In addition to their novel and unique optical properties,
QDs are also highly photostable due to their inorganic composition, rendering them
less susceptible to photobleaching and providing them with significantly longer
fluorescent lifetimes (10–40 ns) compared to organic fluorescent dyes, thereby
permitting their use for long-term, repeated imaging [9, 12].
QDs are often synthesized in an organic environment, and in order for biological

applications, QD surfaces must be modified with hydrophilic material (e.g. mer-
captoproprionic acid, cysteamine) or micelle-forming polymeric materials to en-
hance their water solubility [13, 14]. To prevent aggregation of these nanoparticles,
surface conjugations with synthetic polymers such as polyethylene glycol (PEG) are
often advantageous, allowing QDs to remain as finely dispersed individual nano-
particles (Fig. 1).
The extent of cellular internalization and subcellular distribution of non-function-

alized, hydrophilicQDs is largely dependent on nanoparticle size and surface charge.
Studies from our group showed that different charges on CdTe QD surfaces can
regulate the extent of nanoparticle uptake such that the more positively charged
(cysteamine-capping) nanoparticles are taken up more readily [15]. QD internaliza-
tion can also be enhanced by surface conjugation with phospholipids, synthetic
polymers (i.e. PEG) [14] or other synthetic material like silica [16]. Lovri�c et al.
showed that non-functionalized, cationic CdTe QDs (cysteamine-capping) are
internalized readily, within 1 h of incubation with cells, suggesting uptake mecha-
nisms involving phagocytosis in microglia and macrophages in peripheral sites [17].
The larger, red-fluorescing QDs (�5 nm in diameter) are retained in the cytoplasm,

Fig. 1. Quantum dot �anatomy�
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whereas the smaller, green-fluorescing QDs (�2 nm in diameter) are localized in the
nucleus. These findings were corroborated by the recent work by Volkov et al.,
showing that non-functionalized CdTe QDs exploit the cellular active transport
machinery for delivering these QDs to specific intracellular destination [18]. Both
of these studies point towards a critical role of the size, charge and surface properties
ofQDswhich togetherwith the cell-type specific propertieswill determine the fate of
these nanocrystals.

2.2 Imaging of cellular and subcellular structures. Mammalian cells are
typically 10mm in diameter and contain a variety of subcellular machineries in the
sub-micron range, which act to control cellular function and maintain homeostasis
[19]. Pathak et al. showed that QDs bioconjugated with cell-type specific antibodies
can be used to distinguish between neurons and glia in primary cultures without the
use of secondary antibodies [20]. Antibodies against b-tubulin (ubiquitous cyto-
skeletal protein specific to neurons) and glial fibrillary acidic protein (GFAP, specific
to glia) were conjugated to streptavidin-conjugated QDs to label primary cortical
cultures. Compared to the blurry signals obtained from traditional fluorophore-
tagged secondary antibodies, cells labeled with QDs were brighter and exhibited
sharper and finer features. Although these are the pioneering studies exploiting QD-
conjugates to explore neurons and glia, such approach has a number of limitations for
in vivo studies in whole animals. For instance, the size of the QD-antibody structure
may be too large to cross the blood brain barrier unless a targeting moiety with
penetrating properties (e.g. TAT peptide, transferrin receptor) was added to facilitate
the transport. Secondly, stability of the QD-antibody bond may not be adequate to
preserve the integrity of the complex long enough for delivery to the destination (e.g.
in deeper structures of the central nervous system).
Biological function cannot be determined by simply elucidating cellular and

molecular structures without studying the spatio-temporal organization and dis-
tribution of intracellular molecules, and more importantly, tracking dynamic mo-
lecular interactions in real-time. Intracellular organelles are composed of and are
regulated by nanometer-sizedmolecules such as proteins (1–20 nm) (Fig. 2). Current
imaging techniques, including electron and confocal microscopy, have helped to
elucidate the structure and the specific localization of these nanomolecules. Highly
fluorescent and photostable QDs can allow live imaging of individual cellular

Fig. 2. QD sizes relative to drug molecules and mammalian cells
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components with high resolution, selectivity, precision and bright fluorescence.
Dahan et al. studied and compared the dynamic action of individual glycine
receptors (GlyR) in rat spinal cord neuronal cultures, using an antibody against
the GlyR a1 subunit, tagged either with QDs or a commonly used fluorescent dye
(Cy3) [21]. In addition to the enhanced brightness in fluorescence of QD-GlyR
(almost an order of magnitude higher than Cy3-GlyR), the authors were able to
extend the live tracking of GlyR lateral dynamics in the neuronal membranes to
20min using QD probes, compared to the much shorter 5 s fluorescence lifetime of
the Cy3 probe. Diffusion coefficients of the QD-GlyRs localized within the synaptic
cleft were also found to be larger compared with bead-GlyRs, suggesting that there
is little or no interference of receptor dynamics by QDs compared to beads.
Imaging cell surface receptors dynamics is only one of the many aspects of signal

transduction; trafficking and transport of ligands are also important for localizing
the function of a specific molecule in real-time. Cui et al. conjugated QDswith nerve
growth factor (NGF) and tracked the uptake and retrograde transport of NGF in rat
dorsal root ganglia cultures (DRG) [22]. DRG cultures are often used as a model
system in neuroscience to explore signal transduction pathways involved in nerve
growth and survival [23, 24]. These primary cultures consist of mixed neurons and
Schwann cells and provide a superior model over the immortalized cell line, as the
mixed cultures conserve the interactions between the cell types, thereby better
representing the actual environment cells are normally exposed to [25]. NGF-QDs
were found to be taken up by the TrkA receptors and these receptorswere transported
along the axon by endosome-like vesicles ranging between 50 and 150 nm in
diameter. The rate of uptake was comparable to studies using radiolabeled NGF
(125I-NGF), suggesting that QDs do not restrict or profoundly alter NGF structure,
and more importantly, do not hinder NGF trafficking. In addition, the studies
show that colocalization and activation with TrkA receptors, and phosphorylation
of Erk1/2 were not abolished, indicating that the functionality of NGF was not
impeded by the QDs [25].
As shown by these studies, target-conjugated QDs can be and has been used not

only as a cellular marker, but as a molecular marker which can track the live,
dynamic action of a molecule with bright fluorescence for a relatively long time
without interfering with their endogenous function or motion. Similar approaches
can be taken to explore other receptors, their distributions and functional changes
under experimental conditions. Such studies are invaluable to gain insights into
molecular mechanisms at the cellular level and how they are conducted under
relatively controlled conditions. The limitation of such studies is that it does not
provide functional connections and communications in situ, as it is in a living whole
animal. In the next section, we will highlight several studies and discuss some of the
advantages and limitations of whole animal studies with QDs.

2.3 Functional cell imaging in living animals in real-time. Whole animal
imaging was limited for a long time mainly because of the poor signal resolution,
resulting from the photounstable dyes, despite the quality of the microscopes used.
With the advances of improved contrast agents, newopportunities arose and provided
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a better handle to explore normal and diseased tissues, as well as the entire body of
experimental animals and humans.
One of the objectives in imaging normal and pathologic sites in the body is not only

to detect the site, but also to providemeans of detecting dynamic changes as a response
of progressive tissue deterioration or gradual recovery from the injury. In this regard,
our laboratory has recently devised a way of merging nanotechnology with transgenic
technology and investigated the responsiveness of glial cells in living mice. QDs
were administered directly into brain parenchyma [26]. The objective of this work
was to establish a sensitive in vivo assay for the responsiveness of astrocytes to the

Fig. 3. In vivo neuroimaging of injected quantum dots in transgenic animals. Expression of luciferase
(Luc) is driven by the glial fibrillary acidic protein (GFAP) promoter in the GFAP-Luc transgenic mice
(promoter is activated in response to stress) (a). The substrate for luciferase (i.e. luciferin) is injected and
bioluminescence is detected. b GFAP-Luc mice (Xenogen-Calipers LS, Alameda, CA) were imaged
using the IVIS in vivo imaging system, 24 h after injection with 16 pM PEGylated CdSe/ZnS QDs

(emission wavelength 705 nm) [26]
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nanoparticle-induced brain injury. Astrocytes are glial cells which are activated
around the site of injury or more widely in brain inflammation [27]. Currently, there
are commercially available a number of transgenic mice expressing luciferase
(Luc) under the control of different promoters, allowing for real-time imaging of
specific tissues in the whole animal, depending on the specificity of the promoters.
The transgenic animals (GFAP-Luc;Xenogen-CaliperLS) used inour studyexpress

luciferase under the control of a promoter specifically expressed in astrocytes (i.e.
GFAP). Once activated, the GFAP promoter induces luciferase expression and upon
injection of the substrate (i.e. luciferin), a strong luminescent signal is generated and
can be quantified. The illustration shows the principle of the luciferase expression and
detection in GFAP-Lucmice (Fig. 3a) and provides an example of astrocyte activation
surrounding the QD administration (Fig. 3b). It was noted that the rate of astrocyte
activation is very different depending on the type of surface on the QDs [26]. This
finding underlines the importance of thorough characterization of nanoparticles to be
used since QDs with even comparable sizes and core materials but different surface
properties can markedly change the kinetics and intensity of astrocyte activation.
Among the many QDs and other fluorescent or non-fluorescent nanoparticles,

infrared-emitting QDswere used in our invivo studies. Emission in the near-infrared
is necessary to overcome autofluorescence, to penetrate the skull and to provide for
long-term, repeated live imaging of the brain [26]. We recently reported that NIR
QDs can be used for deep tissue imaging and can penetrate up to 6mm of tissue [28].
As promising as these initial in vivo results with QDs may be, further research is
necessary to characterize and optimize QD properties and to study how these
properties are altered in an in vivo system, where these QDs end up, how long they
stay at one site or whether they are eliminated and do not present any hazard to the
normal functions of the surrounding tissues and of the whole organism.

3. Quantum dots as diagnostic tools

Investigation of nanoparticles for diagnostic purposes is currently the most ad-
vanced and well-studied in the field of oncology [29–34]. Cancer is presently the
leading cause of death in North America and the number of new cases in the United
States is expected to be over 1.5 million in 2008 (American Cancer Society Inc.).
Current cancer therapies are lacking due to inadequate understanding of the multi-
modality disease, particularly failing to detect tumor formation with early diagnosis
and accurate prognosis, and in turn impeding the effectiveness of anticancer drugs.
Existing diagnostic approaches are mostly limited to the detection of relatively

large, solid tumors, which often involve invasive techniques such as tissue biopsies
[29]. In most cases, this detectable tumor is at a late stage, at which the cancer has
metastasized to other tissues, resulting in a greater challenge for both tumor detection
and proper therapeutics. In addition, tissue biopsies are difficult to obtain from deep
tissues, bioanalytical assays from urine and blood samples are often not providing
reliable results, and imaging with contrast agents are limiting as current dyes cannot
distinguish between the highly invasive and benign types of tumor. More recently,
high throughput genomic and proteomic analyses have revealed that many of these
subtypes can be distinguished based on expression profile rather than presence of a

354 A. O. Choi, D. Maysinger



single protein [30]. It would therefore be useful to have diagnostic tools which could
allow for simultaneous detection ofmultiple proteinswith sufficient sensitivity.QDs,
among other nanotechnological products, could become versatile tools for screening
cancer markers in biological fluids (urine, blood) and tissue biopsies, as well as high
resolution contrast agents for medical imaging of metastatic tumors [31].
The rationale for using QDs as diagnostics in cancer are the following: (i) they

are highly fluorescent and can be used for deep tissue imaging in vivo, (ii) they can
serve as sensitive probes for multiple cell types because of their multiplexing
abilities and wide range of tunable emissions [3], and (iii) utilization of function-
alized QDs to target tumors in experimental animals shows promising results for
future developments and eventual applications in humans.
Voura et al. reported the use of non-functionalized CdSe/ZnS QDs for

multiphoton tracking of �metastasis� of different tumor cell populations in animals
[31]. Different populations of murine lung melanoma (B16F10) were matured in
vitro and transfectedwithQDs emitting in different wavelengths (510, 550, 570, 590,
and 610 nm), after which these were injected into syngeneic mice. Tumor cell
invasion into the lung was assessed using fluorescence emission-scanning micro-
scopy 5 h after QD injection, and the individual tumor populations could be clearly
identified. Another study by Stroh et al. also reported the use of non-functionalized
CdSe/ZnS QDs in imaging murine mammary adenocarcinoma vasculature in vivo
[32]. QDs with different colors were encapsulated into micelles and injected into
GFP-transgenic animals xenografted with tumors and multiphoton microscopy was
used to track the uptake of these nanoparticles into the tumor vasculature. The group
reported that the QD-labeled vasculature could be clearly distinguished from
perivascular cells in vivo, and labeling of the bone marrow with another type of
QDs also showed recruitment of precursor cells to the vasculature. These studies not
only again emphasize the promising implications of QD imaging in vivo, but also
show the ready uptake of QDs by tumors via passive targetingmechanisms. It is well
documented that macromolecules and nanoparticles can progressively accumulate
in tumors due to the hypervasculature and enhanced permeability, a process known
as enhanced permeability and retention (EPR) [33].
In addition to passive uptake of nanoparticles by the EPR effect, active targeting

of tumors in vivo had also been reported using highly fluorescent QDs. Gao et al.
reported in their study the use of QDs, conjugated with a tumor-targeting ligand, to
actively localize at tumor sites in live animals [34]. CdTe/ZnS QDs were en-
capsulated in a polymer micelle conjugated with an antibody targeting the prostate-
specific membrane antigen (PSMA), and injected systemically in mice xenografted
with a prostate tumor. In vivo fluorescence of the brightly fluorescent QD-PSMA
Ab probes was measured with a high signal-to-background ratio, and QD probes
were found to localize specifically at the sites of tumor growth (i.e. prostates).
Additionally, microbeads (0.5mm in diameter) linked to different color QD probes
were injected into three adjacent locations in the animal and imaged with multi-
photon microscopy, suggesting the possibility of in vivo tracking of therapeutic
action of drugs linked with QDs.
Despite the success of invivo imaging studieswithQDs, currently the application of

QDs in diagnostic assays yielded more practical results. Immunoassays using bio-
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conjugated QDs have been developed to assess variety of cellular states and functions,
including protein–protein interaction [35], protein function [36], and more relevant to
cancer, cell motility [37]. Pellegrino and colleagues reported in three studies the use of
CdSe/ZnS QDs to track the motility of tumor cells in vitro, which in turn could be
useful in determining the invasiveness of the cancer cells [37–39]. Based on the
concept of EPR, cancer cells engulf the highly photostableQDs readily, and combined
with real-time tracing of the fluorescent trail (or the disappearance of this trail), the
metastatic potential of the tumors can be staged.
In summary, QDs together with transgenic animals as presented in this section

could be used as versatile screening platforms for the assessments of effectiveness
of chemotherapeutic, surgical, and radiation therapies to facilitate diagnosis and
possibly treatment of solid and metastatic tumors. Combining genomic, proteomic
and nanomedical tools for in vitro and in vivo imaging, will eventually contribute
to future developments in achieving more personalized medicine in cancer and
other diseases.

4. Quantum dots as nanotherapeutics

4.1 Quantum dots as drug delivery systems. Unfortunately, poor diag-
nosis and prognosis are only small parts of the overall �cancer problem,� as this
inevitably leads to inadequate development of treatments. Current chemotherapeutic
agents are highly cytotoxic; however, most are lacking in specificity to cancerous
cells and resulting in systemic toxicity and adverse side effects [40]. Nanoparticles,
such as QDs and the often reported liposomes and polymeric micelles, may not only
improve tumor targeting, but may also act as a new drug delivery tool, and even as
direct therapeutics against tumor cells [41].
There is a growing trend for the development of multifunctional nanoparticles

to image, diagnose and deliver treatment to cancer cells. The major struggle
underlying the design of drug delivery systems is the same problem encountered in
developing tools for imaging and diagnosis, and that is, target specificity.
Encapsulating drugs in nanosized micelles was a big step forward in the research
anddevelopment of drugdelivery systems, as these nanoparticles canbe easily surface-
conjugated with ligands for targeted delivery, but more importantly, the release of
drugs can be localized at the targeted region, reducing side effects due to non-specific
drug action [42]. However, the current trend in the design of nano-delivery systems
is focused on yet another level, which is the monitoring of drug action. QDs, among
the array of nanomaterials, may be the optimal tool for all these purposes: imaging,
diagnosis, drug delivery and tracking drug action [43].
Bagalkot et al. recently proposed in their study the design of a cancer imaging,

therapy, and sensor system based on functionalized CdSe/ZnS QDs [44]. QDs were
first surface conjugated with A10 RNA aptamers, which target the PSMA specific
on prostate tumors, and subsequently, a fluorescent anticancer agent, doxorubicin
(Dox), was intercalated with the aptamer to yield the QD-Apt(Dox) probe. Based on
the concept of a bi-fluorescence resonance energy transfer (Bi-FRET), both QD and
Dox fluorescence are quenched by their close proximity with each other in the intact
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QD-Apt(Dox) probe. Upon the PSMA-mediated internalization of the nanosystem
into the tumor cell, there is a release of the drug from the QD, thereby unquenching
the fluorescence of both. The group reported that this nanosystem is indeed
functional and specific to PSMA(þ) cells in vitro, and showed that the fluorescence
can be unmistakably distinguished. Another study by Derfus et al. described the
use of QDs to deliver and monitor the delivery of siRNA, with the potential
to knockout overexpressed oncogenes [45]. QDs, multiconjugated with a tumor-
homing peptide (F3) and siRNA against an artificially transfected gene (enhanced
green fluorescent protein, EGFP), were added to HeLa cells in vitro and the
expression of EGFP was measured as the outcome of the knockdown. Fluorescence
micrographs showed that cells containing the functionalized QDs also had no EGFP
fluorescence, indicating the effectiveness of the system.

4.2 Photodynamic therapy using quantum dots. The photophysical
properties, specifically the high photoluminescence and the energy-transfer poten-
tial, of QDs can be harnessed for therapeutic purposes, especially in the case of
cancer, and this have been shown by a number of studies [46–48]. QDs are
photosensitive energy donors, which can offer useful photodynamic therapy tools
(PDT), at least for now in experimental animals. The principles of such a therapeutic
approach has been proposed by several teams [47, 49, 50] and it is briefly
summarized: in response to light and in the presence of oxygen, energy is released
from QDs and transferred to cellular molecules, leading to the formation of reactive
oxygen species (ROS) [51, 52]. Excessive production of ROS can induce cell
apoptosis via oxidative stress-linked mechanisms, which when targeted to tumors,
can lead to destruction of the specific tissues in a non-invasivemanner [53]. In fact, a
number of studies, including those from our laboratory, have shown evidence of the
photosensitive and oxygen-sensitive nature of QDs, leading to the degradation of
the QD core and subsequent release of free metal ions, and ultimately inducing cell
death via apoptotic ROS signaling [15, 51, 54–56] (Fig. 4). Despite the lack of
concrete evidence of the actual effectiveness of QDs as a PDT agent in anticancer
therapy, one can envision the potential application of QDs conjugated with a
targeting molecule (i.e. against an oncogene such as epithelial growth factor) in
targeting and imaging the tumor sites.
One potential problem in this regard is that QDs may induce cytotoxicity and

damage the surrounding and distant tissue at the initial photoactivation site. To avoid
such undesirable effects, thorough biodistribution analyses and pharmacokinetic
studies are required for every new biotechnological product to be used in nano-
oncology, including QDs.

5. Biodistribution of quantum dots

A major concern regarding the safe use of QDs is their accumulation in the body
and the poor understanding of the pharmacokinetics of nanoparticles after different
routes of administration. The first in vivo imaging study of QDs was reported by
Ballou et al., and they showed the distribution of intravenously (tail vein) injected
non-functionalized QDs in mice and found that QD fluorescence can be measure
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invivo for at least 4months [57]. Live animal imagingwith fluorescencemicroscopy
shows that QDs distribute to different sites in the body immediately after injection,
and the circulation lifetime of QDs was monitored and found to vary greatly
(12–70min) depending on the length of the polymer (i.e. PEG) conjugated on QD
surfaces. Circulation lifetimes, in turn, determine the rates of QD deposition in
the liver, spleen, lymph nodes and bone marrow. Accumulation of QDs in the liver
and spleen was detected by necropsy and electron microscopy as early as 24 h after
injection. After 1 month, QD fluorescence was mostly found in the lymph nodes,
bone marrow and intestinal contents, with residual fluorescence in the liver and
spleen, suggesting eventual excretion of these nanoparticles with time [57].
In contrast to these earlier findings, Fischer and Chan reported sequestration of

non-functionalized QDs in rats after intravenous injection (jugular vein cannula) [58].
The group used a quantitative method (atomic emission spectroscopy) to assess
cadmium content (correlated to QD concentration) in different organs and found
that the liver alone takes up the majority of the injected QDs within 90min (ranging
from 40 to 90% depending on QD-surface conjugates) despite comparable fluores-
cence measured in the liver and the spleen. Daily analysis of the fecal and urinal
materials for up to 10 days after injection did not yield detectable QD content, and
additional experiments using transmission electron microscopy and digestion-ultra-
centrifugation show that intact QDs were taken up and retained by Kupffer cells after
long-term circulation in the body, suggesting that these nanocrystals are poorly
metabolized, retained in the reticuloendothelial system, and likely re-distributed in
the body. Recent studies by Soo Choi et al. provided data on the renal clearance of
intravenously injected QDs in rats [59]. The major finding from these studies shows
that several requirements must be fulfilled before renal filtration and urinary elimina-
tion of these inorganic,metal-containing nanoparticles can be achieved. For instance, a
final hydrodynamic diameter greater than 5.5 nm hinders renal excretion, whereas
nanoparticles smaller than 5.5 nm are effectively excreted in urine. In addition, QD
surfaces with zwitterionic charge are superior over positively and negatively charged
surfaces, as QD interaction with plasma proteins is improved.
In summary, these studies highlight the notion that total body clearance of

nanoparticles is not trivial and point towards the need to analyze biological fluids,
including urine and bile, as a part of human risk assessment after environmental
exposure or intendednanoparticle use for diagnostic (imaging) purposes.Analyses of
these biological materials together with other routine clinical biochemical tests will
help to estimate the total amount of retained nanoparticles (if the exposure dose is
unknown), thereby indicating which ones are hazardous and which are harmless.

6. Nanoparticle-induced cytotoxicity

6.1 Experimental approaches to assess cytotoxicity: advantages and
limitations. Conflicting results on the biodistribution and clearance of QDs are
owed to the variety ofmethods and assays available for assessing cytotoxicity. Despite
the variety in methods, one should keep in mind that most, if not all, of these assays
simplyevaluate the functions and structural integrityof different subcellular organelles
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(examples of some of these methods used by our laboratory to evaluate nanotoxicity
are selected and compiled in Table 1). If used individually, these techniques are
restricting and results may bemisleading. For example, theMTTassay is often used to
assess cell viability, but an increase in formazan conversion (usually associated with
improvedviability) simply represents the increased activityofmitochondrial enzymes,
which could very well be an initial cell defence response, as the cell struggles to boost
its survival chances against the stressor [51]. It is important, therefore, to use a number
of other approaches in concert with in vivo pharmacokinetic studies to evaluate the
safety or the extent of toxicity of nanoparticles. A brief overview of the most
commonly used techniques in assessing nanoparticle toxicity and examples of studies
employing them is provided in a recent review [60].

6.2 Molecular mechanisms in quantum dot-induced cytotoxicity. In
response to the demand in establishing screening procedures for nanotoxicity, the
focus is gradually moving towards the detection of early molecular changes induced
byQDs, and development of pharmacological interventions to reverse or prevent the
changes leading to cell death. Elucidating the mechanisms underlying QD-induced
cytotoxicity is therefore an important first step as nanotoxicity is becoming a
prominent concern in the scientific community, especially with the growing number
of studies highlighting the toxicity of nanoproducts [60–62]. However, one must
emphasize that tremendous efforts are being made to minimize and eventually
eliminate current concerns regarding biohazard of some nanomaterials, especially in
limiting the production ofQDswith undesirable surface properties, core composition
and poor stability in complex biological environments [2].

Table 1. Some biochemical methods for the assessment of nanoparticle-induced cell toxicity

Tools Subcellular target Outcome measures References

Annexin Va Plasma membrane lipid

(phosphatidylserine, PS)

Extracellular PS due

to �flipping� of membrane

[73]

Lactate dehydrogenase

release

Plasma membrane Membrane integrity [74]

Propidium iodidea

exclusion

Plasma membrane Membrane permeability

and integrity

[51, 75]

Trypan blue exclusion Plasma membrane Membrane permeability

and integrity

[15, 76]

Alamar bluea Cytosol (dehydrogenase) Metabolic activity [77]

JC-1a aggregation Mitochondrion (membrane potential) Membrane depolarization [15]

MitoTracker�a Mitochondrion Morphological structure [17, 51]

MTT (tetrazolium)

reduction

Mitochondrion (dehydrogenase) Metabolic activity [15, 78]

LysoTracker�a Lysosome Morphological structure [2]

DRAQ5a Nucleus (DNA) Morphological structure [63, 79]

Dihydroethidiuma

oxidation

Nucleus (DNA) Oxidative stress: detection

of superoxide

[51, 80]

Hoechsta Nucleus (DNA) Morphological structure [54]

a Commercially available fluorescent dyes
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The cytotoxic potential of semiconductor QDs is of no surprise as their cores are
composed of known toxic metals such as cadmium, tellurium and mercury [55].
However, only in the past few years had we begun to understand the mechanisms
underlying the toxicity of these QDs. Studies in our laboratory first showed that
QDs with different core composition, core size, surface coating, and surface charge
induce different levels of toxicity [15, 17, 51, 55]. CdTe QDs enter cells readily,
localize in different subcellular organelles [17], and in turn, cause lipid peroxida-
tion [15, 54], mitochondrial damage [15], nuclear damage, epigenetic and genetic
changes, even if they do not enter the organelles in detectable quantities [63]. This
triggering of cytotoxic events stems, in part, from the initial degradation of QDs
upon exposure to light and oxygen (photosensitization), leading to the release of
free metal ions (i.e. Cdþþ) and the formation of excessive reactive species,
including reactive nitrogen species (RNS) and ROS, both intracellularly and
extracellularly [55, 64] (Table 2 provides a brief list of some examples of RNS
and ROS that are important for stress-activated cellular signaling). Extracellular
ROS can damage the cell membrane and induce plasma membrane lipid perox-
idation, leading to the production of more cell-damaging molecules such as
aldehydes like ONE (4-oxo-2-nonenal), which would trigger the p53-dependent
apoptotic signaling cascade [15]. Extracellular ROS can also trigger other pro-
apoptotic events like the activation of cell surface Fas death receptors, which leads
to subsequent activation of caspases, eventually leading to mitochondria-depen-
dent apoptosis [65]. ROS can passively cross the plasma membrane and can lead to
organelle damage. Due to the lack of choice and specificity of markers available
currently, one of the urgent needs in biological sciences and nanomedicine is to
develop suitable probes to detect specific types of reactive oxygen and nitrogen
species.
Small, green-emitting QDs with a diameter �5 nm can enter the nucleus via the

nuclear pore and induce damage including DNA nicking [66]. More recently, we
suggested that cells exposed to small amounts of QDs for a prolonged period,
undergo epigenetic changeswhichwillmodify gene expression [63]. The epigenome
regulates the expression of genes via DNA methylation and posttranslational
modifications of histones, which can have lasting effects on the organism and its
offspring [67]. The epigenetic changes observed by our group further indicated
that non-functionalized CdTe QDs induced upregulation of pro-apoptotic genes and
a downregulation of antiapoptotic genes, thereby shifting the cellular homeostasis
to be more cell death-favourable [63]. Simultaneous damage at other subcellular

Table 2. Selected examples of biologically important reactive species

Free radicals Non-radicals

Reactive oxygen species (ROS) Superoxide, �O2
� Hydrogen peroxide, H2O2

Hydroxyl, �OH Hydrochlorous acid, HOCl

Peroxyl, �RO2

Hydroperoxyl, �HO2
�

Reactive nitrogen species (RNS) Nitric oxide, �NO Peroxynitrite, OONO�

Nitrogen dioxide, �NO2
� Nitrous oxide, HNO2
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organelles is also occurring, most notably at the mitochondrial and lysosomal
levels [15, 55]. Mitochondrial and lysosomal enlargement was observed early
following CdTe QD treatment suggesting likely functional impairment in these
organelles. We observed that mitochondrial function was indeed compromised in
the presence of CdTe QDs as shown by the decrease in mitochondrial membrane
potential [15]. This depolarization of the membrane leads to increased permeability
across the mitochondrial membrane, and the subsequent release of apoptotic
factors such as cytochrome c, triggering caspase-dependent apoptosis [68] (Fig. 4).
However, caspase-independent cell death (e.g. necrosis) and several other modes of
cell death can also be detected in cells exposed for a prolonged time to poorly
protected QDs, particularly in those cells which have been predisposed to trophic
factor deprivation.

6.3 Ways to overcome quantum dot-induced cytotoxicity. With the
above-mentioned mechanisms underlying QD-toxicity, the outlook on developing

Fig. 4. Non-functionalized CdTe QDs interact and can interfere with cellular functions. (1) CdTe QD
can upregulate the Fas death receptor, leading to the recruitment of the Fas-associated death domain
(FADD) and initiating the caspase cascade [15]. (2) QD-induced production of reactive oxygen species
(ROS) can induce lipid peroxidation of the plasma membrane and those of subcellular organelles.
Internalization of CdTe QDs can be via endocytosis or active transport as well, and may result in the
retention of the QDs in individual organelles. (3) CdTe QDs can impair mitochondrial function and
enhance mitochondrial membrane permeability, thereby facilitating the release of pro-apoptotic factors
such as cytochrome c [51]. (4) Nuclear damage byQDs is seen as chromatin condensation and epigenetic
changes which favor the expression of pro-apoptotic genes (e.g. p53 and Bax) [63]. (5) Cell pre-
conditioning with antioxidants such as N-acetylcysteine (NAC) and a-lipoic acid (LA) can protect cells

from CdTe QD-induced cell death
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preventive measures against QD-induced cytotoxicity is quite positive. QD-toxicity
is dependent onQD stability, size, surfacematerials and charge amongmany factors.
Not all QDs are toxic. In fact, most current studies now show that QDs with
zwitterionic surfaces [59] or coated with synthetic polymers (i.e. PEG) are mostly
inert and do not induce toxic response in most cell types under investigated
conditions [16, 69, 70].
QD surface modifications can affect their cellular internalization, which in turn

determines the extent of toxicity such that positively charged QDs can cross the
plasma membrane very readily and induced more toxicity than negatively charged
QDs. Choi et al. demonstrated that by conjugating or capping the surface of CdTe
QDs with a small drug molecule, N-acetylcysteine, the overall charge of the QDs
can be changed, in turn affecting their internalization and improving QD biocom-
patibility [15]. In addition, NAC can act as an antioxidant against the ROS produced
by QDs. It is well documented that NAC acts with different modes of action as an
antioxidant: (i) directly scavenge ROS with its cysteine moiety, (ii) regenerate
endogenous antioxidants as a precursor to glutathione, (iii) regulate gene tran-
scription to maintain cellular homeostasis, and (iv) promote cell survival by
inhibiting JNK and p38 pathways [71]. Cell preconditioning with clinically relevant
antioxidants such as NAC and LA can also prevent and reduce the cell damage
induced by QDs [15, 51].

7. Current status and prospective

Most of the studies conducted with nanoparticles in cell cultures and animals so
far, were carried out for relatively �short� time (up to several days) except some
distribution studies which covered much longer time periods (several months [58,
72]). As with many pharmacological agents, it could also be the case with certain
types of QDs that very small concentrations of QDs, undetectable by common
chemical or imaging techniques, could lead to small changes critical to cellular
function (e.g. epigenetic modifications). Advances in chemical and bioengineering
approaches providing fine-tuning of the QD surfaces and other properties should
allow for more positive rather than deleterious long-term effects at cellular level.
Epigenetics is an evolving area of research and �nano-epigenetics� is in its infancy.
Among the first studies addressing the epigenetic changes by QDs is one by Choi
et al. [63]. These authors pointed out possible long-term consequences of cellular
exposure to small QD concentrations and showed that histone acetylation is altered.
This finding complements the more recent study pointing towards the active
transport of non-functionalized nanoparticles and subsequent interaction with
histone proteins [18]. Since histones play an important regulatory role in the
normal cell cycle and tumor growth, consequences of epigenetic changes induced
by QDs (and possibly other nanomaterials) and interactions between nanoparticles
and histones remain to be explored in more detail. Our laboratory has initiated
a number of studies, in both cell cultures and live animals, with the aim to pro-
vide an additional screening platform, including �nano-epigenetics,� to complement
common toxicological assay systems in defining hazardous versus well-tolerated
nanomaterials.
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