
Operator Theory:
Advances and Applications, Vol. 236, 205–230
c⃝ 2014 Springer Basel

Wiener–Hopf Type Operators and
Their Generalized Determinants

James F. Glazebrook

Abstract. We recall some results on generalized determinants which support
a theory of operator 𝜏 -functions in the context of their predeterminants which
are operators valued in a Banach–Lie group that are derived from the tran-
sition maps of certain Banach bundles. Related to this study is a class of
Banach–Lie algebras known as L*-algebras from which several results are ob-
tained in relationship to tau functions. We survey the applicability of this
theory to that of Schlesinger systems associated with (operator) equations
of Fuschsian type and discuss how meromorphic connections may play a role
here.
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1. Introduction

This contribution is in part based on my talk at IWOTA 2011 in Seville (Spain).
At first glances it has the look of a survey bringing together some known results
under one roof, but then it unfolds to a more general perspective, and eventually
suggests some new directions via applications.

After delving into the background to generalized determinants and operator-
valued meromorphic functions, it seemed fitting for these Proceedings to acknowl-
edge the important work in this area that was accomplished by Professor Gohberg
along with several of his coworkers towards the development of some foundational
concepts which enter into part of the survey here (as realized in [28, 29, 30, 31],
for instance). We expect that the fruits of his profound mathematical insight will
continue to influence many research projects in the years to come.
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The scene is set by recalling some earlier work regarding the existence of
determinants in the Banach algebra category, along with a class of operators be-
longing to a Banach–Lie group for which the concept of determinant can be de-
fined. This is developed in the context of transition maps of a bundle theory over
a class of infinite-dimensional manifolds, as was the case in [23]. The resulting
operators, in a certain sense, can be viewed as generalized Wiener–Hopf operators,
and these turn out to be a shade more general than the meaning that can be found
in the current literature (see, e.g., [16, 35]). It is mainly this class of operators that
encapsulates several of the ‘predeterminants’ that are probed into.

One principal theme deals with a particular class of generalized determinant
operators giving rise to an assortment of 𝜏-functions, the background to which is
discussed in §4.1. This subject is motivated from several sources such as [36, 37, 59,
63] in the Grassmannian setting which includes flows on invariant subspaces [35],
and the close relationship with the Painlevé equations (see Appendix B). Familiar
examples arise from Toeplitz and Fredholm determinants in the case where the
algebra is ℒ(𝐻) (𝐻 a Hilbert space), in which case, studying the various classes
of integral operators and their corresponding determinants seems to be relevant
here. In this respect it is worth mentioning several ideas that were previously
introduced in [22, 23, 24, 25] connecting to the theory of integrable systems (for
instance, involving Lax Pairs and the KP-Hierarchy) with operator theory. Further,
we will recall, from, e.g., [5], the class of Banach–Lie algebras known as (simple) L*-
algebras, which along with Kac–Moody algebras can be interwoven into this study.
Some new observations in this direction are obtained in the form of Propositions
6.1, 6.2, and 6.3.

There is already a significant amount of work that links the 𝜏 -function the-
ory to Schlesinger systems in the framework of the Riemann–Hilbert problem and
isomonodromic deformations (see [3, 9, 11, 36, 37] and references therein). The
present approach, as taken in an infinite-dimensional vector bundle (with con-
nection) setting, suggests something more general since we introduce and apply
certain operator-valued mechanisms. Of interest are (closed) 1-forms of the type
𝑑 ln 𝜏 . Partial motivation for doing this is suggested by the work of Katsnelson and
Volok [39] who considered this problem from the point of view of matrix-operator
differential equations of Fuchsian type along with their associated Schlesinger sys-
tems. The instrumentation of generalized determinants and meromorphic operator-
valued functions is one such example, and here some attention is paid to the idea
of an operator meromorphic connection besides suggesting several examples where
this can be realized (§7.2).

2. Background to the geometry

2.1. A principal bundle and its transition map

We will start by outlining a general construction from which a large class of in-
teresting and well-studied operators can be obtained directly from the transition
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functions of an infinite-dimensional bundle theory. A class of these operators will
in fact produce the ‘predeterminants’ for several types of operator-valued functions
of a determinant type that we keep in mind.

Let 𝐴 be a (complex, associative) unital Banach algebra with group of units
𝐺(𝐴) and space of idempotents 𝑃 (𝐴) (in some cases 𝐴 may be semisimple, and
this is assumed if needs be). For a given 𝑝 ∈ 𝑃 (𝐴), we denote by Λ = Sim(𝑝,𝐴)
the similarity orbit of 𝑝 under the inner automorphic action of 𝐺(𝐴). There exists
a natural map [23, §5]

𝜋Λ : Λ −→ Gr(𝑝,𝐴), (2.1)

where Gr(𝑝,𝐴) is an associated Grassmannian of closed subspaces𝑊 = Im(𝑝) (see
[21, §6]). In the following we shall be considering certain Banach–Lie subgroups
(subalgebras) of 𝐺(𝐴) (respectively, of 𝔤(𝐴)).

Remark 2.1. For the standard theory of Banach algebras and associated classes
of linear operators we refer to [18, 29]. For the general theory of Banach–Lie
groups (algebras) and the infinite-dimensional manifolds modeled on these (such
as Gr(𝑝,𝐴) above) reference [5](cf. [20]) provides a comprehensive account from the
operator algebra perspective including many references to the related work of other
authors, while much of the development of the relationships between the Banach
manifolds Gr(𝑝,𝐴) and Λ appeared in [21, 23]. As far as parts of this preliminary
section is concerned there is a significant amount of related work that has been
progressively developed in [5, 6, 7] pertaining to the theory of holomorphic vector
bundles over infinite-dimensional flag manifolds.

The detailed framework outlined in [23, §5 and §6] produces a principal
𝐺(𝑝𝐴𝑝)-bundle with connection

(𝑄′, 𝜔𝑄′) −→ Λ, (2.2)

and an associated vector bundle (with Koszul connection) (𝛾′Λ,∇′Λ) −→ Λ, whose
structure group is 𝐺(𝑝𝐴𝑝). This associated vector bundle is constructed via the
usual means (cf. [43, Chap. 37]). There is the transition map

𝑡Λ : 𝑄
′ ×Λ 𝑄′ −→ 𝐺(𝑝𝐴𝑝), (2.3)

which for a pair of sections 𝛼, 𝛽, is given by 𝛼𝑡Λ(𝛼, 𝛽) = 𝛽. For now we take
𝐴 = ℒ(𝐸) where 𝐸 is a (complex) Banach space, and then observe that the
operator T(𝛼,𝛽) = 𝑡Λ(𝛼, 𝛽) ∈ 𝐺(𝑝𝐴𝑝) belongs to some class (to be made more
precise later).

Remark 2.2. It will be instructive to point out that 𝜔𝑄′ in (2.2) is constructed via
the properties of a Lie(𝐺(𝑝𝐴𝑝))-valued connection map 𝒱 : 𝑇𝑄′ −→ 𝑇𝑄′ (see [23,
§5.2]) to be used within the meromorphic context later in §7.2.
2.2. Reduction of the structure group

Suppose 𝐵 ⊆ 𝐴 is a Banach subalgebra and 𝐺 ⊆ 𝐺(𝑝𝐵𝑝) ⊆ 𝐺(𝑝𝐴𝑝) is a Banach–
Lie subgroup. Then in the standard way, granting the existence of a cross section
Λ −→ 𝑄′/𝐺, we obtain from (2.2), a (reduced) principal 𝐺-bundle 𝑄 −→ Λ. The
means of doing this is formally the same as seen in, e.g., [41, Propositions 5.5, 5.6]
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and [43, p. 381]. We also assume, that under appropriate conditions (cf. [43, p.
381] and [41, Theorem 7.1]), that the connection 𝜔𝑄′ has been reduced accordingly.
This can be achieved by commencing from a Banach–Lie group homomorphism
𝜓 : 𝐺 −→ 𝐺(𝑝𝐴𝑝), and a principal bundle homomorphism

Ψ : (𝑄,𝐺,Λ) −→ (𝑄′, 𝐺(𝑝𝐴𝑝),Λ), (2.4)

such that Ψ : 𝑄 −→ 𝑄′ is smooth, and Ψ(𝑢 ⋅ 𝑔) = Ψ(𝑢) ⋅ 𝜓(𝑔) (see [43, p. 381]).
Hence we obtain a commutative diagram

𝑄
Ψ−−−−→ 𝑄′⏐⏐= ⏐⏐=

Λ
˜Ψ−−−−→ Λ

(2.5)

A pull-back connection 𝜔𝑄 on 𝑄 is then obtained as 𝜔𝑄 = Ψ
∗𝜔𝑄′ , and so leads to a

principal 𝐺-bundle with connection (𝑄,𝜔𝑄) −→ Λ, along with its related objects.
In particular, these likewise include a 𝐺-valued transition map

𝑡Λ : 𝑄 ×Λ 𝑄 −→ 𝐺, (2.6)

and an associated vector bundle (with Koszul connection) (𝛾,∇𝛾) −→ Λ, whose
structure group is 𝐺.

3. On generalized determinants in the Banach algebra setting

3.1. Two approaches for generalized determinants

Proceeding with 𝐴 = ℒ(𝐸), let us recall the notion of the socle of 𝐴, denoted
soc(𝐴). This consists of the sum of all minimal left ideals (or right ideals) if they
exist, or else it is zero. For the situation in question we follow [2, §2] and take
soc(𝐴) to be generated by the minimal projections of 𝐴, that is, elements 𝑝 ∈ 𝑃 (𝐴)
such that 𝑝𝐴𝑝 = ℂ𝑝 (meaning that the restriction of elements of 𝐴 to Im(𝑝) is
the identity on Im(𝑝)). Also, given ℒ(𝐸) contains finite rank operators, we have
soc(𝐴) ∕= 0. For 𝑎 ∈ 𝐴, the spectral rank of 𝑎, is given by sup𝑥∈𝐴#(spec(𝑥𝑎)−{0}).

The maximal finite rank elements are those elements of 𝐴 such that we have
rank 𝑎 = #(spec(𝑎) − {0}), and these elements admit spectral representations
of the form 𝑎 = 𝜆1𝑝1 + ⋅ ⋅ ⋅ + 𝜆𝑛𝑝𝑛 (for some 𝑛, and where the 𝑝𝑖 are minimal
projections).

For arbitrary 𝑎 ∈ soc(𝐴), we have rank 𝑎 =
∑

𝑚(𝜆𝑖, 𝑎) (sum over non-zero
elements) where the multiplicity 𝑚(𝜆𝑖, 𝑎) is the rank of the Riesz projection for
𝜆𝑖 (see, e.g., [18]). Taking 𝜆 (below) as a sum over spec(𝐴), we have the trace and
determinant well-defined for 𝑎 ∈ soc(𝐴), as given by [2, §2]:

Tr 𝑎 =
∑

𝜆
𝜆 𝑚(𝜆, 𝑎),

Det(1 + 𝑎) = Π𝜆(1 + 𝜆)𝑚(𝜆,𝑎).
(3.1)

We refer to [2] (cf. [55]) for further consequences of these constructions.
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Another approach for the case 𝐴 = ℒ(𝐸) [28] involves taking the subalgebra
ℱ(𝐸) ⊂ ℒ(𝐸) of operators of finite rank and then define Det(1 + 𝐹 ) on certain
normed subalgebras of 𝐸. This starts by considering certain (Banach) subalgebras
𝐵 ⊂ ℒ(𝐸) which are embedded continuously in ℒ(𝐸), meaning that there is a
norm ∥ ⋅ ∥𝐵 on 𝐵 such that:

i) ∥𝐹∥ℒ(𝐸) ≤ 𝐶∥𝐹∥𝐵, for all 𝐹 ∈ 𝐵, where 𝐶 = const., and also assume that,
ii) ∥𝑆𝐹∥𝐵 ≤ ∥𝑆∥𝐵∥𝐹∥𝐵, for all 𝑆, 𝐹 ∈ 𝐵.

If i) and ii) hold then 𝐵 is called an embedded subalgebra of ℒ(𝐸). If also we
have ℱ𝐵 = ℱ(𝐸)∩𝐵 dense in 𝐵 with respect to ∥ ⋅ ∥𝐵, then 𝐵 is said to have the
approximation property. This property assists the continuous extension of trace and
determinant from ℱ𝐵 to 𝐵. If then 𝐵 ⊂ ℒ(𝐸) is an embedded subalgebra with
the approximation property, then Det(1 + 𝐹 ) : ℱ𝐵 −→ ℂ admits a continuous
extension in the 𝐵-norm from ℱ𝐵 to 𝐵 (see [28, Theorem 2.1] which includes
related results), and for 𝐹 ∈ ℱ(𝐸) with ∣𝑧∣ sufficiently small [28, Theorem 3.3]:

Det(1 + 𝑧𝐹 ) = exp

( ∞∑
𝑛=1

(−1)𝑛+1
𝑛

Tr(𝐹𝑛)𝑧𝑛
)
. (3.2)

If 𝐸 = 𝐻 is a Hilbert space and 𝐹 is a trace class operator, then there is the usual
Fredholm determinant given by

Det(1 + 𝐹 ) =

∞∑
𝑛=0

Tr Λ𝑛(𝐹 ), (3.3)

(see, e.g., [28, 64, 67]).

3.2. Admissible elements

From [24, §6] we have the principal 𝐺(𝑝𝐴𝑝)-bundle (the Stiefel bundle) denoted
𝑉 (𝑝,𝐴) −→ Gr(𝑝,𝐴) for which an element 𝑣 ∈ 𝑉 (𝑝,𝐴) is manifestly a framing
for the Banach algebra 𝐴, or simply a basis for its underlying (Banach) vector
space. Let us then say that 𝑣 ∈ 𝑉 (𝑝,𝐴) is admissible when Det(𝑣) is defined in the
context of a suitable generalized determinant. A particular instance concerns that
of ‘admissible bases’ relative to polarized Hilbert spaces (modules) that can be
used to produce an important class of determinant line bundles [57, §7.7] and [63,
§3] (cf. [22, 23] and see §5.1 below). Accordingly, when we speak of ‘determinants’
we will take for granted the existence of the corresponding admissible elements as
they were defined in this general criteria.

3.3. Determinants of generalized Wiener–Hopf operators

Again taking 𝐴 = ℒ(𝐸) and 𝐵 ⊂ 𝐴 a Banach subalgebra, let 𝐸1 ⊂ 𝐸 be a closed
subspace, and let 𝑝 : 𝐸 −→ 𝐸1 be the projection onto 𝐸1. For some 𝐿 ∈ 𝐵, one
could in principle define a generalized Wiener–Hopf operator T simply in terms of
the relationship T𝑝(𝐿) = 𝑝𝐿𝑝 (see Example 3.1 below). Thus for an appropriate
choice of sections, the operator T(𝛼,𝛽) = 𝑡Λ(𝛼, 𝛽) ∈ 𝐺 seen above, would then
be such an example. Accordingly, if T ∈ soc(𝐴), or if T ∈ 𝐵 where 𝐵 has the
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approximation property, then Tr(T) and Det(1 ± T) are well defined as we have
seen in §3.1.

Along with applications, much of the work that had been available concerns
taking 𝐴 = ℒ(𝐻), and so let us recall some particular examples.
Example 3.1. Let us take 𝐵 ⊂ ℒ(𝐻) to be a maximal abelian von Neumann algebra
of operators and 𝐻1 ⊂ 𝐻 a proper closed subspace of 𝐻 such that any non-zero
vector in 𝐻1 or 𝐻⊥

1 is separating for 𝐵. In [19, §2] an operator 𝐿 ∈ 𝐵 is decreed
to be a generalized Laurent operator, in which case the triple (𝐻,𝐵,𝐻1) is called
a Riesz system for which T𝑝 = 𝑝𝐿𝑝 is a generalized Toeplitz operator (cf. [16, 51]).
This generalizes the well-known case where 𝐻 = 𝐿2(𝑆1,ℂ) and 𝐻1 = 𝐻2(𝑆1,ℂ)
is the Hardy space consisting of those Fourier coefficients that vanish on ℤ−. Here
𝑝 : 𝐿2(𝑆1,ℂ) −→ 𝐻2(𝑆1,ℂ) is the Riesz projection and T𝑝 = 𝑝𝑚(𝑓)𝑝 is then the
classical Toeplitz operator, where 𝑚(𝑓) ∈ 𝐵 is multiplication by an essentially
bounded function. The term generalized Laurent operator is fitted to such a Riesz
system. For the more usual notion of this class of operators see, e.g., [29, §3.1,§16.1].
A further study of the theory of Toeplitz operators relative to bounded domains
in ℂ𝑛 is treated in [69, Chap. 4].

4. Generalized determinants and the 𝝉 -function

4.1. Background to the 𝝉 -function

For the benefit of readers we provide a short background to the nature of the
𝜏 -function besides motivating its introduction into the operator theory context.
Originally the function seemed to have played a significant role in the theory of
the Painlevé transcendents and Hamiltonian systems (see, e.g., [1, Chap. 7] and
[14, 54]), whereas in classical Sturm–Liouville theory, the logarithmic derivative of
the 𝜏 -function differentiates to a ‘potential’. Let us exemplify this latter case now,
and postpone a short discussion of the Painlevé equations to Appendix B.

Example 4.1. For the Sturm–Liouville (SL) theory, the classical setting considers
the Hilbert space 𝐻 = 𝐿2([𝑎, 𝑏], 𝑟(𝑥)𝑑𝑥) endowed with the usual inner product

⟨𝑓, 𝑔⟩ = ∫ 𝑏

𝑎 𝑓(𝑥)𝑔(𝑥)𝑟(𝑥) 𝑑𝑥. As seen in, e.g., [29, §6.5], for the appropriate dif-
ferentiable (real-valued) functions 𝑝, 𝑞 and 𝑟(∕= 0), we have the SL-operator 𝐿 as
given by

𝐿𝑦(𝑥) =
1

𝑟(𝑥)

(
− 𝑑

𝑑𝑥
[𝑝(𝑥)𝑦′(𝑥)] + 𝑞(𝑥)𝑦(𝑥)

)
. (4.1)

The SL-equation 𝐿𝑦 = 𝜆𝑦, along with boundary conditions, is a well-mined eigen-
value problem. Typically, 𝐿 is a self-adjoint (unbounded) operator with ordered
real eigenvalues 𝜆1 < 𝜆2 < ⋅ ⋅ ⋅ , with associated orthonormal eigenfunctions 𝑦1,
𝑦2, . . . Just as any good student knows, there are many classes of second-order
(linear) ODEs that can be expressed in SL-form and numerous applications of the
SL-equation to mathematical physics. It is here that we discover ‘potentials’ 𝑞(𝑥)
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as given by

𝑞(𝑥) = −
(

𝑑

𝑑𝑥

)2 [
ln 𝜏

]
= − 𝑑

𝑑𝑥

[
𝜏 ′

𝜏

]
. (4.2)

Of interest is the type of functions such as 𝜏 and how they may arise. For instance,
on commencing from the SL-equation, the work in [49] leads to aspects of such
a 𝜏 -function relative to differential rings and ‘vessels’ in a fashion applicable to
systems theory.

The main thrust of the 𝜏 -function theory has arisen in the theory of integrable
systems, particulary in the theory of nonlinear waves (such as in the KP-hierarchy),
the inverse scattering transform method, statistical physics and in a number of
related areas enjoying deep mathematical connections, as seen in [1, 3, 17, 36, 37,
59, 60, 63, 66]. For instance, there are certain 𝜏 -functions for which the expression
𝜔 = ∂𝑥 ln 𝜏 (where ∂𝑥 denotes a spatial derivative) provides a ‘Kähler potential’
in the theory of self-dual Einstein gravity [56]. The point being that it is mainly
through this work that the 𝜏 -function is realizable as a (generalized) determinant,
though often in a seemingly formal sense.

Example 4.2. The formal way of defining a 𝜏 -function commences with symmetric
functions in 𝑛-variables indexed by partitions (cf. characters of irreducible rep-
resentations of GL(𝑛,ℝ)). Consider a partition 𝜈 = 𝜈1 + 𝜈2 + ⋅ ⋅ ⋅ + 𝜈𝑛, with 𝜈𝑘
non-negative integers, 𝜈1 ≥ 𝜈2 ≥ ⋅ ⋅ ⋅ ≥ 𝜈𝑛. Alternating polynomials are given by

𝐴(𝜈1,...,𝜈𝑛)(𝑥1, . . . , 𝑥𝑛) = det
[
𝑥
𝜈𝑗

𝑖

]
=

∑
𝜎∈𝑆𝑛

𝜖(𝜎) 𝑥𝜈1

𝜎(1) ⋅ ⋅ ⋅𝑥𝜈𝑛

𝜎(𝑛),
(4.3)

leading to the following expression for the Schur function

s𝜈(𝑥) :=
𝐴(𝜈1+𝑛−1,𝜈2+𝑛−2,...,𝜈𝑛)(𝑥1, 𝑥2, . . . , 𝑥𝑛)

Δvm
, (4.4)

where Δvm =
∏
1≤𝑗<𝑘≤𝑛 (𝑥𝑗 − 𝑥𝑘) is a Vandermonde determinant.

For a large class of wave functions the formal 𝜏 -function is given by a linear
combination of Schur functions relative to a partition

𝜏(t) =
∑
𝜈

𝑐𝜈 s𝜈(t), (4.5)

where the constants 𝑐𝜈 depend on ‘embedding coordinates’ [63, §8].
Many significant developments, somewhat in the context of Example 4.2,

blossomed forth in the 1980’s (see for instance [36, 37, 59, 60]). The essential ideas
were later studied in a more unified geometric-analytic context in the ground-
breaking paper of Segal and Wilson [63]. In this latter setting the 𝜏 -functions,
such as those to be defined in (5.5) below (see also Example 4.3), are associated to
points 𝑊 in a Grassmannian of the type Gr(𝑝,𝐴) (here 𝐴 denotes the ‘restricted’



212 J.F. Glazebrook

Banach *-algebra to be outlined in 5.2) and are denoted 𝜏𝑊 -functions. These 𝜏𝑊 -
functions are shown in [63, §8] to be closely related to the formal 𝜏 -function of
Example 4.2 and the basic construction of these will be seen in §5.3.

We have in mind a short survey showing how the 𝜏 -function arises from a
generalized (e.g., Fredholm or Toeplitz) determinant along with several algebraic,
and analytic ramifications (see, e.g., [9, 11]). Also significant is the construction of
the associated predeterminant operators in §5.1. A further aspect of the 𝜏 -function
is its role in the theory of Schlesinger systems as associated with differential equa-
tions of Fuchsian type [39, 40, 42, 46], where the operator-theoretic setting is briefly
discussed in §7. The classical theta functions are in fact closely tied to 𝜏 -functions
via exponential multiplication [63, Theorem 9.11] (see also [58]). Hence the ac-
claimed Fay trisecant identity [26], which is ubiquitous in the theory of integrable
systems, is expressible in terms of 𝜏 -functions as seen in, e.g., [58, §10](cf. [50, §2]
in the setting of the KP-hierarchy). Perhaps more in line with this present work
is a matrix-operator account of this subject as treated in [4, §4] which touches on
‘moduli’ questions, as does [8, §5] which also establishes such a trisecant identity
in terms of nonabelian theta functions.

Example 4.3. This involves briefly introducing loop groups ‘LU’ [57, Chap. 6]. Take
𝐻 = 𝐿2(𝑆1,ℂ) and a polarization𝐻 = 𝐻+⊕𝐻− (with 𝐻+∩𝐻− = {0}). Following
[48, §2.3], for 𝑔 ∈ Γ+ ⊂ LU(1), we have a Toeplitz operator T𝑔 : 𝐻− −→ 𝐻+ given
by 𝑣 1→ (𝑔𝑣)−. Note that T𝑔1𝑔2 ∕= T𝑔2𝑔1 , in general, but T𝑔+𝑔𝑔− = T𝑔−𝑔𝑔+ when
𝑔± ∈ GL(𝐻±). Taking 𝐾+ = 𝑓−1𝐻+, for some 𝑓 ∈ GL(𝐻), leads to another
polarization (𝐾+,𝐾−), and a Toeplitz operator given by T′𝑔 = T−1𝑓 T𝑓𝑔. Taking

𝑘 ∈ GL+(𝐻) and ℎ ∈ GL−(𝐻), then there exists a Toeplitz-𝜏-function given by
𝜏(ℎ−1𝐻+, 𝐻+, 𝑘𝐻−, 𝐻−) = Det(T−1ℎ Tℎ𝑘T

−1
𝑘 ). (4.6)

Example 4.4. References [11, 12](cf. [67]) also reveal a large class of Fredholm
determinants, within the representation theory of the infinite-dimensional unitary
group, actually to be 𝜏 -functions of various integrable systems associated to a
particular Painlevé type [1]. Typical of this approach is to commence with T taken
to be an integral operator, and on restricting its kernel 𝐾T(𝑥, 𝑦) to an interval
𝒥 =

∪𝑚
𝑗=1(𝑎2𝑗−1, 𝑎2𝑗) ⊂ ℝ, to take the Fredholm determinant Det(1 − 𝜆T∣𝒥 ), for

a suitable 𝜆 ∈ ℂ [11, 67]. In all cases, the kernel 𝐾T(𝑥, 𝑦) is explicit, though in [11,
§2] the authors implement a continuous, so-called 2𝐹1-kernel based on the Gauss
hypergeometric function. This 2𝐹1-kernel, 𝐾T(𝑥, 𝑦)∣𝒥 is seen to be of trace class
and, in particular, Det(1−𝜆T∣𝒥 ) is a 𝜏 -function for the Schlesinger equation (see,
e.g., [11, §11] and [36, §5]; also see the assortment of examples in §7).
Example 4.5. In [9] a moment functional 𝔐 : ℂ[𝑧, 𝑧−1] −→ ℂ, is considered along
with a corresponding Lax operator 𝑄ℐ(𝔐) depending on an index set ℐ (here
𝑄𝑖𝑗 =𝔐(𝑟𝑖𝑥𝑝𝑗)). The shifted Toeplitz determinant yields a 𝜏 -function such that

𝑑 ln 𝜏 =

𝑛∑
𝜌=1

1

𝜌
Tr𝑛(𝑄ℐ) 𝑑𝑡𝜌. (4.7)
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The Hankel determinant of a semiclassical moment functional on the space of
polynomials can be identified with the isomonodromic 𝜏 -functions of [36] and this
together with the above Toeplitz determinant (of equivalent order) with respect
to 𝔐 above can be related by sequences of Schlesinger transformations (cf. §7).

5. The predeterminant 퓣 -function and its 𝝉 -function

5.1. The predeterminant 퓣 -function

We return to the general setting of §2.1, with 𝐴 a unital Banach algebra and
then specialize. Firstly, we recall from §3.2 the principal 𝐺(𝑝𝐴𝑝)-Stiefel bundle
𝑉 (𝑝,𝐴) −→ Gr(𝑝,𝐴), endowed with a canonical section denoted 𝑆𝑝, and proceed
to extract part of a construction in [23, §8] to which we refer for complete details.
Recalling the map 𝜋Λ in (2.1), and for 𝑝 ∈ 𝑃 (𝐴), we set

𝑊𝑝 = 𝜋−1Λ (𝑝+ 𝑝𝐴𝑝), (5.1)

(where 𝑝 = 1− 𝑝), and then consider the subset

𝑊 0
𝑝 = {𝑟 ∈𝑊𝑝 : 𝜙𝑝(𝑟) := 𝑟𝑝+ 𝑟𝑝 ∈ 𝐺(𝐴)}. (5.2)

Also recalling Λ = Sim(𝑝,𝐴), the development of [23, §8.1] entailed defining two
sections 𝛼, 𝛽 of the principal 𝐺(𝑝𝐴𝑝)-bundle 𝑄′ −→ Λ having the following prop-
erties:

i) With respect to 𝜋Λ in (2.1), 𝛼𝑝 = 𝜋∗Λ(𝑆𝑝) is defined over 𝜋Λ(𝑊𝑝) ⊂ Gr(𝑝,𝐴).
ii) For 𝛽𝑝 with 𝑔 = 𝜙𝑝(𝑟) and 𝑟 ∈ 𝑊 0

𝑝 , we have 𝑔 ∈ 𝐺(𝐴). The assignment
𝑟𝑝 : 𝑝 −→ 𝑟, yields a proper partial isomorphism which projects along Ker(𝑟).
Then we set 𝛽𝑝(𝑟) = (𝑟, 𝑟𝑝).

Next, on recalling the transition map 𝑡Λ in (2.3), we set

𝒯 (𝑟) = 𝑡Λ(𝛼𝑝(𝑟), 𝛽𝑝(𝑟)) ∈ 𝐺(𝑝𝐴𝑝). (5.3)

In [23, §8] we called the left operator of (5.3) a 𝒯 -function which can be viewed as
a type of generalized Wiener–Hopf operator T as described above. Note that this
essentially algebraic construction would work equally well for any of the reduced
subgroups𝐺 in §2.1, and hence for the principal bundles 𝑄 −→ Λ described in §2.2.
5.2. The restricted Banach algebra 𝑨

To see how this was used in [23], we first of all take a (separable) Hilbert module
𝐻퓐 over a unital C*-algebra퓐, and a polarization𝐻퓐 = H+⊕H− (with H+∩H− =
{0}). Let 𝐽 be an 퓐-module map satisfying 𝐽2 = 1. The ‘restricted’ Banach
algebra 𝐴 = ℒ𝐽 (𝐻퓐) is a Banach *-algebra under the Hilbert–Schmidt modified
norm ∥𝑇 ∥𝐽 = ∥𝑇 ∥+∥[𝐽, 𝑇 ]∥2 (here we have used the generalization of the Schatten
𝑝-classes to Hilbert modules following [65] and cf. [28]).

If 𝔓 denotes the space of polarizations on 𝐻퓐, then by [23, Theorem 4.1],
there exists an analytic diffeomorphism 𝜑 : 𝔓 −→ Λ. Instrumental in [23, §8] and
[70, §3] was to take the above sections 𝛼𝑝(𝑟) and 𝛽𝑝(𝑟), when viewed as sections
of the (universal) vector bundle 𝛾Λ −→ Λ in §2.2, to be covariantly constant with
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respect to the connection ∇Λ. The 𝒯 -function (operator) is more general than
the Zelikin 𝔗-function which for the case 퓐 ∼= ℂ utilizes a cross-ratio coordinate
system on 𝔓 [70, §3]. Also, Det 𝒯 is definable in terms of ‘admissible elements
(bases)’ for a sufficiently large class of Banach algebras in the setting of §3.
5.3. The 𝝉𝑾 -function

Suppose we take a pair of polarizations (H+,H−), (K+,K−) ∈ 𝔓 to be such that H+
is the graph of a linear map 𝑆 : K+ −→ K−, and H− is the graph of a linear map
𝑇 : K− −→ K+. Then on 𝐻퓐 consider the identity map H+ ⊕ H− −→ K+ ⊕ K−,
as represented by the block form [

𝑎 𝑏
𝑐 𝑑

]
(5.4)

where 𝑎 : H+ −→ K+, 𝑑 : H− −→ K− are zero-index Fredholm operators, and
𝑏 : H− −→ K+, 𝑐 : H+ −→ K−, belong to 𝒦(𝐻퓐) (the compact operators),
such that 𝑆 = 𝑐𝑎−1 and 𝑇 = 𝑏𝑑−1. When 𝑏, 𝑐 are taken to be Hilbert–Schmidt
operators, then 𝑆𝑇 is of trace-class, and the operator (1 − 𝑆𝑇 ) can be expressed
as a 𝔗-function as above. We denote this by 𝔗(H+,H−,K+,K−) (it is essentially a
transition map in the 𝒯 -function setting).

Following [63, §2] and [57, §7.1] (cf. [24, A2]) points 𝑊 ∈ Gr(𝑝,𝐴) represent
closed subspaces 𝑊 of 𝐻퓐 such that i) the orthogonal projection 𝑝+ : 𝑊 −→ H+
is in Fred(𝐻퓐), and ii) the orthogonal projection 𝑝− :𝑊 −→ H− is in ℒ2(H+,H−)
(Hilbert–Schmidt operators). Relative to such points 𝑊 ∈ Gr(𝑝,𝐴), the corre-
sponding 𝜏𝑊 -function is constructed in [63, §3] and is seen to be of the form

𝜏𝑊 (H+,H−,K+,K−) = Det 𝔗(H+,H−,K+,K−)

= Det(1− 𝑐𝑎−1𝑏𝑑−1) ∈ ℂ⊗ 1퓐,
(5.5)

(cf. [23, 48, 70]). This particular 𝜏 -function frequently appears in the Lax equation
method in nonlinear wave theory (for instance, solitons) and the general setting
for the latter within the KP-hierarchy (see, e.g., [1, 3, 17, 63, 60]).

Remark 5.1. In several examples above and in those in the sequel, the main
class of operators surveyed will often turn out to be integral operators. One
way of seeing this proceeds as follows. Suppose (Ω, 𝜇) is some 𝜎-finite measure
space. Let 𝐻 = 𝐿2(Ω, 𝜇) (be separable), 𝐴 = ℒ(𝐻) and let ℒ2(𝐻) denote the
Hilbert–Schmidt operators on 𝐻 . Then projections 𝑝 ∈ 𝑃 (𝐴) ∩ ℒ2(𝐻) may be
realizable as integral operators, and likewise for elements 𝑞 ∈ 𝑈(𝑝,𝐴) in the uni-
tary orbit of 𝑝 (see, e.g., [32, §15] and related results therein). For instance, let
Ω ⊂⊂ ℂ𝑛 be a bounded domain. A familiar example is the Bergman projection
𝑝𝐵 : 𝐿2(Ω) −→ Hol(Ω) ∩ 𝐿2(Ω), orthogonally projecting 𝐿2(Ω) onto its holomor-
phic subspace. In terms of its associated kernel function 𝐾Ω(𝑧, 𝑤), it is given by
𝑝𝐵𝑓(𝑧) =

∫
Ω
𝐾Ω(𝑧, 𝑤)𝑓(𝑤) 𝑑𝑤. This projection 𝑝𝐵 may be viewed as a general-

ized Calderón–Zygmund operator with respect to certain local pseudometrics [45].
Other familiar and partially related examples are presented in [69, Chap. 4].
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6. Simple L*-algebras and Kac–Moody algebras

6.1. Simple L*-algebras

Henceforth, unless otherwise stated, we now restrict in this section to 𝐴 = ℒ(𝐻),
where 𝐻 is a separable Hilbert space, and proceed to consider a class of involutive
Banach–Lie algebras called L*-algebras (see [5, Chap. 7] and [34, Chap. II, III]
following the earlier work of [61, 62]).

An L*-algebra is a Lie algebra 𝔤 (over ℝ or ℂ) whose underlying vector space
is a Hilbert space, together with a map 𝑥 1→ 𝑥∗ that satisfies ⟨[𝑥, 𝑦], 𝑧⟩ = ⟨𝑦, [𝑥∗, 𝑧]⟩,
for all 𝑥, 𝑦, 𝑧 ∈ 𝔤. In particular, the Hilbert–Schmidt operators ℒ2(𝐻) form a
complex simple L*-algebra (see [5, Theorem 7.18] and [34, II.5]) in which the ∗-map
specifies an adjoint representation, while noting that by Remark 5.1 above, this
latter observation subsequently provides a potential supply of integral operators
on 𝐻 . We denote this L*-algebra by 𝔤A, which is a simple Lie algebra of type A in
the Cartan classification. In fact, all simple Lie algebras of type A are isomorphic,
up to some multiple of the inner product, to an L*-subalgebra of 𝔤A.

There are also the simple L*-algebras of Cartan type B,C and D (see [5,
34, 52, 61, 62] for a comprehensive treatment of this infinite-dimensional structure
theory). Because of the frequent instrumentation of the Hilbert–Schmidt operators,
we will restrict matters here to 𝔤A, and note that 𝔤A as a simple L*-algebra can be
approximated by taking the limit of a strictly increasing sequence {𝔤𝑛} of simple
finite-dimensional Lie algebras of Cartan type A [61, §3.2]. Specifically, we shall
take 𝐺 ⊆ 𝐺(𝑝𝐵𝑝) ⊆ 𝐺(𝑝𝐴𝑝) to be a Banach–Lie group whose Banach–Lie algebra
(over ℂ) is the simple L*-algebra 𝔤 = 𝔤A.

A Cartan subalgebra 𝔥 of 𝔤 is defined as a maximal self-adjoint abelian (closed)
subalgebra. With respect to 𝔥, a Cartan decomposition of 𝔤 can be formed (see
below). Let Δ denote the set of non-zero roots of 𝔤 relative to 𝔥. In the form of a
lemma we collect together several basic results about the structural theory of the
L*-algebra 𝔤 to be used later.

Lemma 6.1. Let 𝔤 = 𝔤A be the (complex) simple L*-algebra as above. Then we
have the properties:

(1) There exist simple closed 𝔤-ideals 𝔤𝑘, indexed by some set 𝒥 , leading to a
Hilbert space direct sum

𝔤 =
⊕
𝑘∈𝒥

𝔤𝑘. (6.1)

(2) Given a Cartan subalgebra 𝔥 ⊂ 𝔤, there exists a Cartan (Hilbert space) de-
composition

𝔤 = 𝔥⊕
⊕
𝜈∈Δ

𝑉𝜈 , (6.2)

where the root spaces 𝑉𝜈 are one-dimensional.
(3) We have 𝔤 = cl(

∪
𝔤𝑛), where each 𝔤𝑛 is a finite-dimensional simple Lie

algebra (of Cartan classification A) appearing in a strictly increasing sequence
⋅ ⋅ ⋅ ⊂ 𝔤𝑛 ⊂ 𝔤𝑛+1 ⊂ ⋅ ⋅ ⋅
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Proof. Part (1) is stated in [61, §1.2, Theorem 1]. The existence of the Cartan
decomposition in Part (2) follows from [61, §2.2, Theorem 2] (cf. [62]) and the
one-dimensionality of the root spaces 𝑉𝜈 follows from [61, §2.3]. As for Part (3),
this follows from [61, §3.2, (iv)]. □

Remark 6.1. The corresponding results for the other types in the Cartan clas-
sification are essentially the same. A treatment of these results and the Cartan
decomposition also appear in [34, Proposition 11, II.22] (cf. [5, Chap. 7] for cer-
tain extensions of the theory) and more generally in [13, Theorem 1] for semisimple
Banach–Lie algebras of compact operators.

Having introduced this class of L*-algebras, we recall the setting of the prin-
cipal 𝐺-bundles 𝑄 −→ Λ in §2.2, where 𝐺 is the corresponding Lie group of the
L*-algebra 𝔤 and the operator 𝒯 arises via the transition map 𝑡Λ in (2.6). This leads
to some further observations concerning generalized determinants and 𝜏 -functions
in particular. The first follows by a straightforward restriction argument.

Proposition 6.1. For each operator 𝒯 ∈ 𝐺 of the (predetermiant) type in (5.3) there
exists a family of generalized determinants defined relative to the closed ideals of 𝔤.

Proof. For each 𝒯 ∈ 𝐺 in (5.3) we can assign a corresponding Hilbert–Schmidt
operator T ∈ 𝔤. Recall from Lemma 6.1(1) we have a Hilbert space direct sum

𝔤 = 𝔤1 ⊕ 𝔤2 ⊕ ⋅ ⋅ ⋅ ⊕ 𝔤𝑘 ⊕ ⋅ ⋅ ⋅ (6.3)

in terms of closed 𝔤-ideals. We then consider restrictions T∣𝔤𝑘, which for each 𝑘,
define a family of generalized determinants by taking the Fredholm determinant
Det(1− 𝜆T∣𝔤𝑘) (for some suitable 𝜆). □

It is clear that the means behind Proposition 6.1 would apply by restricting
to a Hilbert space summand in any decomposition of 𝔤. The next observation is
in the context of Example 4.4 and follows from the development of ideas in [11].

Proposition 6.2. Let 𝐺 ⊆ 𝑈(𝑝𝐴𝑝) be a simple Banach–Lie subgroup with associated
(simple) L*-algebra which is a real form of 𝔤 = 𝔤A as above. Then for each 𝒯 ∈ 𝐺
in (5.3) we obtain a family of 𝜏-functions via a smooth integrable kernel K defined
on a subset 𝔍 ⊂ ℝ.

Proof. Without loss of generality we assume that 𝐺 ⊆ 𝑈(𝑝𝐴𝑝) is isomorphic to a
unitary (Banach–Lie) subgroup of the infinite-dimensional unitary group 𝑈(∞).
The idea is that starting from the operator 𝒯 ∈ 𝐺 ⊆ 𝑈(∞), we arrive at a
integrable kernel defined with respect to 𝔍. Firstly, the results of [12, §1-§3] show
that 𝐺 can be decomposed into irreducible parts via probability measures on the
space of all irreducible representations. Specifically, if 𝜒 : 𝐺 −→ ℂ denotes a
character of 𝐺, then there exists a spectral measure 𝜇𝜒 on parameter set Ω so that

𝜒 =

∫
Ω

𝜒𝑤𝜇𝜒 𝑑𝑤, (6.4)
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as established in [11, Theorem 1.1]. Following from this, the construction of the
kernel K is given in [11, §5]. Taking a projection 𝑝(𝜇𝜒) onto 𝔍 = (𝑠,∞) to give a
restriction, (see Example 4.4) the Fredholm determinant 𝒟(𝑠) = Det(1−𝜆K∣(𝑠,∞))
leads to a family of 𝜏 -functions (see [11, §7]). □

Remark 6.2. In [11, 12] the distribution 𝒟(𝑠) and the corresponding 𝜏 -function
above lead to classes of differential equations of the various Painlevé type (see
Appendix B. In [12, §10] the 𝜏 -functions arising there are interpreted as correlation
functions that are manifestly determinants of certain kernels. As we pointed out
in §4.1, there is a considerable amount of background material to this topic in
the framework of integrable systems and statistical physics, and so for now we are
obliged to refer the reader to works such as [1, 11, 12, 15, 36, 37, 67] in order to
get a more complete picture.

6.2. A link with affine Kac–Moody algebras

In Appendix §A.1 we recall how the Cartan matrix of any semisimple Lie algebra
induces an associated (affine) Kac–Moody algebra [38, Chap. 7]. This concept we
will adopt in view of the simple L*-algebras discussed previously. Firstly, a lemma
that uses the construction and which will be put to use in §6.3 below.
Lemma 6.2. Consider the (complex) simple L*-algebra 𝔤 = 𝔤A. Then there is an
associated (strictly) increasing sequence of affine Kac–Moody algebras {�̂�𝜅𝑛} where
𝜅𝑛 is an invariant inner product on each simple finite-dimensional Lie algebra 𝔤𝑛
as in Lemma 6.1(3) above.

Proof. Recall from Lemma 6.1(3) we have 𝔤 = cl(
∪
𝔤𝑛) with each 𝔤𝑛 a simple

finite-dimensional Lie algebra. Let ℂ((𝑡)) = ℂ[𝑡, 𝑡−1] denote the algebra of Laurent
polynomials in 𝑡, and let 𝜅𝑛 denote an invariant inner product on 𝔤𝑛. Following
[38, §7.1] (see also [27, §1]), the affine Kac–Moody (Lie) algebra �̂�𝜅𝑛 is the one-
dimensional central extension of 𝔤𝑛 ⊗ ℂ((𝑡)) with

[𝜙1 ⊗ 𝑓(𝑡), 𝜙2 ⊗ 𝑔(𝑡)] = [𝜙1, 𝜙2]⊗ 𝑓(𝑡)𝑔(𝑡)− (𝜅𝑛(𝜙1, 𝜙2)Res 𝑓𝑑𝑔)𝐾𝑛, (6.5)

where 𝜙1, 𝜙2 ∈ 𝔤𝑛, 𝑓, 𝑔 ∈ ℂ((𝑡)), and 𝐾𝑛 denotes the central element. The fact
that the sequence {�̂�𝜅𝑛} is increasing, is clear, since because 𝔤𝑛 ⊂ 𝔤𝑛+1, we have
a naturally induced sequence 𝔤𝑛 ⊗ ℂ((𝑡)) ⊂ 𝔤𝑛+1 ⊗ ℂ((𝑡)). □

6.3. A representation of the Weyl group and 𝝉 -functions

Here we use the root lattice (for roots 𝜈) and refer to [53, 68](see Appendix §A.2).
Following [53, 68], we give a short outline of a representation-theoretic definition of
the 𝜏 -function. Firstly, for each generalized Cartan matrix 𝐶 = [𝑐𝑖𝑗 ] of affine type,
there exists a representation of the Weyl group 𝒲 =𝒲(𝐶) on a field ℂ(𝜈; 𝜃; 𝜏) of
rational functions with respect to infinitely many variables 𝜈𝑖, 𝜃𝑖, 𝜏𝑖 (𝑖 ∈ ℐ),

𝜚 :𝒲 −→ ℂ(𝜈; 𝜃; 𝜏). (6.6)
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This representation is characterized by the action of the generators 𝑠𝑖 (see §A.2),
such that whenever defined,

𝑠𝑖(𝜈𝑗) = 𝜈𝑗 − 𝜈𝑖𝑐𝑖𝑗 (reflections), 𝑠𝑖(𝜃𝑗) = 𝜃𝑗 +
𝜈𝑖
𝜃𝑖

𝑢𝑖𝑗 ,

𝑠𝑖(𝜏𝑗) = 𝜏𝑗(𝜃𝑗 Π𝑘∈ℐ 𝜏
−𝑐𝑘𝑗

𝑘 )𝛿𝑖𝑗 ,
(6.7)

where the 𝑢𝑖𝑗(𝑖, 𝑗 ∈ ℐ) satisfy certain conditions as seen in [53, §2] and [68, §1].
The 𝜏𝑗 are realizable as 𝜏 -functions for the variables 𝜃𝑗 , and in this representation
the 𝜏𝑗 are seen to correspond to the fundamental weights Ξ𝑗 , while the 𝜃-variables
correspond to the simple roots 𝜈𝑖 [53, §2]. The motivation for regarding the 𝜏𝑗 as
𝜏 -functions is commented upon in Remark 6.3 below.

Proposition 6.3. Consider the (complex) simple L*-algebra 𝔤 = 𝔤A. Then there
exists a representation 𝔤 −→ ℂ(𝜈; 𝜃; 𝜏) relative to which a family of Fredholm
determinants of an (integral) operator T ∈ 𝔤 is assigned to a family of 𝜏-functions
of the above type.

Proof. Firstly, we recall from Lemma 6.1(3) the sequence of finite-dimensional
simple Lie algebras 𝔤𝑗 . Commencing from a Hilbert–Schmidt (integral) operator
T ∈ 𝔤, we proceed to the Fredholm determinant Det(1 − 𝜆T∣𝔤𝑗). The latter as a
generalized determinant is assigned to each 𝜏𝑗 , and hence to the corresponding
weight Ξ𝑗 .

For each 𝔤𝑗 , we have by Lemma 6.2 an associated increasing sequence of
affine Kac–Moody algebras {�̂�𝜅𝑗}. The affine Weyl group 𝒲(𝐶𝑛) acts upon the
root system of each �̂�𝜅𝑗 (for each 𝑗) as well as on the rational function field ℂ(𝜈; 𝜃; 𝜏)
[53, §2]. Now since ℂ(𝜈; 𝜃; 𝜏) depends on the sum ∑

𝑗 Ξ𝑗 of fundamental weights,
we thus arrive at a representation

𝔤 −→ ℂ(𝜈; 𝜃; 𝜏),

Det(1− 𝜆T∣𝔤𝑗) 1→ (Ξ𝑗 ↔ 𝜏𝑗),
(6.8)

which yields the desired result. □

On referring to Appendix §A.2, we introduce the dual ℤ-module of the coroot
lattice 𝑅∨ denoted in (A.4) by 𝑅★ = Homℤ(𝑅

∨,ℤ). As shown in [53, §2], any family
{𝜙𝑤(𝜆)} (𝑤 ∈ 𝒲 , 𝜆 ∈ 𝑅★) can be identified with a mapping

𝜙 :𝒲 −→ Homℤ(𝑅
★,ℂ(𝜈; 𝜃)∗),

𝑤 1→ 𝜙𝑤,
(6.9)

where ℂ(𝜈; 𝜃)∗ denotes the multiplicative group of ℂ(𝜈; 𝜃) regarded as a ℤ-module,
and for which

𝜙𝑤1𝑤2(𝜆) = 𝑤1(𝜙𝑤2(𝜆))𝜙𝑤1 (𝑤2 ⋅ 𝜆), ∀𝑤1, 𝑤2,∈ 𝒲 , and 𝜆 ∈ 𝑅★. (6.10)

The map 𝜙 in (6.9) now viewed as a (linear) map 𝜙 : ℂ[𝒲 ] −→ 𝑀 on the group
algebra, where𝑀 = Homℤ(𝑅

★,ℂ(𝜈; 𝜃)∗), is shown in [53, §2] to define a Hochschild
1-cocycle of ℂ[𝒲 ] with respect to the natural𝒲-bimodule structure of𝑀 (we refer
to [44, §1-§4] for the basic theory of Hochschild complexes). Since it can be shown
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that 𝑤(𝜏𝜆) = 𝜙𝑤(𝜆)𝜏
𝑤⋅𝜆 (𝑤 ∈ 𝒲 , 𝜆 ∈ 𝑅★), then the cocycle induced by 𝜙 in (6.10)

becomes the coboundary of the 0-cochain

𝜏 ∈ Homℤ(𝑅
★,ℂ(𝜈; 𝜃; 𝜏)∗),

𝜆 1→ 𝜏𝜆,
(6.11)

on extending the 𝒲-module ℂ(𝜈; 𝜃) to ℂ(𝜈; 𝜃; 𝜏). It is in this way that the 𝜏 -
functions are seen to trivialize the Hochschild 1-cocycle as defined by these vari-
ables.

Remark 6.3. As outlined in [53, 68], triples (𝜈𝑗 , 𝜃𝑗 , 𝜏𝑗) can be seen to lead to a fam-

ily of discrete dynamical systems classified by certain types denotedA
(1)
ℓ , . . . ,D

(1)
ℓ ,

for various ℓ, whose corresponding affine Weyl groups are realized as Bäcklund
transformations of the Painlevé equations of class 𝑃II, . . . , 𝑃VI (see Appendix B).
Here the pairs (𝜈𝑗 , 𝜃𝑗) play the role of discrete time dependent variables and the
𝜏𝑗 are 𝜏 -functions associated to the corresponding Painlevé types.

7. Applications: Schlesinger systems, isomonodromic
transformations and meromorphic connections

7.1. Holomorphic maps to Λ = Sim(𝒑,𝑨)

We return now to the case where 𝐴 = ℒ(𝐻퓐) in §5.2, and commence by considering
holomorphic maps 𝑓 : 𝑋 −→ Gr(𝑝,𝐴), where 𝑋 in this section denotes a compact
Riemann surface of genus 𝑔𝑋 .

Proposition 7.1. Given a (non-constant) holomorphic map 𝑓 : 𝑋 −→ Gr(𝑝,𝐴),

then 𝑓 can be extended to a holomorphic map 𝑓 : 𝑋 −→ Λ.

Proof. For each 𝑥 ∈ 𝑋 , let us set 𝑓(𝑥) = (K+)𝑥, and then let (K−)𝑥 be a closed
complemented subspace for (K+)𝑥 in 𝐻퓐, so that (K+)𝑥 ∩ (K−)𝑥 = {0}. Thus we
have produced a polarizing pair ((K+)𝑥, (K−)𝑥) that depends on 𝑥 ∈ 𝑋 , and hence
𝑓 extends to the space 𝔓 of polarizations in §5.2. Following from [23, Theorem

4.1 (3)], we next make use of the analytic diffeomorphism 𝜑 : 𝔓
∼=−→ Λ, and then

finally, the desired holomorphic map 𝑓 : 𝑋 −→ Λ is taken to be the composition

𝑓 = 𝜑 ∘ 𝑓 . □

The Krichever correspondence which is based on certain holomorphic data
as described in [63, §6] provides a prototypical example, namely, a holomorphic
embedding 𝑓 : 𝑋 −→ Gr(𝑝,𝐴) (as applied in [24, 25]). The point of extending
such a map to Λ is that the subsequent calculations as carried out in [23] tend
to be relatively straightforward, and the relevant analytic objects defined over Λ
can be pulled-back via 𝑓 . For instance, recall the setting of §2.1 and consider the
possible pull-back vector bundles with connection under 𝑓 : 𝑋 −→ Λ:

(i) (𝑓∗𝛾,∗∇𝛾) −→ 𝑋
(ii) (𝑓∗Det𝛾 , 𝑓∗∇Det𝛾 ) −→ 𝑋
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(iii) More generally, consider (𝑉,∇𝑉 ) −→ 𝑋 , with structure group 𝐺 ⊆ 𝐺(𝑝𝐴𝑝)
and corresponding connection form 𝜔𝑉 as pulled back under 𝑓 from a vector
bundle with connection (V,∇V) −→ Λ, with corresponding connection form
denoted 𝜔V (typically associated to a principal 𝐺-bundle 𝑄 −→ Λ as in (2.5)
with connection 1-form 𝜔𝑄).

Next we take an integral operator T that corresponds to the 𝐺 ⊆ 𝐺(𝑝𝐴𝑝)-
valued 𝒯 -function for 𝑄 as described in §5.1 for which, via a holomorphic embed-
ding 𝑓 : 𝑋 −→ Λ, the Fredholm determinant

Det(1− 𝜆T∣ℑ), (7.1)

is suitably supported on a countable number of points, or on a union of curve
segments ℑ in the (complex) 𝜁-plane supporting T in 𝑋 . In the context of Example
4.4, the determinant (7.1) provides the 𝜏 -function of an isomonodromic family of
meromorphic covariant derivative operators 𝐷𝜁 .

Example 7.1. Specifically from [33] (for 𝑔𝑋 = 1), the 𝜏 -functions in question are
of the form 𝜏 = 𝜏(𝑎1, . . . , 𝑎𝑟; 𝑏1, . . . , 𝑏𝑛), where the 𝑎1, . . . , 𝑎𝑟 are ‘asymptotic ele-
ments’ and the 𝑏1, . . . , 𝑏𝑛 are ‘pole locations’ collectively parametrizing 𝜏 for the
given pair (𝑟, 𝑛). Moreover, as shown in [33, Theorem 2.6], 𝜏 is effectively the
Segal–Wilson 𝜏𝑊 -function in [63, §3]. In this case there is the 1-form

𝜔 = 𝑑 ln 𝜏 =

𝑟∑
𝑖=1

𝐾𝑖 𝑑𝑎𝑖 +

𝑛∑
𝑗=1

𝐻𝑗 𝑑𝑏𝑗 , (7.2)

where the pairs (𝐻𝑖,𝐾𝑗) are Poisson-commuting Hamiltonians. In [25, §4.2] it was
shown that a class of 𝜏 -functions, denoted 𝜏Λ, are essentially the same as the 𝜏𝑊 ,
and are linked via pullback. Each of the 𝜏Λ serves as a logarithmic potential for
the curvature of the connection ∇Det𝛾 seen above, and so (7.2) can likewise be
interpreted for 𝜔 = 𝑑 ln 𝜏Λ.

The further significance of relations of the type (7.2) has been pointed out in
[46], where 𝜔 on the one hand represents the poles of solutions to the Schlesinger
equation, and on the other hand, it is the Hamiltonian of this equation with respect
to a natural Poisson structure. The task undertaken in [46] was to give a detailed
explanation of the equivalence of these two approaches.

7.2. Operator meromorphic connection

Next we consider how a meromorphic connection denoted 𝜔V can be constructed
on a complex vector bundleV −→ Λ, by commencing from ameromorphic operator
(𝔤-valued) function. Operator-valued meromorphic functions as providing suitable
potentials, denoted say 𝐵(𝜁) with respect to a local coordinate 𝜁 on some domain
in 𝑋 , have been studied to a significant extent in, e.g., [30, 31, 47]. Typically 𝐵(𝜁)
is of the form

𝐵(𝜁) =

∞∑
𝑗=−𝑛

(𝜁 − 𝜁0)
𝑗𝐵𝑗 , (7.3)

satisfying some mild technical condition (such as ‘normality’ [30, §3]).
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Recall from Remark 2.2 the connection map 𝒱 : 𝑇𝑄 −→ 𝑇𝑄 used in con-
structing the connection 1-form 𝜔𝑄. To say that 𝒱 is meromorphic means that
𝒱 is pointwise an analytic map with a countable number of poles. The resulting
connection 𝜔𝑄 is then said to be a meromorphic connection if, in its local rep-
resentation, it contains the data of the Laurent coefficients as exhibited in (7.3).
This property passes over to the induced connection 1-form 𝜔V on the associated
complex vector bundle V −→ Λ (see below).

Granted a supply of holomorphic maps from 𝑋 to Gr(𝑝,𝐴), and thus to Λ
by Proposition 7.1, we give an application in the following. To do this, let us
first recall that 𝛾 −→ Λ is the vector bundle associated to a principal 𝐺-bundle
𝑄 −→ Λ as in §2.1 (where 𝐺 ⊆ 𝐺(𝑝𝐴𝑝)). Let 𝒱 : 𝑇𝑄 −→ 𝑇𝑄 be a meromorphic
connection map on the principal bundle 𝑄 −→ Λ. In the usual way, this induces a
connection map, denoted the same, 𝒱 : 𝑇𝛾 −→ 𝑇𝛾 on the associated vector bundle
(the formal details for doing this can be seen in, e.g., [43, p. 381]), and hence we
obtain a meromorphic connection on the holomorphic vector bundle 𝛾 −→ ∇𝛾 .

When ‘Det’ is well defined under the criteria we had discussed earlier, then
we obtain an induced connection map 𝒱𝐷𝑒𝑡 : 𝑇Det𝛾 −→ 𝑇Det𝛾 yielding a local
(operator) connection meromorphic 1-form �̂�. Thus as an immediate consequence
of the usual pull-back construction, if 𝑓 : 𝑋 −→ Λ is a non-constant holomorphic
map, and �̂� is a meromorphic connection 1-form on Det𝛾 , then on 𝑋 we obtain a
holomorphic vector bundle (𝑓∗Det𝛾 , 𝑓∗�̂�) −→ 𝑋 with a meromorphic connection.

Remark 7.1. Following, e.g., [66], one may look at ‘free energy pre-potentials’ in
the context of matrix models and topological conformal field theories where the
relevant object to consider is ln 𝜏 . Indeed, as we have pointed out in §4.1, it has been
known that ln 𝜏 is a ‘prepotential’ (for a local connection 1-form, say) as apparent
in [10, 36, 37, 42, 46, 56, 66]. Thus somewhat in the spirit of how one applies
monodromy preserving transformations [33, 36, 66], we are led from the matrix
case to operator-valued meromorphic functions comprised of Laurent coefficients
(such as 𝐵(𝜁) above) and hence towards a class of distinguished meromorphic
(connection) 1-forms

𝜔 = 𝑑 ln 𝜏 =
∞∑

𝑛=−∞
Tr 𝐵𝑛(𝜁 − 𝜁0)

𝑛 𝑑𝑡𝑛. (7.4)

7.3. Examples

Given that a meromorphic 1-form in the operator setting of Λ can be pulled back
via a holomorphic map from 𝑋 to Gr(𝑝,𝐴), or to Λ using Proposition 7.1, let
us see some motivation for doing this in the operator context as provided by the
following examples of Schlesinger systems relative to 𝑋 (cf. [39] for matrix operator
coefficients). One should keep in mind the role of the 𝜏 -function, and the setting of
the determinant line bundles with meromorphic connection (𝑓∗Det𝛾 , 𝑓∗�̂�) −→ 𝑋 ,
as we have described above.
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Example 7.2. Inspired by the setting of the Riemann–Hilbert problem, let us con-
sider an equation of the form

𝑑Ψ

𝑑𝜁
(𝜁) = 𝐵(𝜁)Ψ(𝜁), (7.5)

where Ψ(𝜁) is a meromorphic 𝐺-valued function, and 𝐵(𝜁) in (7.3) has poles
{𝑏1, 𝑏2, . . . , 𝑏𝑛} that are viewed as variables, and {𝑏1, 𝑏2, . . . , 𝑏𝑛,∞} branch points
for 𝐵(𝜁) when viewed as points of 𝑋 . Granted Ψ can be continued along a closed
path 𝛾, away from the branch points within this embedding, we consider a trans-
formation of the type

Ψ(𝜁) −→ Ψ(𝜁)𝑍𝛾 , (7.6)

where 𝑍𝛾 ∈ 𝐺 ⊆ 𝐺(𝑝𝐴𝑝) is a (constant) invertible operator depending only on the
homotopy class [𝛾] of 𝛾. In this way 𝑍𝛾 induces a monodromy representation of
the fundamental group

𝜋1(𝑋/{𝑏1, 𝑏2, . . . , 𝑏𝑛}) −→ 𝐺, where [𝛾] 1→ 𝑍𝛾 . (7.7)

We recall that a Schlesinger transformation can be regarded as a discrete mon-
odromy preserving transformation of a meromorphic connection matrix that shifts
by elements of ℤ, the eigenvalues of its residues [11, 42]. A modification of this
theory to matrix operator coefficients of differential equations of Fuchsian type is
studied in [39], and as was mentioned in the Introduction, motivates a broader
scope of applications using operator-valued functions.

Example 7.3. For 𝑔𝑋 = 0 and 𝐺 ∼= SL(2,ℂ), the corresponding Schlesinger system
satisfies [42, §II]

∂𝐵𝑖

∂𝜁𝑗
=
[𝐵𝑖, 𝐵𝑗 ]

𝜁𝑖 − 𝜁𝑗
, for 𝑖 ∕= 𝑗,

∂𝐵𝑖

∂𝜁𝑖
= −

∑
𝑗 ∕=𝑖

[𝐵𝑖, 𝐵𝑗 ]

𝜁𝑖 − 𝜁𝑗
,

(7.8)

where the 𝐵𝑗 = 𝐵𝑗(𝑏1, 𝑏2, . . . , 𝑏𝑛) are taken to be certain meromorphic functions
(cf. [36, 37, 39, 46]). Here the role of the meromorphic connection is prominent in
[46]. One starts with a holomorphically trivial vector bundle (V0,∇V0) −→ ℂ𝑃 1,
with meromorphic connection having logarithmic poles at points (𝑏01, . . . , 𝑏

0
𝑛,∞).

This can be deformed isomonodromically to a holomorphic vector bundle with
meromorphic connection (V,∇V) −→ ℂ𝑃 1 × 𝒟, where 𝒟 is certain deformation
space, and for which the restriction (V,∇V)∣(𝑧, 𝑏01, . . . , 𝑏0𝑛,∞) ∼= (V0,∇V0). The
integrability of this isomonodromic extension leads to the Schlesinger equation:

𝑑𝐵𝑖 = −
∑
𝑖∕=𝑗

[𝐵𝑖, 𝐵𝑗 ] 𝑑(𝑏𝑖 − 𝑏𝑗)

(𝑏𝑖 − 𝑏𝑗)
. (7.9)

A class of meromorphic connections also appears in [10] which considers a similar
deformation problem.
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Example 7.4. There is a class of wave functions Ψ = Ψ(𝜁), defined relative to a
spectral parameter 𝜁, whose monodromy data is independent of the deformation
parameter if and only if Ψ satisfies the deformation equation (cf. (7.5))

∂𝜁Ψ = 𝑑𝐵(𝜁)Ψ, (7.10)

where 𝑑𝐵(𝜁) =
∑

𝑖 𝐵𝑖𝑑𝜁𝑖 is a 1-form with rational coefficients 𝐵𝑖 = 𝐵𝑖(𝜁). Now to
any solution of (7.10) there is an associated 1-form

𝜔 = −
∑
𝑘

Res𝜁=𝜁𝑘Tr[𝑔
(𝑘)−1∂𝜁𝑔

(𝑘)𝑑𝜉(𝑘)]𝑑𝜁, (7.11)

for certain analytic functions 𝑔 = 𝑔(𝜁) and diagonal matrices 𝜉 [3, §8.4], where the
deformation equation (7.10) implies that 𝑑𝜔 = 0. In fact, we have 𝜔 = 𝑑 ln 𝜏 , and
hence for each solution of (7.10) a 𝜏 -function can be associated and one that is
transformable under an elementary Schlesinger transformation [3, §8.6].
Example 7.5. Following, e.g., [11, §6] and [36, 42], for the case 𝑔𝑋 = 1, we have
an 𝔰𝔩(2,ℂ)-valued 1-form 𝜔 given by

𝜔 =

𝑘∑
𝑗=1

∑
1≤ℓ≤𝑛
ℓ ∕=𝑗

Tr(𝐵𝑗𝐵𝑘)

𝑏𝑗 − 𝑏ℓ
𝑑𝑏ℓ. (7.12)

In this case 𝜏 = 𝜏(𝑏1, 𝑏2, . . . , 𝑏𝑘) is a 𝜏 -function for the system such as appears
in (7.8) if 𝑑 ln 𝜏 = 𝜔 (see [11, 36]), so 𝜏 is defined at least locally. With regards
to the Painlevé property, any solution {𝐵𝑗}𝑛𝑗=1 of the Schlesinger equations are
analytic functions in (𝑏1, 𝑏2, . . . , 𝑏𝑛) that have at most poles in addition to the
fixed singularities 𝑏𝑗 = 𝑏ℓ, for some 𝑗 ∕= ℓ [11] (see also [40]).

Appendix A. Briefly Kac–Moody–Lie algebras

A.1. The basic definitions

The ℓ × ℓ Cartan matrix 𝐶 = [𝑐𝑖𝑗 ] (𝑖, 𝑗 ∈ ℐ) of any semisimple Lie algebra 𝔤ℂ
satisfies the conditions

(1) 𝑐𝑖𝑗 ∈ ℤ, for all 𝑖, 𝑗;
(2) 𝑐𝑖𝑖 = 2, for all 𝑖;
(3) 𝑐𝑖𝑗 ≤ 0 if 𝑖 ∕= 𝑗;
(4) 𝑐𝑖𝑗 = 0 whenever 𝑐𝑗𝑖 = 0;
(5) The matrix 𝐶 is positive definite in the sense that all of the principal minors

of 𝐶 are positive.

Conversely, if we have an ℓ× ℓ matrix 𝐶 satisfying (1)–(4), the Cartan structural
relations of 𝔤ℂ define an abstract complex Lie algebra 𝔤

′ called the Kac–Moody–Lie
algebra defined by 𝐶. If in addition 𝐶 satisfies (5), then 𝔤′ will be finite-dimensional
and also semisimple. But if (5) does not hold, then 𝔤′ will be infinite-dimensional.
There is a way of modifying this latter case so that much of the finite-dimensional
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theory can apply directly. We refer to [38, Chap. 1] and [57, §5.3] for details and
retain the notation 𝔤′ once this modification has been done.

Let 𝔏 = ℂ((𝑡))(= ℂ[𝑡, 𝑡−1]) denote the algebra of Laurent polynomials in 𝑡.
Following [38, §7.1], we have the loop algebra 𝔏(𝔤′) = 𝔏⊗ℂ𝔤

′. The central extension
�̃�𝔤′ of 𝔏𝔤′ satisfies (1)–(4), and (5)′: det 𝐶 = 0, and all the proper principal
minors of 𝐶 are positive. Conversely, the Kac–Moody–Lie algebras corresponding
to Cartan matrices following (1)–(4) and (5)′ are called affine Kac–Moody–Lie
algebras (see in particular [38, Theorem 7.4]).

Remark A.1. We could assume that 𝐶 is locally finite, meaning that for each 𝑗 ∈ ℤ,
we have 𝑐𝑖𝑗 = 0, except for a finite number of the 𝑖’s.

A.2. The Weyl–Coxeter group

With respect to a collection of roots {𝜈𝑗}, the root lattice 𝑅 = 𝑅(𝐶) and the
co-root lattice 𝑅∨ = 𝑅∨(𝐶) are defined by

𝑅 =
⊕
𝑗∈ℐ

ℤ𝜈𝑗 , and 𝑅∨ =
⊕
𝑗∈ℐ

ℤ𝜈∨𝑗 , (A.1)

respectively, together with the pairing ⟨, ⟩ : 𝑅∨×𝑅 −→ ℤ. Then let𝒲 =𝒲(𝐶) be
the Weyl–Coxeter group as defined by generators 𝑠𝑖(𝑖 ∈ ℐ) satisfying the relations

𝑠2𝑖 = 1, (𝑠𝑖𝑠𝑗)
𝑚𝑖𝑗 = 1, (𝑖, 𝑗 ∈ ℐ, 𝑖 ∕= 𝑗), (A.2)

where 𝑚𝑖𝑗 = 2, 3, 4, 6 or ∞, according to whether 𝑐𝑖𝑗𝑐𝑗𝑖 = 0, 1, 2, 3 or ≥ 4, re-
spectively. As is well known in the theory of Coxeter groups, the generators 𝑠𝑖 act
naturally on the root lattice 𝑅 by reflections

𝑠𝑖(𝜈𝑗) = 𝜈𝑗 − 𝜈𝑖 < 𝜈∨𝑖 , 𝜈𝑗 > = 𝜈𝑗 − 𝜈𝑖𝑐𝑖𝑗 , (A.3)

(see, e.g., [38, Chap. 6], and in particular [53, §2] in relationship to §6.3). Let
𝑅★ = Homℤ(𝑅

∨,ℤ), (A.4)

denote the dual ℤ-module of the coroot lattice𝑅∨. Taking the dual basis {Λ𝑗}𝑗∈ℐ of
{𝜈∨𝑗 } so that 𝑅★ = ⊕𝑗∈ℐ ℤΛ𝑗 , there exists a natural𝒲-homomorphism 𝑅 −→ 𝑅★,

such that 𝜈𝑗 −→
∑

𝑖∈ℐ Λ𝑖𝑐𝑖𝑗 [53, §2].

Appendix B. The Painlevé equations

This subject has a rich and illustrious history as finely surveyed in the monograph
[15](see also [14]) to which we refer the reader who wishes pursue further details
as well as the interesting historical background.

Painlevé studied second-order nonlinear ODEs of the form

𝑦′′ = 𝐹 (𝑦, 𝑦′, 𝑧), 𝑦 = 𝑦(𝑧), (B.1)

where 𝐹 (𝑦′, 𝑦, 𝑧) is rational in 𝑦 and 𝑦′, and analytic in 𝑧. The problem (originally
posed by E. Picard) was to identify all equations of the form (B.1) for which
the solutions have “no movable critical points”, i.e., the locations of any branch
points or essential singularities do not depend on the constants of integration of
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(B.1). Painlevé studied an assortment of 50 ‘canonical equations’, up to Möbius
transformations, whose solutions have no movable critical points and then reduced
the study to six particular types (PI–PVI, the solutions to which are often called
the Painlevé transcendents) [15] and [14, §1]:
PI 𝑦′′ = 6𝑦2 + 𝑧
PII 𝑦′′ = 2𝑦3 + 𝑧𝑦 + 𝛼

PIII 𝑦′′ = (𝑦′)2

𝑦 − 𝑦′

𝑧 +
𝛼𝑦2+𝛽

𝑧 + 𝛾𝑦3 + 𝛿
𝑦

PIV 𝑦′′ = (𝑦′)2

2𝑦 + 3
2𝑦

3 + 4𝑧𝑦2 + 2(𝑧2 − 𝛼)𝑦 + 𝛽
𝑦

PV 𝑦′′ =
(
1
2𝑦 +

1
𝑦−1

)
(𝑦′)2 − 𝑦′

𝑧 +
(𝑦−1)2

𝑧2

(
𝛼𝑦 + 𝛽

𝑦

)
+ 𝛾𝑦

𝑧 + 𝛿𝑦(𝑦+1)
𝑦−1

PVI 𝑦′′ = 1
2

(
1
𝑦 +

1
𝑦−1 +

1
𝑦−𝑧

)
(𝑦′)2 − (

1
𝑧 +

1
𝑧−1 +

1
𝑦−𝑧

)
𝑦′

+ 𝑦(𝑦−1)(𝑦−𝑧)
𝑧2(𝑧−1)2

{
𝛼+ 𝛽𝑧

𝑦2 +
𝛾(𝑧−1)
(𝑦−1)2 +

𝛿𝑧(𝑧−1)
(𝑦−𝑧)2

}
where the 𝛼, . . . , 𝛿 are constants. The solutions are aptly named ‘transcendents’
because they cannot be expressed in terms of traditional special functions.

Example B.1. Following [54], we exemplify properties of PI. Let 𝑦 = 𝑦(𝑧) be a
solution of

𝑦′′ = 6𝑦2 + 𝑧. (B.2)

The function 𝑦 is meromorphic on ℂ, and there is a function 𝜏 = 𝜏(𝑧) holomorphic
on ℂ such that

𝑦(𝑧) = −( 𝑑

𝑑𝑧

)2
ln 𝜏 =

(𝜏 ′)2 − 𝜏𝜏 ′′

𝜏2
. (B.3)

Setting 𝜂 = 𝜏 ′
𝜏 , then 𝜂 is a solution of a third-order ODE in 𝜏 :

𝜂′′ − 4(𝜂′)3 − 2𝑧 − 2𝜂 = 0. (B.4)

Consider the polynomial in 𝑦 and 𝜇:

𝐻I(𝑧; 𝑦, 𝜇) =
1

2
𝜇2 − 2𝑦3 − 𝑧𝑦. (B.5)

Equation (B.2) is equivalent to a Hamiltonian system:{
𝑦′ = ∂𝐻

∂𝜇

𝜇′ = −∂𝐻
∂𝑦

(B.6)

In fact, each type of Painlevé equation can be written as a system such as (B.6)
[54]. If (𝑦(𝑧), 𝜇(𝑧)) is a solution to (B.6), then

𝜏(𝑧) = exp[

∫
𝐻(𝑧) 𝑑𝑧], (B.7)

where 𝐻(𝑧) = 𝐻I(𝑧; 𝑦(𝑧), 𝜇(𝑧)).

Example B.2. A modified version of the Korteweg–de Vries equation is

𝑢𝑡 − 6𝑢2𝑢𝑥 + 𝑢𝑥𝑥𝑥 = 0. (B.8)
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As pointed out in [14], (B.8) can be re-scaled by setting 𝑢(𝑥, 𝑡) = (3𝑡)−
1
3 𝑦(𝑧) where

𝑧 = 𝑥(3𝑡)−
1
3 , and this is solvable via an inverse scattering transform, where 𝑦(𝑧)

satisfies the equation PII: 𝑦
′′ = 2𝑦3 + 𝑧𝑦 + 𝛼.

In applications of the Painlevé equations to integrable systems it is usually
the case that for each type PI-PVI there is a companion 𝜏 -function playing a
significant role, as Example B.1 reveals. Likewise, this special relationship shows
up in other areas such as plasma physics, quantum optics, general relativity and
quantum gravity (cf. §4.1).
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[15] R. Conte and M. Musette, The Painlevé handbook. Springer-Verlag, Dordrecht, 2008.

[16] A. Devinatz and M. Shibrot, General Wiener–Hopf operators. Trans. Amer. Math.
Soc. 145 (1969), 467–494.

[17] L.A. Dickey, Another example of a 𝜏 -function. In (J. Harnad and J.E. Marsden, eds.)
Proceedings of the CRM Workshop on Hamiltonian Systems, Transformation Groups
and Spectral Transform Methods (1989: Montréal, Québec) (pp. 39–44). Montréal,
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[25] M.J. Dupré, J.F. Glazebrook and E. Previato, Differential algebras with Banach-
algebra coefficients II, The operator cross-ratio Tau function and the Schwarzian
derivative. Complex Anal. Oper. Theory. (DOI) 10.1007/s11785-012-0219-9

[26] J. Fay, Theta functions on Riemann surfaces. Lect. Notes in Math. 352, Springer-
Verlag, Berlin 1973.

[27] E. Frenkel, Affine Kac–Moody algebras, integrable systems and their deformations
(‘Hermann Weyl Prize Lecture’). In (J.-P. Gazeau et al. eds.) Group 24: Physical
and mathematical aspects of symmetries – Proceedings of the Colloquium on Group
Theoretical Methods in Physics (24th: 2002: Paris, France), pp. 21–32, Institute of
Physics Conference Series 173, Bristol, UK, 2003.



228 J.F. Glazebrook

[28] I. Gohberg, S. Goldberg and N. Krupnik, Traces and determinants of linear op-
erators. Operator Theory: Advances and Applications 116 (2), Birkhäuser-Verlag,
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