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Abstract A system of Hamilton—Jacobi (HJ) equations on a partition of R is con-
sidered, and a uniqueness and existence result of viscosity solution is analyzed.
While the notion of viscosity solution is by now well known, the question of unique-
ness of solution, when the Hamiltonian is discontinuous, remains an important issue.
A uniqueness result has been derived for a class of problems, where the behavior
of the solution, in the region of discontinuity of the Hamiltonian, is assumed to be
irrelevant and can be ignored (see (Camilli, Siconolfi in Adv. Differ. Equ. 8(6):733-
768, 2003)). Here, we provide a new uniqueness result for a more general class of
Hamilton—Jacobi equations.
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1 Introduction

The present work aims at investigating a system of Hamilton—Jacobi—Bellman equa-
tions on multi-domains. Consider the repartition of R? by disjoint subdomains
($2i)i=1,...,m with

.....

RI=Q2,U---UR,, 2iN2; =9 fori#j.
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Consider a collection of Hamilton—Jacobi—Bellman (HJB) equations

{ —ou(t,x)+ H;(x, Du(t,x))=0, forte(0,T), x € £2;, (D)

u(T,x) =¢(x), for x € £2;,

with the different Hamiltonians H; satisfying standard assumptions, and where ¢ :
R? — R is a Lipschitz continuous function. We address the question to know what
condition should be considered on the interfaces (i.e., the intersections of the sets
£2;) in order to get the existence and uniqueness of solution, and also what should
be the precise notion of solution.

In order to identify a global solution satisfying (1.1) on each subdomain £2;, one
can define a global HIB equation with the Hamiltonian H defined on the whole R¢
with H(x, p) = H;(x, p) whenever x € £2;. However, H can not be expected to be
continuous and the definition of H on the interfaces between the subdomains £2; is
not clear.

The viscosity notion has been introduced by Crandall-Lions to give a precise
meaning to the HJ equations with continuous Hamiltonians. This notion has been
extended to the discontinuous case by Ishii (see [14]), and later to the case where
the Hamiltonian is measurable with respect to the space variable (see [7]). The main
difficulty remains the uniqueness of viscosity solution when the Hamiltonian is not
continuous.

In [16], a stationary HJ equations with discontinuous Lagrangian have been stud-
ied where the Hamiltonian is the type of H(x, p) + g(x) with continuous H and
discontinuous g. A uniqueness result is proved under rather restrictive assumptions
on g. In [7], the viscosity notion has been extended for the HJ equations with space-
measurable Hamiltonians, and a uniqueness result has been established under a
transversality assumption. Roughly speaking, this transversality condition amounts
saying that the behavior of the solution on the interfaces is not relevant and can be
ignored. In the present work, we will consider some more general situations where
the transversality condition may not be satisfied. Our aim is to derive some junc-
tion conditions that have to be considered on the interfaces in order to guarantee the
existence and uniqueness of the viscosity solution of (1.1).

Let us mention that the first work dealing with the case where the whole space
is separated into two subdomains by one interface has been studied in [4]. In the
context, general results on the viscosity sense and uniqueness of solution are ana-
lyzed. Even though the problem in [4] considers the problem of a steady equation,
the paper shares the same difficulty as the ones we are presenting here. In the present
work, our approach is completely different from the one used in [4] and seems to be
easy to generalize for two or multi-domains problems. Other papers related to the
topic of HIB equations with discontinuous Hamiltonians are [1, 13], where some
HIJB equations are studied on networks (union of a finite number of half-lines with
a single common point), motivated by some traffic flow problems. An inspiring re-
sult is the strong comparison principle of [13] leading to the uniqueness result by
considering a HJ equation on the junction point.

In the present work, we will investigate the junction conditions on the interfaces.
For this, by using the Filippov regularization of the multifunctions F;, we shall in-
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troduce a particular optimal control problem on R¢. The main feature of this control
problem is that its value function is solution to the system of (1.1). By investigating
the transmission conditions satisfied by the value function on the interfaces between
the subdomains £2;, we obtain the equations which are defined on the interfaces.
Then the system (1.1) is completed by these equations on the interfaces and the ex-
istence and uniqueness of solution is guaranteed. No transversality requirement is
needed in this paper. The main idea developed here follows the concept of Essen-
tial Hamiltonian introduced in [5], and provides a new viscosity notion that is quite
different from the notion of Ishii [14]. This new definition gives a precise meaning
to the transmission conditions between £2; and provides the uniqueness of viscosity
solution.

The paper is organized as follows. In Sect. 2, the setting of the problem is de-
scribed and the main results are presented. Section 3 is devoted to the link with
optimal control problem and the study of the properties of the value function, and
the proofs for the main results are given in Sect. 4.

2 Main Results

2.1 Setting of the Problem

Consider the following structure on R4: given m € N, let {§21, ..., £2,,} be a finite
collection of C2 open d-manifolds embedded in R4. For each i = 1,...,m, the
closure of £2; is denoted as £2;. Assume that this collection of manifolds satisfies
the following:

(i) RI=UL,2; and 2,N2;=0 wheni#j, i, je{l,...,m});

H1 =~
(HI) (i) Each £2; is proximally smooth and wedged.

The concepts of proximally smooth and wedged are introduced in [9]. For any set
2 C R4, we recall that £2 is proximally smooth means that the signed distance
function to £2 is differentiable on a tube neighborhood of £2. £2 is said to be wedged
means that the interior of the tangent cone of £2 at each point of £2 is nonempty.
The precise definitions and properties are presented in Appendix B.

Let ¢ : RY — R be a given function satisfying:

(H2) ¢ is a bounded Lipschitz continuous function.
Let T > 0 be a given final time, for i = 1, ..., m, consider the following system

of Hamilton—Jacobi (HJ) equations:

—ou(t,x)+ H;(x, Du(t,x)) =0, forte (0,T), x € £2;,

(2.1)
u(T,x)=¢@(x), for x € £2;.

The system above implies that on each d-manifold £2;, a classical HJ equation is
considered. However, there is no information on the boundaries of the d-manifolds
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Fig. 1 A multi-domain in 1d
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which are the junctions between §2;. We then address the question to know what
condition should be considered on the boundaries in order to get the existence and
uniqueness of solution to all the equations.

In the sequel, we call the singular subdomains contained in the boundaries of
the d-manifolds the interfaces. Let £ € N be the number of the interfaces and we

denote I'j, j =1, ..., £ the interfaces which are also open embedded manifolds with
dimensions strictly smaller than d. Assume that the interfaces satisfy the following:

O RI=UL 200U T, TiNLe=0, j#k, jk=1,....¢
(i) IfFjﬂﬁi#VJ, then]"jgﬁi, fori=1,...,m, j=1,...,¢,

(i) If IxNT;#9, then [k CT';, forjke{l,..., t};

(iv) Each " j is proximally smooth and relatively wedged.

(H3)

For any open embedded manifold I" with dimension p <d, T is said to be relatively
wedged if the relative interior (in R?) of the tangent cone of I" at each point of I
is nonempty, see Appendix B for the precise definition.

Example 1 A simple example is shown in Fig. 1 withd =1, m =2 and £ = 1. Here
R=8£,UTIU&$, with

Q2 ={x:x<0}, $2={x:x>0}, I ={0).

Note that £21, §£2, are two one dimensional manifolds, and the only interface is the
zero dimensional manifold I7.
Other possible examples in R? are depicted in Fig. 2.

__ We are interested particularly in the HJ equations with the Hamiltonians H; :
£2; x RY > R,i=1,...,m of the following Bellman form: for (x, g) € £2; x RY,

Hi(x,q)= sup {—p-q},
PEF;(x)

I
Q, ! Q,
1“2 r4 X
Of's
Qy I, Q

Fig. 2 Other possible examples in R>
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where Fj : 2; ~ R4 are multifunctions defined on 2, and satisfy the following
assumptions:

(i) Vxe$;, F;(x)isanonempty, convex, and compact set;
(i)  F; is Lipschitz continuous on £2; with respect to the

(H4) Hausdorff metric;
(iii) 3w >O0sothat max{|p|:pe Fi(x)} < u(l + ||x])Vx € 2;;
(iv) 38> 0sothat Vx e $2;, B0, 1) C F;(x).

The hypothesis (H4)(i)—(iii) are classical for the study of HIB equations, whereas
(H4)(iv) is a strong controllability assumption. Although this controllability as-
sumption is restrictive, we use it here in order to ensure the continuity of solutions
for the system (2.1). The continuity property plays an important role in our analysis,
but it can be obtained under weaker assumption than (H4)(iv), see [15].

Remark 2.1 For the simplicity, we define the multifunction F; on £2;. In fact, if F;
is only defined on £2; and satisfies (H4), it can be extended to the whole £2; by its
local Lipschitz continuity.

2.2 Essential Hamiltonian

The main goal of this work is to identify the junction conditions that ensure the
uniqueness of the solution for the HJ system (2.1). In [7], the uniqueness of the
solution of space-measurable HJ equations has been studied under some special
conditions, called “transversality” conditions. Roughly speaking, this transversal-
ity condition would mean, in the case of problem (2.1), that the interfaces can be
ignored and the behavior of the solution on the interfaces is not relevant. Here we
consider the case when no transversality condition is assumed and we analyze the
behavior of the solution on the interfaces.

First of all, in order to define a multifunction on the whole R?, an immediate idea
is to consider the approach of Filippov regularization [11] of (F;);=1.....m. For this
consider the multifunction G : R? ~» R¥ given by:

.....

VxeRY, G(x):=co{Fi(x):iefl,....,m}x e}

G is the smallest upper semi-continuous (usc) envelope of (F;);=1,.. . such that
G(x) = F;j(x) for x € £2;. Consider the Hamiltonian associated to G:

Hg(x,q)= sup {—p-q}.
peG(x)

If Hg (-, q) is Lipschitz continuous, then one could define the HIB equations on the
interfaces with the Hamiltonian Hg and the uniqueness result would follow from

the classical theory. However, G is not necessarily Lipschitz continuous and the
characterization by means of HIJB equations is not valid, see [10].
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The next step is to define the multifunctions on the interfaces I';. We first recall
the notion of tangent cone. For any C 2 smooth C € R? with 1 < p <d, the tangent
cone 7¢(x) at x € C is defined as

To(x) = {v € R? : liminf

t—0t

d, t
Mzo},

wherg dc(+) is the distance functionto C. For j =1, ..., £, we define the multifunc-
tion G : I'j ~ R? on the interface I'; by

Vxerlj, Gj(x)=Gx) NTrx).

Note that 77 (x) agrees with the tangent space of I'; at x, and the dimension of

Tr; (x) is strictly smaller than d. On G j we have the following regularity result for
which the proof is postponed to Appendix A.

Lemma 2.2 Under the assumptions (H1), (H2) and (H4), éj(.) (L~ RY is lo-
cally Lipschitz continuous on I';.

Through this paper, and for the sake of simplicity of the notations, for k =
1,...,m+ £ we set

2, fork=1,...,m;

My =
Iy, fork=m+1,.... m+4,

and we define a new multifunction F"¢ : R" ~» R" by

FIev(x) = Ijk(x) forx e My, k=1,...,m;
Gi_m, forxeMp, k=m+1,...,m+L.

In all the sequel, we will also need the “essential multifunction” F£ which will be
used in the junction conditions:

Definition 2.3 (The essential multifunction) The essential multifunction F E. R4 s
R? is defined by

FE(x):= U {F,(E(x):xemk}, Vx € R?,
ke{l,....m+t}

where F, kE s M~ R? is defined by

FE(x)=F"(x)n Tag, (%), forx € M.
FE is called essential velocity multifunction in [5]. According to the definition,

FE (x) is the union of the corresponding inward and tangent directions to each sub-
domain near x. We note that

FE|M[:F,-, fori=1,...,m, and FE(x)gG(x), for x € RY.
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Example 2 Suppose the following dynamic data for the domain in Example 1:
1 1
Fi(x)= —5,1 , VYxef2;, and F(x)= —1,5 . VYx e 2.

On this simple example, one can easily see that G and FF are different on the
interface {0}:

GO =[-1,1,  FEQ=|- 1
- ’ ’ - 25 2 .
Now, define the “essential” Hamiltonian HZ : R¢ x R? — R by:

HE(x,q)= sup {-p-q}, Y(x.q) eR? xR’
pEFE(x)

‘We point out that on each d-manifold £2;, for each g € R4
HE(x, q) = Hi(x,q), wheneverx € £2;.

In general, HE is not Lipschitz continuous with respect to the first variable. Some
properties of HZ will be discussed in Sect. 3.

2.3 Main Results

We now state the main existence and uniqueness result.

Theorem 2.4 Assume that (H1)-(H4) hold. The following system:
—ou(t,x)+ H; (x, Du(t,x)) =0, forte(0,T), xe82;,i=1,...,m; (2.2a)
—oru(t,x) + HE(x, Du(t,x)) =0, forte(0,T),xelj, j=1,...,¢ (2.2b)
u(T,x)=g¢(x), forxeR?, (2.2¢)
has a unique viscosity solution in the sense of Definition 2.6.

Note that the system (2.2a)—(2.2c) can be rewritten as

—du(t,x)+ HE(x, Du(t,x)) =0, forte(0,T), x e RY,
u(T,x) =), forx e RY,

which is an HJB equation on the whole space with a discontinuous Hamiltonian
HE.

Before giving the definition of viscosity solution, we need the following notion
of extended differentials.
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Definition 2.5 (Extended differential) Let ¢ : (0, T) x R? — R be a continuous
function, and let M C R? be an open C? embedded manifold in R?. Suppose that
¢ € CL((0, T) x M). Then we define the differential of ¢ on any (t, x) € (0, T) x M
by

Vo (t, x) = lim (qbt(t, Xn), Do (2, x,,)).

Xp—>X,Xp €M

Note that V¢ is continuous on (0, 7) x ./\_/l the differential defined above is
nothing but the extension of V¢ to the whole M.

Definition 2.6 (Viscosity solution) Let u : (0, T] x RY - R be _a bounded local
Lipschitz continuous function. For any x € RY, let I(x) := {i, x € M;} be the index
set.

(i) We say that u is a supersolution of (2.2a)—(2.2b) if for any (to, x9) € (0, T) x
RY, ¢ e cl(, 1) x Rd) such that u — ¢ attains a local minimum on (ty, xo),
we have

— g1 (t0, x0) + H (x0, Déh (20, x0)) > 0.

(i1) We say that u is a subsolution of (2.2a)—(2.2b) if for any (to, xo) € (0, T) x R,
any continuous ¢ : (0, T) x R — R with ?@l0,1yxM, being C! for any k €
I(x) such that u — ¢ attains a local maximum at (tg, xg) on (0, T) x My, we
have

—qr+ sup {—=p-qx} =0, with(q1,qx) = Vg ¢ (10, x0).
PEF (x0)

(iii) We say that u is a viscosity solution of (2.2a)—(2.2¢c) if u is both a supersolution
and a subsolution, and u satisfies the final condition

u(T,x)=¢(x), Vxe RY.

2.4 Comments

The problem (2.1) is formally linked to some hybrid control problems where the
dynamics depend on the state region. Theorem 2.4 indicates a new characterization
of the value function of hybrid control problems without transition cost. More details
are presented in Sect. 3.

Another application related to the addressed problem in this paper is the traf-
fic flow problems where the structure of multi-domains is composed by one-
dimensional half-lines and a junction point. On each half-line an HJ equation is
imposed to describe the density of the traffic and it is interesting to understand what
happens at the junction point. See [13] for more details.

A similar topic with one interface (hyperplane) separating two subdomains has
been studied in [4]. The work [4] deals with an infinite horizon problem which
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leads to the stationary HJB equations with running cost. In this context, a complete
analysis of the uniqueness of solutions for (2.1) is provided in [4].

In the present work, we consider a more general situation where the intersection
of the domains are interfaces with different dimensions from d — 1 to zero. In order
to focus only on the difficulty arising from this general structure, we consider a time-
dependent equations without running cost. The presence of running costs arises to
further difficulties that will be addressed in [15].

Optimal control problems on stratified domains have been studied by Bressan—
Hong [6] and Barnard—Wolenski [5]. The stratified domains are the multi-domains
provided with dynamic data on each subdomain under some structural conditions.
The work [5] focuses on the flow invariance on stratified structure. The junction
condition established in our work is inspired by the notion of essential dynamics
introduced in [5].

3 Link with Optimal Control Problems

Recall that for the classical optimal control problems of the Mayer’s type, the value
function can be characterized as the unique viscosity solution of the equations of
the type (2.1) with Lipschitz continuous Hamiltonians. In our settings of problem,
the multifunctions F; are defined separately on £2;. A first idea would be to con-
sider the “regularization” of F;. However, the regularized multifunction G is only
usc in general, and this is not enough to guarantee the existence and uniqueness
of solution for (2.1). So in our framework, in order to link the Hamilton—Jacobi
equation with a Mayer’s optimal control problem, we need to well define the global
trajectories driven by the dynamics (F;);=1,...». Consider the following differential
inclusion

.....

v(s) € G(y(s)), forse(t,T), 3.1
() ==x.

Since G is usc, (3.1) admits an absolutely continuous solution defined on [z, T'].
For any (¢, x) € [0, T] x RY, we denote the set of absolutely continuous trajectories
by

Sie,m1(x) == {y,,x, Vr.x satisfies (3.1)}.

Now consider the following Mayer’s problem

o(t, ) :=min{g(y(T)), () € Spr.71(0)}. (32)

Since G is usc and convex, the set S|, 71(x) of absolutely continuous arcs is com-
pact in C (¢, T; R?) (see Theorem 1, [2] pp. 60). And then the problem (3.2) has an
optimal solution for any ¢ € [0, T], x € R,

As in the classical case, v satisfies a Dynamical programming principle (DPP).
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Proposition 3.1 Assume that (H1)—(H3) hold. Then for any (t, x) € [0, T] x R? the
following holds.

(i) The super-optimality. 3y, , € S;; 71(x) such that

v(t, x) > v(t +h, Y (t +h)), forh e[0, T —t].
(ii) The sub-optimality. Vy; . € S|;,71(x) such that

v(t,x) < v(t +h, oy x(t +h)), forhel0, T —t].

An important fact resulting from the assumptions (H2) and (H4)(iv) is the local
Lipschitz continuity of the value function v.

Proposition 3.2 Assume that (H1)-(H4) hold. Then the value function v is locally
Lipschitz continuous on [0, T] x RY.

Proof For any t € [0, T'], we first prove that v(z, -) is locally Lipschitz continuous
on RY. Let x, z € R?, without loss of generality, suppose that

v(t, x) > v(t, 2).
There exists y, , € S|y, 71(z) such that
v(t,2) = ¢ (¥r.:(T)-

We set

:||X—Z|| () =x 48 7—x

h ,
) llz — x|l

(s —1t) forselt,t+h].

Note that £(¢) = x, £(¢ + h) = z. By the controllability assumption (H4)(iv), we can
define the following trajectory

£(s), fors e [t,t + hl,

Vr,x(8) = YI,Z(S —h), forset+h,T].

By denoting L, > 0 the Lipschitz constant of ¢, we have

(t,x) = v(t,2) < (5.2 (T)) — (3, (T))
<Ly |%x(T) =75, (D

<Ly|¥ (T —h) =7, (D)

LylGll

= LylGllh = llx =zl

where we deduce the local Lipschitz continuity of v(¢, -).
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Then for x € RY, we prove the Lipschitz continuity of v(-, x) on [0, T]. For any
t,s € [0, T], without loss of generality suppose that t < s. By the super-optimality,
there exists y” € S|, 71(x) such that

v(t,x) = v(s, y0p(s)).
Then
o, x) —v(s, x)| =|v(s, y7(5)) — v(s,.0)| < LolIGll (s — 1),

where L, is the local Lipschitz constant of v(s, -). And the proof is complete. [

Remark 3.3 Assumption (H4)(iv) plays an important role in our proof for the Lips-
chitz continuity of the value function. However, it is worth mentioning that the Lip-
schitz continuity can also be satisfied in some cases where (H4)(iv) is not satisfied.
In Example 1, if one take F; = F> Lipschitz continuous dynamics, then the value
function will be Lipschitz continuous without assuming any controllability prop-
erty. For multi-domains problems, some weaker assumptions of controllability are
analyzed in [15].

The following result analyzes the structure of the dynamics and makes clear the
behavior of the trajectories.

Proposition 3.4 Suppose y(-) : [t, T1— R< is an absolutely continuous arc. Then
the following are equivalent.

(1) y() satisfies (3.1);
(ii) Foreachk=1,...,m+ ¢, y(-) satisfies y(t) = x and

y(s) € F,?ew(y(s)), a.e. whenever y(s) € Mg,
(iii) y(-) satisfies

¥(s) e FE(y(s)) forse(t,T),
y() =x.

Proof 1t is clear that (ii) implies (i) since F;"*"(x) € G(x) whenever x € M. So
assume that (i) holds, and let us show that (ii) holds as well.

The proof is essentially the same as in Proposition 2.1 of [5]. For any k =
L,....m+ ¢, let Jp:={s €[t,T]: y(s) € My}. Without loss of generality, sup-
pose that the Lebesgue measure mes(Ji) # 0. We set

fk = {s € Jy : y(s) exists in G(y(s)) and s is a Lebesgue point of Jk}.
It is clear that Ji has full measure in Ji. For any s € Ji, then being a Lebesgue

point implies that there exists a sequence {s,} such that s, — s as n — oo with
s # s, € Ji for all n. Since y(s,) € My, we have
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Y(su) — ¥(s)
Sp— 8

€ Tam, ().

y(s) = lim
n—>oo
Then by the definition of F;'*", we have

¥(s) € G(y()) NTag, (v(5)) = F{ ((s)), Vs € Ji,

which proves (ii).
It is clear that (ii) = (iii) = (i) since F}"*"(-) C FE(:) € G(-), which ends the
proof. g

Proposition 3.4 will be very useful in the characterization of the super-optimality
and the sub-optimality by HJ equations involving the essential Hamiltonian H .

3.1 The Supersolution Property

The following proposition shows the characterization of the super-optimality by the
supersolutions of HJ equations. This is a classical result since G is usc.

Proposition 3.5 Suppose u : [0, T] x RY — R is continuous. Then u satisfies the
super-optimality if and only if for any (19, x9) € (0,T) x R?, ¢ € C1((0, T) x R?)
such that u — ¢ attains a local minimum on (ty, xo), we have

—1 (10, x0) + Hc (x0, D¢ (to, x0)) > 0. (3.3)

Proof This is a straightforward consequence of Theorem 3.2 and Lemma 4.3 in [12]
(see also [3]). O

Due to the structure of the dynamics G illustrated in Proposition 3.4, it is possible
to replace G by F¥ to get a more precise HIB inequality since the set of trajectories
driven by G or FE is the same. But the difficulty here is that in general F£ is not
usc.

At first, we have the following result concerning the dynamics of the optimal
trajectories.

Lemma 3.6 Let y(-) € S;,11(x) be an absolutely continuous arc along which the
value function v satisfies the super-optimality. For any p € RY such that there exists
t, — 01 with % — p, by denoting co FE(x) the convex hull of FE(x) we have

p Eco FE(x).

The proof of Lemma 3.6 is presented in Appendix A. In the next theorem, we
will use the statement of Lemma 3.6 to show that the functions satisfying the super-
optimality condition is also a solution to a more precise HIB equation with H than
the HIB equation (3.3) with the Hamiltonian Hg even if F is not usc.



Hamilton—Jacobi—-Bellman Equations on Multi-domains 105

Theorem 3.7 Suppose u : [0, T] x R? — R is continuous and u(T, x) = ¢(x) for
all x € R?. u satisfies the super-optimality if and only if u is a supersolution of
(2.2a)—(2.2¢), i.e. for any (9, x0) € (0,T) x RY, ¢ € C1((0, T) x R?) such that
u — ¢ attains a local minimum on (ty, xo), we have

—¢i(t0,x0) + sup {—p-D¢(ty, x0)} = 0.
peFE(xp)

Proof (=) Let yy, x, be the optimal trajectory along which u satisfies the super-
optimality. Then for any (¢, x9) € (0, T') X R?, ¢ € C1((0, T) x RY) such that u — ¢
attains a local minimum on (¢, xp), by the same argument in Proposition 3.5, we
obtain

1 _

—\@(to, x0) — @t » Y1o,x0 (10 =0,

h(¢>( )y —¢(to+h (to+h))) =0
ie.,

1

h
E /() [_¢f (to +Sv yto,xo(t() + S)) - D¢(t0 + S, )—}l‘o,xo (fO +S)) : yto,xo (IO + S)]dS 2 0

Up to a subsequence, let h, — 07 so that x,, := Yy, x, (fo + hy) satisfies % —p
for some p € R?. We then get

= (t0, x0) — p - D¢ (to, x0) = 0.
Lemma 3.6 leads to
p €co FE(xp). 3.4

Then we deduce that

—¢i(to,x0) + sup {—p-D¢(ty, x0)} = 0.

peco FE(xq)

By the separation theorem

—¢:(to. x0) + sup {—p- De(t0, x0)} = 0.
PEFE(xo)

(«=) For any (t9, xo) € (0, T) x R4, ¢ € CL((0, T) x RY) such that u — ¢ attains a
local minimum on (¢, xg), since u is a supersolution, we have

—¢i(t0,x0) + sup {—p-D¢(to, x0)} = 0.
peFE(xp)

Note that FE (xo) € G(xo), then we deduce that

—¢:(to. x0) + sup {—p- De(t0, x0)} = 0.
PEG(x0)

Then we deduce the desired result by Proposition 3.5. g
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3.2 The Subsolution Property

As mentioned before, if G is Lipschitz continuous, one can characterize the sub-
optimality by the opposite HIB inequalities:

—u(to, x0) + Hg (x0, Du(o, x0)) <0

in the viscosity sense. However, G is only usc on the interfaces. And the character-
ization using Hg fails because there are dynamics in G which are not “essential”,
which means for some p € G(x), there does not exist any trajectory coming from
x using the dynamic p. For instance in Example 2, at the point 0, G(0) = [—1, 1].
Consider the dynamic p =1 € G(0), if there exists a trajectory y starting from O
using the dynamic 1, y goes immediately into 2, and y is not admissible since 1 is
not contained in the dynamics F.

In the sequel, we consider the essential dynamic multifunction FZ to replace G
by eliminating the useless nonessential dynamics. Note that F£ in general is not
Lipschitz either. The significant role of F£ is shown in the following result.

Lemma 3.8 For any p € FE(x), there exists T > t and a solution y(-) of (3.1)
which is C' on [t, T] with y(t) = p.

Proof This is a partial result of in [5, Proposition 5.1]. For the convenience of reader,
a sketch of the proof is given in Appendix B. g

More precisely, Lemma 3.8 can be rewritten as:

Lemma 39 Letke{l,....m+4{},x € ﬂk. Then for any p € FkE(x), there exist
T >t and a trajectory of (3.1) y(-) which is C' on [t, ] with y()=pand y(s) €
My fors € [t, T].

The following two results give the characterization of sub-optimality by HJB
inequalities.

Proposition 3.10 Ler u : [0, T] x RY — R be locally Lipschitz continuous and
u(T, x) = (x) for all x € R¢. Suppose that u satisfies the sub-optimality, then u is
a subsolution of (2.2a)—(2.2¢) in the sense of Definition 2.6.

Proof Given (ty, xo) € [0, T] x RY, for any k € l(xg), p € FkE (xp), by Lemma 3.9,
there exists & > 0 and a solution y() of (3.1) C! on [1, t0 + h] with y(tg) =
p, ¥(to) = xo and y(s) € My, Vs € [tg, to + h]. By the sub-optimality of u

u(ty, x0) <ufto+h, y(to + h)).

For any ¢ € C%((0, T) x RY) N C'((0, T) x My) such that u — ¢ attains a local
maximum at (¢y, xg) on (0, T') x My, we have

u(to +h, y(to+h)) — ¢(to + h, y(to + h)) < ulto, x0) — ¢ (10, x0).
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Then we deduce that

1
n (¢ (10, x0) — ¢(t0, y(to + h))) <O.
By taking 7 — 0 we have

—qi = p-qx <0, where p € F¥ (x0), (qr,4x) € Vg, (10, x0),

—q:+ sup {—p-q:} =<0 O
PEFkE(XO)

We present a precise example to illustrate that HZ is the proper Hamiltonian for
the subsolution characterization of the value function.

Example 3 Consider again the same 1d structure as in Example 1 and Example 2,
i.e. R= £, U2, U with

Ql =(_O0,0), 92:(01 +OO)7 FI :{0}3

and the dynamics
1 1
Fi(x)= —5,1 , Vxef, and F(x)= —1,5 , Vxef2.

At the point 0, the convexified dynamics G(0) = [—1, 1] and the essential dynam-
ics FE(0) = [—%, %]. Let T > 0 be a given final time and the final cost function
¢2(x) = x. Then from any initial data (¢, x) € [0, T] x R, the optimal strategy is to
go on the left as far as possible. Thus the value function is given by
x—5(T—1) x=0,
v2(t, ) ;= min{ga (e, (1))} = 1 —3(T =1 —x) 0<x<T,
x—(T—-1) x>T —t.

At the point (t,x) = (0,0), 3v2(0,0) = 3, Dv2(0,07) = 1, Dv(0,0%) = 1,
DT v;(0,0) = [}, 1]. Then we have

—0,12(0,0)+ max {—p-DTv2(0,00}=0=<0,
peFE(0)

while

1
—3;v2(0,0 —p-DTu(0,0)} == > 0.
12 ( )+p1;13§»{ p-DTv2(0,0)} 5>

We see that the subsolution property fails if we replace F£ by G which is larger.
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Proposition 3.7 indicates that any function satisfying the sub-optimality is a sub-
solution of (2.2a)—(2.2c). The inverse result needs more elaborated arguments. The
difficulty arises mainly from handling the trajectories oscillating near the interfaces,
i.e. the trajectories cross the interfaces infinitely in finite time which exhibit a type
of “Zeno” effect. The proofs of Theorem 3.12 and of Proposition 3.11 contain de-
tails on how to construct the “nice” approximate trajectories to deal with Zeno-type
trajectories.

At first, we give the following result containing the key fact of Zeno-type trajec-
tories.

Proposition 3.11 Let u be a Lipschitz continuous subsolution of (2.2a)—(2.2c). Sup-
pose My is a subdomain and M is a union of subdomains with My C M. As-
sume M has the following property: for every trajectory y(-) of (3.1) defined on
[a, b] C [t, t + h] with y(-) € M, we have

u(a, y(a)) < u(b, y(b)). 3.5)

Then for any trajectory y(-) of (3.1) defined on [a, b] C [t, t + h] lying totally within
My UM, we have

u(a, y(@) <u(b, y()).

Proof Here we adapt an idea introduced in [5] in a context of stratified control
problems. Let y(-) be a trajectory of (3.1) with y(-) € Mj U M satisfying (3.5).
Without loss of generality, suppose that y(a) € My and y(b) € My. By (H3), we
have My "M =@. Let J :={s € [a, b] : y(s) ¢ My}, which is an open set and so
can be written as

J=J @, bn)

n=1

where the intervals are pairwise disjoint. For a fixed p, we set

p
Jp = U(ans bu),

n=1

which after re-indexing can be assumed to satisfy
by:=a<ai<bi<ay<by<---<ap<bp,=<apy:=>b.
Choose p sufficiently large so that

r
meas(.]\.]p) < m,
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where ||G || is an upper bound of the norm of any velocity that may appear, and r > 0
is given by

ri= sei[gof’b] Hy(s) — w”

we M\ My
Forn=1,...,p, y(s) € M for s € (ay, b,). Let ¢ > 0 small enough such that
lan + &, by — €] C (an, by), then by (3.5)
u(an + ¢, y(an +8)) < u(b,, —&,y(b, — 8)).

Taking ¢ — 0 and by the continuity of «# and y(-), we deduce that

M(ana Y(an)) = u(bnv Y(bn))~

Next we need to deal with y(-) restricted to [b,, a,+1]. Forn =0, ..., p, by Propo-
sition 3.4 y(s) € F'"(y(s)) for almost all s € [b,,ay4+1]\J. Forn =0, ..., p, set
&, = meas([b,, ay,4+1] N J), and note that 25:0 &n = meas(J\Jp). We calculate
how far y(-) is from a trajectory lying in M with dynamics F;'*" by

An+1
£, ;:/b dist(y(s), F{"(y(s)))ds < 2||Gl&n.

By the Filippov approximation theorem (see [8, Theorem 3.1.6] and also [9, Propo-
sition 3.2]), there exists a trajectory z, (-) of F;"*" defined on the interval [by, aj+1]
that lies in My, with z,,(b,) = y(b,) and satisfies

lzn(@ns1) — y(@ansn)| < e-@1=P0g, < 2||Glet@nr17bn)g,. (3.6)

Since u is subsolution of (2.2a)—~(2.2c), then for any x € My, note that F}"*"(x) C
Tam, (x) and Ty, (x) = ka (x) by Definition 2.6

—0p(t,x)+ sup {—p-De(t,x)} <0 3.7
PEF (x)

with ¢ € €20, T) x R N CH((0, T) x My) and u — ¢ attains a local maximum
at (¢, x) on (0, T) x M. Since z,(-) lies in My, on [b,, a,+1] driven by the Lips-
chitz dynamics F;'*", then (3.7) implies that the sub-optimality of u is satisfied on
Zn by apia1> 1-€-

M(bns Zn (bn)) = M(an+17 Zn (al’H-l))'
Then by (3.6) we have
u(bna Y(bn)) = “(bna Zn (bn)) = u(an—Ha <n (an-H))
<u(@ng1. Y(ans1)) + 2Ly ||G [l @1 =P,
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We set e” := meas(J\Jp), and we deduce that

u(a, y(@) <u(ar, y(@)) + 2Ly || Glle"@~0g,

<u(az, y(@2)) + 2L, ||Glle™ @77 (e) + &2)

<u(aps1, y(@ps1)) + 2Ly ||Glle"@rs1 =000 gP

u(b, y(b)) + 2L, |G|l O~V er.

By taking p — +00, we have ¢” — 0 and the desired result is obtained. U

Theorem 3.12 Suppose u is a locally Lipschitz continuous subsolution of (2.2a)—
(2.2¢). Then u satisfies the sub-optimality, i.e. for any trajectory y(-) € Si;,11(x),
one has

w(t,x) <u(t+h,yt+h), Yhel0,T —1].

Proof Let M be a union of subdomains (manifolds or interfaces). Let d M €
{0, ..., d} be the minimal dimension of the subdomains in M. We claim that for
any h € [0, T — ¢] and any trajectory y(-) of (3.1) lying totally within M, we have

u(a, y(a)) < u(b, y(b)), for any [a, b] C [¢,t + h]. (3.8)

The proof of (3.8) is based on an induction argument with regard to the minimal
dimension d a4:

(HR) ford € {1,...,d}, suppose that for any M with d g > d and for any trajec-
tory y(-) that lies within M, (3.8) holds.

Step (1): Let us first check the case when d = d. In this case, &M =d, then
M is a union of d-manifolds which are disjoint by (H1). For any trajectory y(-)
of (3.1) lying within M, since y(-) is continuous, y(-) lies entirely in one of the
d-manifolds, denoted by £2;. The subsolution property of u implies that

—0uu(t,x)+ sup {—p-Du(t,x)} <0
PEFi(x)

holds in the viscosity sense. Since the dynamics on £2; is F; which is Lipschitz
continuous, then by the classical theory u satisfies the sub-optimality along y(-) and
(3.8) holds true.

Step (2): Now assume that (HR) is true for de {1,...,d}, and let us prove that
(HR) is true for d — 1. In this case, the minimal dimension of subdomains in M
is dyg = d—1,de{l,...,d}. As an induction hypothesis, assume that for any
trajectory that lies within a union of subdomains each with dimension greater than
d, then (3.8) holds. Three cases can occur.
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e If M contains only one subdomain, i.e. M = M) with dimension d  for some
k e{l,...,m + £}, then for any trajectory y(-) lying within My, the subsolu-
tion property of u implies that u satisfies the sub-optimality along y(-) since the
dynamics F'*" is Lipschitz continuous on M.

e If M contains more than one subdomain and M is connected, let M1, ..., M),
be all the subdomains contained in M with dimension daq. Then M =
M\(Uk 1M} is a union of subdomains with dimension greater than d. We

note that M) C M for each k =1, ..., p. Then by the induction hypothesis
and Proposmon 3.11, (3.8) holds true for any trajectory lying entirely within
Mu M. Then by applying Proposition 3.11 for Mu M/ and M), (3.8)
holds true for any trajectory lying entirely within MU MU /\/l/ . We continue
this process and finally we have (3.8) holds true for any trajectory lying entirely
within M = M JUP_ M}).

e If M is not connected, for any trajectory y(-) lying within M, since y(-) is con-
tinuous, then y(-) lies within one connected component of M. Then by the same
argument as above, (3.8) holds true for y(-). And the induction step is complete.

Finally, to complete the proof of the theorem, we remark that for any trajectory y(-)
of (3.1), by considering M = R4 with dy =0, takinga =t¢t,b=1t+ hin (3.8) we
have

w(t, x) <u(t+h,y@ +h)),

which ends the proof. d

4 Proof of Theorem 2.4

Since v satisfies the super-optimality and sub-optimality, by Theorem 3.7 and The-
orem 3.10 v is a viscosity solution of (2.2a)—(2.2c¢).
The uniqueness result is obtained by the following result of comparison principle.

Proposition 4.1 Suppose that u : [0, T] x RY — R is Lipschitz continuous and

u(T,x) =@(x) forany x € R,

(1) If u satisfies the super-optimality, then v(t,x) <u(t,x) forall (t,x) € [0, T] x
R4,

(1) If u satisfies the sub-optimality, then v(t,x) > u(t, x) for all (t,x) € [0, T] x
R4,

Proof (i) For any (¢, x) € [0, T] x R?, by the super-optimality of u, there exists a
trajectory y, , such that

ut,x) > u(T, 5, (7)) = (3, ().
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By the sub-optimality of v, we have

U(tv x) S U(T7 YI,)C(T)) = ¢(y17x(T))
Then we deduce that
v(t,x) <u(t, x).

(i) The proof is completed by the same argument by considering the super-
optimality of v and the sub-optimality of u. O

5 Conclusion

In this paper, we have studied the system (1.1) in a general framework of the multi-
domains with several interfaces. The existence and uniqueness result of the solution
is studied under some junction conditions on the interfaces. The latter are derived by
considering a control problem for which the value function satisfies the system (1.1)
on each sub-domain £2;. The analysis of this value function indicates the informa-
tion that should be considered on the interfaces in order to guarantee a continuous
solution of the system.

Acknowledgements The authors are grateful to Peter Wolenski and Antonio Siconolfi for many
helpful discussions.

Appendix A

Proof of Lemma 2.2 Note that although G is only usc on R¢, G is Lipschitz contin-
uous on I since G is the convexification of a finite group of Lipschitz continuous
multifunctions on I';. For any x € I';, there exists « > 0 and a diffeomorphism
g € CH1(RY) such that

B(x,a)NTj={x:g(x)=0} and Vg(y)#0, VyeB(x,a).

We can take g as the signed distance function to I'; for instance. Then there exists
B > 0 such that

Ve =8, VyeBx,a)nT;.

Forany w € G(x) N 'Trj (x), by the Lipschitz continuity of G there exists v € G(y)
such that

lw—vll < Lgllx =yl

where L¢ is the Lipschitz constant of G(-). Since w € Trj (x), we have

w-Vg(x)=0.
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Then
[v- Ve[ =[@-w) Ve | < LalVgllx =yl
Thus,
[v- Ve[ = v Ve | +[v- (Ve - V)|
< (LalIVgl +IGILY)lIx = yl,
where L;, is the Lipschitz constant of Vg(-). We consider the following three cases:

If v- Vg(y) =0, then v € T, (y) and we deduce that
we Gy)NTr;(y)+ Lgllx — ylIB(O, 1).
Ifv-Vg(y):=—y <0,let p:=8Vg(y)/IIVg()I, then by (H4)(iv),

peG(y) and p-Vg(y):=p=>88>0.

We set

q == p v+ NL

B+y Bty

theng - Vg(y) =0,ie.q € ij (y). And since G(y) is convex, we have g € G(y).
Then we obtain

’

lw—ql <llw—v|l+llv—gql
14

<Lgllx =yl + = lv—pll
B+y

LglIVgll +IIGIIL
Lg + 5B

<

/
gZMW)H—yW
where we deduce that

w e G(y)NTr;(y)+ Lix =yl BO, 1), (A.D)

with L:= L +2[GII(Lc Vgl + IGIILy)/8B.

If v- Vg(y) > 0, then by the same argument taking p = —5Vg(»)/lIVgM)ll,
(A.1) holds true as well.

Finally, (A.1) implies the local Lipschitz continuity of G(-) N 7}]. (-) on I'j with
the local constant L. O

Proof of Lemma 3.6 Fork=1,...,m+ £, we set

J={rel0,6,]:y(t) e M},

n

Wy = meas(],?),
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K(x) :={k:u} >0,¥n e N}.

For each k € K(x), we have x € M. Up to a subsequence, there exists 0 < A < 1
and p; € RY so that

n

" 1 [ .
t—k—>xk, > o me=1, —,,/ny(S)dS—H?k
n keK(x) M JJ¢

as n — +oc0. By Proposition 3.4 and the Lipschitz continuity of F;'*", we have

1
pr = lim —nf y(s)ds
n

n—oo I,Lk

: 1 new 1
C lim | — | F(ds+ — | Li|y(s) — x| B, 1)ds
n—oo l"Lk ‘II:I H’k lel

1
C lim |:F,?"W(x) + Li|| F|| |:—n/ sdsi|B(0, 1)] = Fy"(x).
n— o0 'uk Jkn

We then have

In
AR .
= Z nllm | ny(s)ds
keK(x) k JIE
= Y hape Y, M@ <Sco | FW).
keK(x) keK(x) keK(x)

Now set M := Ugek(x)Mk, and since y(t,) € M for all large n, we have p €
Txi(x). Then we obtain

pE (co U F,?ew(x)> N Trg(x).
keK(x)
The fact that F;'*"(z) € T, (z) whenever z € M implies

FLO () 0 Tigg () = FE" () N Tigg, ()

whenever x € M. Hence

p Eco U <F,§’ew(x)ﬂka(x)) =co FE(x). O
keK(x)
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Appendix B

We review the background in nonsmooth analysis required in our analysis. A closed
set C € R is called proximally smooth of radius 8 > 0 provided the distance func-
tion d¢ (x) := inf.c¢ ||c — x| is differentiable on the open neighborhood C+3B(0, 1)
of C. For any ¢ € C, we denote the Clarke normal cone by N¢(c). Recall the tangent
cone Tc(c) at ¢ € C is defined as

Te(e) = {v : liminf

t—0~

d, t
c(c;r v) :0}’

and in the case of C proximally smooth, equals the Clarke tangent cone as the neg-
ative polar of N¢(c):

veTele) <= (5,v) <0 VeeNe(o).

If M is an embedded C? manifold, C := M, and ¢ € M, then T¢(c) agrees
with the usual tangent space Tpaq(c) to M at ¢ from differential geometry (see
[9, Proposition 1.9]). If in addition M is proximally smooth, then for each x €
M, the tangent cone Tﬂ(x) is closed and convex, and thus has a relative inte-
rior denoted by r-int Tyz(x). Its relative boundary is defined as r-bdry Tyz(x) :=
g o\ r-int Typ(x).

Another key assumption on the multi-domains is each domain being relatively
wedged. A set C € RY is wedged (see [9, p.166]) if at every x € bdry C, intTa # V.
If C = M is the closure of an embedded manifold M, then C relatively wedged
means the dimension of r-int ka (x) is equal to dy.

The following result is [5, Lemma 3.1] and is the key geometrical ingredient that
permits the construction of boundary trajectories of (DI).

Lemma B.1 If x € M;\ M and v € r-bdry Tm(x), then there exists an index j

Sfor which M; C Vj, x e Mj, and v € TW(X)‘ Of course in this case, one has
dj < dk.

Proof See [5, Lemma 3.1]. Il
We finally give a sketch of the proof for Lemma 3.8.

Proof A key fact is that for any p € G(x) N r-int Tﬂk (x), there exist T > 0 and a
C! trajectory y(-) : [t, T] = My U {x} so that
y(@t)=x and y()=p. (B.1)

Let k be such that x € My and p € G(x) N ka ). If p € r-int ka (x), then the
result follows by the key fact (B.1). If p ¢ r-int Tﬂk (x), then p € r-bdry ’ka (x)

and hence by Lemma B.1, there exists another subdomain M ; C Mk with x e M j
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and p € ’ij x).If p € r-int Tﬂj (x), then the result follows from (B.1), otherwise

the argument just given can be repeated with k replaced by j. The process must
eventually terminate since the dimension is decreasing at each step. g
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