
Operator Theory:
Advances and Applications, Vol. 231, 117–172
c⃝ 2013 Springer Basel

Multiplication Properties in Gelfand–Shilov
Pseudo-differential Calculus

Joachim Toft

Abstract. We consider modulation space and spaces of Schatten–von Neu-
mann symbols where corresponding pseudo-differential operators map one
Hilbert space to another. We prove Hölder–Young and Young type results
for such spaces under dilated convolutions and multiplications. We also prove
continuity properties for such spaces under the twisted convolution, and the
Weyl product. These results lead to continuity properties for twisted convo-
lutions on Lebesgue spaces, e.g., 𝐿𝑝

(𝜔) is a twisted convolution algebra when

1 ≤ 𝑝 ≤ 2 and appropriate weight 𝜔.
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0. Introduction

The aim of the paper is to extend the results in [51] on various types of products in
pseudo-differential calculus to include convenient Banach spaces of Gelfand–Shilov
functions and distributions. The family of Banach spaces consists of (weighted)
Lebesgue spaces, modulation spaces and spaces of Schatten–von Neumann symbols
in the pseudo-differential calculus. The products concern the usual multiplication
and convolution, twisted convolution and the Weyl product. Especially we estab-
lish continuity properties for Lebesgue and modulation spaces under the twisted
convolution and the Weyl product, and prove Young type results for Schatten–von
Neumann symbols under the ordinary multiplication and convolution.

We recall that the composition of twoWeyl operators corresponds to the Weyl
product of the two operator symbols on the symbol level, and the twisted convo-
lution appears when Weyl product is conjugated by symplectic Fourier transform.
(See Section 1 for the details.) Convolution and multiplication products appear
when investigating Toeplitz operators (also known as localization operators) in
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the framework of pseudo-differential calculus. More precisely, each Toeplitz oper-
ator is equal to a pseudo-differential operator, where the symbol of the pseudo-
differential operator is a convolution between the Toeplitz symbol and a rank one
symbol, which is an ordinary multiplication on the Fourier transform side. We
remark that Toeplitz operators might be convenient to use when approximating
certain pseudo-differential operators (see, e.g., [7, 44]), and in computation of ki-
netic energy in mechanics (cf. [31]).

The most of the questions here were carefully investigated in [51] in the case
when the involved spaces are defined by weights of polynomial type (see, e.g., [28]
for notations concerning the usual function and distribution spaces, and Section 1
for other notations). In particular, all function and distribution spaces in [51] stay
between S and S ′. In the present paper we use the framework in [51], and extend
the results in [51] such that we permit general moderate weights. This implies
that the function and distribution spaces can be arbitrary close to Gelfand–Shilov
spaces of the form 𝒮𝑠𝑠 and Σ𝑠𝑠 when 𝑠 ≥ 1, and their duals.

In several questions we may use similar arguments as in [51], while new
types of difficulties appear in other questions, when passing from the distribution
theory for Schwartz functions in [51], to corresponding theory for Gelfand–Shilov
functions.

In order to be more specific, let H1 and H2 be modulation spaces which are
Hilbert spaces (see [52]). Also let I𝑝(H1,H2), 𝑝 ∈ [1,∞], be the set of Schatten–
von Neumann operators of order 𝑝 from H1 to H2, and let 𝑠𝑤𝑝 (H1,H2) be the

set of all distributions 𝑎 ∈ 𝒮 ′1/2(R2𝑑) such that the corresponding Weyl operators

Op𝑤(𝑎) belong to I𝑝(H1,H2).

In general it is not complicated to establish continuity properties for spaces
of the form 𝑠𝑤𝑝 = 𝑠𝑤𝑝 (H1,H2) under the Weyl product and twisted convolution,
because such questions can easily be reformulated into questions of compositions
for Schatten–von Neumann operators on the operator level. It is more complicated
to find continuity relations for dilated multiplications and convolutions on the 𝑠𝑤𝑝
spaces, because such products take complicated forms on the operator level. In
this situation we use certain Fourier techniques, similar to those in [44, Section 3]
and [51], to get convenient integral formulas. By making appropriate estimates on
these formulas in combination with duality and interpolation, we establish Young
type results for 𝑠𝑤𝑝 spaces under such products.

For Lebesgue and general modulation spaces, the situation is different. In fact,
in contrast to spaces of Schatten symbols, it is complicated to find certain results
under the Weyl product and the twisted convolution, while finding Hölder–Young
results under convolutions and multiplications are straightforward. For example,
continuity properties for modulation spaces under the Weyl product have been
investigated in, e.g., [23, 27, 30, 40, 51]. In Section 2 we extend these properties by
enlarging the family of weights in the definition of modulation and Lebesgue spaces.
In particular we prove that 𝐿2(𝜔) is an algebra under the twisted convolution, when

𝜔(𝑋) = 𝑒𝑐∣𝑋∣ and 𝑐 ≥ 0.
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For further considerations we recall some definitions. Let 𝑡 ∈ R be fixed and
let 𝑎 ∈ 𝒮1/2(R2𝑑). Then the pseudo-differential operator Op𝑡(𝑎) with symbol 𝑎 is

the continuous operator on 𝒮1/2(R𝑑), defined by the formula

(Op𝑡(𝑎)𝑓)(𝑥) = (2𝜋)−𝑑
∫∫

𝑎((1 − 𝑡)𝑥+ 𝑡𝑦, 𝜉)𝑓(𝑦)𝑒𝑖⟨𝑥−𝑦,𝜉⟩ 𝑑𝑦𝑑𝜉. (0.1)

The definition of Op𝑡(𝑎) extends to each 𝑎 ∈ 𝒮 ′1/2(R2𝑑), and then Op𝑡(𝑎) is con-

tinuous from 𝒮1/2(R𝑑) to 𝒮 ′1/2(R𝑑). (Cf., e.g., [28] or Section 1.) If 𝑡 = 1/2, then

Op𝑡(𝑎) is equal to the Weyl operator Op𝑤(𝑎) for 𝑎. If instead 𝑡 = 0, then the
standard (Kohn–Nirenberg) representation 𝑎(𝑥,𝐷) is obtained.

The modulation spaces were introduced by Feichtinger in [13], and developed
further and generalized in [14, 16–18, 22]. We are especially interested in the
modulation spaces 𝑀𝑝,𝑞

(𝜔)(R
𝑑) and 𝑊 𝑝,𝑞

(𝜔)(R
𝑑) which are the sets of Gelfand–Shilov

distributions on R𝑑 whose short-time Fourier transform (STFT) belong to the
weighted and mixed Lebesgue spaces 𝐿𝑝,𝑞1,(𝜔)(R

2𝑑) and 𝐿𝑝,𝑞2,(𝜔)(R
2𝑑) respectively.

Here, and 𝑝, 𝑞 ∈ [1,∞], and we refer to (1.26) and (1.27) below for the definition
of the latter space norms. In contrast to [51], the weight function 𝜔 here is allowed
to belong to P𝐸(R

2𝑑), the set of all moderated functions on the phase (or time-
frequency shift) space R2𝑑. We remark that the family P𝐸 contain all polynomial
type weights. It follows that 𝜔, 𝑝 and 𝑞 to some extent quantify the degrees of
asymptotic decay and singularity of the distributions in 𝑀𝑝,𝑞

(𝜔) and 𝑊 𝑝,𝑞
(𝜔) . (We refer

to [15] for a modern description of modulation spaces.)
In the Weyl calculus of pseudo-differential operators, operator composition

corresponds on the symbol level to the Weyl product #, which on the symplectic
Fourier transform side corresponds to the twisted convolution ∗𝜎. Sometimes, the
Weyl product is called the twisted product. A problem in this field is to find
conditions on the weight functions 𝜔𝑗 and 𝑝𝑗 , 𝑞𝑗 ∈ [1,∞], for the mappings

(𝑎1, 𝑎2) → 𝑎1#𝑎2 and (𝑎1, 𝑎2) → 𝑎1 ∗𝜎 𝑎2
on 𝒮1/2(R2𝑑) to be uniquely extendable to continuous mappings from

ℳ𝑝1,𝑞1
(𝜔1)

(R2𝑑)×ℳ𝑝2,𝑞2
(𝜔2)

(R2𝑑) to ℳ𝑝0,𝑞0
(𝜔0)

(R2𝑑),

and from
𝒲𝑝1,𝑞1
(𝜔1)

(R2𝑑)×𝒲𝑝2,𝑞2
(𝜔2)

(R2𝑑) to 𝒲𝑝0,𝑞0
(𝜔0)

(R2𝑑).

Here the modulation spaces ℳ𝑝,𝑞
(𝜔) and 𝒲𝑝,𝑞

(𝜔) are obtained by replacing the usual

STFT with the symplectic STFT in the definition of modulation space norms.
One part of such questions might be to find appropriate conditions on 𝜔𝑗 and
𝑝𝑗 , 𝑞𝑗 ∈ [1,∞] such that

∥𝑎1 ∗𝜎 𝑎2∥𝒲𝑝0,𝑞0
(𝜔0)

≲ ∥𝑎1∥𝒲𝑝1,𝑞1
(𝜔1)

∥𝑎2∥𝒲𝑝2,𝑞2
(𝜔2)

, (0.2)

when 𝑎𝑗 ∈ 𝒮1/2, 𝑗 = 0, 1, 2. Here and in what follows we let 𝐴 ≲ 𝐵 indicate 𝐴 ≤ 𝑐𝐵,
for a suitable constant 𝑐 > 0, and we write 𝐴 ≍ 𝐵 when 𝐴 ≲ 𝐵 and 𝐵 ≲ 𝐴.
Important contributions in this context can be found in [23, 27, 30, 40, 43, 52],
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where Theorem 0.3′ in [27] and Theorem 6.4 in [52] seem to be the most general
results so far (see also Theorem 2.2).

The result for twisted convolution on modulation spaces which corresponds
to Theorem 0.3′ in [27] and Theorem 6.4 in [52] is given by Theorem 0.1 below.
Here the assumptions on the involved weight functions and Lebesgue exponents
on the modulation spaces are

𝜔0(𝑋,𝑌 ) ≲ 𝜔1(𝑋 − 𝑌 + 𝑍,𝑍)𝜔2(𝑌 − 𝑍,𝑋 + 𝑍), 𝑋, 𝑌, 𝑍 ∈ R2𝑑, (0.3)

1

𝑝1
+

1

𝑝2
− 1

𝑝0
= 1−

( 1

𝑞1
+

1

𝑞2
− 1

𝑞0

)
(0.4)

and

0 ≤ 1

𝑞1
+

1

𝑞2
− 1

𝑞0
≤ 1

𝑝𝑗
,
1

𝑞𝑗
≤ 1

𝑝1
+

1

𝑝2
− 1

𝑝0
, 𝑗 = 0, 1, 2. (0.5)

Theorem 0.1. Let 𝜔0, 𝜔1, 𝜔2 ∈ P𝐸(R
4𝑑) satisfy (0.3), and that 𝑝𝑗, 𝑞𝑗 ∈ [1,∞]

for 𝑗 = 0, 1, 2, satisfy (0.4) and (0.5). Then the map (𝑎1, 𝑎2) → 𝑎1 ∗𝜎 𝑎2 on
𝒮(R2𝑑) extends uniquely to a continuous map from 𝒲𝑝1,𝑞1

(𝜔1)
(R2𝑑) × 𝒲𝑝2,𝑞2

(𝜔2)
(R2𝑑)

to 𝒲𝑝0,𝑞0
(𝜔0)

(R2𝑑), and for some constant 𝐶 > 0, the bound (0.2) holds for every

𝑎1 ∈ 𝒲𝑝1,𝑞1
(𝜔1)

(R2𝑑) and 𝑎2 ∈ 𝒲𝑝2,𝑞2
(𝜔2)

(R2𝑑).

In Section 2 we also consider the case when 𝑝𝑗 = 𝑞𝑗 = 2, and the involved
weights 𝜔𝑗(𝑋,𝑌 ) are independent of the 𝑌 -variable, i.e., 𝜔𝑗(𝑋,𝑌 ) = 𝜔𝑗(𝑋). In

this case, 𝒲2,2
(𝜔𝑗)

agrees with 𝐿2(𝜔𝑗), and the condition (0.3) is reduced to

𝜔0(𝑋1 +𝑋2) ≲ 𝜔1(𝑋1)𝜔2(𝑋2) (0.6)

Hence, Theorem 0.1 shows that the map (𝑎1, 𝑎2) → 𝑎1∗𝜎𝑎2 extends to a continuous
mapping from 𝐿2(𝜔1)

× 𝐿2(𝜔2)
to 𝐿2(𝜔0)

, and that

∥𝑎1 ∗𝜎 𝑎2∥𝐿2
(𝜔0)

≲ ∥𝑎1∥𝐿2
(𝜔1)
∥𝑎2∥𝐿2

(𝜔2)
, (0.7)

holds when 𝑎1 ∈ 𝐿2(𝜔1)
(R2𝑑) and 𝑎2 ∈ 𝐿2(𝜔2)

(R2𝑑). Here and in what follows,

𝑝′ ∈ [1,∞] denotes the conjugate exponent to 𝑝 ∈ [1,∞], i.e., 𝑝 and 𝑝′ should
satisfy 1/𝑝 + 1/𝑝′ = 1. The latter property is extended in Section 2 to involve
mixed weighted norm spaces of Lebesgue type. As a special case we obtain the
following generalization of (0.7).

Theorem 0.2. Let 𝜔𝑗 ∈ P𝐸(R
2𝑑), and let 𝑝𝑗 ∈ [1,∞] for 𝑗 = 0, 1, 2 satisfy (0.6)

and

max
𝑗=0,1,2

( 1

𝑝𝑗
,
1

𝑝′𝑗

)
≤ 1

𝑝1
+

1

𝑝2
− 1

𝑝0
≤ 1.

Then the map (𝑎1, 𝑎2) → 𝑎1 ∗𝜎 𝑎2 extends uniquely to a continuous mapping from
𝐿𝑝1(𝜔1)

(R2𝑑)× 𝐿𝑝2(𝜔2)
(R2𝑑) to 𝐿𝑝0(𝜔0)

(R2𝑑), and

∥𝑎1 ∗𝜎 𝑎2∥𝐿𝑝0
(𝜔0)

≲ ∥𝑎1∥𝐿𝑝1
(𝜔1)
∥𝑎2∥𝐿𝑝2

(𝜔2)
(0.8)

when 𝑎1 ∈ 𝐿𝑝1(𝜔1)
(R2𝑑) and 𝑎2 ∈ 𝐿𝑝2(𝜔2)

(R2𝑑).
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Theorem 0.2 and its extensions are used in the end of Section 2 to extend the
class of possible window functions in the definition of modulation space norms.

In Section 5 we establish Young type results for dilated multiplications and
convolutions for the spaces 𝑠𝑤𝑝 (𝜔1, 𝜔2) ≡ 𝑠𝑤𝑝 (H1,H2), when H𝑗 for 𝑗 = 1, 2 is mod-

ulation space 𝑀2,2
(𝜔𝑗)

(R𝑑) = 𝑀2
(𝜔𝑗)

(R𝑑) with appropriate weights 𝜔𝑗 . The involved

Schatten exponents should satisfy the Young condition

1

𝑝1
+

1

𝑝2
= 1 +

1

𝑟
, 1 ≤ 𝑝1, 𝑝2, 𝑟 ≤ ∞, (0.9)

and the involved dilation factors should satisfy

(−1)𝑗1𝑡−21 + (−1)𝑗2𝑡−22 = 1 (0.10)

or

(−1)𝑗1𝑡21 + (−1)𝑗2𝑡22 = 1, (0.11)

when 𝑗1, 𝑗2 ∈ {0, 1}. The conditions for the involved weight functions are

𝜗(𝑋1 +𝑋2) ≲ 𝜗𝑗1,1(𝑡1𝑋1)𝜗𝑗2,2(𝑡2𝑋2),

𝜔(𝑋1 +𝑋2) ≲ 𝜔𝑗1,1(𝑡1𝑋1)𝜔𝑗2,2(𝑡2𝑋2),
(0.12)

where

𝜔0,𝑘(𝑋) = 𝜗1,𝑘(𝑋) = 𝜔𝑘(𝑋), 𝜗0,𝑘(𝑋) = 𝜔1,𝑘(𝑋) = 𝜗𝑘(𝑋). (0.13)

With these conditions we prove

∥𝑎1,𝑡1 ∗ 𝑎2,𝑡2∥𝑠𝑤𝑟 (1/𝜔,𝜗) ≤ 𝐶𝑑∥𝑎1∥𝑠𝑤𝑝1(1/𝜔1,𝜗1)∥𝑎2∥𝑠𝑤𝑝2 (1/𝜔2,𝜗2), (0.14)

∥𝑎1,𝑡1𝑎2,𝑡2∥𝑠𝑤𝑟 (1/𝜔,𝜗) ≤ 𝐶𝑑∥𝑎1∥𝑠𝑤𝑝1(1/𝜔1,𝜗1)∥𝑎2∥𝑠𝑤𝑝2 (1/𝜔2,𝜗2), (0.15)

for admissible 𝑎1 and 𝑎2. Here and in what follows we set 𝑎𝑗,𝑡 = 𝑎𝑗(𝑡 ⋅ ). More
precisely, in Section 5 we prove the following two theorems, as well as multi-linear
extensions of these results (cf. Theorems 0.3′ and 0.4′), which generalize Theorem
3.3, Theorem 3.3′ and Corollary 3.5 in [44] and corresponding results in [51]. In
fact, these results in [44] follow by letting H1 = H2 = 𝐿2 in Theorems 0.3′ and 0.4′.

Theorem 0.3. Let 𝑝1, 𝑝2, 𝑟 ∈ [1,∞] satisfy (0.9), and let 𝑡1, 𝑡2 ∈ R∖0 satisfy (0.10),
for some choices of 𝑗1, 𝑗2 ∈ {0, 1}. Also let 𝜔, 𝜔𝑗, 𝜗, 𝜗𝑗 ∈ P𝐸(R

2𝑑) for 𝑗 = 1, 2
satisfy (0.12) and (0.13). Then the map (𝑎1, 𝑎2) → 𝑎1,𝑡1 ∗ 𝑎2,𝑡2 on 𝒮1/2(R2𝑑),
extends uniquely to a continuous mapping from

𝑠𝑤𝑝1(1/𝜔1, 𝜗1)× 𝑠𝑤𝑝2(1/𝜔2, 𝜗2)

to 𝑠𝑤𝑟 (1/𝜔, 𝜗). Furthermore, (0.14) holds for some constant

𝐶 = 𝐶20 ∣𝑡1∣−2/𝑝1 ∣𝑡2∣−2/𝑝2 ,
where 𝐶0 is independent of 𝑎1 ∈ 𝑠𝑤𝑝1(1/𝜔1, 𝜗1), 𝑎2 ∈ 𝑠𝑤𝑝2(1/𝜔2, 𝜗2), 𝑡1, 𝑡2 and 𝑑.

Moreover, Op𝑤(𝑎1,𝑡1 ∗ 𝑎2,𝑡2) ≥ 0 when Op𝑤(𝑎𝑗) ≥ 0 for each 1 ≤ 𝑗 ≤ 2.
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Theorem 0.4. Let 𝑝1, 𝑝2, 𝑟 ∈ [1,∞] satisfy (0.9), and let 𝑡1, 𝑡2 ∈ R∖0 satisfy (0.11),
for some choices of 𝑗1, 𝑗2 ∈ {0, 1}. Also let 𝜔, 𝜔𝑗, 𝜗, 𝜗𝑗 ∈ P𝐸(R

2𝑑) for 𝑗 = 1, 2
satisfy (0.12) and (0.13). Then the map (𝑎1, 𝑎2) → 𝑎1,𝑡1𝑎2,𝑡2 on 𝒮1/2(R2𝑑), extends
uniquely to a continuous mapping from

𝑠𝑤𝑝1(1/𝜔1, 𝜗1)× 𝑠𝑤𝑝2(1/𝜔2, 𝜗2)

to 𝑠𝑤𝑟 (1/𝜔, 𝜗). Furthermore, (0.15) holds for some constant

𝐶 = 𝐶20 ∣𝑡1∣−2/𝑝
′
1 ∣𝑡2∣−2/𝑝′2 ,

where 𝐶0 is independent of 𝑎1 ∈ 𝑠𝑤𝑝1(1/𝜔1, 𝜗1), 𝑎2 ∈ 𝑠𝑤𝑝2(1/𝜔2, 𝜗2), 𝑡1, 𝑡2 and 𝑑.

Some preparations to the dilated convolution and multiplication results in
Section 5 are given in Sections 3 and 4. In Section 3 we introduce the notion of
Gelfand–Shilov and Beurling tempered (quasi-)Banach and Hilbert spaces, and
prove certain properties. Especially we establish embedding properties between
such spaces, modulation spaces and Gelfand–Shilov spaces. These embeddings are
also used in [54], when establishing Schatten–von Neumann results for operators
with Gelfand–Shilov kernels. Furthermore we investigate certain relations for bases
in the Hilbert space case.

In Section 4 we consider dual properties for 𝑠𝑤𝑝 (H1,H2). Here H1 and H2

belong to a broad class of Hilbert spaces containing any𝑀2,2
(𝜔) space. More precisely,

assume that 𝑝 <∞. Then we prove that the dual for 𝑠𝑤𝑝 (H1,H2) can be identified
with 𝑠𝑤𝑝 (H

′
1 ,H

′
2 ) for appropriate Hilbert spaces H ′

1 and H ′
2 through a unique

extension of the 𝐿2 form on 𝒮1/2. (Cf. Theorem 4.8.) In the last part of Section 4
we show some properties on bases and Hilbert–Schmidt operators. We use these
results to establish estimates for generalized gamma functions evaluated in integer
points (cf. Example 3.6).

In the last section we apply the results in Section 5 to prove that the class
of trace-class symbols is invariant under compositions with odd entire functions.
Here we also show how Theorem 0.3 can be used to define Toeplitz operators with
symbols in dilated 𝑠𝑤𝑝 spaces, and that such operators fulfill certain Schatten–von
Neumann properties.

1. Preliminaries

In this section we introduce some notations and discuss basic results. We start by
recalling some facts concerning Gelfand–Shilov spaces. Thereafter we recall some
properties about pseudo-differential operators. Especially we discuss the Weyl
product and twisted convolution. Finally we recall some facts about modulation
spaces. The proofs are in general omitted, since the results can be found in the
literature.
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We start by considering Gelfand–Shilov spaces. Let 0 < ℎ, 𝑠 ∈ R be fixed.
Then 𝒮𝑠,ℎ(R𝑑) consists of all 𝑓 ∈ 𝐶∞(R𝑑) such that

∥𝑓∥𝒮𝑠,ℎ ≡ sup
∣𝑥𝛽∂𝛼𝑓(𝑥)∣

ℎ∣𝛼∣+∣𝛽∣𝛼!𝑠 𝛽!𝑠

is finite. Here the supremum should be taken over all 𝛼, 𝛽 ∈ N𝑑 and 𝑥 ∈ R𝑑.
Obviously 𝒮𝑠,ℎ ↪→ S is a Banach space which increases with ℎ and 𝑠. Here

and in what follows we use the notation 𝐴 ↪→ 𝐵 when the topological spaces 𝐴
and 𝐵 satisfy 𝐴 ⊆ 𝐵 with continuous embeddings. Furthermore, if 𝑠 > 1/2, or
𝑠 = 1/2 and ℎ is sufficiently large, then 𝒮𝑠,ℎ contains all finite linear combinations
of Hermite functions. Since such linear combinations are dense in S , it follows
that the dual (𝒮𝑠,ℎ)′(R𝑑) of 𝒮𝑠,ℎ(R𝑑) is a Banach space which contains S ′(R𝑑).

The Gelfand–Shilov spaces 𝒮𝑠(R𝑑) and Σ𝑠(R
𝑑) are the inductive and projec-

tive limits respectively of 𝒮𝑠,ℎ(R𝑑). This implies that

𝒮𝑠(R𝑑) =
∪
ℎ>0

𝒮𝑠,ℎ(R𝑑) and Σ𝑠(R
𝑑) =

∩
ℎ>0

𝒮𝑠,ℎ(R𝑑), (1.1)

and that the topology for 𝒮𝑠(R𝑑) is the strongest possible one such that the in-
clusion map from 𝒮𝑠,ℎ(R𝑑) to 𝒮𝑠(R𝑑) is continuous, for every choice of ℎ > 0.
The space Σ𝑠(R

𝑑) is a Fréchet space with semi norms ∥ ⋅ ∥𝒮𝑠,ℎ , ℎ > 0. Moreover,

Σ𝑠(R
𝑑) ∕= {0}, if and only if 𝑠 > 1/2, and 𝒮𝑠(R𝑑) ∕= {0}, if and only if 𝑠 ≥ 1/2.

From now on we assume that 𝑠 > 1/2 when considering Σ𝑠(R
𝑑), and 𝑠 ≥ 1/2

when considering 𝒮𝑠(R𝑑)

The Gelfand–Shilov distribution spaces 𝒮 ′𝑠(R𝑑) and Σ′𝑠(R
𝑑) are the projective

and inductive limit respectively of 𝒮 ′𝑠(R𝑑). This means that

𝒮 ′𝑠(R𝑑) =
∩
ℎ>0

𝒮 ′𝑠,ℎ(R𝑑) and Σ′𝑠(R
𝑑) =

∪
ℎ>0

𝒮 ′𝑠,ℎ(R𝑑). (1.1)′

We remark that in [20, 29, 34] it is proved that 𝒮 ′𝑠(R𝑑) is the dual of 𝒮𝑠(R𝑑), and
Σ′𝑠(R𝑑) is the dual of Σ𝑠(R

𝑑) (also in topological sense).
For each 𝜀 > 0 and 𝑠 > 1/2 we have

𝒮1/2(R𝑑) ↪→Σ𝑠(R
𝑑) ↪→𝒮𝑠(R𝑑) ↪→ Σ𝑠+𝜀(R

𝑑)

and Σ′𝑠+𝜀(R
𝑑) ↪→𝒮 ′𝑠(R𝑑) ↪→Σ′𝑠(R

𝑑) ↪→ 𝒮 ′1/2(R𝑑).
(1.2)

The Gelfand–Shilov spaces are invariant under several basic transformations.
For example they are invariant under translations, dilations, tensor products and
under (partial) Fourier transformations.

From now on we let F be the Fourier transform which takes the form

(F𝑓)(𝜉) = 𝑓(𝜉) ≡ (2𝜋)−𝑑/2
∫
R𝑑

𝑓(𝑥)𝑒−𝑖⟨𝑥,𝜉⟩ 𝑑𝑥

when 𝑓 ∈ 𝐿1(R𝑑). Here ⟨ ⋅ , ⋅ ⟩ denotes the usual scalar product on R𝑑. The map
F extends uniquely to homeomorphisms on S ′(R𝑑), 𝒮 ′𝑠(R𝑑) and Σ′𝑠(R

𝑑), and
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restricts to homeomorphisms on S (R𝑑), 𝒮𝑠(R𝑑) and Σ𝑠(R
𝑑), and to a unitary

operator on 𝐿2(R𝑑).
It follows from the following lemma that elements in Gelfand–Shilov spaces

can be characterized by estimates of the form

∣𝑓(𝑥)∣ ≲ 𝑒−𝜀∣𝑥∣
1/𝑠

and ∣𝑓(𝜉)∣ ≲ 𝑒−𝜀∣𝜉∣
1/𝑠

. (1.3)

The proof is omitted, since the result can be found in, e.g., [4, 20].

Lemma 1.1. Let 𝑓 ∈ 𝒮 ′1/2(R𝑑). Then the following is true:

(1) if 𝑠 ≥ 1/2, then 𝑓 ∈ 𝒮𝑠(R𝑑), if and only if (1.3) holds for some 𝜀 > 0;

(2) if 𝑠 > 1/2, then 𝑓 ∈ Σ𝑠(R
𝑑), if and only if (1.3) holds for each 𝜀 > 0.

Gelfand–Shilov spaces can also easily be characterized by Hermite functions.
We recall that the Hermite function ℎ𝛼 with respect to the multi-index 𝛼 ∈ N𝑑 is
defined by

ℎ𝛼(𝑥) = 𝜋−𝑑/4(−1)∣𝛼∣(2∣𝛼∣𝛼!)−1/2𝑒∣𝑥∣2/2(∂𝛼𝑒−∣𝑥∣2).
The set {ℎ𝛼}𝛼∈N𝑑 is an orthonormal basis for 𝐿2(R𝑑). In particular,

𝑓 =
∑
𝛼

𝑐𝛼ℎ𝛼, 𝑐𝛼 = (𝑓, ℎ𝛼)𝐿2(R𝑑), (1.4)

and
∥𝑓∥𝐿2 = ∥{𝑐𝛼}𝛼∥𝑙2 <∞,

when 𝑓 ∈ 𝐿2(R𝑑). Here and in what follows, ( ⋅ , ⋅ )𝐿2(R𝑑) denotes any continuous

extension of the 𝐿2 form on 𝒮1/2(R𝑑).
The Hermite expansions can also be used to characterize distributions and

their test function spaces. More precisely, let 𝑝 ∈ [1,∞] be fixed. Then it is well
known that 𝑓 here belongs to S (R𝑑), if and only if

∥{𝑐𝛼⟨𝛼⟩𝑡}𝛼∥𝑙𝑝 <∞ (1.5)

for every 𝑡 ∈ R. Furthermore, for every 𝑓 ∈ S ′(R𝑑), the expansion (1.4) still
holds, where the sum converges in S ′, and (1.5) holds for some choice of 𝑡 ∈ R,
which depends on 𝑓 .

The following proposition, which can be found in, e.g., [21], shows that similar
conclusion for Gelfand–Shilov spaces hold, after the estimate (1.5) is replaced by

∥{𝑐𝛼𝑒𝑡∣𝛼∣1/2𝑠}𝛼∥𝑙𝑝 <∞. (1.6)

(Cf. formula (2.12) in [21].)

Proposition 1.2. Let 𝑝 ∈ [1,∞], 𝑓 ∈ 𝒮 ′1/2R𝑑), 𝑠1 ≥ 1/2, 𝑠2 > 1/2 and let 𝑐𝛼 be as

in (1.4). Then the following is true:

(1) 𝑓 ∈ 𝒮 ′𝑠1(R𝑑), if and only if (1.6) holds with 𝑠 = 𝑠1 for every 𝑡 < 0. Further-
more, (1.4) holds where the sum converges in 𝒮 ′𝑠1 ;

(2) 𝑓 ∈ Σ′𝑠2(R
𝑑), if and only if (1.6) holds with 𝑠 = 𝑠2 for some 𝑡 < 0. Further-

more, (1.4) holds where the sum converges in Σ′𝑠2 ;
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(3) 𝑓 ∈ 𝒮𝑠1(R𝑑), if and only if (1.6) holds with 𝑠 = 𝑠1 for some 𝑡 > 0. Further-
more, (1.4) holds where the sum converges in 𝒮𝑠1 ;

(4) 𝑓 ∈ Σ𝑠2(R
𝑑), if and only if (1.6) holds with 𝑠 = 𝑠2 for every 𝑡 > 0. Further-

more, (1.4) holds where the sum converges in Σ𝑠2 .

Next we recall some properties in pseudo-differential calculus. Let 𝑠 ≥ 1/2,
𝑎 ∈ 𝒮𝑠(R2𝑑), and 𝑡 ∈ R be fixed. Then the pseudo-differential operator Op𝑡(𝑎)
in (0.1) is a linear and continuous operator on 𝒮𝑠(R𝑑). For general 𝑎 ∈ 𝒮 ′𝑠(R2𝑑),
the pseudo-differential operator Op𝑡(𝑎) is defined as the continuous operator from
𝒮𝑠(R𝑑) to 𝒮 ′𝑠(R𝑑) with distribution kernel given by

𝐾𝑎,𝑡(𝑥, 𝑦) = (2𝜋)−𝑑/2(F−1
2 𝑎)((1− 𝑡)𝑥 + 𝑡𝑦, 𝑥− 𝑦). (1.7)

Here F2𝐹 is the partial Fourier transform of 𝐹 (𝑥, 𝑦) ∈ 𝒮 ′𝑠(R2𝑑) with respect to
the 𝑦 variable. This definition makes sense, since the mappings

F2 and 𝐹 (𝑥, 𝑦) → 𝐹 ((1− 𝑡)𝑥+ 𝑡𝑦, 𝑦 − 𝑥) (1.8)

are homeomorphisms on 𝒮 ′𝑠(R2𝑑). In particular, the map 𝑎 → 𝐾𝑎,𝑡 is a homeo-
morphism on 𝒮 ′𝑠(R2𝑑).

For any 𝐾 ∈ 𝒮 ′𝑠(R𝑑1+𝑑2), we let 𝑇𝐾 be the linear and continuous mapping
from 𝒮𝑠(R𝑑1) to 𝒮 ′𝑠(R𝑑2), defined by the formula

(𝑇𝐾𝑓, 𝑔)𝐿2(R𝑑2) = (𝐾, 𝑔 ⊗ 𝑓)𝐿2(R𝑑1+𝑑2). (1.9)

It is well known that if 𝑡 ∈ R, then it follows from Schwartz kernel theorem that
𝐾 → 𝑇𝐾 and 𝑎 → Op𝑡(𝑎) are bijective mappings from S ′(R2𝑑) to the set of linear
and continuous mappings from S (R𝑑) to S ′(R𝑑) (cf., e.g., [28]).

In this context we remark that the maps 𝐾 → 𝑇𝐾 and 𝑎 → Op𝑡(𝑎) are
uniquely extendable to bijective mappings from 𝒮 ′𝑠(R2𝑑) to the set of linear and
continuous mappings from 𝒮𝑠(R𝑑) to 𝒮 ′𝑠(R𝑑). In fact, the asserted bijectivity for
the map 𝐾 → 𝑇𝐾 follows from the kernel theorem [32, Theorem 2.2], by Lozanov–
Crvenković, Perǐsić and Taskovic. This kernel theorem corresponds to Schwartz
kernel theorem in the usual distribution theory. The other assertion follows from
the fact that the map 𝑎 → 𝐾𝑎,𝑡 is a homeomorphism on 𝒮 ′𝑠.

In particular, for each 𝑎1 ∈ 𝒮 ′𝑠(R2𝑑) and 𝑡1, 𝑡2 ∈ R, there is a unique 𝑎2 ∈
𝒮 ′𝑠(R2𝑑) such that Op𝑡1(𝑎1) = Op𝑡2(𝑎2). The relation between 𝑎1 and 𝑎2 is given by

Op𝑡1(𝑎1) = Op𝑡2(𝑎2) ⇐⇒ 𝑎2(𝑥, 𝜉) = 𝑒𝑖(𝑡2−𝑡1)⟨𝐷𝑥,𝐷𝜉⟩𝑎1(𝑥, 𝜉). (1.10)

(Cf. [28].) Note here that the right-hand side makes sense, since it is equivalent to
�̂�2 = 𝑒𝑖(𝑡2−𝑡1)⟨𝑥,𝜉⟩�̂�1, and that the map 𝑎 → 𝑒𝑖𝑡⟨𝑥,𝜉⟩𝑎 is continuous on 𝒮 ′𝑠.

Let 𝑡 ∈ R and 𝑎 ∈ 𝒮 ′𝑠(R2𝑑) be fixed. Then 𝑎 is called a rank-one element
with respect to 𝑡, if the corresponding pseudo-differential operator is of rank-one,
i.e.,

Op𝑡(𝑎)𝑓 = (𝑓, 𝑓2)𝑓1, 𝑓 ∈ 𝒮𝑠(R𝑑), (1.11)

for some 𝑓1, 𝑓2 ∈ 𝒮 ′𝑠(R𝑑). By straightforward computations it follows that (1.11) is
fulfilled, if and only if 𝑎 = (2𝜋)𝑑/2𝑊 𝑡

𝑓1,𝑓2
, where𝑊 𝑡

𝑓1,𝑓2
is the 𝑡-Wigner distribution,



126 J. Toft

defined by the formula

𝑊 𝑡
𝑓2,𝑓1(𝑥, 𝜉) ≡ F (𝑓2(𝑥+ 𝑡 ⋅ )𝑓1(𝑥− (1 − 𝑡) ⋅ ))(𝜉), (1.12)

which takes the form

𝑊 𝑡
𝑓2,𝑓1(𝑥, 𝜉) = (2𝜋)−𝑑/2

∫
𝑓2(𝑥+ 𝑡𝑦)𝑓1(𝑥− (1− 𝑡)𝑦)𝑒−𝑖⟨𝑦,𝜉⟩ 𝑑𝑦,

when 𝑓1, 𝑓2 ∈ 𝒮𝑠(R𝑑). By combining these facts with (1.10), it follows that

𝑊 𝑡2
𝑓2,𝑓1

= 𝑒𝑖(𝑡2−𝑡1)⟨𝐷𝑥,𝐷𝜉⟩𝑊 𝑡1
𝑓2,𝑓1

, (1.13)

for each 𝑓1, 𝑓2 ∈ 𝒮 ′𝑠(R𝑑) and 𝑡1, 𝑡2 ∈ R. Since the Weyl case is particularly impor-
tant, we set 𝑊 𝑡

𝑓2,𝑓1
= 𝑊𝑓2,𝑓1 when 𝑡 = 1/2, i.e., 𝑊𝑓2,𝑓1 is the usual (cross-)Wigner

distribution of 𝑓1 and 𝑓2.
For future references we note the link

(Op𝑡(𝑎)𝑓, 𝑔)𝐿2(R𝑑) = (2𝜋)−𝑑/2(𝑎,𝑊 𝑡
𝑔,𝑓 )𝐿2(R2𝑑),

𝑎 ∈ 𝒮 ′𝑠(R2𝑑) and 𝑓, 𝑔 ∈ 𝒮𝑠(R𝑑)
(1.14)

between pseudo-differential operators and Wigner distributions, which follows by
straightforward computations (see also, e.g., [10, 11]).

Next we discuss the Weyl product, twisted convolution and related objects.
Let 𝑠 ≥ 1/2 and let 𝑎, 𝑏 ∈ 𝒮 ′𝑠(R2𝑑) be appropriate. Then the Weyl product 𝑎#𝑏
between 𝑎 and 𝑏 is the function or distribution which fulfills Op𝑤(𝑎#𝑏) = Op𝑤(𝑎)∘
Op𝑤(𝑏), provided the right-hand side makes sense as a continuous operator from
𝒮𝑠(R𝑑) to 𝒮 ′𝑠(R𝑑). More general, if 𝑡 ∈ R, then the product #𝑡 is defined by the
formula

Op𝑡(𝑎#𝑡𝑏) = Op𝑡(𝑎) ∘Op𝑡(𝑏), (1.15)

provided the right-hand side makes sense as a continuous operator from 𝒮𝑠(R𝑑)
to 𝒮 ′𝑠(R𝑑).

The Weyl product can also, in a convenient way, be expressed in terms of the
symplectic Fourier transform and twisted convolution. More precisely, let 𝑠 ≥ 1/2.
Then the symplectic Fourier transform for 𝑎 ∈ 𝒮𝑠(R2𝑑) is defined by the formula

(F𝜎𝑎)(𝑋) = 𝜋−𝑑
∫

𝑎(𝑌 )𝑒2𝑖𝜎(𝑋,𝑌 ) 𝑑𝑌,

where 𝜎 is the symplectic form, given by

𝜎(𝑋,𝑌 ) = ⟨𝑦, 𝜉⟩ − ⟨𝑥, 𝜂⟩, 𝑋 = (𝑥, 𝜉) ∈ R2𝑑, 𝑌 = (𝑦, 𝜂) ∈ R2𝑑.

We note that F𝜎 = 𝑇 ∘ (F ⊗ (F−1)), when (𝑇𝑎)(𝑥, 𝜉) = 2𝑑𝑎(2𝜉, 2𝑥). In par-
ticular, F𝜎 is continuous on 𝒮𝑠(R2𝑑), and extends uniquely to a homeomorphism
on 𝒮 ′𝑠(R2𝑑), and to a unitary map on 𝐿2(R2𝑑), since similar facts hold for F .
Furthermore, F 2

𝜎 is the identity operator.
Let 𝑠 ≥ 1/2 and 𝑎, 𝑏 ∈ 𝒮𝑠(R2𝑑). Then the twisted convolution of 𝑎 and 𝑏 is

defined by the formula

(𝑎 ∗𝜎 𝑏)(𝑋) = (2/𝜋)𝑑/2
∫

𝑎(𝑋 − 𝑌 )𝑏(𝑌 )𝑒2𝑖𝜎(𝑋,𝑌 ) 𝑑𝑌. (1.16)
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The definition of ∗𝜎 extends in different ways. For example, it extends to a con-
tinuous multiplication on 𝐿𝑝(R2𝑑) when 𝑝 ∈ [1, 2], and to a continuous map from
𝒮 ′𝑠(R2𝑑)×𝒮𝑠(R2𝑑) to 𝒮 ′𝑠(R2𝑑). If 𝑎, 𝑏 ∈ 𝒮 ′𝑠(R2𝑑), then 𝑎#𝑏 makes sense if and only

if 𝑎 ∗𝜎 �̂� makes sense, and then

𝑎#𝑏 = (2𝜋)−𝑑/2𝑎 ∗𝜎 (F𝜎𝑏). (1.17)

We also remark that for the twisted convolution we have

F𝜎(𝑎 ∗𝜎 𝑏) = (F𝜎𝑎) ∗𝜎 𝑏 = �̌� ∗𝜎 (F𝜎𝑏), (1.18)

where �̌�(𝑋) = 𝑎(−𝑋) (cf. [42, 44, 45]). A combination of (1.17) and (1.18) gives

F𝜎(𝑎#𝑏) = (2𝜋)−𝑑/2(F𝜎𝑎) ∗𝜎 (F𝜎𝑏). (1.19)

In the Weyl calculus it is in several situations convenient to use the operator
𝐴 on 𝒮 ′𝑠(R2𝑑), defined by the formula

𝐴𝑎(𝑥, 𝑦) = (F−1
2 𝑎)((𝑦 − 𝑥)/2,−(𝑥+ 𝑦)), 𝑎 ∈ 𝒮 ′𝑠(R2𝑑). (1.20)

Here and in what follows we identify operators with their distribution kernels. We
note that 𝐴𝑎(𝑥, 𝑦) agrees with (2𝜋)𝑑/2𝐾𝑤

𝑎 (−𝑥, 𝑦), where 𝐾𝑤
𝑎 is the distribution

kernel to the Weyl operator Op𝑤(𝑎). If 𝑎 ∈ 𝒮𝑠(R2𝑑), then 𝐴𝑎 is given by

𝐴𝑎(𝑥, 𝑦) = (2𝜋)−𝑑/2
∫

𝑎((𝑦 − 𝑥)/2, 𝜉)𝑒−𝑖⟨𝑥+𝑦,𝜉⟩ 𝑑𝑦.

In particular, the map 𝑎 → 𝐴𝑎 is bijective from 𝒮 ′𝑠(R2𝑑) to the set of linear and
continuous operators from 𝒮𝑠(R𝑑) to 𝒮 ′𝑠(R𝑑), since similar facts are true for the
Weyl quantization.

The operator 𝐴 is important when using the twisted convolution, because for
each 𝑎, 𝑏 ∈ 𝒮𝑠(R2𝑑) we have

𝐴(𝑎 ∗𝜎 𝑏) = 𝐴𝑎 ∘𝐴𝑏. (1.21)

(See [19, 42, 44, 45].)
In the following lemma we list some facts about the operator 𝐴. The result is

a consequence of Fourier’s inversion formula, and the verifications are left for the
reader.

Lemma 1.3. Let 𝑠 ≥ 1/2, 𝐴 be as above, 𝑎, 𝑎1, 𝑎2, 𝑏 ∈ 𝒮 ′𝑠(R2𝑑), where at least two
of 𝑎1, 𝑎2, 𝑏 should belong to 𝒮 ′𝑠(R2𝑑), and set 𝑈 = 𝐴𝑎. Then the following is true:

(1) �̌� = 𝐴�̌�, if �̌�(𝑋) = 𝑎(−𝑋);

(2) 𝐽F𝑈 = 𝐴F𝜎𝑎, where 𝐽F𝑈(𝑥, 𝑦) = 𝑈(−𝑥, 𝑦);
(3) 𝐴(F𝜎𝑎) = (2𝜋)𝑑/2Op𝑤(𝑎) and (Op𝑤(𝑎)𝑓, 𝑔) = (2𝜋)−𝑑/2(𝐴𝑎, 𝑔 ⊗ 𝑓) when

𝑓, 𝑔 ∈ 𝒮1/2(R𝑑);

(4) the Hilbert space adjoint of 𝐴𝑎 equals 𝐴�̃�, where �̃�(𝑋) = 𝑎(−𝑋). Further-
more,

(𝑎1 ∗𝜎 𝑎2, 𝑏) = (𝑎1, 𝑏 ∗𝜎 �̃�2) = (𝑎2, �̃�1 ∗𝜎 𝑏),
(𝑎1 ∗𝜎 𝑎2) ∗𝜎 𝑏 = 𝑎1 ∗𝜎 (𝑎2 ∗𝜎 𝑏).
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A linear and continuous operator from 𝒮𝑠(R𝑑) to 𝒮 ′𝑠(R𝑛) is called positive
semi-definite (of order 𝑠 ≥ 1/2) when (𝑇𝑓, 𝑓)𝐿2 ≥ 0 for every 𝑓 ∈ 𝒮𝑠(R𝑑). We
write 𝑇 ≥ 0 when 𝑇 is positive semi-definite or order 𝑠. A distribution 𝑎 ∈ 𝒮 ′𝑠(R2𝑑)
is called 𝜎-positive (of order 𝑠) if 𝐴𝑎 is a positive semi-definite operator. The set
of all 𝜎-positive distributions on R2𝑑 is denoted by 𝒮 ′𝑠,+(R2𝑑). Since 𝒮𝑠 increases
with 𝑠 and that 𝒮1/2 is dense in 𝒮𝑠, it follows that

𝒮 ′𝑡,+(R2𝑑) = 𝒮 ′𝑠,+(R2𝑑)
∩
𝒮 ′𝑡(R2𝑑), 𝑡 ≥ 𝑠.

The following result is an immediate consequence of Lemma 1.3.

Proposition 1.4. Let 𝑠 ≥ 1/2 and 𝑎 ∈ 𝒮′𝑠(R2𝑑). Then

𝑎 ∈ 𝒮 ′𝑠,+(R2𝑑) ⇐⇒ 𝐴𝑎 ≥ 0 as operator ⇐⇒ Op𝑤(F𝜎𝑎) ≥ 0.

We refer to [44, 45] for more facts about 𝜎-positive functions and distributions
in the framework of tempered distributions.

In the end of Section 5 we also discuss continuity for Toeplitz operators. Let
𝑠 ≥ 1/2, 𝑎 ∈ 𝒮𝑠(R2𝑑) and ℎ1, ℎ2 ∈ 𝒮𝑠(R𝑑). Then the Toeplitz operator Tpℎ1,ℎ2

(𝑎),
with symbol 𝑎, and window functions ℎ1 and ℎ2, is defined by the formula

(Tpℎ1,ℎ2
(𝑎)𝑓1, 𝑓2) = (𝑎(2 ⋅ )𝑊𝑓1,ℎ1 ,𝑊𝑓2,ℎ2) (1.22)

when 𝑓1, 𝑓2 ∈ 𝒮𝑠(R𝑑). The definition of Tpℎ1,ℎ2
(𝑎) extends in several ways (cf.,

e.g., [6, 26, 42, 44, 46, 49, 50, 52]).
In several of these extensions as well as in Section 5, we interpret Toeplitz

operators as pseudo-differential operators, using the fact that

Tpℎ1,ℎ2
(𝑎) = Op𝑡(𝑎 ∗ 𝑢) when

𝑢(𝑋) = (2𝜋)−𝑑/2𝑊 𝑡
ℎ2,ℎ1

(−𝑋),
(1.23)

ℎ1, ℎ2 are suitable window functions on R𝑑 and 𝑎 is an appropriate distribution
on R2𝑑. The relation (1.23) is well known when 𝑡 = 0 or 𝑡 = 1/2 (cf., e.g., [6, 8,
38, 42, 44, 46–48, 50]). For general 𝑡, (1.23) is an immediate consequence of the
case 𝑡 = 1/2, (1.13), and the fact that

𝑒𝑖𝑡⟨𝐷𝑥,𝐷𝜉⟩(𝑎 ∗ 𝑢) = 𝑎 ∗ (𝑒𝑖𝑡⟨𝐷𝑥,𝐷𝜉⟩𝑢),

which follows by integration by parts.

Next we discuss basic properties for modulation spaces, and start by recalling
the conditions for the involved weight functions. Let 0 < 𝜔, 𝑣 ∈ 𝐿∞loc(R

𝑑). Then 𝜔
is called moderate or 𝑣-moderate if

𝜔(𝑥+ 𝑦) ≲ 𝜔(𝑥)𝑣(𝑦), 𝑥, 𝑦 ∈ R𝑑. (1.24)

Here the function 𝑣 is called submultiplicative, if (1.24) holds when 𝜔 = 𝑣. We note
that if (1.24) holds, then

𝑣(−𝑥)−1 ≲ 𝜔(𝑥) ≲ 𝑣(𝑥).
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Furthermore, for such 𝜔 it follows that (1.24) is true when

𝑣(𝑥) = 𝐶𝑒𝑐∣𝑥∣,

for some positive constants 𝑐 and 𝐶. In particular, if 𝜔 is moderate on R𝑑, then

𝑒−𝑐∣𝑥∣ ≲ 𝜔(𝑥) ≲ 𝑒𝑐∣𝑥∣,

for some constant 𝑐 > 0.

The set of all moderate functions onR𝑑 is denoted by P𝐸(R
𝑑). Furthermore,

if 𝑣 in (1.24) can be chosen as a polynomial, then 𝜔 is called of polynomial type, or
polynomially moderate. We let P(R𝑑) be the set of all polynomially moderated
functions on R𝑑. If 𝜔(𝑥, 𝜉) ∈ P𝐸(R

2𝑑) is constant with respect to the 𝑥-variable
(𝜉-variable), then we write 𝜔(𝜉) (𝜔(𝑥)) instead of 𝜔(𝑥, 𝜉). In this case we consider
𝜔 as an element in P𝐸(R

2𝑑) or in P𝐸(R
𝑑) depending on the situation.

Let 𝜙 ∈ 𝒮 ′𝑠(R𝑑) be fixed. Then the short-time Fourier transform 𝑉𝜙𝑓 of 𝑓 ∈
𝒮 ′𝑠(R𝑑) with respect to the window function 𝜙 is the Gelfand–Shilov distribution
on R2𝑑, defined by

𝑉𝜙𝑓(𝑥, 𝜉) ≡ (F2(𝑈(𝑓 ⊗ 𝜙)))(𝑥, 𝜉) = F (𝑓 𝜙( ⋅ − 𝑥))(𝜉),

where (𝑈𝐹 )(𝑥, 𝑦) = 𝐹 (𝑦, 𝑦 − 𝑥). If 𝑓, 𝜙 ∈ 𝒮𝑠(R𝑑), then it follows that

𝑉𝜙𝑓(𝑥, 𝜉) = (2𝜋)−𝑑/2
∫

𝑓(𝑦)𝜙(𝑦 − 𝑥)𝑒−𝑖⟨𝑦,𝜉⟩ 𝑑𝑦.

We recall that the short-time Fourier transform is closely related to the Wigner
distribution, because

𝑊𝑓,𝜙𝑓(𝑥, 𝜉) = 2𝑑𝑒2𝑖⟨𝑥,𝜉⟩𝑉𝜙𝑓(2𝑥, 2𝜉), (1.25)

which follows by elementary manipulations. In particular, Toeplitz operators can
be expressed by the formula

(Tpℎ1,ℎ2
(𝑎)𝑓1, 𝑓2) = (𝑎𝑉ℎ̌1

𝑓1, 𝑉ℎ̌2
𝑓2). (1.22)′

Let 𝜔 ∈P𝐸(R
2𝑑), 𝑝, 𝑞 ∈ [1,∞] and 𝜙 ∈ 𝒮1/2(R𝑑)∖0 be fixed. Then the mixed

Lebesgue space 𝐿𝑝,𝑞1,(𝜔)(R
2𝑑) consists of all 𝐹 ∈ 𝐿1loc(R

2𝑑) such that ∥𝐹∥𝐿𝑝,𝑞
1,(𝜔)

<∞,

and 𝐿𝑝,𝑞2,(𝜔)(R
2𝑑) consists of all 𝐹 ∈ 𝐿1loc(R

2𝑑) such that ∥𝐹∥𝐿𝑝,𝑞
2,(𝜔)

<∞. Here

∥𝐹∥𝐿𝑝,𝑞
1,(𝜔)

=
( ∫ ( ∫

∣𝐹 (𝑥, 𝜉)𝜔(𝑥, 𝜉)∣𝑝 𝑑𝑥
)𝑞/𝑝

𝑑𝜉
)1/𝑞

, (1.26)

and

∥𝐹∥𝐿𝑝,𝑞
2,(𝜔)

=
( ∫ ( ∫

∣𝐹 (𝑥, 𝜉)𝜔(𝑥, 𝜉)∣𝑞 𝑑𝜉
)𝑝/𝑞

𝑑𝑥
)1/𝑝

, (1.27)

with obvious modifications when 𝑝 = ∞ or 𝑞 = ∞. We note that these norms
might attain +∞.
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The modulation spaces 𝑀𝑝,𝑞
(𝜔)(R

𝑑) and𝑊 𝑝,𝑞
(𝜔)(R

𝑑) are the Banach spaces which

consist of all 𝑓 ∈ 𝒮 ′1/2(R𝑑) such that ∥𝑓∥𝑀𝑝,𝑞
(𝜔)

<∞ and ∥𝑓∥𝑊𝑝,𝑞
(𝜔)

<∞ respectively.

Here
∥𝑓∥𝑀𝑝,𝑞

(𝜔)
≡ ∥𝑉𝜙𝑓∥𝐿𝑝,𝑞

1,(𝜔)
, and ∥𝑓∥𝑊𝑝,𝑞

(𝜔)
≡ ∥𝑉𝜙𝑓∥𝐿𝑝,𝑞

2,(𝜔)
. (1.28)

We remark that the definitions of 𝑀𝑝,𝑞
(𝜔)(R

𝑑) and 𝑊 𝑝,𝑞
(𝜔)(R

𝑑) are independent of the

choice of 𝜙 ∈ 𝒮1/2(R𝑑) ∖ 0 and different 𝜙 gives rise to equivalent norms. (See
Proposition 1.5 below.) From the fact that

𝑉𝜙𝑓(𝜉,−𝑥) = 𝑒𝑖⟨𝑥,𝜉⟩𝑉𝜙𝑓(𝑥, 𝜉), 𝜙(𝑥) = 𝜙(−𝑥), (1.29)

it follows that

𝑓 ∈𝑊 𝑞,𝑝
(𝜔)(R

𝑑) ⇐⇒ 𝑓 ∈𝑀𝑝,𝑞
(𝜔0)

(R𝑑), 𝜔0(𝜉,−𝑥) = 𝜔(𝑥, 𝜉).

For convenience we set 𝑀𝑝
(𝜔) = 𝑀𝑝,𝑝

(𝜔), which agrees with 𝑊 𝑝
(𝜔) = 𝑊 𝑝,𝑝

(𝜔) . Fur-

thermore we set 𝑀𝑝,𝑞 = 𝑀𝑝,𝑞
(𝜔) and 𝑊 𝑝,𝑞 = 𝑊 𝑝,𝑞

(𝜔) when 𝜔 ≡ 1.

The proof of the following proposition is omitted, since the results can be
found in [5, 12, 13, 16–18, 22, 46–49, 52]. Here we recall that 𝑝, 𝑝′ ∈ [1,∞] satisfy
1/𝑝+ 1/𝑝′ = 1.

Proposition 1.5. Let 𝑝, 𝑞, 𝑝𝑗, 𝑞𝑗 ∈ [1,∞] for 𝑗 = 1, 2, and 𝜔, 𝜔1, 𝜔2, 𝑣 ∈ P𝐸(R
2𝑑)

be such that 𝑣 = 𝑣, 𝜔 is 𝑣-moderate and 𝜔2 ≲ 𝜔1. Then the following is true:

(1) 𝑓 ∈𝑀𝑝,𝑞
(𝜔)(R

𝑑) if and only if (1.28) holds for any 𝜙 ∈𝑀1
(𝑣)(R

𝑑)∖0. Moreover,

𝑀𝑝,𝑞
(𝜔) is a Banach space under the norm in (1.28) and different choices of 𝜙

give rise to equivalent norms;

(2) if 𝑝1 ≤ 𝑝2 and 𝑞1 ≤ 𝑞2 then

Σ1(R
𝑑) ↪→𝑀𝑝1,𝑞1

(𝜔1)
(R𝑑) ↪→𝑀𝑝2,𝑞2

(𝜔2)
(R𝑑) ↪→ Σ′1(R

𝑑).

(3) the 𝐿2 product ( ⋅ , ⋅ )𝐿2 on 𝒮1/2 extends uniquely to a continuous map from

𝑀𝑝,𝑞
(𝜔)(R

𝑛)×𝑀𝑝′,𝑞′

(1/𝜔)(R
𝑑) to C. On the other hand, if ∥𝑎∥ = sup ∣(𝑎, 𝑏)∣, where

the supremum is taken over all 𝑏 ∈ 𝒮1/2(R𝑑) such that ∥𝑏∥
𝑀𝑝′,𝑞′

(1/𝜔)

≤ 1, then

∥ ⋅ ∥ and ∥ ⋅ ∥𝑀𝑝,𝑞
(𝜔)

are equivalent norms;

(4) if 𝑝, 𝑞 < ∞, then 𝒮1/2(R𝑑) is dense in 𝑀𝑝,𝑞
(𝜔)(R

𝑑) and the dual space of

𝑀𝑝,𝑞
(𝜔)(R

𝑑) can be identified with 𝑀𝑝′,𝑞′

(1/𝜔)(R
𝑑), through the 𝐿2-form ( ⋅ , ⋅ )𝐿2 .

Moreover, 𝒮1/2(R𝑑) is weakly dense in 𝑀𝑝′,𝑞′

(𝜔) (R𝑑) with respect to the 𝐿2-

form.

Similar facts hold if the 𝑀𝑝,𝑞
(𝜔) spaces are replaced by 𝑊 𝑝,𝑞

(𝜔) spaces.

Proposition 1.5 (1) allows us be rather vague concerning the choice of 𝜙 ∈
𝑀1
(𝑣) ∖ 0 in (1.28). For example, if 𝐶 > 0 is a constant and A is a subset of 𝒮 ′1/2,

then ∥𝑎∥𝑀𝑝,𝑞
(𝜔)

≤ 𝐶 for every 𝑎 ∈ A , means that the inequality holds for some

choice of 𝜙 ∈ 𝑀1
(𝑣) ∖ 0 and every 𝑎 ∈ A . Evidently, a similar inequality is true



Multiplication Properties in Gelfand–Shilov Calculus 131

for any other choice of 𝜙 ∈ 𝑀1
(𝑣) ∖ 0, with a suitable constant, larger than 𝐶 if

necessary.

Remark 1.6. By Theorem 3.9 in [52] and Proposition 1.5 (2) it follows that∩
𝜔∈P𝐸

𝑀𝑝,𝑞
(𝜔)(R

𝑑) = Σ1(R
𝑑),

∪
𝜔∈P𝐸

𝑀𝑝,𝑞
(𝜔)(R

𝑑) = Σ′1(R
𝑑)

More generally, let 𝑠 ≥ 1, and let 𝒫 be the set of all 𝜔 ∈ P𝐸(R
2𝑑) such that

𝜔(𝑥+ 𝑦, 𝜉 + 𝜂) ≲ 𝜔(𝑥, 𝜉)𝑒𝑐(∣𝑦∣
1/𝑠+∣𝜂∣1/𝑠),

for some 𝑐 > 0. Then∩
𝜔∈𝒫

𝑀𝑝,𝑞
(𝜔)(R

𝑑) = Σ𝑠(R
𝑑),

∪
𝜔∈𝒫

𝑀𝑝,𝑞
(1/𝜔)(R

𝑑) = Σ′𝑠(R
𝑑)∪

𝜔∈𝒫
𝑀𝑝,𝑞
(𝜔)(R

𝑑) = 𝒮𝑠(R𝑑) and
∩
𝜔∈𝒫

𝑀𝑝,𝑞
(1/𝜔)(R

𝑑) = 𝒮 ′𝑠(R𝑑),

and that

Σ𝑠(R
𝑑) ↪→𝑀𝑝,𝑞

(𝜔)(R
𝑑) ↪→ 𝒮𝑠(R𝑑) and 𝒮 ′𝑠(R𝑑) ↪→𝑀𝑝,𝑞

(1/𝜔)(R
𝑑) ↪→ Σ′𝑠(R

𝑑).

(Cf. Proposition 4.5 in [9], Proposition 4. in [25], Corollary 5.2 in [35] or Theorem
4.1 in [41]. See also [52, Theorem 3.9] for an extension of these inclusions to broader
classes of Gelfand–Shilov and modulation spaces.)

We refer to Example 3.4 below and to [51, Remark 1.4] for other examples
on interesting modulation spaces.

We finish the section by giving some remarks on the symplectic short-time
Fourier transform. The symplectic short-time Fourier transform of 𝑎 ∈ 𝒮 ′1/2(R2𝑑)

with respect to the window function Φ ∈ 𝒮 ′1/2(R2𝑑) is defined by

𝒱Φ𝑎(𝑋,𝑌 ) = F𝜎

(
𝑎Φ( ⋅ −𝑋)

)
(𝑌 ), 𝑋, 𝑌 ∈ R2𝑑.

Let 𝜔 ∈ P𝐸(R
4𝑑). Then ℳ𝑝,𝑞

(𝜔)(R
2𝑑) and 𝒲𝑝,𝑞

(𝜔)(R
2𝑑) denote the modulation

spaces, where the symplectic short-time Fourier transform is used instead of the
usual short-time Fourier transform in the definitions of the norms. It follows that
any property valid for 𝑀𝑝,𝑞

(𝜔)(R
2𝑑) or 𝑊 𝑝,𝑞

(𝜔)(R
2𝑑) carry over to ℳ𝑝,𝑞

(𝜔)(R
2𝑑) and

𝒲𝑝,𝑞
(𝜔)(R

2𝑑) respectively. For example, for the symplectic short-time Fourier trans-

form we have

𝒱F𝜎Φ(F𝜎𝑎)(𝑋,𝑌 ) = 𝑒2𝑖𝜎(𝑌,𝑋)𝒱Φ𝑎(𝑌,𝑋), (1.30)

(cf. (1.29)) which implies that

F𝜎ℳ𝑝,𝑞
(𝜔)(R

2𝑑) =𝒲𝑞,𝑝
(𝜔0)

(R2𝑑), 𝜔0(𝑋,𝑌 ) = 𝜔(𝑌,𝑋). (1.31)
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2. Twisted convolution on modulation spaces
and Lebesgue spaces

In this section we discuss algebraic properties of the twisted convolution when act-
ing on modulation spaces of the form𝒲𝑝,𝑞

(𝜔). The most general result corresponds to

Theorem 0.3′ in [27], which concerns continuity for the Weyl product on modula-
tion spaces of the formℳ𝑝,𝑞

(𝜔). Thereafter we use this result to establish continuity

properties for the twisted convolution when acting on weighted Lebesgue spaces.
We will mainly follow the analysis in Section 2 in [51], and the proofs are similar.

In these investigations we need the following lemma, which is strongly related
to Lemma 4.4 in [43] and Lemma 2.1 in [27]. The latter results were fundamental
in the proofs of [43, Theorem 4.1] and for the Weyl product results in [27].

Lemma 2.1. Let 𝑠 > 1/2, 𝑎1 ∈ 𝒮 ′𝑠(R2𝑑), 𝑎2 ∈ 𝒮𝑠(R2𝑑), Φ1,Φ2 ∈ Σ𝑠(R
2𝑑) and

𝑋,𝑌 ∈ R2𝑑. Then the following is true:

(1) if Φ = 𝜋𝑑Φ1#Φ2, then Φ ∈ Σ𝑠(R
2𝑑), and the map

𝑍 → 𝑒2𝑖𝜎(𝑍,𝑌 )(𝒱Φ1𝑎1)(𝑋 − 𝑌 + 𝑍,𝑍) (𝒱Φ2𝑎2)(𝑋 + 𝑍, 𝑌 − 𝑍)

belongs to 𝐿1(R2𝑑), and

𝒱Φ(𝑎1#𝑎2)(𝑋,𝑌 )

=

∫
𝑒2𝑖𝜎(𝑍,𝑌 )(𝒱Φ1𝑎1)(𝑋 − 𝑌 + 𝑍,𝑍) (𝒱Φ2𝑎2)(𝑋 + 𝑍, 𝑌 − 𝑍) 𝑑𝑍;

(2) if Φ = 2−𝑑Φ1 ∗𝜎 Φ2, then Φ ∈ Σ𝑠(R
2𝑑), and the map

𝑍 → 𝑒2𝑖𝜎(𝑋,𝑍−𝑌 )(𝒱Φ1𝑎1)(𝑋 − 𝑌 + 𝑍,𝑍) (𝒱Φ2𝑎2)(𝑌 − 𝑍,𝑋 + 𝑍)

belongs to 𝐿1(R2𝑑), and

𝒱Φ(𝑎1 ∗𝜎 𝑎2)(𝑋,𝑌 )

=

∫
𝑒2𝑖𝜎(𝑋,𝑍−𝑌 )(𝒱Φ1𝑎1)(𝑋 − 𝑌 + 𝑍,𝑍) (𝒱Φ2𝑎2)(𝑌 − 𝑍,𝑋 + 𝑍) 𝑑𝑍.

Proof. The 𝐿1-continuity for the mapping in (1) and (2) follow immediately from
Theorems 6.4 and 6.5 in [52]. The integral formula for 𝒱Φ(𝑎1#𝑎2) in (1) then
follows by similar arguments as for the proof of [43, Lemma 4.4], based on repeated
applications of Fourier’s inversion formula. The details are left for the reader. This
gives (1).

The integral formula 𝒱Φ(𝑎1 ∗𝜎 𝑎2) in (2) now follows from (1), (1.17), (1.18)
and (1.30). The proof is complete. □

For completeness we also write down the following extension of Theorem 0.3′

in [27]. Here the involved weight functions should satisfy

𝜔0(𝑋,𝑌 ) ≲ 𝜔1(𝑋 − 𝑌 + 𝑍,𝑍)𝜔2(𝑋 + 𝑍, 𝑌 − 𝑍), 𝑋, 𝑌, 𝑍 ∈ R2𝑑, (2.1)
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and the exponent 𝑝𝑗 , 𝑞𝑗 ∈ [1,∞] satisfy (0.4) and

0 ≤ 1

𝑝1
+

1

𝑝2
− 1

𝑝0
≤ 1

𝑝𝑗
,
1

𝑞𝑗
≤ 1

𝑞1
+

1

𝑞2
− 1

𝑞0
, 𝑗 = 0, 1, 2. (2.2)

Theorem 2.2. Let 𝜔𝑗 ∈ P𝐸(R
4𝑑) and 𝑝𝑗, 𝑞𝑗 ∈ [1,∞], 𝑗 = 0, 1, 2, satisfy (0.4),

(2.1) and (2.2). Then the map (𝑎1, 𝑎2) → 𝑎1#𝑎2 on 𝒮1/2(R2𝑑) extends uniquely

to a continuous map from ℳ𝑝1,𝑞1
(𝜔1)

(R2𝑑) ×ℳ𝑝2,𝑞2
(𝜔2)

(R2𝑑) to ℳ𝑝0,𝑞0
(𝜔0)

(R2𝑑), and the

bound

∥𝑎1#𝑎2∥ℳ𝑝0,𝑞0
(𝜔0)

≲ ∥𝑎1∥ℳ𝑝1,𝑞1
(𝜔1)

∥𝑎2∥ℳ𝑝2,𝑞2
(𝜔2)

, (2.3)

holds for every 𝑎1 ∈ℳ𝑝1,𝑞1
(𝜔1)

(R2𝑑) and 𝑎2 ∈ ℳ𝑝2,𝑞2
(𝜔2)

(R2𝑑).

The proof of Theorem 2.2 is similar to the proof of [27, Theorem 0.3′], after
Proposition 1.9 and Lemma 2.1 in [27] have been replaced by Theorem 4.19 in [52]
and Lemma 2.1. The details are left for the reader.

We note that Theorem 0.1 is an immediate consequence of (1.31), (1.19) and
Theorem 2.2. Another way to prove Theorem 0.1 is to use similar arguments as in
the proof of Theorem 2.2, based on (2) instead of (1) in Lemma 2.1.

We are now able to state and prove mapping results for the twisted convo-
lution on weighted Lebesgue spaces. We start with the extension of Theorem 0.2
from the introduction.

Theorem 0.2′. Let 𝑘 ∈ {1, 2}, 𝜔𝑗 ∈ P𝐸(R
2𝑑) and let 𝑝𝑗 , 𝑞𝑗 ∈ [1,∞] for 𝑗 = 0, 1, 2

satisfy (0.6) and

max
𝑗=0,1,2

(
1

𝑝𝑗
,
1

𝑝′𝑗
,
1

𝑞𝑗
,
1

𝑞′𝑗

)
≤ 1

𝑝1
+

1

𝑝2
− 1

𝑝0
,
1

𝑞1
+

1

𝑞2
− 1

𝑞0
≤ 1,

Then the map (𝑎1, 𝑎2) → 𝑎1 ∗𝜎 𝑎2 extends uniquely to a continuous mapping from
𝐿𝑝1,𝑞1𝑘,(𝜔1)

(R2𝑑)× 𝐿𝑝2,𝑞2𝑘,(𝜔2)
(R2𝑑) to 𝐿𝑝0,𝑞0𝑘,(𝜔0)

(R2𝑑), and

∥𝑎1 ∗𝜎 𝑎2∥𝐿𝑝0,𝑞0
𝑘,(𝜔0)

≲ ∥𝑎1∥𝐿𝑝1,𝑞1
𝑘,(𝜔1)

∥𝑎2∥𝐿𝑝2,𝑞2
𝑘,(𝜔2)

(0.8)′

when 𝑎1 ∈ 𝐿𝑝1,𝑞1𝑘,(𝜔1)
(R2𝑑) and 𝑎2 ∈ 𝐿𝑝2,𝑞2𝑘,(𝜔2)

(R2𝑑).

Remark 2.3. The condition of the Lebesgue exponents for Theorems 0.2 and 0.2′

in [51] should be the same as in Theorems 0.2 and 0.2′ respectively. In this context,
the results here extend corresponding results in [51].

For the proof we need the following lemma.

Lemma 2.4. Let 𝜔 ∈P𝐸(R
2𝑑) be such that 𝜔(𝑥, 𝜉) = 𝜔(𝑥). Then

𝑀2
(𝜔)(R

𝑑) = 𝑊 2
(𝜔)(R

𝑑) = 𝐿2(𝜔)(R
𝑑).
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Proof. It is obvious that 𝑀2
(𝜔) = 𝑊 2

(𝜔). We have to prove 𝑀2
(𝜔) = 𝐿2(𝜔). Let 𝑓 ∈

𝒮1/2(R𝑑), 𝜙 ∈ 𝒮1/2(R𝑑) ∖ 0, and let 𝑣 ∈ P𝐸(R
𝑑) be such that 𝜔 is 𝑣-moderate.

Then (1.24) and Parseval’s formula give

∥𝑓∥2𝑀2
(𝜔)
≍

∫∫
∣𝑓(𝑦)𝜙(𝑦 − 𝑥))𝜔(𝑥)∣2 𝑑𝑥𝑑𝑦

≲
∫∫

∣𝑓(𝑦)𝜔(𝑦)∣2∣𝜙(𝑦 − 𝑥)𝑣(𝑦 − 𝑥)∣2 𝑑𝑥𝑑𝑦 ≍ ∥𝑓∥2𝐿2
(𝜔)

.

Since 𝒮1/2 is dense in 𝐿2(𝜔) and in 𝑀2
(𝜔) it follows that 𝐿

2
(𝜔) ↪→𝑀2

(𝜔).

In order to prove the opposite inclusion we note that 𝜙1𝑣 ≲ 𝜙2, when 𝜙, 𝜙1 ∈
P𝐸 are the Gauss functions 𝜙1(𝑥) = 𝑒−∣𝑥∣

2

and 𝜙2(𝑥) = 𝑒−∣𝑥∣
2/2. Hence (1.24)

and Parseval’s formula give

∥𝑓∥2𝐿2
(𝜔)

≲
∫∫

∣𝑓(𝑦)𝜙1(𝑦 − 𝑥)𝜔(𝑦)∣2 𝑑𝑥𝑑𝑦

≲
∫∫

∣𝑓(𝑦)𝜙1(𝑦 − 𝑥)𝑣(𝑦 − 𝑥)𝜔(𝑥)∣2 𝑑𝑥𝑑𝑦

≲
∫∫

∣𝑓(𝑦)𝜙2(𝑦 − 𝑥)𝜔(𝑥)∣2 𝑑𝑥𝑑𝑦

=

∫∫
∣F (𝑓𝜙2( ⋅ − 𝑥))(𝜉)𝜔(𝑥)∣2 𝑑𝑥𝑑𝜉 ≍ ∥𝑓∥2𝑀2

(𝜔)
.

Hence 𝑀2
(𝜔) ↪→ 𝐿2(𝜔).

The result now follows by combining these embeddings, and the proof is
complete. □

Proof of Theorem 0.2′. By duality we may assume that

max
( 1

𝑝𝑗
,
1

𝑝′𝑗
,
1

𝑞𝑗
,
1

𝑞′𝑗

)
is attained when 𝑗 = 0. Since𝒲2

(𝜔) =ℳ2
(𝜔) = 𝐿2(𝜔) when 𝜔(𝑋,𝑌 ) = 𝜔(𝑋), in view

of Lemma 2.4, the result follows from Theorem 0.1 in the case 𝑝0 = 𝑝1 = 𝑝2 = 2.
Next we consider the case when the Young conditions

1

𝑝1
+

1

𝑝2
− 1

𝑝0
= 1 and

1

𝑞1
+

1

𝑞2
− 1

𝑞0
= 1 (2.4)

are fulfilled.
First we consider the case when 𝑝2, 𝑞2 <∞, and we let 𝑎1 ∈ 𝐿𝑝1,𝑞1(𝜔1)

(R2𝑑) and

that 𝑎2 ∈ 𝒮1/2(R2𝑑). Then

∥𝑎1 ∗𝜎 𝑎2∥𝐿𝑝0,𝑞0
(𝜔0)

≤ (2/𝜋)𝑑/2∥ ∣𝑎1∣ ∗ ∣𝑎2∣ ∥𝐿𝑝0,𝑞0
(𝜔0)

≲ ∥𝑎1∥𝐿𝑝1,𝑞1
(𝜔1)

∥𝑎2∥𝐿𝑝2,𝑞2
(𝜔2)

, (2.5)

by Young’s inequality and (0.6). The result now follows in this case from the fact
that 𝒮1/2 is dense in 𝐿𝑝2,𝑞2(𝜔2)

, when 𝑝2, 𝑞2 <∞.

In the same way, the case 𝑝1, 𝑞1 < ∞ follows. It remain to consider when
𝑝1, 𝑞1 < ∞ and 𝑝2, 𝑞2 < ∞ are violated. By (2.4) we get 𝑝1 = 𝑞2 = ∞ and
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𝑝2 = 𝑞1 = 1, or 𝑝1 = 𝑞2 = 1 and 𝑝2 = 𝑞1 = ∞, and it follows that 𝑌 →
𝑎1(𝑋 − 𝑌 )𝑎2(𝑌 )𝑒

2𝑖𝜎(𝑋,𝑌 ) ∈ 𝐿1(𝜔0)
when 𝑎1 ∈ 𝐿𝑝1,𝑞1(𝜔1)

(R2𝑑) and 𝑎2 ∈ 𝐿𝑝2,𝑞2(𝜔2)
(R2𝑑),

and that (2.5) holds. This proves the result when (2.4) is fulfilled.

Next we let 𝑝𝑗 and 𝑞𝑗 be general. Then we may assume that 𝑝1, 𝑞1 < ∞
or 𝑝2, 𝑞2 < ∞, since otherwise, the Young condition (2.4) must hold, which has
already been considered.

Therefore, by reasons of symmetry we may assume that 𝑝1, 𝑞1 < ∞, and
we let ℒ𝑝,𝑞(𝜔)(R2𝑑) be the completion of 𝒮1/2(R2𝑑). Then ℒ𝑝,𝑞(𝜔)(R2𝑑) possess the

(complex) interpolation property

(ℒ𝑝1,𝑞1(𝜔) (R2𝑑), (ℒ𝑝2,𝑞2(𝜔) (R2𝑑))[𝜃] = ℒ𝑝,𝑞(𝜔)(R2𝑑),

when
1− 𝜃

𝑝1
+

𝜃

𝑝2
=

1

𝑝
,

1− 𝜃

𝑞1
+

𝜃

𝑞2
=

1

𝑞

and 𝑝1, 𝑞1 <∞. (Cf. Chapter 5 in [2].) Hence, by multi-linear interpolation between
the case 𝑝0 = 𝑝1 = 𝑝2 = 2 and the case (2.4) it follows that ℒ𝑝1,𝑞1(𝜔1)

∗𝜎 ℒ𝑝2,𝑞2(𝜔2)
↪→

ℒ𝑝0,𝑞0(𝜔0)
, and that (0.8)′ holds when 𝑎1, 𝑎2 ∈ 𝒮1/2.
The result now follows for general 𝑎1 ∈ 𝐿𝑝1,𝑞1(𝜔1)

and 𝑎2 ∈ 𝐿𝑝2,𝑞2(𝜔) by density

arguments, where 𝑎2 is first approximated by elements in 𝒮1/2 weakly, and there-
after 𝑎1 is approximated by elements in 𝒮1/2 in the norm convergence. The proof
is complete. □

Corollary 2.5. Let 𝜔𝑗 ∈P𝐸(R
2𝑑) for 𝑗 = 0, 1, 2 and 𝑝, 𝑞 ∈ [1,∞] satisfy (0.6), and

𝑞 ≤ min(𝑝, 𝑝′). Then the map (𝑎1, 𝑎2) → 𝑎1 ∗𝜎 𝑎2 extends uniquely to a continuous
mapping from 𝐿𝑝(𝜔1)

(R2𝑑)×𝐿𝑞(𝜔2)
(R2𝑑) or 𝐿𝑞(𝜔1)

(R2𝑑)×𝐿𝑝(𝜔2)
(R2𝑑) to 𝐿𝑝(𝜔0)

(R2𝑑).

In particular, if 𝑝 ∈ [1, 2] and in addition 𝜔0 is submultitplicative, then
(𝐿𝑝(𝜔0)

(R2𝑑), ∗𝜎) is an algebra.

We finish the section by using Theorem 0.2′ to prove that the class of per-
mitted windows in the modulation space norms can be extended. More precisely
we have the following.

Theorem 2.6. Let 𝑝, 𝑝0, 𝑞, 𝑞0 ∈ [1,∞] and 𝜔, 𝑣 ∈ P𝐸(R
2𝑑) be such that 𝑝0, 𝑞0 ≤

min(𝑝, 𝑝′, 𝑞, 𝑞′), 𝑣 = 𝑣 and 𝜔 is 𝑣-moderate. Also let 𝑓 ∈ 𝒮 ′1/2(R𝑑). Then the

following is true:

(1) if 𝜙 ∈ 𝑀𝑝0,𝑞0
(𝑣) (R𝑑) ∖ 0, then 𝑓 ∈ 𝑀𝑝,𝑞

(𝜔)(R
𝑑) if and only if 𝑉𝜙𝑓 ∈ 𝐿𝑝,𝑞1,(𝜔)(R

2𝑑).

Furthermore, ∥𝑓∥ ≡ ∥𝑉𝜙𝑓∥𝐿𝑝,𝑞
1,(𝜔)

defines a norm for 𝑀𝑝,𝑞
(𝜔)(R

𝑑), and different

choices of 𝜙 give rise to equivalent norms;

(2) if 𝜙 ∈ 𝑊 𝑝0,𝑞0
(𝑣) (R𝑑) ∖ 0, then 𝑓 ∈ 𝑊 𝑝,𝑞

(𝜔)(R
𝑑) if and only if 𝑉𝜙𝑓 ∈ 𝐿𝑝,𝑞2,(𝜔)(R

2𝑑).

Furthermore, ∥𝑓∥ ≡ ∥𝑉𝜙𝑓∥𝐿𝑝,𝑞
2,(𝜔)

defines a norm for 𝑊 𝑝,𝑞
(𝜔)(R

𝑑), and different

choices of 𝜙 give rise to equivalent norms.
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For the proof we note that (1.25) gives

∥𝑊𝑓,𝜙∥𝐿𝑝,𝑞
𝑘,(𝜔0)

≍ ∥𝑉𝜙𝑓∥𝐿𝑝,𝑞
𝑘,(𝜔)

, when 𝜔0(𝑥, 𝜉) = 𝜔(2𝑥, 2𝜉) (2.6)

for 𝑘 = 1, 2.
Finally, by Fourier’s inversion formula it follows that if 𝑓1, 𝑔2 ∈ 𝒮 ′1/2(R𝑑) and

𝑓2, 𝑔1 ∈ 𝐿2(R𝑑), then

𝑊𝑓1,𝑔1 ∗𝜎 𝑊𝑓2,𝑔2 = (𝑓2, 𝑔1)𝐿2𝑊𝑓1,𝑔2 . (2.7)

Proof of Theorem 2.6. We may assume that 𝑝0 = 𝑞0 = min(𝑝, 𝑝′, 𝑞, 𝑞′). Assume
that 𝜙, 𝜓 ∈𝑀𝑝0,𝑞0

(𝑣) (R𝑑) ↪→ 𝐿2(R𝑑), where the inclusion follows from the fact that

𝑝0, 𝑞0 ≤ 2 and 𝑣 ≥ 𝑐 for some constant 𝑐 > 0. Since ∥𝑉𝜙𝜓∥𝐿𝑝0,𝑞0
𝑘,(𝑣)

= ∥𝑉𝜓𝜙∥𝐿𝑝0,𝑞0
𝑘,(𝑣)

when 𝑣 = 𝑣, the result follows if we prove that

∥𝑉𝜙𝑓∥𝐿𝑝,𝑞
𝑘,(𝜔)

≲ (∥𝜓∥𝐿2)−2∥𝑉𝜓𝑓∥𝐿𝑝,𝑞
𝑘,(𝜔)

∥𝑉𝜙𝜓∥𝐿𝑝0,𝑞0
𝑘,(𝑣)

, (2.8)

for some constant 𝐶 which is independent of 𝑓 ∈ 𝒮 ′1/2(R𝑑) and 𝜙, 𝜓 ∈𝑀𝑝0,𝑞0
(𝑣) (R𝑑).

For reasons of homogeneity, it is then no restriction to assume that ∥𝜓∥𝐿2 = 1.
If 𝑝1 = 𝑝, 𝑝2 = 𝑝0, 𝑞1 = 𝑞, 𝑞2 = 𝑞0, 𝜔0 = 𝜔(2 ⋅ ) and 𝑣0 = 𝑣(2 ⋅ ), then Theorem

0.2′ and (2.7) give

∥𝑉𝜙𝑓∥𝐿𝑝,𝑞
𝑘,(𝜔)

≍ ∥𝑊𝑓,𝜙∥𝐿𝑝,𝑞
𝑘,(𝜔0)

≍ ∥𝑊𝑓,𝜓 ∗𝜎 𝑊𝜓,𝜙∥𝐿𝑝,𝑞
𝑘,(𝜔0)

≲ ∥𝑊𝑓,𝜓∥𝐿𝑝,𝑞
𝑘,(𝜔0)

∥𝑊𝜓,𝜙∥𝐿𝑝0,𝑞0
𝑘,(𝑣0)

≍ ∥𝑉𝜓𝑓∥𝐿𝑝,𝑞
𝑘,(𝜔)

∥𝑉𝜙𝜓∥𝐿𝑝0,𝑞0
𝑘,(𝑣)

,

and (2.8) follows. The proof is complete. □

3. Gelfand–Shilov tempered vector spaces

In this section we introduce the notion of Gelfand–Shilov and Beurling tempered
(quasi-)Banach and Hilbert spaces, and establish embedding properties for such
spaces. These results are applied in the next sections when discussing Schatten–
von Neumann operators within the theory of pseudo-differential operators. The
results are also applied in [54] where decomposition and Schatten–von Neumann
properties for linear operators with Gelfand–Shilov kernels are established. We
remark that some parts of the approach here are somewhat similar to the first
part of Section 4 in [51], where related questions on tempered Hilbert spaces (with
respect to Schwartz tempered distributions) are considered.

We start by introducing some notations on quasi-Banach spaces. A quasi-
norm ∥ ⋅ ∥B on a vector space B (over C) is a non-negative and real-valued
function ∥ ⋅ ∥B on B which is non-degenerate in the sense

∥𝑓∥B = 0 ⇐⇒ 𝑓 = 0, 𝑓 ∈ B,

and fulfills

∥𝛼𝑓∥B = ∣𝛼∣ ⋅ ∥𝑓∥B, 𝑓 ∈ B, 𝛼 ∈ C

and ∥𝑓 + 𝑔∥B ≤ 𝐷(∥𝑓∥B + ∥𝑔∥B), 𝑓, 𝑔 ∈ B,
(3.1)
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for some constant 𝐷 ≥ 1 which is independent of 𝑓, 𝑔 ∈ B. Then B is a topological
vector space when the topology for B is defined by ∥ ⋅ ∥B, and B is called a quasi-
Banach space if B is complete under this topology.

Let B be a quasi-Banach space such that

𝒮1/2(R𝑑) ↪→ B ↪→ 𝒮 ′1/2(R𝑑), (3.2)

and that 𝒮1/2(R𝑑) is dense in B. We let B̌ and B𝜏 be the sets of all 𝑓 ∈ 𝒮 ′1/2(R𝑑)

such that 𝑓 ∈ B and 𝑓 ∈ B respectively. Then B̌ and B𝜏 are quasi-Banach spaces
under the quasi-norms

∥𝑓∥B̌ ≡ ∥𝑓∥B and ∥𝑓∥B𝜏 ≡ ∥𝑓∥B

respectively. Furthermore, 𝒮1/2(R𝑑) is dense in B̌ and B𝜏 , and (3.2) holds after

B have been replaced by B̌ or B𝜏 . Moreover, if B is a Banach (Hilbert) space,
then B̌ and B𝜏 are Banach (Hilbert) spaces.

The 𝐿2-dual B′ of B is the set of all 𝜑 ∈ 𝒮 ′1/2(R𝑑) such that

∥𝜑∥B′ ≡ sup ∣(𝜑, 𝑓)𝐿2(R𝑑)∣
is finite. Here the supremum is taken over all 𝑓 ∈ 𝒮1/2(R𝑑) such that ∥𝑓∥B ≤ 1.
Let 𝜑 ∈ B′. Since 𝒮1/2 is dense in B, it follows from the definitions that the map

𝑓 → (𝜑, 𝑓)𝐿2 from 𝒮1/2(R𝑑) to C extends uniquely to a continuous mapping from
B to C.

From now on we assume that the (quasi-)Banach spaces B,B0,B1,B2, . . . ,
and the Hilbert spaces H ,H0,H1,H2, . . . are “Gelfand–Shilov tempered” or
“Beurling tempered” in the following sense.

Definition 3.1. Let B be a quasi-Banach space such that (3.2) is fulfilled.

(1) B is called Beurling tempered, or B-tempered (of order 𝑠 > 1/2) on R𝑑, if
B,B′ ↪→ Σ′𝑠(R

𝑑), and Σ𝑠(R
𝑑) is dense in B and B′;

(2) B is called Gelfand–Shilov tempered, or GS-tempered (of order 𝑠 ≥ 1/2) on
R𝑑, if B,B′ ↪→ 𝒮 ′𝑠(R𝑑), and 𝒮𝑠(R𝑑) is dense in both B and B′;

(3) B is called tempered on R𝑑, if B,B′ ↪→ S ′(R𝑑), and S (R𝑑) is dense in B
and B′.

Remark 3.2. Let B be a quasi-Banach space such that (3.2) holds. Then it follows
from (1.2) and the fact that 𝒮1/2 is dense in 𝒮𝑠, Σ𝑠 and S , when 𝑠 > 1/2, that
the following is true:

(1) if 𝑠 > 1/2 and B is GS-tempered of order 𝑠, then B is B-tempered of order
𝑠;

(2) if 𝑠 ≥ 1/2, 𝜀 > 0 and B is B-tempered of order 𝑠+𝜀, then B is GS-tempered
of order 𝑠;

(3) if 𝑠 > 1/2 and B is tempered, then B is GS- and B-tempered of order 𝑠.
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We also note that Definition 3.1 (3) in the Hilbert space case might not be
the same as [51, Definition 4.1]. In fact, H is a tempered Hilbert in the sense
of Definition 3.1 (3), is the same as both H and H ′ are tempered in the sense
of [51, Definition 4.1].

For future references we remark that B̌ and B𝜏 are GS-tempered (B-temp-
ered) quasi-Banach spaces, when B is a GS-tempered (B-tempered) quasi-Banach
space, and that similar facts hold when B is a Banach or Hilbert space.

In the following analogy of [51, Lemma 4.2] we establish basic properties in
the Hilbert space case.

Lemma 3.3. Let 𝑠 ≥ 1/2 (𝑠 > 1/2), and let H be a GS-tempered (B-tempered)
Hilbert space of order 𝑠 on R𝑑, with 𝐿2-dual H ′. Then the following is true:

(1) H ′ is a GS-tempered (B-tempered) Hilbert space of order 𝑠, which can be
identified with the dual space of H through the 𝐿2-form;

(2) there is a unique map 𝑇H from H to H ′ such that

(𝑓, 𝑔)H = (𝑇H 𝑓, 𝑔)𝐿2(R𝑑), 𝑓, 𝑔 ∈H ; (3.3)

(3) if 𝑇H is the map in (2), {𝑒𝑗}𝑗∈𝐼 is an orthonormal basis in H and 𝜀𝑗 =
𝑇H 𝑒𝑗, then 𝑇H is isometric, {𝜀𝑗}𝑗∈𝐼 is an orthonormal basis in H ′ and

(𝜀𝑗 , 𝑒𝑘)𝐿2(R𝑑) = 𝛿𝑗,𝑘.

Proof. We only prove the result when H is GS-tempered. The case when H is
B-tempered follows by similar arguments and is left for the reader.

First assume that 𝑓 ∈ H , 𝑔 ∈ 𝒮1/2(R𝑑), and let 𝑇H 𝑓 ∈ H ′ be defined by
(3.3). Then 𝑇H from H to H ′ is isometric. Furthermore, since 𝒮1/2 is dense in
H , and the dual space of H can be identified with itself, under the scalar product
of H , the asserted duality properties of H ′ follow.

Let {𝑒𝑗}𝑗∈𝐼 be an arbitrary orthonormal basis in H , and let 𝜀𝑗 = 𝑇H 𝑒𝑗 .
Then it follows that ∥𝜀𝑗∥H ′ = 1 and

(𝜀𝑗 , 𝑒𝑘)𝐿2 = (𝑒𝑗 , 𝑒𝑘)H = 𝛿𝑗,𝑘.

Furthermore, if

𝑓 =
∑

𝛼𝑗𝑒𝑗 , 𝜑 =
∑

𝛼𝑗𝜀𝑗, 𝑔 =
∑

𝛽𝑗𝑒𝑗 and 𝛾 =
∑

𝛽𝑗𝜀𝑗

are finite sums, and we set (𝜑, 𝛾)H ′ ≡ (𝑓, 𝑔)H , then it follows that ( ⋅ , ⋅ )H ′ defines
a scalar product on such finite sums in H ′, and that ∥𝜑∥2H ′ = (𝜑, 𝜑)H ′ . By
continuity extensions it now follows that (𝜑, 𝛾)H ′ extends uniquely to each 𝜑, 𝛾 ∈
H ′, and that the identity ∥𝜑∥2H ′ = (𝜑, 𝜑)H ′ holds. This proves the result. □

From now on the basis {𝜀𝑗}𝑗∈𝐼 in Lemma 3.3 is called the dual basis of
{𝑒𝑗}𝑗∈𝐼 .
Example 3.4. Let H1 = 𝐻2

𝑠 (R
𝑑) and H2 = 𝑀2

(𝜔0)
(R𝑑) where 𝜔0 ∈ P𝐸(R

2𝑑).

Then H1 is a tempered Hilbert space with dual H ′
1 = 𝐻2

−𝑠(R
𝑑). The space
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H2 is B-tempered (GS-tempered) of order 𝑠, when 𝑠 ≤ 1 (𝑠 < 1), and H ′
2 =

𝑀2
(1/𝜔0)

(R𝑑).

We note that if 𝜔𝑠(𝑥, 𝜉) = ⟨𝜉⟩𝑠, then 𝑀2
(𝜔𝑠,0)

= 𝐻2
𝑠 , and we refer to [51,

Example 4.3] for more examples on tempered Hilbert spaces.

In several situations, an orthonormal basis {𝑒𝑗} in a GS- or B-tempered
Hilbert space H might be orthogonal in 𝐿2(R𝑑). The following proposition shows
that this is sufficient for {𝑒𝑗} being orthogonal in the dual H ′ of H .

Proposition 3.5. Let H be GS- or B-tempered Hilbert space on R𝑑, {𝑒𝑗}∞𝑗=1 and

{𝑒0,𝑗}∞𝑗=1 be orthonormal bases for H and 𝐿2(R𝑑) respectively, and let {𝜀𝑗}∞𝑗=1 ∈
H ′ be the dual basis of {𝑒𝑗}∞𝑗=1. Then the following is true:

(1) if 𝑒𝑗 = 𝑐𝑗𝑒0,𝑗 for every 𝑗 ≥ 1 and some {𝑐𝑗}∞𝑗=1 ⊆ C, then 𝜀𝑗 = (𝑐𝑗)
−1𝑒0,𝑗;

(2) if 𝜀𝑗 = 𝑐𝑗𝑒𝑗 for every 𝑗 ≥ 1 and some {𝑐𝑗}∞𝑗=1 ⊆ C, then 𝑐𝑗 > 0, and

{𝑐1/2𝑗 𝑒𝑗}∞𝑗=1 is an orthonormal basis for 𝐿2(R𝑑);

(3) if 𝑒𝑗 = 𝑐𝑗𝑒0,𝑗 and 𝜀𝑗 = 𝑑𝑗𝑒0,𝑗 for every 𝑗 ≥ 1 and some {𝑐𝑗}∞𝑗=1 ⊆ C and

{𝑑𝑗}∞𝑗=1 ⊆ C, then

𝑐𝑗𝑑𝑗 = ∥𝑒0,𝑗∥H ⋅ ∥𝑒0,𝑗∥H ′ = ∥𝑒𝑗∥𝐿2∥𝜀𝑗∥𝐿2 = 1.

Proof. (1) We have

𝛿𝑗,𝑘 = (𝑒𝑗 , 𝑒𝑘)H = (𝑒𝑗 , 𝜀𝑘)𝐿2 = 𝑐𝑗(𝑒0,𝑗 , 𝜀𝑘)𝐿2 ,

giving that
𝛿𝑗,𝑘 = 𝑐𝑘(𝑒0,𝑗, 𝜀𝑘)𝐿2 = (𝑒0,𝑗 , 𝑐𝑘𝜀𝑘)𝐿2 . (3.4)

Since {𝑒0,𝑗}∞𝑗=1 is an orthonormal basis for 𝐿2, it follows from (3.4) that 𝑐𝑘𝜀𝑘 =
𝑒0,𝑘, and (1) follows.

(2) We have

1 = (𝑒𝑗 , 𝑒𝑗)H = (𝑒𝑗, 𝜀𝑗)𝐿2 = 𝑐𝑗(𝑒𝑗 , 𝑒𝑗)𝐿2 = 𝑐𝑗∥𝑒𝑗∥2𝐿2,

giving that 𝑐𝑗 > 0. Furthermore, if 𝑓𝑗 = 𝑐
1/2
𝑗 𝑒𝑗, then

(𝑓𝑗 , 𝑓𝑘)𝐿2 = (𝑐𝑗/𝑐𝑘)
1/2(𝑒𝑗 , 𝜀𝑘)𝐿2 = (𝑐𝑗/𝑐𝑘)

1/2𝛿𝑗,𝑘 = 𝛿𝑗,𝑘.

Hence {𝑓𝑗}∞𝑗=1 is an orthonormal basis of 𝐿2.

(3) By applying appropriate norms on the identities 𝑒𝑗 = 𝑐𝑗𝑒0,𝑗 and, 𝜀𝑗 =
𝑑𝑗𝑒0,𝑗 and using the fact that 𝑒𝑗, 𝑒0,𝑗 and 𝜀𝑗 are unit vectors in H , 𝐿2 and H ′

respectively, we get

1 = (𝑒𝑗 , 𝜀𝑗)𝐿2 = 𝑐𝑗𝑑𝑗(𝑒0,𝑗 , 𝑒0,𝑗)𝐿2 = 𝑐𝑗𝑑𝑗 ,

and
∣𝑐𝑗 ∣ = ∥𝑒𝑗∥𝐿2 = 1/∥𝑒0,𝑗∥H and ∣𝑑𝑗 ∣ = ∥𝜀𝑗∥𝐿2 = 1/∥𝑒0,𝑗∥H ′ .

The assertion follows by combining these equalities. The proof is complete. □
Example 3.6. Let 𝜔 ∈ 𝐿∞loc(R

𝑑) be positive. Then 𝜔 is called weakly sub-Gaussian
type weight, if the following conditions are fulfilled:
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∙ 𝑒−𝜀∣𝑥∣
2 ≲ 𝜔(𝑥) ≲ 𝑒𝜀∣𝑥∣

2

, for every choice of 𝜀 > 0;

∙ for some fixed 𝑅 ≥ 2 and some constant 𝑐 > 0, the relation

𝜔(𝑥+ 𝑦)𝜔(𝑥− 𝑦) ≍ 𝜔(𝑥)2

holds when 𝑅𝑐 ≤ ∣𝑥∣ ≤ 𝑐/∣𝑦∣.
The set of all weakly sub-Gaussian weights on R𝑑 is denoted by P0

𝑄(R
𝑑), and is

a family of weights which contains P𝐸(R
𝑑). (Cf. Definition 1.1 in [52].)

Now consider the modulation spaces𝑀2
(𝜔)(R

𝑑), where 𝜔 ∈P0
𝑄(R

2𝑑) satisfies

𝜔(𝑥, 𝜉) = 𝜔0(𝑟) = 𝜔0(𝑟1, . . . , 𝑟𝑑), 𝑟𝑗 = ∣(𝑥𝑗 , 𝜉𝑗)∣, 𝑗 = 1, . . . , 𝑑

(i.e., 𝜔(𝑥, 𝜉) is rotation invariant under each coordinate pair (𝑥𝑗 , 𝜉𝑗)). Note that
the window function 𝜙(𝑥) in the definition of modulation space norms with weights

in P0
𝑄 is fixed and equal to the Gaussian 𝜋−𝑑/4𝑒−∣𝑥∣

2/2. Then there is a constant
𝐶 > 0 such that

𝐶−1 ≤ ∥ℎ𝛼∥𝑀2
(𝜔)
∥ℎ𝛼∥𝑀2

(1/𝜔)
≤ 𝐶, (3.5)

for every Hermite function ℎ𝛼 on R𝑑.

In fact, if H = 𝑀2
(𝜔), then it follows from Theorem 4.17 in [52] that H ′ =

𝑀2
(1/𝜔) and that

∥𝑓∥H ′ ≍ ∥𝑓∥𝑀2
(1/𝜔)

, 𝑓 ∈ H ′.

The statement is now a consequence of Proposition 3.5, and the facts that
{ℎ𝛼}𝛼∈N𝑑 and {ℎ𝛼/∥ℎ𝛼∥𝑀2

(𝜔)
}𝛼∈N𝑑 are orthonormal bases for 𝐿2 and 𝑀2

(𝜔), re-

spectively.

The relation (3.5) in combination with results in [52] can be used to establish
estimates for generalized gamma functions in integer points, in a similar way as
formula (30) in [24]. More precisely, let 𝔙 be the Bargmann transform, and let
𝐴2(𝜔)(C

𝑑) be the weighted Bargmann–Fock space of all entire functions 𝐹 on C𝑑

such that

∥𝐹∥𝐴2
(𝜔)
≡ 𝜋−𝑑/2

(∫
C𝑑

∣𝐹 (𝑧)𝜔(21/2𝑧)∣2𝑒−∣𝑧∣2 𝑑𝜆(𝑧)
)1/2

<∞.

(Cf., e.g., [1, 52].) Here we identify 𝑥 + 𝑖𝜉 in C𝑑 with (𝑥, 𝜉) in R2𝑑, and 𝑑𝜆(𝑧) is
the Lebesgue measure on C𝑑. Then (𝔙ℎ𝛼)(𝑧) = 𝑧𝛼/(𝛼!)1/2, and the map 𝑓 → 𝔙𝑓
is isometric and bijective from 𝑀2

(𝜔) to 𝐴2(𝜔), in view of Theorem 3.4 in [52].

Consequently, (3.5) is equivalent to

𝐼(𝜔0) ⋅ 𝐼(1/𝜔0) ≍ (𝛼!)2, (3.6)

where

𝐼(𝜔0) ≡ 𝜋𝑑∥𝑧𝛼∥2𝐴2
(𝜔)

=

∫
C𝑑

∣𝑧2𝛼∣𝜔0(∣𝑧1∣, . . . , ∣𝑧𝑑∣)2𝑒−∣𝑧∣2 𝑑𝜆(𝑧).
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By writing 𝑧𝑗 = 𝑟𝑗𝑒
𝑖𝜃𝑗 in terms of polar coordinates for every 𝑗 = 1, . . . , 𝑑,

and taking 𝑟2𝑗 and 𝜃𝑗 as new variables of integrations, we get

𝐼(𝜔0) ≍
∫
[0,∞)𝑑

𝑡𝛼𝜗(𝑡)𝑒−∥𝑡∥ 𝑑𝑡,

where 𝜗(𝑡1, . . . , 𝑡𝑑) = 𝜔0(𝑡
1/2
1 , . . . , 𝑡

1/2
𝑑 )2 and ∥𝑡∥ = 𝑡1+ ⋅ ⋅ ⋅+ 𝑡𝑑, 𝑡 ∈ [0,∞)𝑑. Hence

(3.6) is equivalent to∫
[0,∞)𝑑

𝑡𝛼𝜗(𝑡)𝑒−∥𝑡∥ 𝑑𝑡 ⋅
∫
[0,∞)𝑑

𝑡𝛼𝜗(𝑡)−1𝑒−∥𝑡∥ 𝑑𝑡 ≍ (𝛼!)2. (3.7)

In particular, the formula (30) in the remark after Theorem 3.7 in [24] hold for
the broad class P0

𝑄 of weights on R𝑑.

The following result concerns continuous embeddings of the form

𝑀2
(𝜔𝑡)

(R𝑑) ↪→ B,B′ ↪→𝑀2
(1/𝜔𝑡)

(R𝑑), (3.8)

when B is a quasi-Banach space. Here 𝑀2
(𝜔𝑡)

belongs to the extended family of

modulation spaces in [52] and the weights 𝜔𝑡 are given by

𝜔𝑡(𝑥, 𝜉) = 𝑒𝑡(∣𝑥∣
1/𝑠+∣𝜉∣1/𝑠), (3.9)

when 𝑠 ≥ 1/2 and 𝑡 ∈ R.

Proposition 3.7. Let 𝑠 > 1/2, and let 𝜔𝑡 be given by (3.9). Then the following is
true:

(1) if B is a GS-tempered quasi-Banach space on R𝑑 of order 𝑠, then (3.8) hold
for every 𝑡 > 0;

(2) if B is a B-tempered quasi-Banach space on R𝑑 of order 𝑠, then (3.8) hold
for some 𝑡 > 0.

We first prove Proposition 3.7 in the case that B = H is a Hilbert space.
Thereafter, the general result will follow from this case and Proposition 3.8 below.

Proof of Proposition 3.7 when B = H is a Hilbert space. By Remark 1.6 it fol-
lows that

Σ𝑠 ↪→𝑀2
(𝜔𝑡)

↪→ 𝒮𝑠, 𝒮 ′𝑠 ↪→𝑀2
(1/𝜔𝑡)

↪→ Σ′𝑠 (3.10)

when 𝑡 > 0.
If H is GS-tempered, then it follows from these embeddings that 𝑀2

(𝜔𝑡)
↪→

H ,H ′ holds for every 𝑡 > 0. Furthermore, by Theorem 4.17 in [52] it follows
that 𝒮1/2 is dense in these Hilbert spaces, and that the dual of 𝑀2

(𝜔𝑡)
is given by

𝑀2
(1/𝜔𝑡)

.

Now if H is GS-tempered, then (3.10) gives

𝑀2
(𝜔𝑡)

↪→ 𝒮𝑠 ↪→H ,H ′ ↪→ 𝒮 ′𝑠 ↪→𝑀2
(1/𝜔𝑡)

, 𝑡 > 0,

and (1) follows.
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In order to prove (2) we note that Theorem 3.9 and its proof in [52] implies
that the topology for Σ𝑠 is given by the semi-norms

𝑓 → ∥𝑓∥(𝑡) ≡ ∥𝑓∥𝑀2
(𝜔𝑡)

, 𝑡 > 0.

Hence
∥𝑓∥H ≲ ∥𝑓∥𝑀2

(𝜔𝑡)
and ∥𝜑∥H ′ ≲ ∥𝜑∥𝑀2

(𝜔𝑡)
, 𝑓, 𝜑 ∈𝑀2

(𝜔𝑡)

hold for some choice of 𝑡 = 𝑡0 > 0, since Σ𝑠 ↪→ H and Σ𝑠 ↪→ H ′. This gives
𝑀2
(𝜔𝑡0)

↪→ H and 𝑀2
(𝜔𝑡0)

↪→ H ′. The assertion (2) now follows from these em-

beddings and duality. The proof is complete. □
With reference to the Hilbert spaces which occur in Example 3.6 we say that

a Hilbert space H is of Hermite type, if {ℎ𝛼/∥ℎ𝛼∥H }𝛼 is an orthonormal basis
for H ,

(𝑆𝜋𝑓)(𝑥) ≡ 𝑓(𝑥𝜋(1), . . . , 𝑥𝜋(𝑑)) ∈ H when 𝑓 ∈H

for every permutation 𝜋 on {1, . . . , 𝑑}, and that ∥𝑆𝜋𝑓∥H = ∥𝑓∥H for every
𝑓 ∈H an permutation 𝜋.

Proposition 3.8. Let B1,B2 be quasi-Banach spaces which are continuously em-
bedded in 𝒮 ′1/2(R𝑑). Then the following is true:

(1) if 𝑠 ≥ 1/2, 𝒮𝑠(R𝑑) ↪→ B1 and B2 ↪→ 𝒮 ′𝑠(R𝑑), then there are GS-tempered
Hilbert spaces H1 and H2 of order 𝑠 and of Hermite type such that

𝒮𝑠(R𝑑) ↪→H1 ↪→ B1 and B2 ↪→H2 ↪→ 𝒮 ′𝑠(R𝑑)

hold. Furthermore, H1 and H2 can be chosen such that H1 ↪→ 𝒮𝑠/𝛾(R𝑑) and

𝒮 ′𝑠/𝛾(R𝑑) ↪→H2 for every 𝛾 ∈ (0, 1);

(2) if 𝑠 > 1/2, Σ𝑠(R
𝑑) ↪→ B1 and B2 ↪→ Σ′𝑠(R𝑑), then there are B-tempered

Hilbert spaces H1 and H2 of order 𝑠 and of Hermite type such that

Σ𝑠(R
𝑑) ↪→H1 ↪→ B1 and B2 ↪→H2 ↪→ Σ′𝑠(R

𝑑)

hold. Furthermore, H1 and H2 can be chosen such that H1 ↪→ Σ𝑠/𝛾(R
𝑑) and

Σ′𝑠/𝛾(R
𝑑) ↪→H2 for every 𝛾 ∈ (0, 1);

(3) if S (R𝑑) ↪→ B1 and B2 ↪→ S ′(R𝑑), then there are tempered Hilbert spaces
H1 and H2 of Hermite type such that

S (R𝑑) ↪→H1 ↪→ B1 and B2 ↪→H2 ↪→ S ′(R𝑑)

hold.

Proof. We only prove (1). The other assertions follow by similar arguments and
are left for the reader.

In order to prove (1) it is no restriction to assume that 𝒮𝑠 is dense B1 by
replacing B1 with the completion of 𝒮𝑠 under the quasi-norm ∥ ⋅ ∥B1. Let 𝑓 ∈ B1.
Since B1 ↪→ 𝒮 ′1/2, it follows that

𝑓 =
∑
𝛼

𝑐𝛼ℎ𝛼,
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where ℎ𝛼 is the Hermite function of order 𝛼 and its coefficients

𝑐𝛼 = 𝑐𝛼(𝑓) = (𝑓, ℎ𝛼)𝐿2

satisfies ∑
𝛼

∣𝑐𝛼∣2𝑒−𝑐∣𝛼∣ <∞,

for every 𝑐 > 0.
The fact that 𝒮𝑠 is continuously embedded in B1 implies that for every integer

𝑗 > 0 we have

∥𝑓∥2B1
≤ 𝐶𝑗𝐷

−2𝑗∑
𝛼

∣𝑐𝛼∣2𝑒∣𝛼∣1/2𝑠/𝑗 ,

where the constant 𝐷 ≥ 1 is the same as in (3.1), and the constant 𝐶𝑗 ≥ 1 is
independent of 𝑓 (cf. formula (2.12) in [21]).

For every integer 𝑗 ≥ 1, let

𝑁𝑗 = sup{ ∣𝛼∣ ; 𝐶𝑗𝑗2𝑒𝑗𝑗−1𝑒−∣𝛼∣1/2𝑠/𝑗 ≥ 1 },
and define inductively

𝑅1 = 𝑁1 and 𝑅𝑗+1 = max(𝑅𝑗 + 1, 𝑁𝑗+1), 𝑗 ≥ 1.

Furthermore we set

𝐼0 = {𝛼 ; ∣𝛼∣ ≤ 𝑅1 } and 𝐼𝑗 = {𝛼 ; 𝑅𝑗 < ∣𝛼∣ ≤ 𝑅𝑗+1 },
and we let 𝑚(𝛼) = sup𝛼∈𝐼0 𝐶1𝑒

∣𝛼∣1/2𝑠 when 𝛼 ∈ 𝐼0, and 𝑚(𝛼) = 𝑒𝑗
𝑗−1𝑒2∣𝛼∣

1/2𝑠/𝑗

when 𝛼 ∈ 𝐼𝑗 , 𝑗 ≥ 1. We note that 𝑅𝑗 is finite and increases to ∞ as 𝑗 tends to ∞.
Let H1 be the Hilbert space which consists of all 𝑓 ∈ 𝒮 ′𝑠 such that

∥𝑓∥H1 ≡
(∑

𝛼

∣𝑐𝛼(𝑓)∣2𝑚(𝛼)
)1/2

is finite. We shall prove that H1 satisfies the requested properties. Since

lim
∣𝛼∣→∞

𝑚(𝛼)𝑒−𝑐∣𝛼∣
1/2𝑠

= 0

when 𝑐 > 0, it follows that 𝒮𝑠 is continuously embedded in H1. Furthermore, the
fact that 𝑚(𝛼) = 𝑚(𝛽) when ∣𝛼∣ = ∣𝛽∣ implies that 𝑓 → 𝑆𝜋𝑓 is a unitary map on
H1, for every permutation 𝜋 on {1, . . . , 𝑑}.

It remains to prove that H1 is continuously embedded in B1 and in 𝒮𝑠/𝛾
when 0 < 𝛾 < 1. Let 𝑓 ∈ 𝒮𝑠, and let

𝑓𝑗 =
∑
𝛼∈𝐼𝑗

𝑐𝛼(𝑓)ℎ𝛼, 𝑗 ≥ 0.

Then

𝑓 =
∑
𝑗≥0

𝑓𝑗, 𝑐𝛼(𝑓𝑗) =

{
𝑐𝛼(𝑓), 𝛼 ∈ 𝐼𝑗

0, 𝛼 /∈ 𝐼𝑗
and ∥𝑓∥2H1

=
∑
𝑗≥0

∥𝑓𝑗∥2H1
.
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This gives

∥𝑓∥B1 ≲
∑
𝑗

𝐷𝑗∥𝑓𝑗∥B1 ≤
( ∑
𝛼∈𝐼0

∣𝑐𝛼∣2𝑚(𝛼)
)1/2

+
∑
𝑗≥1

(
𝐶𝑗

∑
𝛼∈𝐼𝑗

∣𝑐𝛼∣2𝑒∣𝛼∣1/2𝑠/𝑗
)1/2

≤
( ∑
𝛼∈𝐼0

∣𝑐𝛼∣2𝑚(𝛼)
)1/2

+
∑
𝑗≥1

1

𝑗

( ∑
𝛼∈𝐼𝑗

∣𝑐𝛼∣2𝑒2∣𝛼∣1/2𝑠/𝑗
)1/2

≤ ∥𝑓0∥H1 +
∑
𝑗≥1

1

𝑗
∥𝑓𝑗∥H1 .

Hence, by Cauchy–Schwartz inequality we get

∥𝑓∥B1 ≤ ∥𝑓0∥H1 +
(∑
𝑗≥1

1

𝑗2

)1/2(∑
𝑗≥1

∥𝑓𝑗∥2H1

)1/2
≲

(∑
𝑗≥0

∥𝑓𝑗∥2H1

)1/2
= ∥𝑓∥H1,

which proves that H1 ↪→ B1.
The inclusion H1 ↪→ 𝒮𝑠/𝛾 when 𝛾 > 1 follows if we prove that

𝑒𝑐∣𝛼∣
𝛾/2𝑠 ≲ 𝑚(𝛼), (3.11)

for every 𝑐 > 0. We claim that there is a constant 𝐶0 which is independent of 𝑗 ≥ 1
and 𝛼 such that

𝑒𝑐∣𝛼∣
𝛾/2𝑠 ≤ 𝐶0𝑒

𝑗𝑗−1𝑒2∣𝛼∣
1/2𝑠/𝑗 . (3.12)

In fact, by applying the logarithm, (3.12) follows if we prove that for 𝑟 =
1/2𝑠 ≤ 1 and constants 𝑚1,𝑚2 > 0, the function

ℎ(𝑢, 𝑣) = 𝑚1𝑢
𝑢 + 𝑢−1𝑣𝑟 −𝑚2𝑣

𝛾𝑟

is bounded from below, when 𝑢, 𝑣 ≥ 1.
In order to prove this we let 0 < 𝛾1, 𝛾2 < 1 be chosen such that 𝛾1 > 𝛾 and

𝛾1 + 𝛾2 = 1. Then the inequality on arithmetic and geometric mean-values gives
that ℎ0(𝑢, 𝑣) ≲ ℎ(𝑢, 𝑣), where

ℎ0(𝑢, 𝑣) = 𝑢𝛾2𝑢−𝛾1𝑣𝛾1𝑟 −𝑚′
1𝑣
𝛾𝑟 = 𝑣𝛾𝑟(𝑢𝛾2𝑢−𝛾1𝑣(𝛾1−𝛾)𝑟 −𝑚′

1),

for some 𝑚′
1 > 0. Since 𝛾1 > 𝛾, it follows that ℎ0(𝑢, 𝑣) tends to infinity when

𝑢+ 𝑣 →∞ and 𝑢, 𝑣 ≥ 1. The fact that ℎ0 is continuous then implies that ℎ0(𝑢, 𝑣)
and thereby ℎ(𝑢, 𝑣) is bounded from below when 𝑢, 𝑣 ≥ 1, which proves that (3.12)
holds.

This gives

𝑒𝑐∣𝛼∣
𝛾/2𝑠 ≤ 𝐶0𝑒

𝑗𝑗−1𝑒2∣𝛼∣
1/2𝑠/𝑗 = 𝐶0𝑚(𝛼), 𝛼 ∈ 𝐼𝑗 ,

and (3.11) follows, which proves the first part of (1).
It remains to prove that H2 exists with the asserted properties. The fact that

B2 is continuously embedded in 𝒮 ′𝑠 implies that for every 𝑗 ≥ 1, there is a constant
𝐶𝑗 ≥ 1 such that ∑

𝛼

∣𝑐𝛼∣2𝐶−1
𝑗 𝑒−∣𝛼∣

1/2𝑠/𝑗 ≤ ∥𝑓∥2B2
.
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Let
𝑚(𝛼) =

∑
𝑗≥1

𝑗−2𝑒−𝑗
𝑗

𝐶−1
𝑗 𝑒−∣𝛼∣

1/2𝑠/𝑗 ,

and let H2 be the set of all 𝑓 ∈ 𝒮 ′𝑠 such that

∥𝑓∥H2 ≡
(∑

𝛼

∣𝑐𝛼∣2𝑚(𝛼)
)1/2

is finite.
By the definition it follows that ∥𝑓∥H2 ≲ ∥𝑓∥B2 when 𝑓 ∈ B2, giving that

B2 is continuously embedded in H2. Furthermore, if 𝑐 > 0, then it follows that

lim
∣𝛼∣→∞

𝑒−𝑐∣𝛼∣
1/2𝑠

𝑚(𝛼)
= 0,

which implies that H2 is a Hilbert space.
It remains to prove that 𝒮 ′𝑠/𝛾 ↪→ H2 when 0 < 𝛾 < 1, which follows if we

prove that

𝑚(𝛼) ≲ 𝑒−𝑐∣𝛼∣
𝛾/2𝑠

, (3.13)

for every 𝑐 > 0. By the same arguments as in the last part of the proof we have

𝑒−𝑗
𝑗

𝑒−∣𝛼∣
1/2𝑠/𝑗 ≤ 𝐶0𝑒

−𝑐∣𝛼∣𝛾/2𝑠,

where 𝐶0 neither depends on 𝑗 nor on 𝛼. This gives

𝑚(𝛼) =
∑
𝑗≥1

𝑗−2𝑒−𝑗
𝑗

𝑒−∣𝛼∣
1/2𝑠/𝑗 ≲ 𝑒−𝑐∣𝛼∣

𝛾/2𝑠 ∑
𝑗≥1

1

𝑗2
≍ 𝑒−𝑐∣𝛼∣

𝛾/2𝑠

,

and (3.13) follows. The proof is complete. □
The end of the proof of Proposition 3.7. We only prove (1). The assertion (2) fol-
lows by similar arguments and is left for the reader.

Let B be a GS-tempered quasi-Banach space. By Proposition 3.8 there are
GS-tempered Hilbert spaces H1 and H2 such that H1 ↪→ B ↪→ H2, and by
the first part of the proof it follows that 𝑀2

(𝜔𝑡)
↪→ H𝑗 ↪→ 𝑀2

(1/𝜔𝑡)
for every 𝑡 >

0, 𝑗 = 1, 2. The result now follows by combining these inclusions. The proof is
complete. □

4. Schatten–von Neumann classes and pseudo-differential operators

In this section we discuss Schatten–von Neumann classes of pseudo-differential
operators from a Hilbert space H1 to another Hilbert space H2, or more generally,
from a (quasi-)Banach space B1 to another (quasi-)Banach space B2. Schatten–
von Neumann classes were introduced by R. Schatten in [36] in the case when
H1 = H2 are Hilbert spaces. (See also [39].) The theory was thereafter extended
in [3, 33, 37, 53] to the case when H1 is not necessarily equal to H2, and in
[3, 33, 39], the theory was extended in such way that it includes linear operators
from a Banach space B1 to another Banach space B2. Furthermore, the definitions
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and some of the results in [3, 33, 39] can easily be modified to permit B1 and B2

to be arbitrary quasi-Banach spaces.
We will mainly follow the organization in the second part of Section 4 in [51],

and we remark that there are several similarities between the proofs in this section,
and the proofs of analogous results in Section 4 in [51].

We start by recalling the definition of Schatten–von Neumann operators in
the (quasi-)Banach space case. We remark however that this general setting is not
needed for the main results in the present and next sections (e.g., Theorem 4.8
below). For the reader who is not interested in this general approach may therefore
assume that the operators act on Hilbert spaces.

Let B1 and B2 be (quasi-)Banach spaces, and let 𝑇 be a linear map from
B1 to B2. For every integer 𝑗 ≥ 1, the singular number of 𝑇 of order 𝑗 is given by

𝜎𝑗(𝑇 ) = 𝜎𝑗(B1,B2, 𝑇 ) ≡ inf ∥𝑇 − 𝑇0∥B1→B2 ,

where the infimum is taken over all linear operators 𝑇0 from B1 to B2 with rank at
most 𝑗 − 1. Therefore, 𝜎1(𝑇 ) equals ∥𝑇 ∥B1→B2 , and 𝜎𝑗(𝑇 ) is non-negative which
decreases with 𝑗.

For any 𝑝 ∈ (0,∞] we set

∥𝑇 ∥I𝑝 = ∥𝑇 ∥I𝑝(B1,B2) ≡ ∥{𝜎𝑗(B1,B2, 𝑇 )}∞𝑗=1∥𝑙𝑝
(which might attain +∞). The operator 𝑇 is called a Schatten–von Neumann
operator of order 𝑝 from B1 to B2, if ∥𝑇 ∥I𝑝 is finite, i.e., {𝜎𝑗(B1,B2, 𝑇 )}∞𝑗=1
should belong to 𝑙𝑝. The set of all Schatten–von Neumann operators of order
𝑝 from B1 to B2 is denoted by I𝑝 = I𝑝(B1,B2). We note that I∞(B1,B2)
agrees with ℬ(B1,B2), the set of linear and bounded operators from B1 to B2,
and if 𝑝 < ∞, then I𝑝(B1,B2) is contained in 𝒦(B1,B2), the set of linear and
compact operators from B1 to B2. The spaces I𝑝(B1,B2) for 𝑝 ∈ (0,∞] and
𝒦(B1,B2) are quasi-Banach spaces which are Banach spaces when B1, B2 are
Banach spaces and 𝑝 ≥ 1. Furthermore, I2(B1,B2) is a Hilbert space when B1

and B2 are Hilbert spaces. If B1 = B2, then the shorter notation I𝑝(B1) is used
instead of I𝑝(B1,B2), and similarly for ℬ(B1,B2) and 𝒦(B1,B2).

Now let B3 be an other Banach space (or quasi-Banach space) and let 𝑇𝑘
and 𝑇0,𝑘 be linear and continuous operators from B𝑘 to B𝑘+1 such that the rank
of 𝑇0,𝑘 is at most 𝑗𝑘 for 𝑘 = 1, 2. If 𝑇0 is defined by

𝑇0 = 𝑇0,2 ∘ 𝑇1 + 𝑇2 ∘ 𝑇0,1 − 𝑇0,2 ∘ 𝑇0,1 = 𝑇0,2 ∘ 𝑇1 + (𝑇2 − 𝑇0,2) ∘ 𝑇0,1,
then

𝑇2 ∘ 𝑇1 − 𝑇0 = (𝑇2 − 𝑇0,2) ∘ (𝑇1 − 𝑇0,1),

and it follows that the rank of 𝑇0 is at most 𝑗1 + 𝑗2. Hence

𝜎𝑗1+𝑗2+1(𝑇2 ∘ 𝑇1) ≤ ∥𝑇2 ∘ 𝑇1 − 𝑇0∥ ≤ ∥𝑇1 − 𝑇0,1∥ ⋅ ∥𝑇2 − 𝑇0,2∥,
and by taking the infimum on the right-hand side of all possible 𝑇0,1 and 𝑇0,2 we
get

𝜎𝑗1+𝑗2+1(𝑇2 ∘ 𝑇1) ≤ 𝜎𝑗1+1(𝑇1)𝜎𝑗2+1(𝑇2), 𝑗1, 𝑗2 ≥ 0. (4.1)
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If B𝑗 = H𝑗 , 𝑗 = 1, 2, 3, are Hilbert spaces, then (4.1) can be improved into

𝜎𝑗+1(𝑇2 ∘ 𝑇1) ≤ 𝜎𝑗+1(𝑇1)𝜎𝑗+1(𝑇2), 𝑗 ≥ 0. (4.1)′

(Cf. [33, 39].)

In [33, 39], (4.1) is used to prove that if 𝑝1, 𝑝2, 𝑟 ∈ (0,∞] satisfy the Hölder
condition 1/𝑝1+1/𝑝2 = 1/𝑟, and 𝑇𝑘 ∈ I𝑝𝑘(B𝑘,B𝑘+1), then 𝑇2∘𝑇1 ∈ I𝑟(B1,B3),
and

∥𝑇2 ∘ 𝑇1∥I𝑟(B1,B3) ≤ 𝐶𝑟∥𝑇1∥I𝑝1(B1,B2)∥𝑇2∥I𝑝2(B2,B3). (4.2)

Here 𝐶𝑟 = 1 when B𝑗 , 𝑗 = 1, 2, 3 are Hilbert spaces, and 𝐶𝑟 = 21/𝑟 otherwise. In
order to be self-contained we here give a proof of (4.2).

Let 𝑇 = 𝑇2 ∘𝑇1. Since 𝜎2𝑗+2(𝑇 ) ≤ 𝜎2𝑗+1(𝑇 ), it follows by letting 𝑗1 = 𝑗2 = 𝑗
in (4.1) that

∥𝑇 ∥I𝑟 =

(∑
𝑘≥0

𝜎𝑘+1(𝑇 )
𝑟

)1/𝑟
≤ 21/𝑟

(∑
𝑗≥0

𝜎2𝑗+1(𝑇 )
𝑟

)1/𝑟

≤ 21/𝑟
(∑
𝑗≥0

𝜎𝑗+1(𝑇1)
𝑟𝜎𝑗+1(𝑇2)

𝑟

)1/𝑟

≤ 21/𝑟
(∑
𝑗≥0

𝜎𝑗+1(𝑇1)
𝑝1

)1/𝑝1(∑
𝑗≥0

𝜎𝑗+1(𝑇2)
𝑝2

)1/𝑝2
= 21/𝑟∥𝑇1∥I𝑝1

∥𝑇2∥I𝑝2
.

This gives (4.2).
If B𝑗 , 𝑗 = 1, 2, 3 are Hilbert spaces, then the same arguments, using (4.1)′

instead of (4.1), shows that (4.2) holds for 𝐶𝑟 = 1. (Cf. [33] or Chapters 2 and 3
in [39].)

If B1 and B2 are Banach spaces, then we note that ranks and norms for the
operators are invariant when passing from the operators to their adjoints. This
implies that 𝑇 belongs to I𝑝(B1,B2), if and only if the adjoint 𝑇 ∗ of 𝑇 belongs
to I𝑝(B′

2,B
′
1), and

∥𝑇 ∥I𝑝(B1,B2) = ∥𝑇 ∗∥I𝑝(B′
2,B

′
1)
.

We recall that if B1 = H1 and B2 = H2 are Hilbert spaces, then there is an
alternative way to compute the I𝑝 norms. More precisely, let ON(H𝑘), 𝑘 = 1, 2,
denote the family of orthonormal sequences in H𝑘. If 𝑇 : H1 →H2 is linear, and
𝑝 ∈ (0,∞], then it follows that

∥𝑇 ∥I𝑝(H1,H2) = sup
(∑

∣(𝑇𝑓𝑗, 𝑔𝑗)H2 ∣𝑝
)1/𝑝

(with obvious modifications when 𝑝 = ∞), where the supremum is taken over all
{𝑓𝑗} ∈ ON(H1) and {𝑔𝑗} ∈ ON(H2).

Let {𝑒𝑗} be an orthonormal basis in H1, and let 𝑆 ∈ I1(H1). Then the trace
of 𝑆 is defined as

trH1 𝑆 =
∑

(𝑆𝑒𝑗 , 𝑒𝑗)H1 ,
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and we recall that this is independent of the choice of the orthonormal basis {𝑒𝑗}.
For each pairs of operators 𝑇1, 𝑇2 ∈ I∞(H1,H2) such that 𝑇 ∗2 ∘𝑇1 ∈ I1(H1), the
sesqui-linear form

(𝑇1, 𝑇2) = (𝑇1, 𝑇2)H1,H2 ≡ trH1(𝑇
∗
2 ∘ 𝑇1)

of 𝑇1 and 𝑇2 is well defined. We refer to [3, 33, 39, 53] for more facts about
Schatten–von Neumann classes.

Next we define symbol classes whose corresponding pseudo-differential oper-
ators belongs to I𝑝 for some 𝑝 ∈ (0,∞]. Therefore, let B1,B2 ↪→ 𝒮 ′1/2(R𝑑) be GS-

or B-tempered (quasi-)Banach spaces, 𝑡 ∈ R be fixed and let 𝑝 ∈ (0, ,∞]. Then
we let 𝑠𝐴𝑝 (B1,B2) and 𝑠𝑡,𝑝(B1,B2) be the sets of all 𝑎 ∈ 𝒮 ′1/2(R2𝑑) such that

𝐴𝑎 ∈ I𝑝(B1,B2) and Op𝑡(𝑎) ∈ I𝑝(B1,B2) respectively. We also let 𝑠𝐴♯ (B1,B2)

and 𝑠𝑡,♯(B1,B2) be the sets of all 𝑎 ∈ 𝒮 ′1/2(R2𝑑) such that 𝐴𝑎 ∈ 𝒦(B1,B2) and

Op𝑡(𝑎) ∈ 𝒦(B1,B2) respectively. These spaces are equipped by the (quasi-)norms

∥𝑎∥𝑠𝑡,𝑝(B1,B2) ≡ ∥Op𝑡(𝑎)∥I𝑝(B1,B2), ∥𝑎∥𝑠𝐴𝑝 (B1,B2) ≡ ∥𝐴𝑎∥I𝑝(B1,B2),

∥𝑎∥𝑠𝑡,♯(B1,B2) ≡ ∥𝑎∥𝑠𝑡,∞(B1,B2), ∥𝑎∥𝑠𝐴♯ (B1,B2) ≡ ∥𝑎∥𝑠𝐴∞(B1,B2).

Since the mappings 𝑎 → 𝐴𝑎 and 𝑎 → Op𝑡(𝑎) are bijections from 𝒮 ′1/2(R2𝑑)

to the set of linear and continuous operators from 𝒮1/2(R𝑑) to 𝒮 ′1/2(R𝑑), it follows

that 𝑎 → 𝐴𝑎 and 𝑎 → Op𝑡(𝑎) restrict to isometric bijections from 𝑠𝐴𝑝 (B1,B2)
and 𝑠𝑡,𝑝(B1,B2) respectively to I𝑝(B1,B2). Consequently, the properties for
I𝑝(B1,B2) carry over to 𝑠

𝐴
𝑝 (B1,B2) and 𝑠𝑡,𝑝(B1,B2). In particular, if B1 = H1

and B2 = H2 are Hilbert spaces, then the elements in 𝑠𝐴1 (H1,H2) of finite rank
(i.e., elements of the form 𝑎 ∈ 𝑠𝐴1 (H1,H2) such that 𝐴𝑎 is a finite rank operator),
are dense in 𝑠𝐴♯ (H1,H2) and in 𝑠𝐴𝑝 (H1,H2) when 𝑝 < ∞. Similar facts hold for

𝑠𝑡,♯(H1,H2) and 𝑠𝑡,𝑝(H1,H2). Since the Weyl quantization is particularly impor-
tant in our considerations we also set

𝑠𝑤𝑝 = 𝑠𝑡,𝑝 and 𝑠𝑤♯ = 𝑠𝑡,♯, when 𝑡 = 1/2.

If 𝜔1, 𝜔2 ∈P𝐸(R
2𝑑), then we use the shorter notation 𝑠𝐴𝑝 (𝜔1, 𝜔2) instead of

𝑠𝐴𝑝 (𝑀
2
(𝜔1)

,𝑀2
(𝜔2)

). Furthermore we set 𝑠𝐴𝑝 (𝜔1, 𝜔2) = 𝑠𝐴𝑝 (R
2𝑑) when 𝜔1 = 𝜔2 = 1.

In the same way the notations for 𝑠𝐴♯ , 𝑠𝑡,𝑝, 𝑠
𝑤
𝑝 , 𝑠𝑡,♯ and 𝑠𝑤♯ are simplified.

Remark 4.1. Let H1 and H2 are Hilbert spaces. Then, except for the Hilbert–
Schmidt case (𝑝 = 2), it is in general a hard task to find simple characterizations
for I𝑝(H1,H2). Important questions therefore concern of finding convenient em-
bedding properties between Schatten–von Neumann classes and well-known func-
tion and distribution spaces. We refer to Remark 4.5 in [51], for examples on such
embeddings.

Remark 4.2. Let 𝑡, 𝑡1, 𝑡2 ∈ R, 𝑝 ∈ [1,∞], B1,B2 be GS- or B-tempered quasi-
Banach spaces on R𝑑 and let 𝑎, 𝑏 ∈ 𝒮 ′1/2(R2𝑑). Then it follows by Fourier’s in-

version formula that the map 𝑒𝑖𝑡⟨𝐷𝑥,𝐷𝜉⟩ is a homeomorphism on 𝒮1/2(R2𝑑) which
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extends uniquely to a homeomorphism on 𝒮 ′1/2(R2𝑑). Furthermore, by (1.10) it

follows that 𝑒𝑖(𝑡2−𝑡1)⟨𝐷𝑥,𝐷𝜉⟩ restricts to an isometric bijection from 𝑠𝑡1,𝑝(B1,B2)
to 𝑠𝑡2,𝑝(B1,B2).

The following proposition links 𝑠𝑡,𝑝(B1,B2), 𝑠
𝐴
𝑝 (B1,B2) and other similar

spaces to each others. Here 𝑎𝜏 (𝑥, 𝜉) = 𝑎(𝑥,−𝜉) is the “torsion” of 𝑎 ∈ 𝒮 ′1/2(R2𝑑).

Proposition 4.3. Let 𝑡 ∈ R, B1,B2 be GS- or B-tempered quasi-Banach spaces in
R𝑑, 𝑎 ∈ 𝒮 ′1/2(R2𝑑), and let 𝑝 ∈ (0,∞]. Then 𝑠𝑤𝑝 (B1, B̌2) = 𝑠𝐴𝑝 (B1,B2), and the

following conditions are equivalent:

(1) 𝑎 ∈ 𝑠𝑤𝑝 (B1,B2);

(2) F𝜎𝑎 ∈ 𝑠𝑤𝑝 (B1, B̌2);

(3) 𝑎 ∈ 𝑠𝑤𝑝 (B
′
2,B

′
1);

(4) 𝑎𝜏 ∈ 𝑠𝐴𝑝 (B
𝜏
1 ,B

𝜏
2 );

(5) �̌� ∈ 𝑠𝑤𝑝 (B̌1, B̌2);

(6) �̃� ∈ 𝑠𝑤𝑝 (B̌
′
2, B̌

′
1);

(7) 𝑒𝑖(𝑡−1/2)⟨𝐷𝜉,𝐷𝑥⟩𝑎 ∈ 𝑠𝑡,𝑝(B1,B2).

Proof. Let 𝑎1 = F𝜎𝑎, 𝑎2 = 𝑎, 𝑎3 = 𝑎𝜏 , 𝑎4 = �̌� and 𝑎5 = �̃�. Then the equivalences
follow immediately from Remark 4.2 and the equalities

(Op𝑤(𝑎)𝑓, 𝑔) = (Op𝑤(𝑎1)𝑓, 𝑔) = (𝑓,Op𝑤(𝑎2)𝑔)

= (Op𝑤(𝑎3)(𝑥,𝐷)𝑓 , 𝑔) = (Op𝑤(𝑎4)𝑓, 𝑔) = (𝑓,Op𝑤(𝑎5)𝑔),

when 𝑎 ∈ 𝒮 ′1/2(R2𝑑) and 𝑓, 𝑔 ∈ 𝒮1/2(R𝑑). (Cf. [51, Proposition 4.7].) The proof is

complete. □

In Remarks 4.4 and 4.5 below we list some properties for 𝑠𝑡,𝑝(B1,B2) and
𝑠𝐴𝑝 (H1,H2). These properties follow from well-known Schatten–von Neumann re-
sults in [3, 39, 53], in combination with (1.15), (1.21), (4.2), and the fact that the
mappings 𝑎 → Op𝑡(𝑎) and 𝑎 → 𝐴𝑎 are isometric bijections from 𝑠𝑡,𝑝(B1,B2) and
𝑠𝐴𝑝 (B1,B2) respectively to I𝑝(B1,B2).

Remark 4.4. Let 𝑝, 𝑝𝑗 , 𝑞, 𝑟 ∈ (0,∞], 𝑡 ∈ R, B𝑗 be GS- or B-tempered quasi-Banach
spaces onR𝑑, and let H𝑗 be GS- or B-tempered Hilbert spaces onR𝑑, 𝑗 = 1, . . . , 4.

Also let 𝐶𝑟 = 1 when B1, . . . ,B4 are Hilbert spaces, and 𝐶𝑟 = 21/𝑟 otherwise.
Then the following is true:

(1) the sets 𝑠𝑡,𝑝(B1,B2) and 𝑠𝑡,♯(B1,B2), are quasi-Banach space which in-
creases with the parameter 𝑝. If in addition 𝑟 ≤ 𝑝 < ∞ and 𝑝1 ≤ 𝑝2, then
𝑠𝑡,𝑝(B1,B2) ↪→ 𝑠𝑡,♯(B1,B2), 𝑠𝑡,𝑟(B1,B2) is dense in 𝑠𝑡,𝑝(B1,B2) and in
𝑠𝑡,♯(B1,B2), and

∥𝑎∥𝑠𝑡,𝑝2(B1,B2) ≤ ∥𝑎∥𝑠𝑡,𝑝1(B1,B2), 𝑎 ∈ 𝑠𝑡,∞(B1,B2). (4.3)
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Moreover, if in addition 𝑝 ≥ 1 and B𝑗 , 𝑗 = 1, 2, are Banach spaces, then
𝑠𝑡,𝑝(B1,B2) and 𝑠𝑡,♯(B1,B2) are Banach spaces;

(2) if B𝑗 = H𝑗 , 𝑗 = 1, 2, then equality is attained in (4.3), if and only if 𝑎 is a

rank one element, and then ∥𝑎∥𝑠𝑡,𝑝(H1,H2) = (2𝜋)−𝑑/2∥𝑓1∥H1∥𝑓2∥H2 , when 𝑎
is given by (1.12);

(3) if 1/𝑝1 + 1/𝑝2 = 1/𝑟, 𝑎1 ∈ 𝑠𝑡,𝑝1(B1,B2) and 𝑎2 ∈ 𝑠𝑡,𝑝2(B2,B3), then
𝑎2#𝑡𝑎1 ∈ 𝑠𝑡,𝑟(B1,B3), and

∥𝑎2#𝑡𝑎1∥𝑠𝑡,𝑟(B1,B3) ≤ 𝐶𝑟∥𝑎1∥𝑠𝑡,𝑝1(B1,B2)∥𝑎2∥𝑠𝑡,𝑝2 (B2,B3). (4.4)

On the other hand, for any 𝑎 ∈ 𝑠𝑡,𝑟(H1,H3), there are elements 𝑎1 ∈
𝑠𝑡,𝑝1(H1,H2) and 𝑎2 ∈ 𝑠𝑡,𝑝2(H2,H3) such that 𝑎 = 𝑎2#𝑡𝑎1 and equality
holds in (4.4);

(4) if B1 ↪→ B2 with dense embeddings and B3 ↪→ B4, then 𝑠𝑡,𝑝(B2,B3) ↪→
𝑠𝑡,𝑝(B1,B4).

Similar facts hold when the 𝑠𝑡,𝑝 spaces and the product #𝑡 are replaced by 𝑠𝐴𝑝
spaces and ∗𝜎, respectively.

In the next remark we make some further conclusions on dual forms for
𝑠𝑡,𝑝(H1,H2) and 𝑠𝐴𝑝 (H1,H2) when H1 and H2 are Hilbert spaces. Here the forms
( ⋅ , ⋅ )𝑠𝑡,2(H1,H2) and ( ⋅ , ⋅ )𝑠𝐴2 (H1,H2) are defined by the formulas

(𝑎, 𝑏)𝑠𝑡,2(H1,H2) = (Op𝑡(𝑎),Op𝑡(𝑏))I2(H1,H2), 𝑎, 𝑏 ∈ 𝑠𝑡,2(H1,H2)

and

(𝑎, 𝑏)𝑠𝐴2 (H1,H2) = (𝐴𝑎,𝐴𝑏)I2(H1,H2), 𝑎, 𝑏 ∈ 𝑠𝐴2 (H1,H2).

We also recall that 𝑝′ ∈ [1,∞] is the conjugate exponent for 𝑝 ∈ [1,∞], i.e.,
1/𝑝+ 1/𝑝′ = 1. Finally, the set 𝑙∞0 consists of all sequences in 𝑙∞ which tends to
zero at infinity, and 𝑙10 consists of all sequences {𝜆𝑗}𝑗∈𝐼 such that 𝜆𝑗 = 0 except
for finite numbers of 𝑗 ∈ 𝐼.

Remark 4.5. Let 𝑝, 𝑝𝑗 ∈ [1,∞] for 1 ≤ 𝑗 ≤ 2, 𝑡 ∈ R, and let H1,H2 be GS- or
B-tempered Hilbert spaces on R𝑑. Then the following is true:

(1) the form ( ⋅ , ⋅ )𝑠𝑡,2(H1,H2) on 𝑠𝑡,1(H1,H2) extends uniquely to a sesquilinear
and continuous form on 𝑠𝑡,𝑝(H1,H2) × 𝑠𝑡,𝑝′(H1,H2), and for every 𝑎1 ∈
𝑠𝑡,𝑝(H1,H2) and 𝑎2 ∈ 𝑠𝑡,𝑝′(H1,H2), it holds

(𝑎1, 𝑎2)𝑠𝑡,2(H1,H2) = (𝑎2, 𝑎1)𝑠𝑡,2(H1,H2),

∣(𝑎1, 𝑎2)𝑠𝑡,2(H1,H2)∣ ≤ ∥𝑎1∥𝑠𝑡,𝑝(H1,H2)∥𝑎2∥𝑠𝑡,𝑝′ (H1,H2) and

∥𝑎1∥𝑠𝑡,𝑝(H1,H2) = sup ∣(𝑎1, 𝑏)𝑠𝑡,2(H1,H2)∣,
where the supremum is taken over all 𝑏 ∈ 𝑠𝑡,𝑝′(H1,H2) such that

∥𝑏∥𝑠𝑡,𝑝′(H1,H2) ≤ 1.

If in addition 𝑝 < ∞, then the dual space of 𝑠𝑡,𝑝(H1,H2) can be iden-
tified with 𝑠𝑡,𝑝′(H1,H2) through this form;
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(2) if 𝑎 ∈ 𝑠𝑡,♯(H1,H2), then

Op𝑡(𝑎)𝑓 =

∞∑
𝑗=1

𝜆𝑗(𝑓, 𝑓𝑗)H1𝑔𝑗, (4.5)

holds for some {𝑓𝑗}∞𝑗=1 ∈ ON(H1), {𝑔𝑗}∞𝑗=1 ∈ ON(H2) and non-negative
decreasing sequence 𝜆 = {𝜆𝑗}∞𝑗=1 ∈ 𝑙∞0 , where the operator on the right-

hand side of (4.5) convergences with respect to the operator norm. Moreover,
𝑎 ∈ 𝑠𝑡,𝑝(H1,H2), if and only if 𝜆 ∈ 𝑙𝑝, and then

∥𝑎∥𝑠𝑡,𝑝 = ∥𝜆∥𝑙𝑝
and the operator on the right-hand side of (4.5) converges with respect to
the norm ∥ ⋅ ∥𝑠𝑡,𝑝(H1,H2);

(3) if 0 ≤ 𝜃 ≤ 1 is such that 1/𝑝 = (1 − 𝜃)/𝑝1 + 𝜃/𝑝2, then the (complex)
interpolation formula

(𝑠𝑡,𝑝1(H1,H2), 𝑠𝑡,𝑝2(H1,H2))[𝜃] = 𝑠𝑡,𝑝(H1,H2)

holds with equality in norms.

Similar facts hold when the 𝑠𝑡,𝑝 spaces are replaced by 𝑠𝐴𝑝 spaces.

In the sequel we assume that B𝑗 = H𝑗 , 𝑗 ≥ 0, are Hilbert spaces. A problem
with the form ( ⋅ , ⋅ )𝑠𝑡,2(H1,H2) in Remark 4.5 is the somewhat complicated struc-
ture. In the following we show that there is a canonical way to replace this form
with ( ⋅ , ⋅ )𝐿2 . We start with the following result concerning polar decomposition
of compact operators.

Proposition 4.6. Let 𝑡 ∈ R, 𝑝 ∈ [1,∞], H1 and H2 be GS- or B-tempered Hilbert
spaces on R𝑑 and let 𝑎 ∈ 𝑠𝑡,♯(H1,H2) (𝑎 ∈ 𝑠𝐴♯ (H1,H2)). Then

𝑎 ≡
∑
𝑗∈𝐼

𝜆𝑗𝑊
𝑡
𝑔𝑗 ,𝜑𝑗

(
𝑎 ≡

∑
𝑗∈𝐼

𝜆𝑗𝑊𝑔𝑗 ,𝜑𝑗

)
(4.6)

(with norm convergence) for some orthonormal sequences {𝜑𝑗}𝑗∈𝐼 in H ′
1 and

{𝑔𝑗}𝑗∈𝐼 in H2, and a sequence {𝜆𝑗}𝑗∈𝐼 ∈ 𝑙∞0 of non-negative real numbers which
decreases to zero at infinity. Furthermore, 𝑎 ∈ 𝑠𝑡,𝑝(H1,H2) (𝑎 ∈ 𝑠𝐴𝑝 (H1,H2)), if
and only if {𝜆𝑗}𝑗∈𝐼 ∈ 𝑙𝑝, and

∥𝑎∥𝑠𝑡,𝑝(H1,H2) = (2𝜋)−𝑑/2∥{𝜆𝑗}𝑗∈𝐼∥𝑙𝑝 (∥𝑎∥𝑠𝐴𝑝 (H1,H2) = ∥{𝜆𝑗}𝑗∈𝐼∥𝑙𝑝).

Proof. By Remark 4.5 (2) it follows that if 𝑓 ∈ 𝒮1/2(R𝑑), then

Op𝑡(𝑎)𝑓(𝑥) =
∑
𝑗∈𝐼

𝜆𝑗(𝑓, 𝑓𝑗)H1𝑔𝑗 (4.7)

for some orthonormal sequences {𝑓𝑗} in H1 and {𝑔𝑗} in H2, and a sequence
{𝜆𝑗} ∈ 𝑙∞0 of non-negative real numbers which decreases to zero at infinity. Now
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let {𝜑𝑗}𝑗∈𝐼 be an orthonormal sequence in H ′
1 such that (𝜑𝑗 , 𝑓𝑘)𝐿2 = 𝛿𝑗,𝑘. Then

(𝑓, 𝑓𝑗)H1 = (𝑓, 𝜑𝑗)𝐿2 , and the result follows from (4.7), and the fact that

Op𝑡(𝑊
𝑡
𝑔𝑗 ,𝜑𝑗

)𝑓 = (2𝜋)−𝑑/2(𝑓, 𝜑𝑗)𝐿2𝑔𝑗 = (2𝜋)−𝑑/2(𝑓, 𝑓𝑗)H1𝑔𝑗 .

The proof is complete. □

We have now the following.

Proposition 4.7. Let 𝑝 ∈ [1,∞), and let H1 and H2 be GS- or B-tempered Hilbert
spaces on R𝑑. Then the following is true:

(1) 𝒮1/2(R2𝑑) is dense in 𝑠𝑡,𝑝(H1,H2), 𝑠
𝐴
𝑝 (H1,H2), 𝑠𝑡,♯(H1,H2)

and 𝑠𝐴♯ (H1,H2);

(2) 𝒮1/2(R2𝑑) is dense in 𝑠𝑡,∞(H1,H2) and 𝑠𝐴∞(H1,H2) with respect
to the weak∗ topology.

Proof. By Proposition 4.6 it follows that any element in 𝑠𝑡,𝑝(H1,H2), 𝑠
𝐴
𝑝 (H1,H2),

𝑠𝑡♯(H1,H2) or in 𝑠𝐴♯ (H1,H2) can be approximated in norm by finite sums of the

forms in (4.6). The assertion (1) now follows from the facts that any 𝜑𝑗 and
𝑔𝑗 can be approximated in norms by elements in 𝒮1/2(R𝑑), and that the map

(𝜑, 𝑔) → 𝑊 𝑡
𝑔,𝜑 is continuous from 𝒮1/2(R𝑑)× 𝒮1/2(R𝑑) to 𝒮1/2(R2𝑑).

The assertion (2) now follows from (1) and the fact that 𝑠𝑡,1 is weakly dense
in 𝑠𝑡,∞, since I1 is weakly dense in I∞. □

Next we prove that the duals for 𝑠𝑡,𝑝(H1,H2) and 𝑠𝐴𝑝 (H1,H2) can be iden-

tified with 𝑠𝑡,𝑝′(H ′
1 ,H

′
2 ) and 𝑠𝐴𝑝′(H

′
1 ,H

′
2 ) respectively through the form ( ⋅ , ⋅ )𝐿2 .

Theorem 4.8. Let 𝑡 ∈ R, 𝑝 ∈ [1,∞) and let H1,H2 be GS- or B-tempered Hilbert
spaces on R𝑑. Then the 𝐿2 form on 𝒮1/2(R2𝑑) extends uniquely to a duality between
𝑠𝑡,𝑝(H1,H2) and 𝑠𝑡,𝑝′(H ′

1 ,H
′
2 ), and the dual of 𝑠𝑡,𝑝(H1,H2) can be identified

with 𝑠𝑡,𝑝′(H
′
1 ,H

′
2 ) through this form. Moreover, if ℓ ∈ 𝑠𝑡,𝑝(H1,H2)

∗ and 𝑎 ∈
𝑠𝑡,𝑝′(H

′
1 ,H

′
2 ) are such that ℓ(𝑏) = (𝑎, 𝑏)𝐿2 when 𝑏 ∈ 𝑠𝑡,𝑝(H1,H2), then

∥ℓ∥ = ∥𝑎∥𝑠𝑡,𝑝′(H ′
1 ,H

′
2 )
.

The same is true if the 𝑠𝑡,𝑝(H1,H2) spaces are replaced by 𝑠𝐴𝑝 (H1,H2)
spaces.

Proof. We only prove the assertion in the case 𝑡 = 1/2. The general case follows by
similar arguments and is left for the reader. Let ℓ ∈ 𝑠𝑤𝑝 (H1,H2)

∗. Since the map
𝑏 → Op𝑤(𝑏) is an isometric bijection from 𝑠𝑤𝑝 (H1,H2) to I𝑝(H1,H2), it follows
from Remark 4.5 (1) that for some 𝑆 ∈ I𝑝′(H1,H2) and each orthonormal basis
{𝑓𝑗} ∈ ON(H1) we have

ℓ(𝑏) = trH1(𝑆
∗ ∘Op𝑤(𝑏)) =

∑
(Op𝑤(𝑏)𝑓𝑗 , 𝑆𝑓𝑗)H2 and

∥ℓ∥ = ∥𝑆∥I𝑝′(H1,H2),
(4.8)

when 𝑏 ∈ 𝑠𝑤𝑝 (H1,H2).
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Now let 𝑏 ∈ 𝑠𝑤𝑝 (H1,H2) be an arbitrary finite rank element. Then

𝑏 =
∑

𝜆𝑗𝑊𝑔𝑗 ,𝜑𝑗 and ∥𝑏∥𝑠𝑤𝑝 (H1,H2) = (2𝜋)−𝑑/2∥{𝜆𝑗}∥𝑙𝑝 ,
for some orthonormal bases {𝜑𝑗} ∈ ON(H ′

1 ) and {𝑔𝑗} ∈ ON(H2), and some
sequence {𝜆𝑗} ∈ 𝑙10. We also let {𝑓𝑗} ∈ ON(H1) be the dual basis of {𝜑𝑗} and
𝑎 the Weyl symbol of the operator 𝑇H2 ∘ 𝑆 ∘ 𝑇H ′

1
. Then 𝑎 ∈ 𝑠𝑤𝑝′(H1,H2) and

∥𝑎∥𝑠𝑤
𝑝′(H1,H2) = ∥ℓ∥. By straightforward computations we also get

ℓ(𝑏) = trH1(𝑆
∗ ∘Op𝑤(𝑏)) =

∑
(Op𝑤(𝑏)𝑓𝑗 , 𝑆𝑓𝑗)H2

= (2𝜋)−𝑑/2
∑

𝜆𝑗(𝑔𝑗 , 𝑆𝑓𝑗)H2 = (2𝜋)−𝑑/2
∑

𝜆𝑗(𝑔𝑗 ,Op
𝑤(𝑎)𝜑𝑗)𝐿2(R𝑑)

= (2𝜋)−𝑑
∑

𝜆𝑗(𝑊𝑔𝑗 ,𝜑𝑗 , 𝑎)𝐿2(R2𝑑) = (2𝜋)−𝑑(𝑏, 𝑎)𝐿2(R2𝑑).

Hence ℓ(𝑏) = (2𝜋)−𝑑(𝑏, 𝑎)𝐿2(R2𝑑). The result now follows from these identities and
the fact that the set of finite rank elements are dense in 𝑠𝑤𝑝 (H1,H2). The proof is
complete. □

An interesting question is wether Theorem 4.8 still holds after the Hilbert
spaces H𝑘 and H ′

𝑘 have been replaced by appropriate Banach spaces.

We finish the section by a side result on bases and Hilbert–Schmidt operators
on GS- or B-tempered Hilbert spaces.

Proposition 4.9. Let H𝑗 be GS- or B-tempered Hilbert space on R𝑑𝑗 for 𝑗 = 1, 2,
and let 𝑇 be a linear and continuous map from H1 to H2. Also let H = H2 ⊗
(H ′

1 )
𝜏 (Hilbert tensor product). If 𝐾𝑇 is the kernel of 𝑇 , then 𝑇 ∈ I2(H1,H2),

if and only if 𝐾𝑇 ∈H , and

∥𝑇 ∥I2(H1,H2) = ∥𝐾𝑇∥H . (4.9)

Proof. First assume that 𝑇 ∈ I2(H1,H2), and let {𝑒𝑗,𝑘}∞𝑘=1 be an orthonormal
basis for H𝑗 and set 𝜀𝑗,𝑘 = 𝑇H𝑗𝑒𝑗,𝑘, 𝑗 = 1, 2. Then {𝜀𝑗,𝑘}∞𝑘=1 is an orthonormal
basis for H ′

𝑗 ,

𝑇𝑒1,𝑘 =
∑
𝑙

𝜆𝑘,𝑙𝑒2,𝑙,

for some {𝜆𝑘,𝑙}∞𝑘,𝑙=1 and
∥𝑇 ∥2I2(H1,H2)

= (𝑇, 𝑇 )I2(H1,H2) = trH1(𝑇
∗ ∘ 𝑇 ),

giving that

∥𝑇 ∥2I2(H1,H2)
=

∑
𝑘

∥𝑇𝑒1,𝑘∥2H2
=

∑
𝑘,𝑙

∣𝜆𝑘,𝑙∣2. (4.10)

Now let 𝑁1, 𝑁2 > 0 be integers and set

𝐻𝑁1,𝑁2(𝑥, 𝑦) =
∑
𝑘≤𝑁1

∑
𝑙≤𝑁2

𝜆𝑘,𝑙(𝑒2,𝑙⊗ 𝜀1,𝑘)(𝑥, 𝑦) =
∑
𝑘≤𝑁1

∑
𝑙≤𝑁2

𝜆𝑘,𝑙𝑒2,𝑙(𝑥)𝜀1,𝑘(𝑦) ∈ H .

We shall prove that𝐻𝑁1,𝑁2 has a limit 𝐻 in H as 𝑁1, 𝑁2 →∞, and that𝐻 = 𝐾𝑇 .
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Since {𝜀1,𝑘}∞𝑘=1 is an orthonormal basis for (H ′
1 )
𝜏 , we get

∥𝐻𝑁1,𝑁2∥2H =
∑
𝑘≤𝑁1

∑
𝑙≤𝑁2

∣𝜆𝑘,𝑙∣2.

Hence (4.10) and the fact that 𝑇 ∈ I2(H1,H2) imply that the limits

𝐻𝑁 = lim
𝑁2→∞

𝐻𝑁,𝑁2 and 𝐻 = lim
𝑁→∞

𝐻𝑁

exist in H , and that

∥𝐻∥2H =
∑
𝑘,𝑙

∣𝜆𝑘,𝑙∣2 = ∥𝑇 ∥2I2(H1,H2)
. (4.11)

In order to prove that 𝐻 = 𝐾𝑇 we let

𝑓 =
∑
𝑘

𝑐𝑘𝑒1,𝑘 ∈ H1 and 𝑔 =
∑
𝑙

𝑑𝑙𝜀2,𝑙 ∈H ′
2

be arbitrary, and we set

𝑓𝑁 =
∑
𝑘≤𝑁

𝑐𝑘𝑒1,𝑘 and 𝑔𝑁 =
∑
𝑙≤𝑁

𝑑𝑙𝜀2,𝑙.

Then ∥𝑓 − 𝑓𝑁∥H1 → 0 and ∥𝑔 − 𝑔𝑁∥H ′
2
→ 0 as 𝑁 →∞. Furthermore,

(𝑇𝑓𝑁1, 𝑔𝑁2)𝐿2(R𝑑2) =
∑
𝑘≤𝑁1

∑
𝑙≤𝑁2

𝜆𝑘,𝑙𝑐𝑘𝑑𝑙 = (𝐻, 𝑔𝑁2 ⊗ 𝑓𝑁1)𝐿2(R𝑑2+𝑑1).

By letting 𝑁1, 𝑁2 →∞ we get

(𝑇𝑓, 𝑔)𝐿2(R𝑑2) = (𝐻, 𝑔 ⊗ 𝑓)𝐿2(R𝑑2+𝑑1).

Hence 𝐻 = 𝐾𝑇 , and (4.9) follows.
If instead 𝐾𝑇 ∈ H , then it follows by similar arguments as in the first

part of the proof that (4.9) and the first equality in (4.11) hold with 𝐻 = 𝐾𝑇 .
Hence, the second inequality in (4.11) shows that 𝑇 ∈ I2(H1,H2). The proof is
complete. □

5. Young inequalities for weighted Schatten–von Neumann classes

In this section we establish Young type results for dilated convolutions and multi-
plications on 𝑠𝑤𝑝 (H1,H2), when H1 and H2 are appropriate modulation spaces of
Hilbert type. Especially we prove multi-linear versions of Theorems 0.3 and 0.4.
We will mainly follow the analysis in Section 5 in [51], and the proofs are similar.
However, in order to be self-contained we here present proofs which are slightly
condensed, where, at the same time, some misprints have been corrected.

We need some preparations for stating the results. If we have 𝑁 convolutions,
then the corresponding conditions compared to (0.9) is

𝑝1
−1 + ⋅ ⋅ ⋅+ 𝑝𝑁

−1 = 𝑁 − 1 + 𝑟−1, 1 ≤ 𝑝1, . . . , 𝑝𝑁 , 𝑟 ≤ ∞. (0.9)′
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In the same way, (0.10) should be replaced by

(−1)𝑗1𝑡−21 + ⋅ ⋅ ⋅+ (−1)𝑗𝑁 𝑡−2𝑁 = 1, (0.10)′

and (0.11) by

(−1)𝑗1𝑡21 + ⋅ ⋅ ⋅+ (−1)𝑗𝑁 𝑡2𝑁 = 1. (0.11)′

The condition (0.12) of the involved weight functions is modified into

𝜗(𝑋1 + ⋅ ⋅ ⋅+𝑋𝑁 ) ≲ 𝜗𝑗1,1(𝑡1𝑋1) ⋅ ⋅ ⋅𝜗𝑗𝑁 ,𝑁 (𝑡𝑁𝑋𝑁 ),

𝜔(𝑋1 + ⋅ ⋅ ⋅+𝑋𝑁 ) ≲ 𝜔𝑗1,1(𝑡1𝑋1) ⋅ ⋅ ⋅𝜔𝑗𝑁 ,𝑁 (𝑡𝑁𝑋𝑁 ),
(0.12)′

where

𝜔0,𝑘(𝑋) = 𝜗1,𝑘(𝑋) = 𝜔𝑘(𝑋), 𝜗0,𝑘(𝑋) = 𝜔1,𝑘(𝑋) = 𝜗𝑘(𝑋). (0.13)′

With these conditions we shall essentially prove estimates of the form

∥𝑎1,𝑡1 ∗ ⋅ ⋅ ⋅ ∗ 𝑎𝑁,𝑡𝑁∥𝑠𝑤𝑟 (1/𝜔,𝜗) ≤ 𝐶𝑑∥𝑎1∥𝑠𝑤𝑝1(1/𝜔1,𝜗1) ⋅ ⋅ ⋅ ∥𝑎𝑁∥𝑠𝑤𝑝𝑁 (1/𝜔𝑁 ,𝜗𝑁 ), (0.14)′

and

∥𝑎1,𝑡1 ⋅ ⋅ ⋅ 𝑎𝑁,𝑡𝑁∥𝑠𝑤𝑟 (1/𝜔,𝜗) ≤ 𝐶𝑑∥𝑎1∥𝑠𝑤𝑝1(1/𝜔1,𝜗1) ⋅ ⋅ ⋅ ∥𝑎𝑁∥𝑠𝑤𝑝𝑁 (1/𝜔𝑁 ,𝜗𝑁 ). (0.15)′

Here and in what follows we let 𝑎𝑠 and 𝑏𝑡 be given by 𝑎𝑠 = 𝑎(𝑡 ⋅ ) and 𝑏𝑡 = 𝑏(𝑡 ⋅ )
when 𝑎, 𝑏 ∈ 𝒮 ′1/2 and 𝑡 ∈ R ∖ 0, and 𝑎𝑗,𝑡 be given by 𝑎𝑗,𝑡 = 𝑎𝑗(𝑡 ⋅ ) when 𝑎𝑗 ∈ 𝒮 ′1/2,
𝑗 ∈ N, and 𝑡 ∈ R ∖ 0.
Theorem 0.3′. Let 𝑝1, . . . , 𝑝𝑁 , 𝑟 ∈ [1,∞] satisfy (0.9)′, and let 𝑡1, . . . , 𝑡𝑁 ∈ R ∖
0 satisfy (0.10)′, for some choices of 𝑗1, . . . , 𝑗𝑁 ∈ {0, 1}. Also let 𝜔, 𝜔𝑗, 𝜗, 𝜗𝑗 ∈
P𝐸(R

2𝑑) for 𝑗 = 1, . . . , 𝑁 satisfy (0.12)′ and (0.13)′.
Then the map (𝑎1, . . . , 𝑎𝑁 ) → 𝑎1,𝑡1∗⋅ ⋅ ⋅∗𝑎𝑁,𝑡𝑁 on 𝒮1/2(R2𝑑), extends uniquely

to a continuous mapping from

𝑠𝑤𝑝1(1/𝜔1, 𝜗1)× ⋅ ⋅ ⋅ × 𝑠𝑤𝑝𝑁 (1/𝜔𝑁 , 𝜗𝑁 )

to 𝑠𝑤𝑟 (1/𝜔, 𝜗). Furthermore, (0.14)′ holds for some constant

𝐶 = 𝐶𝑁0 ∣𝑡1∣−2/𝑝1 ⋅ ⋅ ⋅ ∣𝑡𝑁 ∣−2/𝑝𝑁 ,
where 𝐶0 is independent of 𝑎1 ∈ 𝑠𝑤𝑝1(1/𝜔1, 𝜗1), . . . ,𝑎𝑁 ∈ 𝑠𝑤𝑝𝑁 (1/𝜔𝑁 , 𝜗𝑁 ), 𝑡1, . . . , 𝑡𝑁
and 𝑑.

Moreover, Op𝑤(𝑎1,𝑡1 ∗⋅ ⋅ ⋅∗𝑎𝑁,𝑡𝑁 ) ≥ 0 when Op𝑤(𝑎𝑗) ≥ 0 for each 1 ≤ 𝑗 ≤ 𝑁 .

Theorem 0.4′. Let 𝑝1, . . . , 𝑝𝑁 , 𝑟 ∈ [1,∞] satisfy (0.9)′, and let 𝑡1, . . . , 𝑡𝑁 ∈ R ∖
0 satisfy (0.11)′, for some choices of 𝑗1, . . . , 𝑗𝑁 ∈ {0, 1}. Also let 𝜔, 𝜔𝑗, 𝜗, 𝜗𝑗 ∈
P𝐸(R

2𝑑) for 𝑗 = 1, . . . , 𝑁 satisfy (0.12)′ and (0.13)′.
Then the map (𝑎1, . . . , 𝑎𝑁 ) → 𝑎1,𝑡1 ⋅ ⋅ ⋅ 𝑎𝑁,𝑡𝑁 on 𝒮1/2(R2𝑑), extends uniquely

to a continuous mapping from

𝑠𝑤𝑝1(1/𝜔1, 𝜗1)× ⋅ ⋅ ⋅ × 𝑠𝑤𝑝𝑁 (1/𝜔𝑁 , 𝜗𝑁 )

to 𝑠𝑤𝑟 (1/𝜔, 𝜗). Furthermore, (0.15)′ holds for some constant

𝐶 = 𝐶𝑁0 ∣𝑡1∣−2/𝑝
′
1 ⋅ ⋅ ⋅ ∣𝑡𝑁 ∣−2/𝑝′𝑁 ,
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where 𝐶0 is independent of 𝑎1 ∈ 𝑠𝑤𝑝1(1/𝜔1, 𝜗1), . . . ,𝑎𝑁 ∈ 𝑠𝑤𝑝𝑁 (1/𝜔𝑁 , 𝜗𝑁 ), 𝑡1, . . . , 𝑡𝑁
and 𝑑.

We need some preparations for the proofs. First we observe that the roles
of multiplications and convolutions are essentially interchanged on the symplectic
Fourier transform side, because

F𝜎(𝑎1 ∗ ⋅ ⋅ ⋅ ∗ 𝑎𝑁 ) = 𝜋𝑑𝑁 (F𝜎𝑎1) ⋅ ⋅ ⋅ (F𝜎𝑎𝑁 ), (5.1)

holds when 𝑎1, . . . , 𝑎𝑁 ∈ 𝒮1/2(R2𝑑). Hence it follows immediately from Lemma 1.3
and Proposition 4.3 that Theorems 0.3′ and 0.4′ are equivalent to the following
two propositions. Here the condition (0.13)′ should be replaced by

𝜔0,𝑘(𝑋) = 𝜗1,𝑘(−𝑋) = 𝜔𝑘(𝑋), 𝜗0,𝑘(𝑋) = 𝜔1,𝑘(−𝑋) = 𝜗𝑘(𝑋). (5.2)

We also recall that 𝑎 ∈ 𝒮 ′𝑠,+(R2𝑑), 𝑠 ≥ 1/2, if and only if the operator 𝐴𝑎 is
positive semi-definite (cf. Proposition 1.4).

Proposition 5.1. Let 𝑝1, . . . , 𝑝𝑁 , 𝑟 ∈ [1,∞] satisfy (0.9)′, and let 𝑡1, . . . , 𝑡𝑁 ∈ R ∖
0 satisfy (0.10)′, for some choices of 𝑗1, . . . , 𝑗𝑁 ∈ {0, 1}. Also let 𝜔, 𝜔𝑗, 𝜗, 𝜗𝑗 ∈
P𝐸(R

2𝑑) for 𝑗 = 1, . . . , 𝑁 satisfy (0.12)′ and (5.2). Then the continuity assertions
in Theorem 0.3 ′ hold after the 𝑠𝑤𝑝 spaces have been replaced by 𝑠𝐴𝑝 spaces.

Proposition 5.2. Let 𝑝1, . . . , 𝑝𝑁 , 𝑟 ∈ [1,∞] satisfy (0.9)′, and let 𝑡1, . . . , 𝑡𝑁 ∈ R ∖
0 satisfy (0.11), for some choices of 𝑗1, . . . , 𝑗𝑁 ∈ {0, 1}. Also let 𝜔, 𝜔𝑗, 𝜗, 𝜗𝑗 ∈
P𝐸(R

2𝑑) for 𝑗 = 1, . . . , 𝑁 satisfy (0.12)′ and (5.2). Then the continuity assertions
in Theorem 0.4 ′ hold after the 𝑠𝑤𝑝 spaces have been replaced by 𝑠𝐴𝑝 spaces.

Moreover, if 𝑠 > 1/2 and 𝑎𝑗 ∈ 𝒮 ′𝑠,+(R2𝑑) ∩ 𝑠𝐴𝑝𝑗 (1/𝜔𝑗, 𝜗𝑗) for every 𝑗 =

1, . . . , 𝑁 , then 𝑎1,𝑡1 ⋅ ⋅ ⋅𝑎𝑁,𝑡𝑁 ∈ 𝒮 ′𝑠,+(R2𝑑) ∩ 𝑠𝐴𝑟 (1/𝜔, 𝜗).

When proving Propositions 5.1 and 5.2 we need some technical lemmas, and
start with the following classification of Hilbert modulation spaces.

Lemma 5.3. Let 𝜔 ∈ P𝐸(R
4𝑑) be such that 𝜔(𝑥, 𝑦, 𝜉, 𝜂) = 𝜔(𝑥, 𝜉), 𝜙 ∈ 𝒮1/2(R𝑑)∖0

and let 𝐹 ∈ 𝒮 ′1/2(R2𝑑). Then 𝐹 ∈𝑀2
(𝜔), if and only if

∥𝐹∥ ≡
( ∫∫∫

∣𝑉𝜙(𝐹 ( ⋅ , 𝑦))(𝑥, 𝜉)𝜔(𝑥, 𝜉)∣2 𝑑𝑥𝑑𝑦𝑑𝜉
)1/2

<∞. (5.3)

Furthermore, 𝐹 → ∥𝐹∥ in (5.3) defines a norm which is equivalent to any 𝑀2
(𝜔)

norm.

Proof. We may assume that ∥𝜙∥𝐿2 = 1. Let Φ = 𝜙⊗ 𝜙, and let F1𝐹 denotes the
partial Fourier transform of 𝐹 (𝑥, 𝑦) with respect to the 𝑥 variable. By Parseval’s
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formula we get

∥𝐹∥2𝑀2
(𝜔)

=

∫∫∫∫
∣(𝑉Φ𝐹 )(𝑥, 𝑦, 𝜉, 𝜂)𝜔(𝑥, 𝜉)∣2 𝑑𝑥𝑑𝑦𝑑𝜉𝑑𝜂

=

∫∫ (∫∫
∣(F(

𝐹 Φ( ⋅ − (𝑥, 𝑦))
)
(𝜉, 𝜂)𝜔(𝑥, 𝜉)∣2 𝑑𝑦𝑑𝜂

)
𝑑𝑥𝑑𝜉

=

∫∫ (∫∫
∣(F1

(
𝐹 ( ⋅ , 𝑧)𝜙( ⋅ − 𝑥)

)
(𝜉)𝜙(𝑧 − 𝑦)𝜔(𝑥, 𝜉)∣2 𝑑𝑦𝑑𝑧

)
𝑑𝑥𝑑𝜉

=

∫∫ (∫
∣(F1

(
𝐹 ( ⋅ , 𝑧)𝜙( ⋅ − 𝑥)

)
(𝜉)𝜔(𝑥, 𝜉)∣2 𝑑𝑧

)
𝑑𝑥𝑑𝜉 = ∥𝐹∥,

where the right-hand side is the same as ∥𝐹∥ in (5.3). The proof is complete. □

We omit the proof of the next lemma, since the result follows immediately
from [44, Lemma 3.2], and the fact that 𝒮1/2 ↪→ S .

Lemma 5.4. Let 𝑠, 𝑡 ∈ R be such that (−1)𝑗𝑠−2 + (−1)𝑘𝑡−2 = 1, for some choice
of 𝑗, 𝑘 ∈ {0, 1}, and that 𝑎, 𝑏 ∈ 𝒮1/2(R2𝑑). Also let 𝑇𝑗,𝑧 for 𝑗 ∈ {0, 1} and 𝑧 ∈ R𝑑

be the operator on 𝒮1/2(R2𝑑), defined by the formula

(𝑇0,𝑧𝑈)(𝑥, 𝑦) = (𝑇1,𝑧𝑈)(𝑦, 𝑥) = 𝑈(𝑥− 𝑧, 𝑦 + 𝑧), 𝑈 ∈ 𝒮1/2(R2𝑑).

Then

𝐴(𝑎(𝑠 ⋅ ) ∗ 𝑏(𝑡 ⋅ )) = (2𝜋)𝑑/2∣𝑠𝑡∣−𝑑
∫
(𝑇𝑗,𝑠𝑧(𝐴𝑎))(𝑠

−1 ⋅ )(𝑇𝑘,−𝑡𝑧(𝐴𝑏))(𝑡−1 ⋅ ) 𝑑𝑧. (5.4)

We note that for the involved spaces in Theorems 0.3′ and 0.4′, and Propo-
sitions 5.1 and 5.2 we have

𝑠𝐴𝑝 (1/𝜔, 𝜗) ↪→ 𝑠𝐴𝑝 (R
2𝑑) ↪→ 𝑠𝐴𝑝 (𝜔, 1/𝜗), when 𝜔, 𝜗 ≥ 𝑐, (5.5)

for some constant 𝑐 > 0, and similarly when 𝑠𝐴𝑝 is replaced by 𝑠𝑤𝑝 . This is an

immediate consequence of Remark 4.4 (4) and the embeddings 𝑀2,2
(𝜔) ↪→ 𝑀2,2 =

𝐿2 ↪→ 𝑀2,2
(1/𝜔) which are valid when 𝜔 is bounded from below. In particular, if

𝐶𝐵(R
𝑑) denotes the set of all continuous functions on R𝑑, vanishing at infinity,

then

𝑠𝐴1 (1/𝜔, 𝜗) ↪→ 𝑠𝐴1 (R
2𝑑) ↪→ 𝐶𝐵(R

2𝑑) ∩F𝐶𝐵(R
2𝑑) ∩ 𝐿2(R2𝑑),

when 𝜔, 𝜗 ≥ 𝑐,
(5.6)

and similarly when 𝑠𝐴1 is replaced by 𝑠𝑤1 . Here the latter embedding follows from
Propositions 1.5 and 1.9 in [45].

Proof of Proposition 5.1 in the case 𝑁 = 2. We only consider the case 𝑗1 = 1 and
𝑗2 = 0, i.e., 𝑡−2 − 𝑠−2 = 1 when 𝑡1 = 𝑠 and 𝑡2 = 𝑡. The other cases follow by
similar arguments and are left for the reader. We start to prove the theorem in
the case 𝑝1 = 𝑝2 = 𝑟 = 1. By Propositions 4.6, 4.7 and a simple argument of
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approximations, it follows that we may assume that 𝑎1 = 𝑢 and 𝑎2 = 𝑣 are rank
one elements in 𝒮1/2 and satisfy

∥𝑢∥𝑠𝐴1 (1/𝜔1,𝜗1) ≤ 𝐶 and ∥𝑣∥𝑠𝐴1 (1/𝜔2,𝜗2) ≤ 𝐶,

for some constant 𝐶. Then 𝐴𝑢 = 𝑓1 ⊗ 𝑓2, 𝐴𝑣 = 𝑔1 ⊗ 𝑔2 and

∥𝑓1∥𝑀2
(𝜗1)
∥𝑓2∥𝑀2

(𝜔1)
≲ ∥𝑢∥𝑠𝐴1 (1/𝜔1,𝜗1), ∥𝑔1∥𝑀2

(𝜗2)
∥𝑔2∥𝑀2

(𝜔2)
≲ ∥𝑣∥𝑠𝐴1 (1/𝜔2,𝜗2),

for some vectors 𝑓1, 𝑓2, 𝑔1, 𝑔2 ∈ 𝒮1/2 such that

∥𝑓1∥𝑀2
(𝜗1)

≤ 𝐶, ∥𝑓2∥𝑀2
(𝜔1)

≤ 𝐶, ∥𝑔1∥𝑀2
(𝜗2)

≤ 𝐶, ∥𝑔2∥𝑀2
(𝜔2)

≤ 𝐶,

for some constant 𝐶 > 0.

Set

𝐹 (𝑥, 𝑧) = 𝑓2(𝑥/𝑠+ 𝑠𝑧)𝑔1(𝑥/𝑡+ 𝑡𝑧), 𝐺(𝑦, 𝑧) = 𝑓1(𝑦/𝑠− 𝑠𝑧)𝑔2(𝑦/𝑡− 𝑡𝑧).

It follows from (5.4) that

𝐴(𝑢𝑠 ∗ 𝑣𝑡)(𝑥, 𝑦) = (2𝜋)𝑑/2∣𝑠𝑡∣−𝑑
∫

𝐹 (𝑥, 𝑧)𝐺(𝑦, 𝑧)𝑑𝑧.

This implies that

∥𝑢𝑠 ∗ 𝑣𝑡∥𝑠𝐴1 (1/𝜔,𝜗) ≲ ∣𝑠𝑡∣−𝑑
∫
∥𝐹 ( ⋅ , 𝑧)∥𝑀2

(𝜗)
∥𝐺( ⋅ , 𝑧)∥𝑀2

(𝜔)
𝑑𝑧

≲ ∣𝑠𝑡∣−𝑑𝐼1 ⋅ 𝐼2, (5.7)

where

𝐼1 =
( ∫∫∫

∣𝑉𝜙(𝐹 ( ⋅ , 𝑧))(𝑥, 𝜉)𝜗(𝑥, 𝜉)∣2 𝑑𝑥𝑑𝑧𝑑𝜉
)1/2

𝐼2 =
( ∫∫∫

∣𝑉𝜙(𝐺( ⋅ , 𝑧))(𝑥, 𝜉)𝜔(𝑥, 𝜉)∣2 𝑑𝑥𝑑𝑧𝑑𝜉
)1/2

,

(5.8)

for some 𝜙 ∈ 𝒮1/2(R𝑑) ∖ 0. Hence, 𝐼1 ≲ ∥𝐹∥𝑀2
(𝜗0)

and 𝐼2 ≲ ∥𝐺∥𝑀2
(𝜔0)

by Lemma

5.3, when 𝜔0(𝑥, 𝑦, 𝜉, 𝜂) = 𝜔(𝑥, 𝜉) and 𝜗0(𝑥, 𝑦, 𝜉, 𝜂) = 𝜗(𝑥, 𝜉).

We need to estimate ∥𝐹∥𝑀2
(𝜗0)

and ∥𝐺∥𝑀2
(𝜔0)

. In order to estimate ∥𝐹∥𝑀2
(𝜗0)

we choose the window function Φ ∈ 𝒮1/2(R2𝑑) as

Φ(𝑥, 𝑧) = 𝜙(𝑥/𝑠+ 𝑠𝑧)𝜙(𝑥/𝑡+ 𝑡𝑧),

for some real-valued 𝜙 ∈ 𝒮1/2(R𝑑). By taking (𝑥1/𝑠+ 𝑠𝑧1, 𝑥1/𝑡+ 𝑡𝑧1) as new vari-

ables when evaluating 𝑉Φ𝐹 , and using 𝑡−2− 𝑠−2 = 1, it follows by straightforward
computations that

𝑉Φ𝐹 (𝑥, 𝑧, 𝜉, 𝜁) = (2𝜋)−𝑑
∫∫

𝐹 (𝑥1, 𝑧1)Φ(𝑥1 − 𝑥, 𝑧1 − 𝑧)𝑒−𝑖⟨𝑥1,𝜉⟩−𝑖⟨𝑧1,𝜁⟩ 𝑑𝑥1𝑑𝑧1

= ∣𝑠𝑡∣−𝑑𝑉𝜙𝑓2(𝑠−1𝑥+ 𝑠𝑧, 𝑠−1𝜉 − (𝑠𝑡2)−1𝜁)𝑉𝜙𝑔1(𝑡−1𝑥+ 𝑡𝑧, 𝑡−1𝜉 − (𝑠2𝑡)−1𝜁).
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Furthermore, by (0.12), (5.2) and the fact that 𝑡−2 − 𝑠−2 = 1, we obtain

𝜗(𝑥, 𝜉) = 𝜗
(
(𝑡−2𝑥+ 𝑧)− (𝑠−2𝑥+ 𝑧), (𝑡−2𝜉 − (𝑠𝑡)−2𝜁)− (𝑠−2𝜉 − (𝑠𝑡)−2𝜁)

)
≲ 𝜔1(𝑠

−1𝑥+ 𝑠𝑧, 𝑠−1𝜉 − (𝑠𝑡2)−1𝜁)𝜗2(𝑡−1𝑥+ 𝑡𝑧, 𝑡−1𝜉 − (𝑠2𝑡)−1𝜁)

A combination of these relations now gives

∣𝑉Φ𝐹 (𝑥, 𝑧, 𝜉, 𝜁)𝜗(𝑥, 𝜉)∣ ≲ ∣𝑠𝑡∣−𝑑𝐽1 ⋅ 𝐽2, (5.9)

where

𝐽1 = ∣𝑉𝜙𝑓2(𝑠−1𝑥+ 𝑠𝑧, 𝑠−1𝜉 − (𝑠𝑡2)−1𝜁)𝜔1(𝑠−1𝑥+ 𝑠𝑧, 𝑠−1𝜉 − (𝑠𝑡2)−1𝜁)∣
and

𝐽2 = ∣𝑉𝜙𝑔1(𝑡−1𝑥+ 𝑡𝑧, 𝑡−1𝜉 − (𝑠2𝑡)−1𝜁)𝜗2(𝑡−1𝑥+ 𝑡𝑧, 𝑡−1𝜉 − (𝑠2𝑡)−1𝜁)∣.
By applying the 𝐿2 norm and taking

𝑠−1𝑥+ 𝑠𝑧, 𝑡−1𝑥+ 𝑡𝑧, 𝑠−1𝜉 − (𝑠𝑡2)−1𝜁, 𝑡−1𝜉 − (𝑠2𝑡)−1𝜁

as new variables of integration we get

∥𝐹∥𝑀2
(𝜗)

≲ ∣𝑠𝑡∣−2𝑑∥𝑓2∥𝑀2
(𝜔1)
∥𝑔1∥𝑀2

(𝜗2)
. (5.10)

By similar computations it also follows that

∥𝐺∥𝑀2
(𝜔)

≲ ∣𝑠𝑡∣−2𝑑∥𝑓1∥𝑀2
(𝜗1)
∥𝑔2∥𝑀2

(𝜔2)
. (5.11)

Hence, a combination of Proposition 4.6, (5.7), (5.8), (5.10) and (5.11) gives

∥𝑢𝑠 ∗ 𝑣𝑡∥𝑠𝐴1 (1/𝜔,𝜗) ≲ ∣𝑠𝑡∣
−𝑑∥𝑓1∥𝑀2

(𝜗1)
∥𝑓2∥𝑀2

(𝜔1)
∥𝑔1∥𝑀2

(𝜗2)
∥𝑔2∥𝑀2

(𝜔2)

≲ ∣𝑠𝑡∣−𝑑∥𝑢∥𝑠𝐴1 (1/𝜔1,𝜗1)∥𝑣∥𝑠𝐴1 (1/𝜔2,𝜗2).

This proves the result in the case 𝑝1 = 𝑝2 = 𝑟 = 1.
Next we consider the case 𝑝1 = ∞, which implies that 𝑝2 = 1 and 𝑟 = ∞.

Let 𝑎 ∈ 𝑠𝐴∞(1/𝜔1, 𝜗1) and let 𝑏, 𝑐 ∈ 𝒮1/2(R2𝑑). Then

(𝑎𝑠 ∗ 𝑏𝑡, 𝑐) = ∣𝑠∣−4𝑑(𝑎, �̃�𝑡0 ∗ 𝑐𝑠0),
where �̃�(𝑋) = 𝑏(−𝑋), 𝑠0 = 1/𝑠 and 𝑡0 = 𝑡/𝑠. We claim that

∥�̃�𝑡0 ∗ 𝑐𝑠0∥𝑠𝐴1 (𝜔1,1/𝜗1) ≲ ∣𝑠2/𝑡∣2𝑑∥𝑏∥𝑠𝐴1 (1/𝜔2,𝜗2)∥𝑐∥𝑠𝐴1 (𝜔,1/𝜗) (5.12)

Admitting this for a while, it follows by duality, using Theorem 4.8 that

∥𝑎𝑠 ∗ 𝑏𝑡∥𝑠𝐴∞(1/𝜔,𝜗) ≲ ∣𝑠2/𝑡∣2𝑑𝑠−4𝑑∥𝑎∥𝑠𝐴∞(1/𝜔1,𝜗1)∥𝑏∥𝑠𝐴1 (1/𝜔2,𝜗2),

which gives (0.14). The result now follows in the case 𝑝1 = 𝑟 =∞ and 𝑝2 = 1 from
the fact that 𝒮1/2 is dense in 𝑠𝐴1 (1/𝜔2, 𝜗2). In the same way the result follows in
the case 𝑝2 = 𝑟 =∞ and 𝑝1 = 1.

For general 𝑝1, 𝑝2, 𝑟 ∈ [1,∞] the result follows by multi-linear interpolation,
using Theorem 4.4.1 in [2] and Remark 4.5 (3).
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It remains to prove (5.12) when 𝑏, 𝑐 ∈ 𝒮1/2(R2𝑑). The condition (0.10) is
invariant under the transformation (𝑡, 𝑠) → (𝑡0, 𝑠0) = (𝑡/𝑠, 1/𝑠). Let

�̃� = 1/𝜔1, 𝜗 = 1/𝜗1, �̃�1 = 1/𝜔,

𝜗1 = 1/𝜗, �̃�2 = 𝜗2 and 𝜗2 = 𝜔2.

If 𝑋1 = −(𝑋 + 𝑌 )/𝑠 and 𝑋2 = 𝑌/𝑠, then it follows that

𝜔(𝑋1 +𝑋2) ≲ 𝜗1(−𝑠𝑋1)𝜔2(𝑡𝑋2), 𝜗(𝑋1 +𝑋2) ≲ 𝜔1(−𝑠𝑋1)𝜗2(𝑡𝑋2),
is equivalent to

�̃�(𝑋 + 𝑌 ) ≲ 𝜗1(−𝑠0𝑋)�̃�2(𝑡0𝑌 ), 𝜗(𝑋 + 𝑌 ) ≲ �̃�1(−𝑠0𝑋)𝜗2(𝑡0𝑌 ).

Hence, the first part of the proof gives

∥�̃�𝑡0 ∗ 𝑐𝑠0∥𝑠𝐴1 (𝜔1,1/𝜗1) = ∥�̃�𝑡0 ∗ 𝑐𝑠0∥𝑠𝐴1 (1/�̃�,𝜗)
≲ ∣𝑠0𝑡0∣−2𝑑∥�̃�∥𝑠𝐴1 (1/�̃�2,𝜗2)

∥𝑐∥𝑠𝐴1 (1/�̃�1,𝜗1)

= ∣𝑠0𝑡0∣−2𝑑∥�̃�∥𝑠𝐴1 (1/𝜗2,𝜔2)∥𝑐∥𝑠𝐴1 (𝜔,1/𝜗)
= ∣𝑠0𝑡0∣−2𝑑∥𝑏∥𝑠𝐴1 (1/𝜔2,𝜗2)∥𝑐∥𝑠𝐴1 (𝜔,1/𝜗),

and (5.12) follows. The proof in the case 𝑁 = 2 is complete. □

We need the following lemma for the proof of Proposition 5.1 in the general
case.

Lemma 5.5. Let 𝜌, 𝑡1, . . . , 𝑡𝑁 ∈ R ∖ 0 fulfill (0.10)′ and 𝜌−2 + (−1)𝑗𝑁 𝑡−2𝑁 = 1. For
𝑡′𝑗 = 𝑡𝑗/𝜌 set

𝜔0(𝑋) = inf 𝜔𝑗1,1(𝑡
′
1𝑋1) ⋅ ⋅ ⋅𝜔𝑗𝑁−1,𝑁−1(𝑡

′
𝑁−1𝑋𝑁−1) and

𝜗0(𝑋) = inf 𝜗𝑗1,1(𝑡
′
1𝑋1) ⋅ ⋅ ⋅𝜗𝑗𝑁−1,𝑁−1(𝑡

′
𝑁−1𝑋𝑁−1),

where the infima are taken over all 𝑋1, . . . , 𝑋𝑁−1 such that 𝑋 = 𝑋1+ ⋅ ⋅ ⋅+𝑋𝑁−1.
Then the following is true:

(1) 𝜔0, 𝜗0 ∈ P𝐸(R
2𝑑);

(2) for each 𝑋1, . . . 𝑋𝑁−1 ∈ R2𝑑 it holds

𝜔0(𝑋1 + ⋅ ⋅ ⋅+𝑋𝑁−1) ≤ 𝜔𝑗1,1(𝑡
′
1𝑋1) ⋅ ⋅ ⋅𝜔𝑗𝑁−1,𝑁−1(𝑡

′
𝑁−1𝑋𝑁−1), and

𝜗0(𝑋1 + ⋅ ⋅ ⋅+𝑋𝑁−1) ≤ 𝜗𝑗1,1(𝑡
′
1𝑋1) ⋅ ⋅ ⋅𝜗𝑗𝑁−1,𝑁−1(𝑡

′
𝑁−1𝑋𝑁−1);

(3) for each 𝑋,𝑌 ∈ R2𝑑 it holds

𝜔(𝑋 + 𝑌 ) ≲ 𝜔0(𝜌𝑋)𝜔𝑁(𝑡𝑁𝑌 ) and 𝜗(𝑋 + 𝑌 ) ≲ 𝜗0(𝜌𝑋)𝜗𝑁 (𝑡𝑁𝑌 ).

Proof. The assertion (2) follows immediately from the definitions of 𝜔0 and 𝜗0,
and (3) is an immediate consequence of (0.12)′.
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In order to prove (1) we assume that 𝑋 = 𝑋1 + ⋅ ⋅ ⋅ + 𝑋𝑁−1. Since 𝜔𝑗1,1 ∈
P𝐸(R

2𝑑), it follows that

𝜔0(𝑋 + 𝑌 ) ≤ 𝜔𝑗1,1(𝑡
′
1(𝑋1 + 𝑌 )) ⋅ ⋅ ⋅𝜔𝑗𝑁−1,𝑁−1(𝑡

′
𝑁−1𝑋𝑁−1)

≤ 𝜔𝑗1,1(𝑡
′
1𝑋1) ⋅ ⋅ ⋅𝜔𝑗𝑁−1,𝑁−1(𝑡

′
𝑁−1𝑋𝑁−1)𝑣(𝑌 ),

for some 𝑣 ∈ P𝐸(R
2𝑑). By taking the infimum over all representations 𝑋 =

𝑋1 + ⋅ ⋅ ⋅ + 𝑋𝑁 , the latter inequality becomes 𝜔0(𝑋 + 𝑌 ) ≤ 𝜔0(𝑋)𝑣(𝑌 ). This
implies that 𝜔0 ∈ P𝐸(R

2𝑑), and in the same way it follows that 𝜗0 ∈ P𝐸(R
2𝑑).

The proof is complete. □

Proof of Proposition 5.1 for general 𝑁 . We may assume that 𝑁 > 2 and that the
proposition is already proved for lower values on 𝑁 . The condition on 𝑡𝑗 is that

𝑐1𝑡
−2
1 + ⋅ ⋅ ⋅+ 𝑐𝑁 𝑡

−2
𝑁 = 1, where 𝑐𝑗 ∈ {±1}. For symmetry reasons we may assume

that 𝑐1𝑡
−2
1 + ⋅ ⋅ ⋅+ 𝑐𝑁−1𝑡−2𝑁−1 = 𝜌−2, where 𝜌 > 0. Let 𝑡′𝑗 = 𝑡𝑗/𝜌, 𝜔0 and 𝜗0 be the

same as in Lemma 5.5, and let 𝑟1 ∈ [1,∞] be such that 1/𝑟1 + 1/𝑝𝑁 = 1 + 1/𝑟.

Then 𝑐1(𝑡
′
1)
−2

+ ⋅ ⋅ ⋅+ 𝑐𝑁−1(𝑡′𝑁−1)
−2

= 1, 𝑟1 ≥ 1 since 𝑝𝑁 ≤ 𝑟, and

1/𝑝1 + ⋅ ⋅ ⋅+ 1/𝑝𝑁−1 = 𝑁 − 2 + 1/𝑟1.

By the induction hypothesis and Lemma 5.5 (2) it follows that

𝑏 = 𝑎1,𝑡′1 ∗ ⋅ ⋅ ⋅ ∗ 𝑎𝑁−1,𝑡′𝑁−1
= 𝜌𝑑(2𝑁−4)(𝑎1,𝑡1 ∗ ⋅ ⋅ ⋅ ∗ 𝑎𝑁−1,𝑡𝑁−1)(⋅/𝜌)

makes sense as an element in 𝑠𝐴𝑟1(1/𝜔0, 𝜗0), and

∥𝑏∥𝑠𝐴𝑟1(1/𝜔0,𝜗0) ≲
𝑁−1∏
𝑗=1

∣𝑡′𝑗 ∣−2𝑑/𝑝𝑗∥𝑎∥𝑠𝐴𝑝𝑗 (1/𝜔𝑗 ,𝜗𝑗).

Since 1/𝑟1+1/𝑝𝑁 = 1+1/𝑟, it follows from Lemma 5.5 (3) that 𝑏𝜌 ∗ 𝑎𝑁,𝑡𝑁 makes
sense as an element in 𝑠𝐴𝑟 (1/𝜔, 𝜗), and

∥(𝑎1,𝑡1 ∗ ⋅ ⋅ ⋅ ∗ 𝑎𝑁−1,𝑡𝑁−1) ∗ 𝑎𝑁,𝑡𝑁∥𝑠𝐴𝑟 (1/𝜔,𝜗) = 𝜌−𝑑(2𝑁−4)∥𝑏𝜌 ∗ 𝑎𝑁,𝑡𝑁∥𝑠𝐴𝑟 (1/𝜔,𝜗)
≤ 𝐶1∥𝑎1∥𝑠𝐴𝑝1(1/𝜔1,𝜗1) ⋅ ⋅ ⋅ ∥𝑎𝑁∥𝑠𝐴𝑝𝑁 (1/𝜔𝑁 ,𝜗𝑁 ),

where

𝐶1 ≍ 𝜌𝑑(4−2𝑁−2/𝑟1)∣𝑡𝑁 ∣−2𝑑/𝑝𝑁
𝑁−1∏
𝑗=1

∣𝑡′𝑗 ∣−2𝑑/𝑝𝑗 =
𝑁∏
𝑗=1

∣𝑡𝑗 ∣−2𝑑/𝑝𝑗 .

This proves the extension assertions. The uniqueness as well as the symmetry
assertions follow from the facts that 𝒮1/2 is dense in 𝑠𝐴𝑝 when 𝑝 <∞ and dense in

𝑠𝐴∞ with respect to the weak∗ topology, and that at most one 𝑝𝑗 is equal to infinity
due to the Young condition. The proof is complete. □

Proof of Proposition 5.2. The continuity assertions follow by combining Proposi-
tion 4.3, Proposition 5.1 and (5.1).

When verifying the positivity statement we may argue by induction as in
the proof of Proposition 5.1. This together with Proposition 1.4 and some simple
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arguments of approximation shows that it suffices to prove that 𝑎𝑠𝑏𝑡 is positive
semi-definite when ±𝑠2 ± 𝑡2 = 1, 𝑠𝑡 ∕= 0, and 𝑎, 𝑏 ∈ 𝒮1/2(R2𝑑) are 𝜎-positive
rank-one element.

For any 𝑈 ∈ 𝒮1/2(R2𝑑) we set

𝑈0,𝑧(𝑥, 𝑦) = 𝑈1,𝑧(−𝑦,−𝑥) = 𝑈(𝑥+ 𝑧, 𝑦 + 𝑧).

Then Lemmas 1.3 and 5.4 give

𝐴(𝑎𝑠𝑏𝑡)(𝑥, 𝑦) = (2/𝜋)𝑑/2∣𝑠𝑡∣−𝑑
∫
(𝐴𝑎)𝑗,𝑧/𝑠(𝑠𝑥, 𝑠𝑦)(𝐴𝑏)𝑘,−𝑧/𝑡(𝑡𝑥, 𝑡𝑦) 𝑑𝑧,

for some choice of 𝑗, 𝑘 ∈ {0, 1}. Since 𝑎, 𝑏 ∈ 𝐶+ are rank-one elements, it follows

that the integrand is of the form 𝜙𝑧(𝑥) ⊗ 𝜙𝑧(𝑦) in all these cases. Consequently,
𝐴(𝑎𝑠𝑏𝑡) is a positive semi-definite operator. □

Remark 5.6. We note that the arguments and conclusions in Remark 5.7 in [51]
holds after P has been replaced by P𝐸 .

6. Some consequences

In this section we explain some consequences of the results in previous section.
We omit the proofs since they are the same as corresponding results in Section 6
in [51], after the weight class P has been replaced by P𝐸 . It follows for example
from Proposition 5.2, that 𝑠𝐴1 (1/𝑣, 𝑣) is stable under composition with odd entire
analytic functions, when 𝑣 is submultiplicative,

Thereafter we explain how the definition of Toeplitz operators can be ex-
tended to include appropriate dilations of 𝑠𝑤𝑝 as permitted Toeplitz symbols.

We start by considering compositions of elements in 𝑠𝐴1 (1/𝑣, 𝑣) with ana-
lytic functions. In these considerations we restrict ourself to the case when 𝑣 =
𝑣 ∈ P𝐸(R

2𝑑) is submultiplicative. We note that each element in 𝑠𝐴1 (1/𝑣, 𝑣)
is a continuous function which turns to zero at infinity, since (5.6) shows that
𝑠𝐴1 (1/𝑣, 𝑣) ↪→ 𝐶𝐵(R

2𝑑).
A part of these investigations concerns 𝜎-positive functions and distributions,

and it is convenient to let 𝐶+(R
2𝑑) denote the set of all continuous functions on

R2𝑑, which are 𝜎-positive (cf. [44]).
It follows that any product of odd numbers of elements in 𝑠𝐴1 (1/𝑣, 𝑣) are

again in 𝑠𝐴1 (1/𝑣, 𝑣). In fact, assume that 𝑎1, . . . , 𝑎𝑁 ∈ 𝑠𝐴1 (1/𝑣, 𝑣), ∣𝛼∣ is odd, and
that 𝑡𝑗 = 1. Then it follows from Theorem 5.2 that 𝑎𝛼1

1 ⋅ ⋅ ⋅ 𝑎𝛼𝑁

𝑁 ∈ 𝑠𝐴1 (1/𝑣, 𝑣), and

∥𝑎𝛼1
1 ⋅ ⋅ ⋅𝑎𝛼𝑁

𝑁 ∥𝑠𝐴1 (1/𝑣,𝑣) ≤ 𝐶
𝑑∣𝛼∣
0

∏
∥𝑎𝑗∥𝛼𝑗

𝑠𝐴1 (1/𝑣,𝑣)
, (6.1)

for some constant 𝐶0 which is independent of 𝛼 and 𝑑.
Furthermore, if in addition 𝑎1, . . . , 𝑎𝑁 are 𝜎-positive, then the same is true

for 𝑎𝛼1
1 ⋅ ⋅ ⋅ 𝑎𝛼𝑁

𝑁 . The following result is an immediate consequence of these obser-
vations.
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Proposition 6.1. Let 𝑎1, . . . , 𝑎𝑁 ∈ 𝑠𝐴1 (1/𝑣, 𝑣), where 𝑣 = 𝑣 ∈ P𝐸(R
2𝑑) is submul-

tiplicative, 𝐶0 is the same as in (6.1), and let 𝑅1, . . . , 𝑅𝑁 > 0. Also let 𝑓, 𝑔 be odd
analytic functions from the polydisc

{ 𝑧 ∈ C𝑁 ; ∣𝑧𝑗 ∣ < 𝐶0𝑅𝑗 }
to C, with expansions

𝑓(𝑧) =
∑
𝛼

𝑐𝛼𝑧
𝛼 and 𝑔(𝑧) =

∑
𝛼

∣𝑐𝛼∣𝑧𝛼.

Then 𝑓(𝑎) = 𝑓(𝑎1, . . . , 𝑎𝑁) is well defined and belongs to 𝑠𝐴1 (1/𝑣, 𝑣), and

∥𝑓(𝑎)∥𝑠𝐴1 (1/𝑣,𝑣) ≤ 𝑔(𝐶0∥𝑎1∥𝑠𝐴1 (1/𝑣,𝑣), . . . , 𝐶0∥𝑎𝑁∥𝑠𝐴1 (1/𝑣,𝑣)).
If in addition 𝑎1, . . . , 𝑎𝑁 ∈ 𝐶+(R

2𝑑), then 𝑔(𝑎) ∈ 𝐶+(R
2𝑑).

For rank one elements we also have the following generalization of [44, Propo-
sition 4.10].

Proposition 6.2. Let 𝑣, 𝑣1 ∈ P𝐸(R
2𝑑) are even, submultiplicative and fulfill 𝑣1 =

𝑣( ⋅ /√2 ). Also let 𝑢 ∈ 𝑠𝑤∞(1/𝜔, 𝜔) be an element of rank one, and let 𝑎(𝑋) =

∣𝑢(𝑋/
√
2)∣2. Then 𝑎 ∈ 𝑠𝑤1 (1/𝑣1, 𝑣1), and Op𝑤(𝑎) ≥ 0.

We finish the section by applying our results on Toeplitz operators (cf. (1.22)).
The following result, parallel to Theorems 3.1 and 3.5 in [53], generalizes [46,
Proposition 4.5].

Theorem 6.3. Let 𝑝 ∈ [1,∞] and 𝜔, 𝜔0, 𝜗, 𝜗𝑗 ∈ P𝐸(R
2𝑑) for 𝑗 = 0, 1, 2 be such

that

𝜔(𝑋1 −𝑋2) ≲ 𝜔0(
√
2𝑋1)𝜗2(𝑋2), 𝜗(𝑋1 −𝑋2) ≲ 𝜗0(

√
2𝑋1)𝜗1(𝑋2).

Then the definition of Tpℎ1,ℎ2
(𝑎) extends uniquely to each 𝑎 ∈ 𝒮 ′1/2(R2𝑑) and

ℎ𝑗 ∈𝑀2
(𝜗𝑗)

for 𝑗 = 1, 2 such that 𝑏 = 𝑎(
√
2 ⋅ ) ∈ 𝑠𝑤𝑝 (1/𝜔0, 𝜗0), and

∥Tpℎ1,ℎ2
(𝑎)∥I𝑝(𝑀2

(1/𝜔)
,𝑀2

(𝜗)
) ≲ ∥𝑎(

√
2 ⋅ )∥𝑠𝑤𝑝 (1/𝜔0,𝜗0)∥ℎ1∥𝑀2

(𝜗1)
∥ℎ2∥𝑀2

(𝜗2)
.

Furthermore, if ℎ1 = ℎ2 and Op𝑤(𝑏) ≥ 0, then Tpℎ1,ℎ2
(𝑎) ≥ 0.

Proof. Since 𝑊ℎ2,ℎ1 ∈ 𝑠𝑤1 (1/𝜗1, 𝜗2), the result is an immediate consequence of
(1.23) and Theorem 0.3. □
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Appendix

In this appendix we prove basic results for pseudo-differential operators with sym-
bols in modulation spaces, where the corresponding weights belong to P𝐸 . The
arguments are in general similar as corresponding results in [47, 50].

The continuity results that we are focused on are especially Theorems A.1–
A.3. Here Theorem A.1 is the extension of Feichtinger–Gröchenig’s kernel theorem
for modulation spaces with weights in P𝐸 . This result corresponds to Schwartz
kernel theorem in distribution theory. The second result (Theorem A.2) concerns
pseudo-differential operators with symbols in modulation spaces, which act on
modulation spaces. Theorem A.3 gives necessary and sufficient conditions on sym-
bols such that corresponding pseudo-differential operators are Schatten–von Neu-
mann operators of certain degrees. Finally in Propositions A.4 and A.5 we establish
preparatory results on Wigner distributions and pseudo-differential calculus in the
context of modulation space theory.

Before stating the results we recall same facts on distribution kernels to
linear operators in the background of Gelfand–Shilov spaces. Let 𝑠 ≥ 1/2 and let
𝐾 ∈ 𝒮 ′𝑠(R𝑑1+𝑑2). Then 𝐾 gives rise to a linear and continuous operator 𝑇 = 𝑇𝐾
from 𝒮𝑠(R𝑑1) to 𝒮 ′𝑠(R𝑑2), defined by the formula

𝑇𝑓(𝑥) = ⟨𝐾(𝑥, ⋅ ), 𝑓⟩, (A.1)

which should be interpreted as (1.9) when 𝑓 ∈ 𝒮𝑠(R𝑑1) and 𝑔 ∈ 𝒮𝑠(R𝑑2).

Before establishing the corresponding result for modulation with weights in
P𝐸 , we present appropriate conditions on the involved weights and Lebesgue
exponent. The involved weights are related to each others by the formulas

𝜔2(𝑥, 𝜉)

𝜔1(𝑦, 𝜂)
≲ 𝜔(𝑥, 𝑦, 𝜉,−𝜂), 𝑥, 𝜉 ∈ R2𝑑2 , 𝑦, 𝜂 ∈ R2𝑑1 (A.2)

or
𝜔2(𝑥, 𝜉)

𝜔1(𝑦, 𝜂)
≍ 𝜔(𝑥, 𝑦, 𝜉,−𝜂), 𝑥, 𝜉 ∈ R2𝑑2 , 𝑦, 𝜂 ∈ R2𝑑1 , (A.2)′

and

𝜔(𝑥, 𝑦, 𝜉, 𝜂) ≍ 𝜔0((1 − 𝑡)𝑥+ 𝑡𝑦, 𝑡𝜉 − (1− 𝑡)𝜂, 𝜉 + 𝜂, 𝑦 − 𝑥),

𝑥, 𝑦, 𝜉, 𝜂 ∈R𝑑, (A.3)

or equivalently,

𝜔0(𝑥, 𝜉, 𝜂, 𝑦) ≍ 𝜔(𝑥− 𝑡𝑦, 𝑥+ (1− 𝑡)𝑦, 𝜉 + (1− 𝑡)𝜂,−𝜉 + 𝑡𝜂),

𝑥, 𝑦, 𝜉, 𝜂 ∈R𝑑. (A.3)′

We note that (A.2) and (A.3) imply

𝜔2(𝑥, 𝜉)

𝜔1(𝑦, 𝜂)
≲ 𝜔0((1 − 𝑡)𝑥+ 𝑡𝑦, 𝑡𝜉 + (1− 𝑡)𝜂, 𝜉 − 𝜂, 𝑦 − 𝑥), (A.4)
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and that (A.2)′ and (A.3) imply

𝜔2(𝑥, 𝜉)

𝜔1(𝑦, 𝜂)
≍ 𝜔0((1 − 𝑡)𝑥+ 𝑡𝑦, 𝑡𝜉 + (1− 𝑡)𝜂, 𝜉 − 𝜂, 𝑦 − 𝑥), (A.4)′

The Lebesgue exponents of the modulation spaces should satisfy conditions
of the form

1/𝑝1 − 1/𝑝2 = 1/𝑞1 − 1/𝑞2 = 1− 1/𝑝− 1/𝑞, 𝑞 ≤ 𝑝2, 𝑞2 ≤ 𝑝, (A.5)

or
𝑝1 ≤ 𝑝 ≤ 𝑝2, 𝑞1 ≤ min(𝑝, 𝑝′) and 𝑞2 ≥ max(𝑝, 𝑝′). (A.6)

Theorem A.1. Let 𝑡 ∈ R, 𝜔𝑗 ∈ P𝐸(R
2𝑑𝑗 ) for 𝑗 = 1, 2 and 𝜔 ∈ P𝐸(R

2𝑑2+2𝑑1) be
such that (A.2)′ holds. Also let 𝑇 is a linear and continuous map from 𝒮1/2(R𝑑1)

to 𝒮 ′1/2(R𝑑2). Then the following conditions are equivalent:

(1) 𝑇 extends to a continuous mapping from 𝑀1
(𝜔1)

(R𝑑1) to 𝑀∞
(𝜔2)

(R𝑑2);

(2) there is a unique 𝐾 ∈ 𝑀∞
(𝜔)(R

𝑑2+𝑑1) such that (A.1) holds for every 𝑓 ∈
𝒮1/2(R𝑑1);

(3) if in addition 𝑑1 = 𝑑2 = 𝑑 and (A.3) holds, then there is a unique 𝑎 ∈
𝑀∞
(𝜔0)

(R2𝑑) such that 𝑇𝑓 = Op𝑡(𝑎)𝑓 when 𝑓 ∈ 𝒮1/2(R𝑑).

Furthermore, if (1)–(2) are fulfilled, then ∥𝑇 ∥𝑀1
(𝜔1)

→𝑀∞
(𝜔2)

≍ ∥𝐾∥𝑀∞
(𝜔)

, and if

in addition 𝑑1 = 𝑑2 and 𝑇 = Op𝑡(𝑎) in (3), then ∥𝐾∥𝑀∞
(𝜔)
≍ ∥𝑎∥𝑀∞

(𝜔0)
.

Theorem A.2. Let 𝑡 ∈ R and 𝑝, 𝑞, 𝑝𝑗, 𝑞𝑗 ∈ [1,∞] for 𝑗 = 1, 2, satisfy (A.5). Also
let 𝜔0 ∈ P𝐸(R

2𝑑 ⊕R2𝑑) and 𝜔1, 𝜔2 ∈ P𝐸(R
2𝑑) satisfy (A.4). If 𝑎 ∈ 𝑀𝑝,𝑞

(𝜔)(R
2𝑑),

then Op𝑡(𝑎) from 𝒮1/2(R𝑑) to 𝒮 ′1/2(R𝑑) extends uniquely to a continuous mapping

from 𝑀𝑝1,𝑞1
(𝜔1)

(R𝑑) to 𝑀𝑝2,𝑞2
(𝜔2)

(R𝑑), and

∥Op𝑡(𝑎)∥𝑀𝑝1,𝑞1
(𝜔1)

→𝑀
𝑝2,𝑞2
(𝜔2)

≲ ∥𝑎∥𝑀𝑝,𝑞
(𝜔0)

. (A.7)

Moreover, if in addition 𝑎 belongs to the closure of 𝒮1/2 under the 𝑀𝑝,𝑞
(𝜔0)

norm, then Op𝑡(𝑎) : 𝑀
𝑝1,𝑞1
(𝜔1)

→𝑀𝑝2,𝑞2
(𝜔2)

is compact.

Theorem A.3. Let 𝑡 ∈ R and 𝑝, 𝑞, 𝑝𝑗, 𝑞𝑗 ∈ [1,∞] for 𝑗 = 1, 2, satisfy (A.6). Also
let 𝜔0 ∈P𝐸(R

2𝑑 ⊕R2𝑑) and 𝜔1, 𝜔2 ∈P𝐸(R
2𝑑) satisfy (A.4)′. Then

𝑀𝑝1,𝑞1
(𝜔0)

(R2𝑑) ↪→ 𝑠𝑡,𝑝(𝜔1, 𝜔2) ↪→𝑀𝑝2,𝑞2
(𝜔0)

(R2𝑑).

For the proofs we also need the following extensions of Propositions 4.1 and
4.8 in [49].

Proposition A.4. Let 𝑡 ∈ R, and let 𝑝𝑗 , 𝑞𝑗 , 𝑝, 𝑞 ∈ [1,∞] be such that 𝑝 ≤ 𝑝𝑗 , 𝑞𝑗 ≤ 𝑞,
for 𝑗 = 1, 2, and

1/𝑝1 + 1/𝑝2 = 1/𝑞1 + 1/𝑞2 = 1/𝑝+ 1/𝑞. (A.8)

Also let 𝜔1, 𝜔2 ∈ P𝐸(R
2𝑑) and 𝜔0 ∈P𝐸(R

2𝑑 ⊕R2𝑑) be such that

𝜔0((1− 𝑡)𝑥+ 𝑡𝑦, 𝑡𝜉 + (1 − 𝑡)𝜂, 𝜉 − 𝜂, 𝑦 − 𝑥) ≲ 𝜔1(𝑥, 𝜉)𝜔2(𝑦, 𝜂). (A.9)
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Then the map (𝑓1, 𝑓2) →𝑊 𝑡
𝑓1,𝑓2

from 𝒮 ′1/2(R𝑑)× 𝒮 ′1/2(R𝑑) to 𝒮 ′1/2(R2𝑑) restricts

to a continuous mapping from 𝑀𝑝1,𝑞1
(𝜔1)

(R𝑑)×𝑀𝑝2,𝑞2
(𝜔2)

(R𝑑) to 𝑀𝑝,𝑞
(𝜔0)

(R2𝑑), and

∥𝑊 𝑡
𝑓1,𝑓2∥𝑀𝑝,𝑞

(𝜔0)
≲ ∥𝑓1∥𝑀𝑝1,𝑞1

(𝜔1)
∥𝑓2∥𝑀𝑝2,𝑞2

(𝜔2)
(A.10)

when 𝑓1, 𝑓2 ∈ 𝒮 ′1/2(R𝑑).

Proposition A.5. Let 𝑝 ∈ [1,∞], 𝜔𝑗 ∈ P𝐸(R
2𝑑𝑗), 𝑗 = 1, 2, 𝜔 ∈ P𝐸(R

2𝑑2+2𝑑1),
and let 𝑇 be a linear and continuous operator from 𝒮1/2(R𝑑1) to 𝒮 ′1/2(R𝑑2) with

distribution kernel 𝐾 ∈ 𝒮 ′1/2(R𝑑2+𝑑1). Then the following is true:

(1) if 𝑑1 = 𝑑2 = 𝑑 and 𝜔0 ∈ P𝐸(R
2𝑑 ⊕ R2𝑑) satisfy (A.3)′, 𝑎 ∈ 𝒮 ′1/2(R2𝑑)

and 𝐾 = 𝐾𝑎,𝑡 is given by (1.7), then 𝐾 ∈ 𝑀𝑝
(𝜔)(R

2𝑑), if and only if 𝑎 ∈
𝑀𝑝
(𝜔0)

(R2𝑑), and

∥𝐾∥𝑀𝑝
(𝜔)
≍ ∥𝑎∥𝑀𝑝

(𝜔0)
;

(2) if (A.2)′ holds, then 𝑇 ∈ I2(𝑀
2
(𝜔1)

,𝑀2
(𝜔2)

), if and only if 𝐾 ∈𝑀2
(𝜔)(R

𝑑2+𝑑1),

and then
∥𝑇 ∥I2 ≍ ∥𝐾∥𝑀2

(𝜔)
. (A.11)

For the proofs we note that (A.9) is the same as

𝜔0(𝑥, 𝜉, 𝜂, 𝑦) ≲ 𝜔1(𝑥− 𝑡𝑦, 𝜉 + (1− 𝑡)𝜂)𝜔2(𝑥+ (1− 𝑡)𝑦, 𝜉 − 𝑡𝜂). (A.9)′

Proof of Proposition A.4. We only prove the result when 𝑝, 𝑞 < ∞. The straight-
forward modifications to the cases when 𝑝 = ∞ or 𝑞 = ∞ are left for the reader.
Let 𝜙1, 𝜙2 ∈ Σ1(R

𝑑) ∖ 0, and let Φ = 𝑊 𝑡
𝜙1,𝜙2

. Then Fourier’s inversion formula
gives

(𝑉Φ(𝑊
𝑡
𝑓1,𝑓2))(𝑥, 𝜉, 𝜂, 𝑦)

= 𝑒−𝑖⟨𝑦,𝜉⟩𝐹1(𝑥− 𝑡𝑦, 𝜉 + (1− 𝑡)𝜂)𝐹2(𝑥+ (1 − 𝑡)𝑦, 𝜉 − 𝑡𝜂),

where 𝐹𝑗 = 𝑉𝜙𝑗𝑓𝑗. By applying the 𝐿𝑝,𝑞(𝜔)-norm on the latter equality, and using

(A.9)′, it follows from Minkowski’s inequality that

∥𝑊 𝑡
𝑓1,𝑓2∥𝑀𝑝,𝑞

(𝜔0)
≲

(∥𝐺1 ∗𝐺2∥𝐿𝑟

)1/𝑝 ≤ (∫
𝐻(𝜂) 𝑑𝜂

)1/𝑞
,

where 𝐺𝑗 = ∣𝐹𝑗𝜔𝑗 ∣𝑝, 𝑟 = 𝑞/𝑝 ≥ 1 and

𝐻(𝜂) =
(∫ (∫ ( ∫

𝐺1(𝑦 − 𝑥, 𝜂 − 𝜉)𝐺2(𝑥, 𝜉) 𝑑𝑥
)𝑟

𝑑𝑦
)1/𝑟

𝑑𝜉
)𝑟

.

Now let 𝑟𝑗 , 𝑠𝑗 ∈ [1,∞] for 𝑗 = 1, 2 be chosen such that

1/𝑟1 + 1/𝑟2 = 1/𝑠1 + 1/𝑠2 = 1 + 1/𝑟.

Then Young’s inequality gives

𝐻(𝜂) ≤
( ∫

∥𝐺1( ⋅ , 𝜂 − 𝜉)∥𝐿𝑟1∥𝐺2( ⋅ , 𝜉)∥𝐿𝑟2 𝑑𝜉
)𝑟
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Hence an other application of Young’s inequality gives

∥𝑊 𝑡
𝑓1,𝑓2∥𝑀𝑝,𝑞

(𝜔0)
≲

( ∫
𝐻(𝜂) 𝑑𝜂

)1/𝑞
≲

(∥𝐺1∥𝐿𝑟1,𝑠1∥𝐺2∥𝐿𝑟2,𝑠2

)1/𝑝
By letting 𝑝𝑗 = 𝑝𝑟𝑗 and 𝑞𝑗 = 𝑞𝑠𝑗 , the last inequality gives (A.10). The proof is
complete. □

Proof of Proposition A.5. (1) Let Φ,Ψ ∈ 𝒮1/2(R2𝑑) ∖ 0 be such that

Φ(𝑥, 𝑦) = (F2Ψ)((1− 𝑡)𝑥+ 𝑡𝑦, 𝑥− 𝑦).

Then it follows by straightforward applications of Fourier’s inversion formula that

∣(𝑉Φ𝐾𝑎,𝑡)(𝑥, 𝑦, 𝜉, 𝜂)∣ ≍ ∣(𝑉Ψ𝑎)((1 − 𝑡)𝑥+ 𝑡𝑦, 𝑡𝜉 − (1− 𝑡)𝜂, 𝜉 + 𝜂, 𝑦 − 𝑥)∣.
The assertion now follows by applying the 𝐿𝑝(𝜔) norm on the last equality.

Next we prove (2). Let {𝑓𝑗} ∈ ON(𝑀2
𝜔1
) and {ℎ𝑘} ∈ ON(𝑀2

𝜔2
). Then

∥𝑇 ∥2I2
=

∑
𝑗,𝑘

∣(𝑇𝑓𝑗, ℎ𝑘)𝑀2
(𝜔2)

)∣2 =
∑
𝑗,𝑘

∣(𝐾,ℎ𝑘 ⊗ 𝑓𝑗)𝑀2
(𝜔2)

⊗𝐿2 ∣2 (A.12)

Next we consider the operator 𝑇 ′𝜗 = 𝐼𝑀2
(𝜔2)

⊗ ℛ1/𝜗, where 𝜗(𝑥, 𝜉) = 𝜔1(𝑥,−𝜉),
which acts from 𝑀2

(𝜔2)
⊗𝑀2

(1/𝜗) to 𝑀2
(𝜔2)

⊗𝑀2
(𝜗) (Hilbert tensor products). Then

(A.12) gives

∥𝑇 ∥2I2
=

∑
𝑗,𝑘

∣(𝑇 ′𝜔0
𝐾,ℎ𝑘 ⊗ 𝑓𝑗)𝑀2

(𝜔2)
⊗𝑀2

(𝜔1)
∣2

= ∥𝑇 ′𝜔0
𝐾∥2𝑀2

(𝜔2)
⊗𝑀2

(𝜔0)
= ∥𝐾∥2𝑀2

(𝜔2)
⊗𝑀2

(1/𝜔0)
= ∥𝐾∥2𝑀2

(𝜔)
,

and the result follows. The proof is complete. □

Proof of Theorem A.1. Let 𝑇 be extendable to a continuous map from𝑀1
(𝜔1)

(R𝑑1)

to 𝑀∞
(𝜔2)

(R𝑑2). It follows from [32, Theorem 2.2] and Remark 1.6 that (A.1) holds

for some 𝐾 ∈ 𝒮 ′1/2(R𝑑2+𝑑1). We shall prove that 𝐾 belongs to 𝑀∞
(𝜔).

From the assumptions and Proposition 1.5 (3) it follows that

∣(𝐾, 𝑔 ⊗ 𝑓)𝐿2 ∣ ≲ ∥𝑓∥𝑀1
(𝜔1)
∥𝑔∥𝑀1

(1/𝜔2)
, (A.13)

when 𝑓 ∈ 𝒮1/2(R𝑑1) and 𝑔 ∈ 𝒮1/2(R𝑑2). By letting Φ = 𝑔 ⊗ 𝑓 be fixed, and
replacing 𝑓 and 𝑔 with

𝑓𝑦,𝜂 = 𝑒−𝑖⟨⋅,𝜂⟩𝑓(⋅ − 𝑦) and 𝑔𝑥,𝜉 = 𝑒𝑖⟨⋅,𝜉⟩𝑓(⋅ − 𝑥),

(A.13) takes the form

∣(𝑉Φ𝐾)(𝑥, 𝑦, 𝜉, 𝜂)∣ ≲ ∥𝑓𝑦,𝜂∥𝑀1
(𝜔1)
∥𝑔𝑥,𝜉∥𝑀1

(1/𝜔2)
. (A.13)′
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If 𝑣 ∈ P𝐸 is chosen such that 𝜔1 is 𝑣-moderate, and 𝜙1 ∈ 𝒮1/2 ∖ 0, then

∥𝑓𝑦,𝜂∥𝑀1
(𝜔1)

≍
∫∫

∣(𝑉𝜙1𝑓)(𝑧 − 𝑦, 𝜁 + 𝜂)𝜔1(𝑧, 𝜁)∣ 𝑑𝑧𝑑𝜁
≲ 𝜔1(𝑦,−𝜂)∥𝑓∥𝑀1

(𝑣)
≍ 𝜔1(𝑦,−𝜂).

In the same way we get

∥𝑔𝑥,𝜉∥𝑀1
(1/𝜔2)

≲ 𝜔2(𝑥, 𝜉)
−1.

If these estimates are inserted into (A.13)′, we obtain

∣(𝑉Φ𝐾)(𝑥, 𝑦, 𝜉, 𝜂)𝜔(𝑥, 𝑦, 𝜉, 𝜂)∣ ≲ 1,

By taking the supremum of the left-hand side it follows that ∥𝐾∥𝑀∞
(𝜔)

<∞. Hence

𝐾 ∈𝑀∞
(𝜔), and we have proved that (1) implies (2).

By straightforward computations it also follows that (2) gives (1). The details
are left for the reader.

The equivalence between (2) and (3) follows immediately from Proposition
A.5. The proof is complete. □

Proof of Theorem A.2. The conditions on 𝑝𝑗 and 𝑞𝑗 implies that

𝑝′ ≤ 𝑝1, 𝑞1, 𝑝
′
2, 𝑞

′
2 ≤ 𝑞′, 1/𝑝1 + 1/𝑝′2 = 1/𝑞1 + 1/𝑞′2 = 1/𝑝′ + 1/𝑞′.

Hence Proposition A.4, and (A.4) show that

∥𝑊 𝑡
𝑔,𝑓∥𝑀𝑝′,𝑞′

(1/𝜔)

≲ ∥𝑓∥𝑀𝑝1,𝑞1
(𝜔1)

∥𝑔∥
𝑀

𝑝′2,𝑞′2
(1/𝜔2)

when 𝑓 ∈𝑀𝑝1,𝑞1
(𝜔1)

(R𝑑) and 𝑔 ∈𝑀
𝑝′2,𝑞

′
2

(1/𝜔2)
(R𝑑).

The continuity is now an immediate consequence of (1.14) and Proposition
1.5 (4), except for the case 𝑝 = 𝑞′ =∞, which we need to consider separately.

Therefore assume that 𝑝 = ∞, and 𝑞 = 1, and let 𝑎 ∈ 𝒮1/2(R2𝑑). Then
𝑝1 = 𝑝2 and 𝑞1 = 𝑞2, and it follows from Proposition A.4 and the first part of the
proof that 𝑊 𝑡

𝑔,𝑓 ∈𝑀1,∞
(1/𝜔0)

, and that (A.7) holds. In particular,

∣(Op𝑡(𝑎)𝑓, 𝑔))∣ ≲ ∥𝑓∥𝑀𝑝1,𝑞1
(𝜔1)

∥𝑔∥
𝑀

𝑝′1,𝑞′1
(1/𝜔2)

,

and the result follows when 𝑎 ∈ 𝒮1/2. The result now follows for general 𝑎 ∈𝑀∞,1
(𝜔0)

,

by taking a sequence {𝑎𝑗}𝑗≥1 in 𝒮1/2, which converges narrowly to 𝑎. (For narrow
convergence see Theorems 4.15 and 4.19, and Proposition 4.16 in [52]).

It remains to prove that if 𝑎 belongs to the closure of 𝒮1/2 under 𝑀𝑝,𝑞
(𝜔0)

norm, then Op𝑡(𝑎) : 𝑀𝑝1,𝑞1
(𝜔1)

→ 𝑀𝑝2,𝑞2
(𝜔2)

is compact. As a consequence of Theorem

A.3, it follows that Op𝑡(𝑎0) is compact when 𝑎0 ∈ 𝒮1/2, since 𝒮1/2 ↪→ 𝑀1
(𝜔0)

when 𝜔0 ∈ P𝐸 , and that every trace-class operator is compact. The compactness
of Op𝑡(𝑎) now follows by approximating 𝑎 with elements in 𝒮1/2. The proof is
complete. □
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Proof of Theorem A.3. The first embedding in

𝑀∞,1
(𝜔0)

↪→ 𝑠𝑡,∞(𝜔1, 𝜔2) ↪→𝑀∞
(𝜔0)

follows from Theorem A.2, and the second one from Proposition 1.5 (2) and The-
orem A.1.

By Propositions 1.5 (3) and 4.7, Theorem 4.8 and duality, the latter inclusions
give

𝑀1
(𝜔0)

↪→ 𝑠𝑡,1(𝜔1, 𝜔2) ↪→𝑀1,∞
(𝜔0)

,

and we have proved the result when 𝑝 = 1 and when 𝑝 = ∞. Furthermore, by
Proposition A.5 we have 𝑀2

(𝜔0)
= 𝑠𝑡,2(𝜔1, 𝜔2), and the result also holds in the case

𝑝 = 2. The result now follows for general 𝑝 from these cases and interpolation.
(See, e.g., Proposition 5.8 in [52].) The proof is complete. □
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