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Hölder Inequality for 𝐴∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303

V. Rabinovich
Potential Type Operators on Weighted Variable Exponent
Lebesgue Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323

H. Rafeiro
A Note on Boundedness of Operators in Grand Grand
Morrey Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 349

M.M. Rodrigues, N. Vieira and S. Yakubovich
Operational Calculus for Bessel’s Fractional Equation . . . . . . . . . . . . . . . 357

L.G. Softova
The Dirichlet Problem for Elliptic Equations with
VMO Coefficients in Generalized Morrey Spaces . . . . . . . . . . . . . . . . . . . . 371

S.M. Umarkhadzhiev
Riesz-Thorin-Stein-Weiss Interpolation Theorem
in a Lebesgue-Morrey Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387



Preface

Harmonic Analysis and Applications is one of the most rapidly developing areas
of mathematics at the beginning of the twenty-first century. It has plenty connec-
tions to Operator Theory, Functional Analysis, modern Potential Theory, Partial
Differential Equations, Boundary Value Problems, Integral and Pseudodifferential
Equations, Complex Analysis and, last not least the Theory of Function Spaces.
This intersects with the areas of Fractional Calculus and the most recent Variable
Exponent Analysis – in 𝐿𝑝(⋅) spaces.

Stefan G. Samko is an exponent of these areas and their developments. His
impressive lifework becomes evident in the survey article of Vakhtang Kokilashvili
which leads the sequence of articles of this book. The paper of Sergei Rogosin
treats some of Stefan Samko’s partial interests in a rather compact form. Other
contributions of this volume reflect the wide-range and cross connections between
the areas mentioned before. Thus, these peer-reviewed research and survey papers
will be of interest of a wide-range of readership in pure and applied mathematics.

The seventieth birthday of Stefan Samko on March 28, 2011, has been com-
memorated in a series of international conferences in Russia and Portugal, here
particularly during the IDOTA 2011 on Integral and Differential Operators and
Their Applications, held at Aveiro, June 30–July 2, organized by the Center for
Research and Development in Mathematics and Applications, University of Aveiro.
The contributions of this volume are related to lectures of this meeting and a sum-
mer school and workshop, STOP 2011 on Selected Topics of Operator Theory, held
at Lisbon, June 24–30, which was organized by the Center for Functional Analysis
and Applications, the research center in Portugal that hosted Stefan Samko within
the last fifteen years. These last two scientific events beneficiated from the finan-
cial support of Portuguese Science and Technology Foundation (“FCT – Fundação
para a Ciência e a Tecnologia”) – which we also would like to acknowledge in here.

The editors like to express their gratitude to Stefan Samko for a fruitful and
pleasant cooperation within that period of time. We feel happy to honour our
hard-working colleague and humorous friend by the edition of this volume, and
wish him good health and ever greater success in his work.

Aveiro and Lisbon, in March 2012

Alexandre Almeida, Lúıs Castro and Frank-Olme Speck
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Operator Theory:
Advances and Applications, Vol. 229, 1–48
c⃝ 2013 Springer Basel

Stefan G. Samko –
Mathematician, Teacher and Man

V. Kokilashvili

1. Introduction

It is a great honour for me, to contribute this article on the occasion of a remarkable
anniversary. The goal of this paper is to present, in a concise manner, the scientific
achievements of a leading authority in mathematical analysis, Professor Stefan
Samko.

I will mention the following trends of his research.

2. Scientific origin from BVP and SIE, 1965–1974

Stefan Grigorievich Samko started his first research in 1964 in the scientific school
of Prof. F.D. Gakhov in the area of Boundary Value Problems (BVP) and Singular
Integral Equations (SIE), who was known by the solution of the Riemann boundary
value problem. As a graduate student of Rostov State University he defended
his diploma (equivalent to Master Degree) under the supervisorship of Prof. Yu.
Cherski, it was related to the so-called exceptional cases of an abstract singular
integral equation (𝐴1 + 𝐴2𝑆)𝜑 = 𝑓 in a Banach space, where 𝑆 satisfies the
property 𝑆2 = 𝐼. Such an equation studied by Cherskii when the operators 𝐴1±𝐴2

were invertible, was now investigated under the assumption that they are not
invertible, this study being published in [123], 1965.

One of the main topics of studies in S. Samko’s PhD theses was the investi-
gation of solvability of the so-called generalized Abel integral equation

𝑢(𝑥)

𝑥∫
𝑎

𝜑(𝑡) 𝑑𝑡

(𝑥− 𝑡)𝜇
+ 𝑣(𝑥)

𝑏∫
𝑥

𝜑(𝑡) 𝑑𝑡

(𝑡− 𝑥)𝜇
= 𝑓(𝑥), 𝑎 < 𝑥 < 𝑏, (2.1)

used in particular in mixed boundary value problems. It involves the well-known
expressions of the left- and right-hand sided forms of the fractional integration.
He found various explicit relations [125], 1967, connecting such forms with each
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other via singular integral operators. One of them is given in the sequel in (3.1).
Relations of such a type allowed to easily reduce equations of form (2.1) and
others to weighted singular integral equations. However, in this way there arose
a problem of a precise characterization of the space of functions representable as
fractional integrals of function in this or other weighted space used in the theory of
singular integral equations. Several of his publications were devoted to the solution
of this problem together with the study of the solvability of the equations (2.1)
and more general integral equations of the first kind in the corresponding spaces
of functions, see [124], [127], 1967; [128], 1968; [129], [131], 1969; [133], [134], 1970;
[135], [136], [137], 1971; [140], 1975. Some of these results were later summarized
in his books [197], 1987, and [198], 1993. The paper [126], 1967, on the reduction of
certain integral equations of the first kind arising in elasticity and hydrodynamics
to equations of the second kind, is also close to this topic. A detailed study of
integral equations of the first kind with a logarithmic type kernel was undertaken
in [143], 1976; [154], 1978, where such equations were reduced to singular integral
equations jointly with a certain condition of orthogonality to delta-type functions
supported at the end points of the interval, which allowed to give a complete
picture of solvability of such equations of the first kind.

Another point of the interest, related to his PhD studies was a search of forms
of singular integral equations, different from the characteristic singular equations,
which admit a solution in closed form. Results of this kind may be found in [130],
[132], 1969; [139], 1974.

A brief overview on integral equations of the first kind related to the Riemann
boundary problem (or equivalently to singular integral equations), together with
an overview of some multidimensional integral equations of the first kind, studied
afterwards, was later presented in [162], 1981.

Two papers [15], 1973, and [16], 1975, of that period, inspired by applications,
were related to the generalized argument principle for analytic functions vanishing
at the boundary.

In this period there appeared a short note [141], 1975, where S. Samko ob-
served that the Babenko-Stein theorem on the boundedness of singular integral op-
erators in 𝐿𝑝 with power weight is an immediate consequence of the non-weighted
case and the known boundedness of integral operators with kernels homogeneous
of order −𝑛 of Hardy-Littlewood type.

Two later papers [217], 1984, and [218], 1985, were also related to his inter-
ests in one-dimensional singular integrals. In [217] there was studied the classical
Hilbert operator

𝑆𝑓(𝑥) =
1

𝜋

𝑏∫
𝑎

𝑓(𝑡) 𝑑𝑡

𝑡− 𝑥

in the weighted generalized Hölder space 𝐻𝜔
0 ([𝑎, 𝑏]; 𝜚) with a power weight 𝜚(𝑥) =

(𝑥−𝑎)𝛼(𝑏−𝑥)𝛽 and obtained a weighted Zygmund type estimate for the continuity



Stefan G. Samko – Mathematician, Teacher and Man 3

modulus of 𝐻𝑓 :

𝜔(𝜚𝑆𝑓, ℎ) ≤ 𝑐

ℎ∫
0

𝜔(𝜚𝑓, 𝑡)

𝑡𝛾
𝑑𝑡+ 𝑐ℎ

𝑏−𝑎∫
ℎ

(𝜚𝑓, 𝑡)

𝑡(𝑡+ ℎ)
𝑑𝑡

in the case 1 ≤ 𝛼 < 2, 1 ≤ 𝛽 < 2 (the easier case 0 < 𝛼 < 1, 0 < 𝛽 < 1 was known
earlier), which was applied to obtain the boundedness conditions of the operator 𝑆
in 𝐻𝜔

0 ([𝑎, 𝑏]; 𝜚). In [218] there was proved a Zygmund type estimate of a conjugate
function (the singular operator along a circumference) without weight, but in a
more fine setting of moduli of continuity of fractional order of type, see (3.2) in
the next section. Similar estimates for hypersingular integrals (HSI) were given in
[219], 1986.

3. Research in Fractional Calculus (FC), 1967–1996

FC is a topic which in fact was always of permanent interest of S. Samko. In this
section we touch the period of 1967–1996. His studies in this topic after 1996, when
he was already in Portugal, are outlined in Section 6.1.

3.1. One-dimensional Fractional Calculus

3.1.1. Relations between left- and right-hand sided fractional integration. The
first studies in the area of boundary value problems, singular integral equations
and integral equations of the first kind, led S. Samko to a general interest to the
Fractional Calculus.

In the sequel S. Samko’s interest in this topic covered wide areas in FC,
starting from some properties of classical fractional one-dimensional Riemann-
Liouville derivatives to multidimensional fractional integration and differentiation,
fractional powers of operators, fractional Sobolev type spaces and others. Some of
his one-dimensional results in FC were related to the study of equations of the
type (2.1). In particular, when studying the equation (2.1), he arrived at various
types of operator relations between the operator of the left-hand sided Riemann-
Liouville fractional integration and that of the right-hand sided one. One of them
has the form

𝑏∫
𝑥

𝜑(𝑡) 𝑑𝑡

(𝑥− 𝑡)1−𝛼
=

𝑥∫
𝑎

cos(𝛼𝜋)𝜑(𝑡) 𝑑𝑡

(𝑥− 𝑡)1−𝛼

+
1

𝜋

𝑥∫
𝑎

sin(𝛼𝜋) 𝑑𝑡

(𝑡− 𝑎)𝛼(𝑥− 𝑡)1−𝛼

𝑏∫
𝑎

(𝑠− 𝑎)𝛼𝜑(𝑠) 𝑑𝑠

𝑠− 𝑡
,

(3.1)

being one of the first results in this area. We refer to [125], 1967; [127], 1968; [129],
1969; [133], 1970, for this and other relations of such a type.
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3.1.2. Estimates of moduli of continuity. Let

𝜔𝛾(𝑓, ℎ) := sup
∣𝑡∣<ℎ

∥Δ𝛾
𝑡 𝑓∥𝑋 , 𝛾 > 0, (3.2)

be the modulus of continuity of fractional order, where Δ𝛾
𝑡 𝑓 = (𝐼−𝜏𝑡)

𝛾𝑓, 𝜏ℎ𝑓(𝑥) =
𝑓(𝑥− ℎ), and 𝑋 = 𝐿𝑝, 1 ≤ 𝑝 < ∞ or 𝑋 = 𝐶. It was used in the study of singular
integrals in [218], 1985, and HSI in [219], 1986.

We mention the weighted estimate

𝜔
(
𝜚𝐼𝛼𝑎+𝑓, ℎ

) ≤ 𝑐ℎ𝛼+𝜈−1
ℎ∫

0

𝜔(𝜚𝑓, 𝑡)

𝑡𝜈
𝑑𝑡+ 𝑐ℎ

𝑏−𝑎∫
ℎ

𝜔(𝜚𝑓, 𝑡)

𝑡2−𝛼
𝑑𝑡

for the continuity modulus of the Riemann-Liouville fractional integral 𝐼𝛼𝑎+𝑓(𝑥),
where 0 < 𝛼 < 1, 𝜚(𝑥) = (𝑥 − 𝑎)𝜇, 0 ≤ 𝜇 < 2 − 𝛼, 𝜈 = max(1, 𝜇) and 𝜔(𝑓, 𝑡) is
the usual continuity modulus (the choice 𝛾 = 1 and 𝑋 = 𝐶 in (3.2)), which was
obtained in [200], 1987 (the proof in the non-weighted case 𝜇 = 0 may be found in
the book [198], p. 249; in this case the above estimate includes only the first term).
This estimate, together with a similar estimate for fractional derivatives, allowed
in [200] to obtain the statement that the Riemann-Liouville-fractional integration
operator 𝐼𝛼𝑎+ maps the weighted generalized Hölder space 𝐻𝜔

0 ([𝑎, 𝑏], 𝜚) with such
a weight, exactly onto the space 𝐻𝜔𝛼

0 ([𝑎, 𝑏], 𝜚) with the same weight and better
dominant 𝜔𝛼(ℎ) := ℎ𝛼𝜔(ℎ) of the continuity moduli, under the assumption that
𝜔 belongs to a certain Bari-Stechkin type class.

An extension of such weighted results in the spaces 𝐻𝜔
0 ([𝑎, 𝑏], 𝜚) to the oper-

ators of the form of
∫ 𝑥
0
𝑘(𝑥− 𝑡)𝑓(𝑡) 𝑑𝑡 with more general kernels may be found in

[201], 1993.

3.1.3. In collaboration with Bertram Ross. In 1992–1993 S. Samko was a Fulbright
Professor in the USA, at the University of New Haven, where he obtained several
essential results in collaboration with Prof. Bertram Ross, known by his studies in
FC and famous as the organizer of the first Conference on FC held in USA in 1974.

In their first paper [202], 1993, they introduced fractional integrals 𝐼
𝛼(𝑥)
𝑎+ and

derivatives 𝐷
𝛼(𝑥)
𝑎+ of Riemann-Liouville type with variable order 𝛼(𝑥) (see also

[169]), posed some open questions and studied the compositions 𝐼
𝛼(𝑥)
𝑎+ 𝐼

𝛽(𝑥)
𝑎+ with

special calculations for the particular case where 𝛼(𝑥) is a step function. A Fourier
transforms approach via the multiplier (−𝑖𝜉)−𝛼(𝜉) was also suggested there and
conditions on 𝛼(𝜉) given, which guarantee the existence of a locally integrable
kernel of the corresponding convolution operator. This paper in fact was a start of
his general interest to what is now called Variable Exponent Analysis, see Section 6.

The papers [116], [170], 1995, are also in the same spirit. In the former, there

were studied the mapping properties of the operator 𝐼
𝛼(𝑥)
𝑎+ in the Hölder spaces

𝐻𝜆(⋅)([𝑎, 𝑏]) := {𝑓 : ∣𝑓(𝑥+ ℎ)− 𝑓(𝑥)∣ ≤ 𝑐ℎ𝛼(𝑥) ≤ 𝐶ℎ𝛼(𝑥)}
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also of variable order; already here the log-condition on 𝜆(𝑥) appeared under which

it was shown that 𝐼
𝛼(⋅)
𝑎+ maps 𝐻

𝜆(⋅)
0 into 𝐻

𝜆(⋅)+𝛼(⋅)
0 , sup𝑥[𝜆(𝑥) + 𝛼(𝑥)] < 1. In the

latter there were given conditions on 𝛼(𝑥) and 𝛽(𝑥), under which the difference

𝐼
𝛼(⋅)
𝑎+ 𝐼

𝛽(⋅)
𝑎+ − 𝐼

𝛼(⋅)+𝛽(⋅)
𝑎+ with 𝑎 = −∞ is a compact operator in 𝐿𝑝(ℝ).

Another study in FC worth of mentioning, was made in the paper [117],
1994, made at the same period, was related to a question of existence of nowhere
differentiable functions which have fractional derivatives. For any 𝜈0 > 0 which
may be integer in particular, there was constructed a Weierstrass type function
𝑊𝜈0(𝑥) which nowhere has derivative of the order 𝜈0, but has fractional derivatives
of every order 0 < 𝜈 < 𝜈0 (which even satisfy the Hölder condition of order 𝜈0−𝜈).

3.1.4. Other. As is known, the Liouville forms of fractional integro-differentiation
(the left-hand side and right-hand side ones) for functions defined on the whole
real line, do not admit functions growing either at −∞ or +∞. In [215], 1992, for
Chen’s non-convolution type modification 𝐼𝛼𝑐 of the operators of fractional integro-
differentiation, related to a given point 𝑐 ∈ ℝ and applicable to functions with an
arbitrary growth at ±∞, there was constructed the corresponding Marchaud form
of fractional differentiation 𝔻𝛼𝑐 and shown that it generates a real left inverse
to Chen fractional integrals. This result was developed in [216], 2001, where one
can also find a version of non-convolution type identity approximation with 𝐿𝑝-
convergence globally or locally, under natural assumptions.

In [19], 1997, S. Samko studied the possibility of influence of the weight on
the asymptotics of singular values of the Riemann-Liouville fractional integration
operator 𝐼𝛼0 in 𝐿2-spaces and shown that the presence of the weight may cause an
asymptotic behaviour different from what might be expected from the smoothness
of the kernel of the operator, in the case of both finite or infinite interval. A similar
question was also touched for the multidimensional case of the Riesz potential
operator.

We also mention his result on the coincidence of the domains of Liouville and
Grunwald-Letnikov fractional differentiation operators in [161], 1885; [164], 1990,
see also its formulation below for the multidimensional case.

3.2. Multidimensional FC

References to the studies in multidimensional FC are dispersed in the next sections,
mainly given in Section 5. Here we single out only the following multidimensional
statement with directional multidimensional derivatives, but in one-dimensional
direction, obtained in [163], 1990. By 𝑋 and 𝑌 here is denoted one of the spaces

𝑋 = 𝐿𝑝(ℝ𝑛), 1 < 𝑝 < ∞ or 𝑋 = 𝐶?(ℝ̇𝑛), 𝑌 = 𝐿𝑟(ℝ𝑛), 1 < 𝑟 < ∞, or 𝑌 = 𝐶(ℝ̇𝑛)

with ℝ̇𝑛 denoting the compactification of ℝ𝑛 by the unique infinite point.

Let 𝑓 ∈ 𝑌. The Grünwald-Letnikov derivative

lim
∣ℎ∣→0
(𝑋)

(Δ𝛼
ℎ𝑓)(𝑥)

∣ℎ∣𝛼
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and the directional Liouville fractional derivative

lim
𝜀→0
(𝑋)

1

ϰ(𝛼, ℓ)

∞∫
𝜀

(Δ𝛼
𝑡ℎ′𝑓)(𝑥)

𝑡1+𝛼
𝑑𝑡, ℓ > 𝛼,

in the direction ℎ′ = ℎ
∣ℎ∣ exist simultaneously and coincide with each other.

Another multidimensional result in FC we mention here is the realization of
the fractional powers (−∣𝑥∣2Δ)𝛼2 of the operator −∣𝑥∣2Δ invariant with respect to
dilations which was suggested in [1], 1996, and given with proofs in [2], 2000.

Stefan Samko’s research in FC made him known as one of the top experts
worldwide known in FC, especially after the publication of the book [197], 1987
(Russian edition) and [198], 1993 (English edition), jointly with A. Kilbas and
O. Marichev. He was Chairman of the International Programme Committee of the
1st IFAC Workshop on Fractional Differentiation and its Applications (FDA-04),
Bordeaux, France, July 19–21, 2004, and Honorable Chairman of the International
Programme Committee of the 2nd IFAC Workshop on Fractional Differentiation
and its Applications, Porto, Portugal, 19–21 July, 2006.

4. Equations with involutive operators, 1970–1977

This research was made in collaboration with Nikolai Karapetiants, S. Samko’s
colleague and close friend. It started in 1969, being the most intensive in 1970–
1977 and afterwards continued with intervals till the untimely death of Nikolai in
2005. In this section we overview their results obtained in 1970–1977. In Subsection
6.2 the reader may find the results of the later period 1997–2002.

They started with some problems in the theory of convolution type integral
equations, a topic popular in 70s. In particular, they weakened conditions on a
function 𝑎(𝑡), 𝑡 ∈ ℝ ensuring the compactness of the convolution operator 𝑎𝑘 ∗ 𝑓
or 𝑘 ∗ (𝑎𝑓) in the space 𝐿𝑝(ℝ), 1 ≤ 𝑝 ≤ ∞ (as known, the condition 𝑎(𝑥) → 0 as
𝑥 → ∞ is sufficient for that). They showed [27], 1970, that this tendency to zero
may hold in a very weak sense, expressed in terms of measure of the set where
𝑎(𝑥) ∕= 0. It is interesting to note that this topic was also studied more or less at
the same period by Frank Speck, with whom Stefan Samko met 25 years later in
Portugal. This result and its discrete analogue immediately originated applications
to various types of convolution type equations, continual and discrete, which they
presented in [29], 1970; [30], [31], 1971; [37], 1973. Their papers [41], [42], 1975,
adjoining this topic, concerns the study of Fredholmness of a class of convolution
type equations with discontinuous symbol.

The next cycle of their research was related to singular integral equations
with Carleman shift and later with a general approach to equations with the so-
called involutive operator 𝑄 such that 𝑄2 = 𝐼. First, in [28], 1970, and [38], 1973,
they studied the functional equation 𝜓(𝑥−𝛼)−𝑏(𝑥)𝜓(𝑥) = 𝑔(𝑥) with the irrational
(non-Carleman) shift and also with rational shift in the case of the degeneracy of
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the symbol of the equation in [28] and a certain boundary value problem [32],
1972, also with a non-Carleman shift.

Then they turned to SIE with Carleman type shifts, i.e.,

(𝐴1 +𝐴2𝑄)𝜑 = 𝑓 (4.1)

in the space 𝐿𝑝(Γ). Here 𝐴𝑖 = 𝑎𝑖𝐼 + 𝑏𝑖𝑆, 𝑖 = 1, 2, are SIOs and 𝑄𝜑 = 𝜑[𝛼(𝑡)] is
the Carleman shift operator, 𝑄2 = 𝐼. In their first paper [33], 1972, on such SIOs
on a closed curve, they showed that the known theory of the Fredholmness of
such equations is a simple consequence of the relation between the given operator
𝐴1+𝐴2𝑄 and the so-called associate operator 𝐴1 −𝐴2𝑄. This relation is realized
via the operator 𝑈 = 𝑆, when the shift 𝛼(𝑡) changes the orientation on the curve
and 𝑈𝑓(𝑡) = [𝛼(𝑡) − 𝑡]𝑓(𝑡) when the shift preserves it. They were the first to
obtain the criterion of Fredholmness of SIO with Carleman shift on an open curve
[36], 1972, and in the case of discontinuous coefficients 𝑎𝑖(𝑡), 𝑏𝑖(𝑡) [39], 1973, where
the results already heavily depend on the behaviour of the coefficients and the
shift 𝛼(𝑡) at the end-points of the curve and the points of discontinuity of the
coefficients. These results were developed in [43]–[44], 1975.

In this study they realized that their approach is applicable in a more general
setting of equations of form (4.1) in an abstract Banach space 𝑋 with an arbitrary
involutive operator 𝑄 and the linear operators 𝐴1, 𝐴2 in 𝑋 subject to some simple
axioms. Studies of such equations in an abstract form were known only in the case
which reflected only the nature of singular integral equations without shifts; in
an abstract form this means that the operators 𝐴𝑖 commute with the involutive
operator 𝑄 up to a compact term. They developed a general scheme to investigate
the Fredholmness of such equations, not assuming the above condition. The first
version of this scheme appeared in [35], 1972, where it was applied to SIE on the
whole line with fractional-linear Carleman shift

𝛼(𝑥) =
𝛿𝑥+ 𝛽

𝛾𝑥− 𝛿
, (4.2)

the case of infinite curves having some peculiarities in the theory of equations
with shift, the finite point 𝑥0 = 𝛿 being shifted to the infinite point. To cover
such equations, in the space of 𝑝-integrable functions, they replaced the space
𝐿𝑝(ℝ) by the weighted space 𝐿𝑝(ℝ, ∣𝑥 − 𝛿∣ 𝑝2−1) with a special weight. Later, in
[52], 2000, they returned to this topic and dealt with the case of a general power
weight ∣𝑥 − 𝛿∣𝛾 ,−1 < 𝛾 < 𝑝 − 1, which however required another technique and
more complicated terms in which the Fredholmness criterion is given, see also the
presentation of these results in the book [53], 2001.

Then in [40], 1974, they applied this scheme to obtain the Fredholmness
criterion and formula for the index for convolution equations of Wiener-Hopf type
with the reflection (𝑄𝜑)(𝑡) = 𝜑(𝜈 − 𝑡).

The next step of their steps was to develop such a general scheme to equations
with a generalized involutive operator 𝑄, i.e., the operator which satisfies the
condition 𝑄𝑛 = 𝐼. Such a scheme was first presented in [45], 1976. In this case the
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initial operator

𝐾 = 𝐴1 +𝑄𝐴2 ⋅ ⋅ ⋅𝑄𝑛−1𝐴𝑛 (4.3)

has 𝑛 − 1 associate operators 𝐾(𝑗) =
𝑛∑
𝑠=1

𝑒2𝜋𝑖
𝑗(𝑠−1)

𝑛 𝑄𝑠−1𝐴𝑠 and the key moment

in that paper was finding the generalization of the Gohberg-Litvinchuk matrix
identity from dimension 2 to dimension 𝑛. This identity, together with some simple
axioms, led them to a general statement on reducing the Fredholmness property
of the operator 𝐾 to that of its matrix extension without the involutive operator,
which included also the formula for the index. A version of this 𝑛-dimensional
matrix extension identity is also contained in [46], 1977, where it was used to
obtain the criterion of Fredholmness and formula for the index in ℓ𝑝, 1 ≤ 𝑝 ≤ ∞,
of discrete Wiener-Hopf equations

𝜑𝑛 −
𝑁∑
𝑖=1

𝛾𝑖𝑛

∞∑
𝑘=0

𝑎𝑖𝑛−𝑘𝜑𝑘 = 𝑓𝑛, 𝑛 = 0, 1, 2, 3, . . . ,

where {𝑎𝑛}∞𝑛=0 ∈ ℓ1 and 𝛾𝑖𝑛 may stabilize at infinity to different values at infinity
depending on 𝑖.

A “non-matrix” version of this general scheme for the two-terms equation
(𝐴 + 𝑄𝐵)𝜑 = 𝑓 with an involutive operator 𝑄 of order 𝑛 was developed in [47],
1977, together with applications to various concrete integral equations such as
convolution type equations with reflection, singular and convolution type integral
equations with complex conjugate unknown function.

This cycle of studies was presented in the book [48], 1988 (Russian version)
and in its enlarged English edition [53], 2001.

5. Function spaces of fractional smoothness,
influence of Steklov Mathematical Institute

As already mentioned in Section 2, in S. Samko’s first studies related to one-
dimensional integral equations of the first kind, Stefan Samko was interested in
the description of the space of functions representable as fractional integrals of
functions from a certain well-known space. Nowadays, this is well known that the
range of such an operator over, for instance, a weighted Hölder space is in the
scale of the same spaces, while this is not the case for Lebesgue type spaces. In
the one-dimensional case he gave such a characterization of the range 𝐼𝛼(𝐿𝑝) in
[138], 1973, in terms of the convergence of the Marchaud fractional derivatives.
An attempt to cover the multidimensional case naturally led him to the theory
of fractional Sobolev type spaces and to contacts with P.I. Lizorkin, after which
there started his contacts with Steklov Mathematical Institute in Moscow and his
further interests and scientific activity was much influenced by the Seminar of
Academician Serguey M. Nikolskii. He defended his Doctor Theses (2nd degree in
the Soviet Union) in Steklov Mathematical Institute and his contacts with this
institute continued in fact almost till he moved first to USA and then to Portugal.
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5.1. Hypersingular integrals and spaces of the type of Riesz potentials

For the classical operator of harmonic analysis

𝐼𝛼𝜑(𝑥) =
1

𝛾𝑛(𝛼)

∫
ℝ𝑛

𝜑(𝑦) 𝑑𝑦

∣𝑥− 𝑦∣𝑛−𝛼 , 𝑥 ∈ ℝ𝑛, (5.1)

known as the Riesz potential or Riesz fractional integral, it was well known that
the inverse operator (𝐼𝛼)−1 may be formally constructed via Fourier transforms.
However, a direct realization of such a construction, which could be applied in
this or other concrete function spaces, required a development of the apparatus
of HSIs. It was undertaken by S.Samko in [144], [145], 1976, and [149], 1977. In
particular, in [145] it was shown that the Marchaud-Lizorkin approach to realize
the regularization of HSI via finite differences:

𝔻𝛼𝑓(𝑥) :=

∫
ℝ𝑛

Δℓ
ℎ𝑓(𝑥)

∣ℎ∣𝛼 𝑑ℎ := lim
𝜀→0

𝔻𝛼𝜀 𝑓(𝑥), 𝔻𝛼𝜀 𝑓(𝑥) :=

∫
∣ℎ∣>𝜀

Δℓ
ℎ𝑓(𝑥)

∣ℎ∣𝛼 𝑑ℎ

is effective for application to potentials of Riesz type. One of the results of [145],
1976, states that such a HSI interpreted in the proper way, generates the operator
left inverse to 𝐼𝛼 in the space 𝐿𝑝(ℝ𝑛), 1 ≤ 𝑝 < 𝑛

𝛼 . Moreover, the range of the
operator 𝐼𝛼 over 𝐿𝑝(ℝ𝑛), 1 < 𝑝 < 𝑛

𝛼 may be exactly characterized as consisting of
those functions 𝑓 ∈ 𝐿𝑞(ℝ𝑛) with the Sobolev exponent 𝑞 = 𝑛𝑝

𝑛−𝛼𝑝 for which there

converge truncated HSIs 𝔻𝛼𝜀 𝑓(𝑥). An extension of such a description to the case of
weighted 𝐿𝑝-spaces with Muckenhoupt-Wheeden weights was given in [96], 1985.

In [148], 1977, a similar description of the range was shown in terms of the
uniform boundedness of ∥𝔻𝛼𝜀𝑘𝑓∥𝑝 along any sequence 𝜀𝑘 → 0. In [204], 1980, there
may be found also a description of 𝐼𝛼(𝐿𝑝) in similar terms via Riesz potentials
of order {𝛼} of higher derivatives of order [𝛼]. Results of such type were earlier
known in the easier case of Bessel potential operators when one may take 𝑞 = 𝑝.
A similar characterization of the range of 𝐼𝛼 over Orlicz spaces was given in [196],
1975.

In [146], 1977, there was suggested a certain characterization of the space
of pointwise multipliers in 𝐼𝛼(𝐿𝑝) in terms of the uniform 𝐿𝑝-boundedness of
a certain family of integral operators. From this description there were derived
sufficient conditions, in terms of the 𝐿𝑝-modulus of continuity of a function to be
such a pointwise multiplier.

The study of the space of Riesz potentials led him to the introduction of new
spaces

𝐿𝛼𝑝,𝑟(ℝ
𝑛) := {𝑓 ∈ 𝐿𝑟(ℝ𝑛), 𝔻𝛼𝑓 ∈ 𝐿𝑝(ℝ𝑛)} , 1 ≤ 𝑟 < ∞, 1 ≤ 𝑝 < ∞,

of the type of fractional Sobolev spaces in which the functions 𝑓 themselves and
their fractional derivatives 𝔻𝛼𝑓 belong to Lebesgue spaces with in general different
exponents 𝑝 and 𝑟, the case 𝑟 = 𝑝 corresponding to the Bessel potential space
𝐵𝛼(𝐿𝑝) and the case 𝑟 = 𝑛𝑝

𝑛−𝛼𝑝 , 1 < 𝑝 < 𝑛
𝛼 , to the Riesz potential space 𝐼

𝛼(𝐿𝑝). It
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was shown in [145], 1976, and [149], 1977, that

𝐿𝛼𝑝,𝑟(ℝ
𝑛) = 𝐿𝑟 ∩ 𝐼𝛼(𝐿𝑝)

with the properly interpreted Riesz potential operator 𝐼𝛼 in the overcritical case
𝑝 ≥ 𝑛

𝛼 . One of the difficult problems to treat in such spaces was a simultaneous
approximation of functions 𝑓 in 𝐿𝑟-norms and their derivatives 𝔻𝛼𝑓 in 𝐿𝑝-norms
with different 𝑝 and 𝑟. It was solved in [145], 1976, in the under-critical case 𝑝 < 𝑛

𝛼
and in [94], 1981, in the over-critical case.

In the paper [163], 1990, where it was shown that for 𝑓 ∈ 𝐿𝑟(ℝ𝑛), the con-
vergence in 𝐿𝑝(ℝ𝑛) of the truncated HSIs 𝔻𝛼𝜀 𝑓(𝑥) is equivalent to the existence of
(−Δ)𝛼𝑓 defined in terms of the Poisson semigroup 𝑃𝜀:

(−Δ)𝛼𝑓 = lim
𝜀→0
(𝐿𝑝)

1

𝜀𝛼
(𝐼 − 𝑃𝜀)

𝛼𝑓 (5.2)

with 𝑝 and 𝑟 independent of each other, and moreover,

𝑓 ∈ 𝐿𝛼𝑝,𝑟(ℝ
𝑛) ⇐⇒ 𝑓 ∈ 𝐿𝑟(ℝ𝑛) and ∥(𝐼 − 𝑃𝑡)𝑓∥𝑝 ≤ 𝐶𝑡𝛼 (5.3)

for all 𝛼 > 0, 1 < 𝑟 < ∞ and 1 < 𝑝 < ∞.

5.2. Potential type operators with homogeneous kernels

Influenced by his interests in the theory of integral equations, he turned to ap-
plications of the method of HSI for solution of some multidimensional integral
equations of the first kind. In [142], 1976, [147], 1977, and [157], 1980, he studied
potential type operators

(𝐾𝛼
𝜃 𝜑)(𝑥) =

∫
R𝑛

𝜃
(
𝑥−𝑦
∣𝑥−𝑦∣

)
∣𝑥− 𝑦∣𝑛−𝛼𝜑(𝑦) 𝑑𝑦, 0 < 𝛼 < 𝑛, (5.4)

with a homogeneous kernel, the function 𝜃 called the characteristics of the operator

(5.4). For the symbol of this operator, i.e., the Fourier transform 𝜃𝛼(𝜉) of the kernel

𝜃𝛼(𝑥) :=
𝜃(𝑥′)
∣𝑥∣𝑛−𝛼 , 𝑥′ = 𝑥

∣𝑥∣ , there was proved the formula

𝜃𝛼(𝜉) = Γ(𝛼)𝑝.𝑓.

∫
𝕊𝑛−1

𝜃(𝜎)

(−𝑖𝜎𝜉)𝛼
𝑑𝜎,

where the integral is treated in the sense of the Hadamard finite part when 𝛼 ≥ 1
and it is assumed that 𝜃 ∈ 𝐶𝜆, 𝜆 > max(0, 𝛼− 1) and 𝛼 ∕= 1, 2, 3, . . . (this formula
has a modification in the case 𝛼 is an integer). In [157] there was also studied the
inverse problem of constructing the function 𝜃 by the given homogeneous symbol
of the potential operator.

In [157] the following theorem on the smoothness properties of the symbol
was also proved:

𝜃 ∈ 𝐶𝜆(𝕊𝑛−1) =⇒ 𝜃𝛼 ∈ 𝐶𝜆−𝛼+1(𝕊𝑛−1)
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where the Hölder space 𝐶𝜆−𝛼+1(𝕊𝑛−1) should be introduced with the logarithmic
factor in the case of integer 𝛼. (Note that this corresponds to the limiting case
𝑝 = ∞, if compared with a setting of smoothness in 𝐿𝜆𝑝(𝕊

𝑛−1)-terms.)
The following result was also proved:

𝜃 ∈ 𝐶𝜆(𝕊𝑛−1), 𝜆 ≥ 𝛼+ 𝑛− 1 =⇒ 𝐾𝛼
𝜃 (𝐿

𝑝) ⊂ 𝐼𝛼(𝐿𝑝), 1 < 𝑝 <
𝑛

𝛼

and 𝐾𝛼
𝜃 (𝐿

𝑝) = 𝐼𝛼(𝐿𝑝) in the elliptic case.
To invert potential type operators of form 𝐾𝛼

𝜃 , he introduced the generalized
HSI of the form

𝔻𝛼Ω𝑓)(𝑥) =

∫
R𝑛

(Δℓ
𝑦𝑓)(𝑥)

∣𝑦∣𝑛+𝛼 Ω

(
𝑦

∣𝑦∣
)

𝑑𝑦

and showed that in application to such an inversion the choice of the type of the
finite difference (Δℓ

𝑦𝑓)(𝑥) plays an important role, especially in the case where 𝛼
is an integer. It was proved in the elliptic case, that for sufficiently smooth 𝜃(𝑥′),
under the appropriate choice of the type of the difference, there exists an Ω, such
that 𝔻𝛼Ω is the left inverse to 𝐾𝛼

𝜃 in the space 𝐿𝑝(ℝ𝑛) and the function Ω may be
explicitly constructed:

Ω(𝑥′) = const 𝑝.𝑓.

∫
𝕊𝑛−1

𝑑𝜎

𝜃𝛼(𝑖𝑥′𝜎)𝑛+𝛼
.

In a special case where 𝜃(𝑥′) = 𝑃2(𝑥
′, 𝑥′) is a restriction of a quadratic form onto

𝕊𝑛−1, in [167], 1993, the above integral was explicitly calculated supposing that
there are known the eigenvalues of the matrix 𝑃 and the matrix 𝑊 transforming
it to the diagonal form.

As is well known, various potential kernels serve as fundamental solutions
to differential operators in partial derivatives. As a general statement of such a
kind, in [153], 1978, there was proved that every homogeneous differential operator
with constant coefficients may be represented in the form of a HSI with a certain
function Ω, which is also a homogeneous polynomial of the same order and it is
constructed explicitly.

As a by-product of his studies of potential operators with homogeneous ker-
nel, in [156], 1978, he gave a formula for the Fourier transform of functions of
the form 𝑌𝑚(𝑥)∣𝑥∣−𝛽 , where 𝑌𝑚 is a harmonic polynomial, for some “exceptional”
values of 𝛾, and in [152], 1978, he gave the solution of the following problem: given
a homogeneous polynomial

𝑃𝑚(𝑥) =
∑
∣𝑗∣=𝑚

𝑎𝑗𝑥
𝑗 , 𝑥𝑗 = 𝑥𝑗11 ⋅ ⋅ ⋅𝑥𝑗𝑛𝑛 ,

what are necessary and sufficient conditions (imposed on the coefficients 𝑎𝑗) for
𝑃𝑚(𝑥) to be harmonic?

The problem of convergence of HSI with a homogeneous function Ω(𝑥′) was
studied in [95], 1982, where it was shown that if for a function 𝑓 there converges
its HSI with Ω ≡ const, then it converges with any bounded Ω; the inverse is also
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true under a certain ellipticity condition on Ω. Similar questions in the case of
non-homogeneous functions Ω stabilizing at the origin and infinity, were earlier
studied in [149], 1977.

An application of the method of HSI to the inversion of potential type op-
erators with a non-homogeneous radial characteristic 𝜃(∣𝑥 − 𝑦∣) may be found in
[206], 1985.

We also refer to an overview of applications of this method to potential-type
integral transforms in the paper [166], 1993.

In contrast to the case of Bessel type potentials, Riesz fractional integrals 𝐼𝛼𝑓
when interpreted within the frameworks of distributions, need a test functions
space invariant with respect to the operator 𝐼𝛼. Such a space of Schwartz test
functions which are orthogonal to all the polynomials, is known as the Lizorkin
test function space. In relation with studies of potential type operators whose
symbol may be zero or infinity on a set different from the origin, S. Samko in
[151], 1977, introduced a Lizorkin type space of Schwartz test functions whose
Fourier transforms vanish on a given set 𝑉 ⊂ ℝ𝑛:

Φ𝑉 := {𝜑 ∈ 𝒮(ℝ𝑛) : 𝜑(𝜉) = 0 for 𝜉 ∈ 𝑉 } (5.5)

and gave their description in the case of conic sets 𝑉 corresponding to convolution
operators with homogeneous kernel. For a large variety of sets 𝑉 with ∣𝑉 ∣ = 0,
in [158], 1982, he proved that such a test function space is dense in 𝐿𝑝(ℝ𝑛), 1 <
𝑝 < ∞, which proved to be essential in many papers on inverting potential type
operators, where it was necessary to approximate by nice functions from a space
invariant with respect to the operator. See also [168], 1995, for similar denseness
in the spaces 𝐿𝑝(ℝ𝑛) with mixed norm.

5.3. Spherical HSI and potentials

After the investigation of symbols of convolution operators with homogeneous
kernel, and also influenced by the studies of P.I. Lizorkin and S.M. Nikolskii on
approximation of functions on the sphere 𝕊𝑛−1, S. Samko investigated potential
operators on 𝕊𝑛−1; in [150], 1977, he introduced some new forms of spherical
fractional type integrals and HSI. One of them proved to have an important role
in his paper [102], 2010, more than 30 years later, where such a construction
of a spherical potential operator arose in application to an inverse problem of
aerodynamics. In the paper [159], 1983, he presented a survey on spherical singular
and potential operators, including the related problem of restoring the kernel of
the spatial potential by its symbol. In [100] there was given a characterization
of the fractional Sobolev type space 𝐿𝛼𝑝 (𝕊

𝑛−1) of functions 𝑓 ∈ 𝐿𝑝(𝕊
𝑛−1) such

that the fractional power of the Beltrami-Laplace operator is also in 𝐿𝑝(𝕊
𝑛−1), via

convergence of the spherical HSIs∫
𝕊𝑛−1

𝑓(𝑥)− 𝑓(𝜎)

∣𝑥− 𝜎∣𝑛−1−𝛼 𝑑𝜎, 𝑥 ∈ 𝕊𝑛−1, 0 < 𝛼 < 1.
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A shorter and more direct proof of the same description was later given in [187],
2003.

Related to the studies of spaces of fractional smoothness of functions on the
sphere, in the paper [211], 1987, there was called attention to the fact that differ-
ent definitions of the space 𝐶1(𝕊𝑛−1) are not equivalent, since their comparison
involves a singular type operator, not bounded in the space 𝐶(𝕊𝑛−1). This study
was developed in [212], 2000, where a detailed consideration of function spaces of
the type 𝐶𝜆(𝕊𝑛−1) and 𝐻𝜆(𝕊𝑛−1), 𝜆 > 0, was presented with a special emphasis
on the non-equivalence of their definitions in the case of integer 𝜆. The spaces
𝐶𝜆(𝕊𝑛−1) are defined in terms of fractional differentiation on the base of the space
𝐶(𝑆𝑛−1), the space 𝐻𝜆(𝕊𝑛−1) denotes a Hölder type space. The averaged type
Hölder spaces 𝐻𝜆(𝑆𝑛−1) were also dealt with. It was shown that these spaces
coincide, or on the contrary are different, depending on the fact what kind of defi-
nition of the differentiation of integer order is used: in terms invariant with respect
to rotations or in terms connected with differentiation with respect to Cartesian
coordinates.

Many of these results were later presented in his book [160], 1984 (Russian
edition) and later in its enlarged English version [183], 2002.

6. Portugal period; after 1995

In January of 1995 he moved to Portugal, where he was first an invited researcher
for half a year at the University of Algarve and then took a position there. He
learned Portuguese language and taught various courses in this language, which
took a time from his research in the first years of living there. In 1996–2000 he
mostly continued research in the topics developed before his departure to Portu-
gal, but after 2000 mainly concentrated on variable exponent analysis (VEA), an
occasional interest to which was seen already in his papers [202], 1993, [116], [170],
1995, on fractional operators of variable order and Hölder spaces with variable
exponent.

6.1. FC continued; constant exponents

In 1998 S. Samko returned to his old interest in multidimensional potential type
operators and HSI, the Riesz fractional differentiation, in particular. In 1999 there
were published two surveying papers [97] and [98] with an overview of the appli-
cation of the method of approximative inverses to potential type operators and
realization of fractional powers of various types of differential operators in partial
derivatives.

6.1.1. Approximative inverses for the fractional type operators. In the method of
approximative inverses, the HSI is replaced by the limit of convolutions with “nice”
kernels. The standard way to use this approach in application to potential type

operators was to introduce a factor 𝑒−∣𝜉∣ or 𝑒−∣𝜉∣
2

in the symbol of the potential
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type operator. However, this always led to complicated expressions in Fourier pre-
images. In [174], 1998, [177], 1999, he suggested and realized this approach in
an opposite direction, by introducing the parameter 𝜀 directly in the kernel of
the kernel of inverting operation, not caring about the simplicity of its Fourier
transform. He found a family of sequences 𝑞𝛼(𝑥) of kernels, admissible for the
Riesz potential operator (5.1), for approximative inverse operators

1

𝜀𝑛+𝛼
𝑞𝛼

(𝑥

𝜀

)
∗ 𝑓 (6.1)

the limit of which coincide with the corresponding HSI in the frameworks of
𝐿𝑝(ℝ𝑛)-densities. In particular, this led to the following very simple formula of
the inversion for 𝐼𝛼𝜑 = 𝑓 in the case 0 < ℜ𝛼 < 2 :

𝜑(𝑥) =
1

𝛾𝑛(−𝛼)
lim
𝜀→0

∫
𝑅𝑛

[
1

(∣𝑦∣2 + 𝜀2)
𝑛+𝛼

2

− 𝑛+ 1

𝛼

𝜀

(∣𝑦∣2 + 𝜀2)
𝑛+𝛼

2 +1

]
𝑓(𝑥− 𝑦)𝑑𝑦.

(6.2)
This approach via approximation (6.1) was extended in [99], 2002, to the case of
𝐿𝑝(ℝ𝑛, 𝜚)-densities with Muckenhoupt-Wheeden 𝐴𝑝,𝑞-weights and in [61], 2003, to
the two-weight setting.

An application of a similar approach to the one-dimensional Liouville frac-
tional differentiation 𝐷𝛼

+ may be found in [118], 1999, and to fractional powers
(−𝐴)𝛼 in an abstract Banach space in [178], 2000, see also an expository article
[181], 2001, on approximative inverses in problems of such a kind.

6.1.2. Local nature of Riesz potential operators. The goal of S. Samko’s paper
[176], 1999, was to reveal the nature of Riesz potentials (5.1) with 𝐿𝑝-densities in
the case of large 𝛼. The potential 𝐼𝛼𝜑 of a function 𝜑 ∈ 𝐿𝑝(ℝ

𝑛) (with complex 𝛼
in general), in the case ℜ𝛼 ≥ 𝑛

𝑝 is interpreted as a distribution over the Lizorkin

test function space Φ (the space (5.5) with 𝑉 = {0}). Although 𝑓 = 𝐼𝛼𝜑 of
𝜑 ∈ 𝐿𝑝(ℝ𝑛) is in general a distribution, the finite differences Δℓ

ℎ(𝐼
𝛼𝜑) are always

regular functions belonging to 𝐿𝑝(ℝ𝑛) ) for ℓ > ℜ𝛼 and

𝐼𝛼(𝐿𝑝) ⊂ 𝐿𝑝𝑙𝑜𝑐(𝑅
𝑛), 1 ≤ 𝑝 < ∞, ℜ𝛼 > 0.

6.1.3. Miscellaneous. S. Samko’s paper [180], 2000, of that period, presents an
overview of the application of HSI to construction of fractional powers of operators,
based on his talk at the 1st International Conference on Semigroups of Operators,
Newport Beach, California, in 1998.

His paper [187], 2003, deals with the periodization of the Riesz fractional
integral of two variables and its connection with the Weyl type differentiation

𝐼𝛼𝑓(𝑥, 𝑦) =
∑

∣𝑚∣+∣𝑛∣∕=0

𝑓𝑚𝑛

(𝑚2 + 𝑛2)
𝛼
2

𝑒𝑖(𝑚𝑥+𝑛𝑦).

of doubly periodic functions. It reveals different effects, depending on whether
one uses the repeated periodization or the double one. It was shown that doubly-
periodic Weyl-Riesz kernel of order 0 < 𝛼 < 2 in general coincides with the
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periodization of the Riesz kernel, the repeated periodization being possible for
all 0 < 𝛼 < 2, while the double one is applicable only for 0 < 𝛼 < 1. The
well-known reason is that the Weyl periodic fractional integral of a 2𝜋-periodic
function 𝑓(𝑥), generally speaking, coincides with the properly interpreted Liouville
fractional integral of 𝑓 . This research was inspired by the fact that in the “real”
multidimensional fractional integration, i.e., not repeated (mixed) one, it is not
possible to separate variables.

In [108], 2005, there was given a generalization of the Marchaud formula for
fractional differentiation to the multidimensional case of functions on a domain
in ℝ𝑛:

𝔻𝛼Ω𝑓(𝑥) = 𝑐(𝛼)

[
𝑎Ω(𝑥)𝑓(𝑥) +

∫
Ω

𝑓(𝑥)− 𝑓(𝑦)

∣𝑥− 𝑦∣𝑛+𝛼 𝑑𝑦

]
, 𝑥 ∈ Ω, 0 < 𝛼 < 1,

where 𝑎Ω(𝑥) =
∫
𝑅𝑛∖Ω

𝑑𝑦
∣𝑥−𝑦∣𝑛+𝛼 ∼ [dist(𝑥, ∂Ω)]−𝛼 and 𝑎Ω(𝑥) was calculated explic-

itly in terms of the Gauss hypergeometric function in the case where Ω is a ball.
It was also shown there that the operator 𝔻𝛼Ω acts boundedly from the range of
the Riesz potential operator 𝐼𝛼Ω(𝐿𝑝(Ω)) to 𝐿𝑝(Ω), 1 < 𝑝 < 1

𝛼 . The considerations
related to the function 𝑎Ω(𝑥) generated some technical trick used later in [113],
2009, in the study of the Hardy inequality in domains in the variable exponent
setting.

In [188], 2005, he obtained the best constant 𝐶 for the Hardy-Rellich-type
inequality for the fractional powers of the minus Laplace operator:∫

ℝ𝑛

∣𝑓(𝑥)∣𝑝∣𝑥∣𝜇 𝑑𝑥 ≤ 𝐶𝑝
∫
ℝ𝑛

∣(−Δ)𝛼2 𝑓(𝑥)∣𝑝∣𝑥∣𝛾 𝑑𝑥

where 𝛼 > 0, 𝛼 − 𝑛 is not an integer, 1 ≤ 𝑝 < ∞, 𝛼𝑝 − 𝑛 < 𝛾 < 𝑛(𝑝 − 1) and
𝜇 = 𝛾 − 𝛼𝑝; the best constant being

𝐶 = 2−𝛼
Γ

(
𝑛(𝑝−1)−𝛾

2𝑝

)
Γ

(
𝑛+𝛾−𝛼𝑝

2𝑝

)
Γ

(
𝑛+𝛾
2𝑝

)
Γ

(
𝑛(𝑝−1)+𝛼𝑝−𝛾

2𝑝

) .

In [90], 2010, there were studied mapping properties of the mixed Riemann-
Liouville fractional integrals of order (𝛼, 𝛽)

(
𝐼𝛼, 𝛽0+,0+𝜑

)
(𝑥, 𝑦) =

1

Γ(𝛼)Γ(𝛽)

𝑥∫
0

𝑦∫
0

𝜑(𝑡, 𝜏)𝑑𝑡𝑑𝜏

(𝑥 − 𝑡)1−𝛼(𝑦 − 𝜏)1−𝛽
, 𝑥 > 0, 𝑦 > 0, (6.3)

in the Hölder spaces defined by mixed differences with the main goal to reveal the
mapping properties in dependence on the usage of usual or mixed differences in
the definition of Hölder spaces, both in non-weighted and weighted spaces (with
power weights).
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In [11], 2011, there were studied potential operators

𝐼𝛼Ω𝑓(𝑥) :=

∫
Ω

𝑓(𝑦) 𝑑𝑦

∣𝑥− 𝑦∣𝑛−𝛼

over a domain Ω ⊂ ℝ𝑛 in usual Hölder spaces 𝐻𝜆(Ω) and generalized Hölder
spaces 𝐻𝜔(Ω). As is known, the difficulty in establishing mapping properties of
this operator in such spaces is caused by the fact that the so-called cancellation
property does not hold for domains Ω (except for the case Ω = ℝ𝑛), i.e., the
property that the potential of a constant function is constant. The potential of a
constant behaves like [dist(𝑥, ∂Ω)]𝛼 near the boundary, and a result of the type
𝐼𝛼Ω : 𝐻𝜆(Ω) → 𝐻𝜆+𝛼(Ω), 𝜆 + 𝛼 < 1 is not possible in domains. In [11] it was
proved that the result of the type

𝐼𝛼Ω : 𝐻𝜆
0 (Ω) → 𝐻𝜆+𝛼(Ω),

where 𝐻𝜆
0 (Ω) is the subspace in 𝐻𝜆(Ω) of functions vanishing at the boundary,

(and more generally, for spaces of the type 𝐻𝜔
0 (Ω)) holds at the least for the

so-called uniform domains (known also as satisfying the banana condition).

6.2. Equations with involutive operators, continued

In 1997 there was renewed the collaboration with Nikolai Karapetiants who visited
Portugal on a sabbatical in 1997–1998 and some periods later. The book [53],
2001, on general methods to study equations containing generalized involutive
operators and their applications, was written at that period. It was an updated
and essentially enlarged version of the previous Russian edition [48], 1988. Before
it was published, a series of their papers appeared. In [49], 1999, they studied the
boundedness in 𝐿𝑝 of the operator

𝐾𝜑(𝑥) :=

∫
∣𝑦∣<𝑎

𝑘(𝑥, 𝑦)𝜑(𝑦)𝑑𝑦

(including necessary conditions for positive kernels), and the Fredhomness prop-
erties of multidimensional integral equations

𝜆𝜑(𝑥) = 𝐾𝜑(𝑥) + 𝑓(𝑥), ∣𝑥∣ < 𝑎

where 0 < 𝑎 ≤ ∞ and 𝑘(𝑥, 𝑦) is homogeneous of degree −𝑛, i.e., 𝑘(𝜆𝑥, 𝜆𝑦) =
𝜆−𝑛𝑓(𝑥, 𝑦) or has some other types of homogeneity.

In [50], 1999, they presented a modified and generalized their general ap-
proach of investigating the Fredholmness properties of equations with involutive
operators, discussed in Section 4, this development of the method included also
equations

𝑚∑
𝑗=1

𝑛∑
𝑘=1

𝑃 𝑗−1𝑄𝑘−1𝐴𝑗𝑘𝜑 = 𝑓

with two independent generalized involutive operators 𝑃 and 𝑄, 𝑄𝑛 = 𝑃𝑚 = 𝐼
(compare with (4.3)).
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In the paper [51], 2000, there was studied the Fredholmness in the space
𝐿𝑝(ℝ1, ∣𝑥∣𝛾), 1 < 𝑝 < ∞, −1 < 𝛾 < 𝑝− 1, of the equation

𝜆𝜑(𝑥) − 𝑃+𝑎𝑃−𝑄𝜑 = 𝑓(𝑥), 𝑥 ∈ 𝑅1,

where 𝑃± = 1
2 (𝐼 ± 𝑆), 𝑆𝜑 = 1

𝜋𝑖

∫∞
−∞

𝜑(𝑡)
𝑡−𝑥𝑑𝑡, 𝑎 = 𝑎(𝑥) is a piece-wise continu-

ous function and 𝑄𝜑 = 𝜑(−𝑥). Such equations arise in applications in diffraction
theory. Since 𝑄2 = 𝐼, it was possible to use their approach to equations with
involutive operators which allowed to obtain Fredholmness conditions and a for-
mula for the calculation of the index in effective terms. It was shown that the
essential spectrum of this equation is described in simple terms of the generalized
lemniscates defined by

𝑟2 =
4

sin2 2𝛼𝜋
cos(𝜑+ 𝜋𝛼) cos(𝜑− 𝜋𝛼), 𝛼 =

1 + 𝛾

𝑝
,

unilateral in case of a jump of 𝑎(𝑥) at the origin or infinity and bilateral in case
of jumps at other points.

In [52], 2000, they obtained a criterion of Fredholmness and a formula for the
index of singular integral equations with shift (4.2) in the space

𝐿𝑝(ℝ, ∣𝑥− 𝛿∣𝛾), 1 < 𝑝+∞, −1 < 𝛾 < 𝑝− 1,

where it was revealed that the unboundednes of ℝ in the presence of the shift
moving one of the points to infinity implies an essential complication of the theory
in the case 𝛾 ∕= 𝑝

2 − 1. To overcome the arising difficulties, the Fredholmness of
systems of singular integral equations perturbed by operators with homogeneous
kernels, was preliminarily developed.

An application of their general approach to equations with involutive oper-
ators to integral equations on the real line with homogeneous kernels and shift 1

𝑥
was given in [55], 2001.

Their paper [54], 2001, seems to be the first paper where multidimensional
integral equations with shift (transformation of variables) were studied. Applying
their method, in this paper they gave criteria of invertibility or Fredholmness of
some multidimensional integral operators with linear transformation

𝛼(𝑥) = 𝐴𝑥+ 𝛽

in the Euclidean space, which satisfies the generalized Carleman condition of order
𝑛 (this is equivalent to say that 𝐴𝑛 = 𝐼 and 𝛽 is he root of the equation (𝐼 +𝐴+
⋅ ⋅ ⋅ + 𝐴𝑁−1)𝛽 = 0). Such transformations have a rotational structure and the
application of the general approach in the multidimensional case even in the case
of linear transformations proved to be heavily depending on the specific properties
of the matrix 𝐴. The considered equations involved convolution type operators,
singular Calderón-type operators and operators with a homogeneous kernel.
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6.3. Variable Exponent Analysis: 1993–2003

S. Samko’s first papers [202], 1993, [116], [170], 1995, in this field have already
been mentioned above.

As is well known, the interest in the Lebesgue spaces 𝐿𝑝(⋅)(Ω) with variable
exponent does not come only from their mathematical curiosity, but also from their
importance in applications. The difficulties arising in the study of these spaces and
operators in them are caused by the fact that these spaces are not invariant with
respect to translation. During the last two decades, especially the last one, these
spaces have been intensively studied.

In 1998 there appeared the paper [173] written already in the pre-Portugal
period, where some properties of fractional integration operators of variable or-
ders were summarized, the equivalence of different norms in the Lebesgue spaces
with variable exponent 𝑝(𝑥) was proved and it was observed that the Minkowsky
inequality holds in these spaces.

Two next papers [172], [171], 1998, on convolution type operators in variable
exponent Lebesgue spaces 𝐿𝑝(⋅)(Ω), one a continuation of another, were written
already in the Portugal period. In the first one, already in 1998, for a bounded set
Ω and log-continuous exponent 𝑝(𝑥) there were obtained the relations

∥𝜒𝐵(𝑥,𝑟)(⋅)∣ ⋅ −𝑥∣𝛽(𝑥)∥𝑝(⋅) ∼ 𝑟𝛽(𝑥)+
𝑛

𝑝(𝑥) , 𝛽(𝑥)𝑝(𝑥) + 𝑛 > 0, (6.4)

∥𝜒Ω∖𝐵(𝑥,𝑟)(⋅)∣ ⋅ −𝑥∣𝛽(𝑥)∥𝑝(⋅) ∼ 𝑟𝛽(𝑥)+
𝑛

𝑝(𝑥) , 𝛽(𝑥)𝑝(𝑥) + 𝑛 > 0, (6.5)

which were of importance in various applications, especially the particular case

∥𝜒𝐵(𝑥,𝑟)∥𝑝(⋅) ∼ 𝑟
𝑛

𝑝(𝑥) .

Estimate (6.5) allowed to prove in [171], via the Hedberg trick, the Sobolev 𝑝(𝑥) →
𝑞(𝑥)-theorem, 1

𝑞(𝑥) =
1
𝑝(𝑥)− 𝛼(𝑥)

𝑛 , for the potential operators (also of variable order)

under the assumption that the maximal operator

𝑀𝑓(𝑥) = sup
𝑟>0

1

∣𝐵(𝑥, 𝑟)∣
∫

𝐵(𝑥,𝑟)

∣𝑓(𝑦)∣ 𝑑𝑦 (6.6)

is bounded in 𝐿𝑝(⋅)(Ω).
In [171], 1998, it was also shown that the Young theorem for convolutions is

no more valid for variable exponents, caused by the non-invariance of the spaces
with respect to translations. For a class of kernels there were given some neces-
sary conditions on 𝑝(𝑥) for this theorem to hold. Roughly speaking, a convolution
operator may be bounded in 𝐿𝑝(⋅) without additional restrictions on the exponent
𝑝(𝑥), if its kernel has a singularity at the origin only.

The next important step was made in [175], 1999 (see also [179], 2000) where
he had shown that it is possible to use mollifiers

1

𝜀𝑛

∫
𝒦

(
𝑥− 𝑦

𝜀

)
𝑓(𝑦) 𝑑𝑦
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in variable exponent Lebesgue spaces with log-continuous exponent 𝑝(𝑥), and
proved that 𝐶∞0 (ℝ𝑛) is dense in the Sobolev space 𝑊𝑚,𝑝(⋅)(ℝ𝑛).

In the case of bounded domains in ℝ𝑛 and 𝑥0 ∈ Ω, in [185], 2003, there was
proved the Hardy type inequality∥∥∥∥∥∥∣𝑥− 𝑥0∣𝛽−𝛼

∫
Ω

𝑓(𝑦) 𝑑𝑦

∣𝑦 − 𝑥0∣𝛽 ∣𝑥− 𝑦∣𝑛−𝛼

∥∥∥∥∥∥
𝐿𝑝(⋅)(Ω)

≤ 𝐶 ∥𝑓∥𝐿𝑝(⋅)(Ω) , 0<𝛼<𝑛, 𝑥0∈Ω,

where − 𝑛
𝑝(𝑥0)

< 𝛽 < 𝑛
𝑞(𝑥0)

and in [186], 2003, there was obtained the generalization∥∥∥𝐼𝛼(⋅)𝑓∥∥∥
𝐿𝑞(⋅)(Ω,∣𝑥−𝑥0∣𝜇)

≤ 𝐶 ∥𝑓∥𝐿𝑝(⋅)(Ω,∣𝑥−𝑥0∣𝛾) (6.7)

of the Hardy-Littlewood-Stein-Weiss inequality, where 1
𝑞(𝑥) ≡ 1

𝑝(𝑥) − 𝛼(𝑥)
𝑛 ,

𝛼(𝑥0)𝑝(𝑥0)− 𝑛 < 𝛾 < 𝑛[𝑝(𝑥0)− 1] and 𝜇 =
𝑞(𝑥0)

𝑝(𝑥0)
𝛾.

The proof of (6.7) was based on the estimate∥∥∥∣𝑥− 𝑦∣𝜈(𝑥)𝜒Ω∖𝐵(𝑥,𝑟)(𝑦)∣𝑦∣𝛽(𝑥)
∥∥∥
𝑝(⋅)

≤ 𝐶𝑟𝜈(𝑥)+
𝑛

𝑝(𝑥) (𝑟 + ∣𝑥∣)𝛽(𝑥), (6.8)

obtained in the same paper, which generalizes the estimate (6.5) to the case of
power weights.

6.4. Variable Exponent Analysis in collaboration with
V. Kokilashvili, 2001–present

In 2002 there started the collaboration with the author of this article. At the first
stage there were obtained the conditions of the boundedness of the maximal op-
erator 𝑀 , potential type operators and operators with fixed singularity (of Hardy
and Hankel type) in the spaces 𝐿𝑝(⋅)(𝜚,Ω) over a bounded open set in ℝ𝑛 with
a power weight 𝜌(𝑥) = ∣𝑥 − 𝑥0∣𝛾 , 𝑥0 ∈ Ω, and a log-continuous exponent 𝑝(𝑥).
These results announced in [68], 2002, were published with proofs in [74], 2004. In
particular, for bounded sets Ω there was proved that the maximal operator 𝑀 is
bounded in the space 𝐿𝑝(⋅) with the power weight ∣𝑥− 𝑥0∣𝛽 , 𝑥0 ∈ Ω, if and only

− 𝑛

𝑝(𝑥0)
< 𝛽 <

𝑛

𝑝′(𝑥0)
. (6.9)

In [69], 2002, [72], 2003, there were introduced variable exponent spaces Λ𝑝(⋅)

it terms of the rearrangements:

Λ𝑝(⋅) := {𝑓 ∈ 𝐿1
loc(Ω) : 𝑓

∗∗ ∈ 𝐿𝑝(⋅)(ℝ1
+)}

where the boundedness of various operators was investigated.
Later, in [12], 2008, this approach was extended to more general Lorentz type

spaces 𝐿𝑝(⋅),𝑞(⋅)(Ω, 𝑤), Ω ⊆ ℝ𝑛, with weight. In this generalization it was possible
to avoid the local log-condition, assuming only the log-decay conditions at the
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origin and infinity, which was based on the results for the one-dimensional Hardy
inequalities in variable exponent Lebesgue spaces proved in [10], 2007, see Sub-
section 6.5.5. Apart from the study of some basic properties of the space itself, in
this paper there were obtained conditions of the boundedness of various operators
including ergodic maximal and singular operators.

The above result of the paper [74] on the weighted boundedness of the maxi-
mal operator was immediately used in [73], 2003, to obtain a similar boundedness
of Calderón-Zygmund type singular operators and the corresponding supremal op-
erator. As a corollary very important for application to singular integral equations
and boundary value problems, there was shown that a condition of type (6.9) is
necessary and sufficient for the Cauchy singular integral operator

𝑆Γ𝑓(𝑡) =

∫
Γ

𝑓(𝜏)𝑑𝜏

𝜏 − 𝑡
, 𝑡 ∈ Γ,

to be bounded in the variable exponent Lebesgue space with a power weight, where
it was supposed that Γ is a Lyapunov curve or a curve of bounded rotation. Such
an application to singular integral equations with piecewise continuous coefficients
was made in [71], 2003, where the authors proved a criterion of Fredholmness and
an index formula in the Lebesgue spaces 𝐿𝑝(⋅)(Γ) on a finite closed Lyapunov curve
Γ or a curve of bounded rotation. To this end, they first gave a certain abstract
version of the Gohberg-Krupnik scheme to study the Fredholmness of SIO with
piece-wise continuous coefficients, applicable to arbitrary Banach function spaces.
This abstract version was then applied to the case of variable exponent Lebesgue
spaces. The obtained criterion showed that Fredholmness in such spaces and the
index depend only on the values of the function 𝑝(𝑡) at the discontinuity points of
the coefficients of the operator.

The Sobolev type estimate∥∥∥(1 + ∣𝑥∣)−𝛾(𝑥)𝐼𝛼(⋅)𝑓
∥∥∥
𝐿𝑞(⋅)(ℝ𝑛)

≤ 𝑐 ∥𝑓∥𝐿𝑝(⋅)(ℝ𝑛) (6.10)

for the Riesz potential 𝐼𝛼(⋅) of variable order, was obtained in [70], 2003, under
the local log and decay conditions on 𝑝(𝑥) and 1 < 𝑝(∞) ≤ 𝑝(𝑥) ≤ 𝑃 < ∞, where
1
𝑞(𝑥) =

1
𝑝(𝑥) − 𝛼(𝑥)

𝑛 and 𝛾(𝑥) = 𝐴∞𝛼(𝑥)
[
1− 𝛼(𝑥)

𝑛

]
, 𝐴∞ being the constant from

the decay condition.

In [62], 2005, there was studied the Riemann boundary value problem

Φ+(𝑡) = 𝐺(𝑡)Φ−(𝑡) + 𝑔(𝑡)

for analytic functions in the class of analytic functions represented by the Cauchy
type integral with density in the spaces 𝐿𝑝(⋅)(Γ) with variable exponent, with piece-
wise coefficient 𝐺(𝑡), admitting also more general oscillating coefficients. There
were obtained solvability conditions and formulas for the solution in the explicit
form, reflecting their dependence on local values of the variable exponent. The
related boundary singular integral equations in 𝐿𝑝(⋅)(Γ) were also treated. That
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solution of the boundary value problem allowed to obtain the weight results for
Cauchy singular integral operators in 𝐿𝑝(⋅)(Γ)-spaces, among them an extension
of the Helson-Szegö theorem.

These applications naturally led to the necessity to extend the result on the
boundedness of the Cauchy singular operator to more general curves. In case of a
constant exponent 𝑝 the most general curves admitted for this, are Carleson curves.
In [76], 2005, there were announced results on the weighted boundedness of the
maximal, singular and potential operators on such curves, and in [75], 2005, there
was given an overview on facts related to the proof on Carleson curves together
with the sketch of the main ideas of the proof. In [63], 2006, there was given the
complete proof of the weighted boundedness of the singular operator 𝑆Γ together
with the proof of the necessity for Γ to be a Carleson curve. The main result of
[63] runs as follows.

Let Γ be a simple Carleson curve, 𝑤(𝑡) = ∣𝑡−𝑡0∣𝜇, 𝑡0 ∈ Γ, 1 < 𝑝− ≤ 𝑝+ < ∞
and 𝑝(𝑥) be log-continuous. Then the operator 𝑆Γ is bounded in 𝐿𝑝(⋅)(Γ, 𝑤), if and
only if − 1

𝑝(𝑡0)
< 𝜇 < 1

𝑝′(𝑡0) . If 𝑆Γ is bounded, then Γ is a Carleson curve.

The proof of a similar weighted boundedness of Sobolev type for potential
operators on Carleson curves in the case of power weights appeared in [80], 2008.

In [65], 2006, in the case of bounded domains Ω in ℝ𝑛 there were obtained
conditions for the weighted boundedness of the maximal operator, in 𝐿𝑝(⋅)(Ω, 𝑤),
in the case of weights 𝑤 in the Bari-Stechkin class (they oscillate between different
power functions, in general). These conditions were formulated in terms of bounds
for the so-called Matuszewska-Orlicz lower and upper indices 𝑚(𝑤) and 𝑀(𝑤)
of the weight. In a similar settings of oscillating weight, in [67], 2007, there was
studied the boundedness of singular Calderón-Zygmund type operators in bounded
domains in ℝ𝑛 and singular Cauchy integral operator 𝑆Γ along a Carleson curve Γ.

In the paper [66], 2007, also because of applications, there were given con-
ditions of the boundedness of the maximal operator 𝑀 on Carleson curves with
similar weights from the Bari-Stechkin-class. In this paper there was also shown
that, both in the case of Carleson curves and bounded domains in ℝ𝑛, it is possible
to cover the case of weight functions satisfying a certain similarity with the general
Muckenhoupt-looking condition

sup
𝑥∈Ω,𝑟>0

(
1

∣𝐵(𝑥, 𝑟)∣
∫

𝐵(𝑥,𝑟)

∣𝜌(𝑦)∣𝑝(𝑦)𝑑𝑦
)

×
(

1

∣𝐵(𝑥, 𝑟)∣
∫

𝐵(𝑥,𝑟)

𝑑𝑦

∣𝜌(𝑦)∣
𝑝(𝑦)
𝑝−−1

)𝑝−−1
< ∞,

(6.11)

(which coincides with the usual Muckenhoupt class 𝐴𝑝 in the case of constant 𝑝,
but is narrower than what is necessary in the case of variable 𝑝).
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The next natural step was the extension of the developed technique of weigh-
ted estimation of operators to the case of more general settings when the under-
lying space is an arbitrary quasimetric measure space (𝑋, 𝑑, 𝜇) equipped with a
quasidistance 𝑑(𝑥, 𝑦) and a Borel measure 𝜇. For the maximal operator 𝑀 such
an extension in case of doubling measure was done in the papers [78], 2007; [81],
2008, where in particular there was shown that the condition of type (6.11) may
be also admitted as well as the case of the oscillating radial type weights.

In [77], 2007 and [82], 2008 there was proved a certain 𝑝(⋅) → 𝑞(⋅)-version
of Rubio de Francia’s extrapolation theorem for weighted spaces 𝐿

𝑝(⋅)
𝜚 on metric

measure spaces. By means of this extrapolation theorem and known theorems on
the boundedness with Muckenhoupt weights in the case of constant 𝑝, there were
derived results on the weighted 𝑝(⋅) → 𝑞(⋅)- or 𝑝(⋅) → 𝑝(⋅)-boundedness – in the
case of variable exponent 𝑝(𝑥) – of various classical operators of harmonic analysis:
potential type operators, Fourier multipliers, multipliers of trigonometric Fourier
series, singular integral operators on Carleson curves, majorants of partial sums
of trigonometric Fourier series etc.

See also another version of presentation of the above results in [85], 2009.

The paper [83], 2008, was devoted to the problem of the boundedness of the
so-called Vekua generalized singular integral operator

𝑆Γ𝑓(𝑡) =
1

2𝜋𝑖

∫
Γ

Ω1(𝑡, 𝜏)𝑓(𝜏) 𝑑𝜏 − Ω2(𝑡, 𝜏)𝑓 (𝜏) 𝑑𝜏

which arises in the theory of Vekua’s generalized analytical functions defined by
the equation ∂𝑧Φ(𝑧)+𝐴(𝑧)Φ(𝑧)+𝐵(𝑧)Φ(𝑧) = 0. The boundedness of this operator
along an arbitrary Carleson curve Γ was established in weighted Lebesgue spaces
𝐿𝑝(⋅)(Γ, 𝜚) with variable exponent 𝑝(⋅) and oscillating radial weights; the obtained
result even in the case of constant 𝑝 was an improvement of what was known.

6.5. Variable Exponent Analysis, continued: 2004–present

A number of the results in VEA in this period was obtained in the research joint
with S. Samko’s PhD students and collaborators in Portugal, A. Almeida and
H. Rafeiro. At that period he had collaboration with many colleagues, L. Diening,
V. Guliev, J. Hasanov, M. Hajibayev, A. Karapetyants, L.-E. Persson, V. Rabi-
novich, E. Shargorodsky, S. Umarkhadzhiev and B. Vakulov among them.

6.5.1. More on weighted estimates of potential operators. In [213], [214], 2005,
there was proved the weighted 𝐿𝑝(⋅)(ℝ𝑛, 𝜌𝛾0,𝛾∞)−𝐿𝑞(⋅)(ℝ𝑛, 𝜌𝜇0,𝜇∞)-Sobolev theo-
rem with 1

𝑞(𝑥) =
1
𝑝(𝑥) − 𝛼

𝑛 for the Riesz potential operator 𝐼𝛼 where

𝜌𝛾0,𝛾∞(𝑥) = ∣𝑥∣𝛾0(1 + ∣𝑥∣)𝛾∞−𝛾0 , 𝜇0 =
𝑞(0)

𝑝(0)
𝛾0, 𝜇∞ =

𝑞(∞)

𝑝(∞)
𝛾∞,

𝛼𝑝(0)− 𝑛 < 𝛾0 < 𝑛[𝑝(0)− 1], 𝛼𝑝(∞)− 𝑛 < 𝛾∞ < 𝑛[𝑝(∞)− 1],
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under some additional condition relating the values of the exponents at the points
0 and ∞, which was removed in [203], 2007. Similar versions of weighted Sobolev
theorems for spherical potential operators were also obtained there via stereo-
graphical projection.

In the papers [119], 2007, and [122], 2010, an estimate

∥𝐼𝛼𝑓∥
𝐿𝑞(⋅)

(
Ω,𝑤

𝑞
𝑝

) ≤ 𝐶 ∥𝑓∥𝐿𝑝(⋅)(Ω,𝑤) ,

of such a kind was obtained for Ω ⊆ ℝ𝑛, in the case of more general weights 𝑤 in
the Bari-Stechkin class. This result was based on a generalization in [119], 2007,
of the estimate (6.8), to weights more general from the Bari-Stechkin class. It runs
as follows ∥∥∥∣𝑥− 𝑦∣𝜈(𝑥)𝜒Ω∖𝐵(𝑥,𝑟)(𝑦)𝜑(∣𝑦∣)

∥∥∥
𝑝(⋅)

≤ 𝐶𝑟𝜈(𝑥)+
𝑛

𝑝(𝑥)𝜑(𝑟 + ∣𝑥∣) (6.12)

where 0 ∈ Ω, under the assumptions that sup
𝑥∈Ω

[𝜈(𝑥)𝑝(𝑥) + 𝑛] < 0.

In [23], 2011, variable exponent estimates for potential operators were ob-
tained in the case of more general kernels

𝑎([𝜚(𝑥, 𝑦)])

[𝜚(𝑥, 𝑦)]𝑁

on bounded quasimetric measure space (𝑋,𝜇, 𝑑) with doubling measure 𝜇 satisfy-
ing the upper growth condition 𝜇𝐵(𝑥, 𝑟) ≤ 𝐾𝑟𝑁 , 𝑁 ∈ (0,∞). Under some assump-
tions on 𝑎(𝑟) in terms of almost monotonicity, there was proved that such potential
operators are bounded from the variable exponent Lebesgue space 𝐿𝑝(⋅)(𝑋,𝜇) into
a certain Musielak-Orlicz space 𝐿Φ(𝑋,𝜇) with the N-function Φ(𝑥, 𝑟) defined by
the exponent 𝑝(𝑥) and the function 𝑎(𝑟). A reformulation of the obtained result
in terms of the Matuszewska-Orlicz indices of the function 𝑎(𝑟) was also given. In
[22], 2010, these results were extended to the weighted case with radial type power
weight 𝑤 = [𝜚(𝑥, 𝑥0)]

𝜈 , 𝑥0 ∈ 𝑋 , for such generalized potential operators acting
from the weighted variable exponent Lebesgue space 𝐿𝑝(⋅)(𝑋,𝑤, 𝜇) into a certain

weighted Musielak-Orlicz space 𝐿Φ(𝑋,𝑤
1

𝑝(𝑥0) , 𝜇).

6.5.2. Studies related to HSI and the range 𝑰𝜶(⋅)(𝑳𝒑(⋅)) in case of variable expo-
nents. In [4], 2006, there were introduced and studied Riesz and Bessel potential
spaces of constant order 𝛼 with densities in the variable exponent Lebesgue spaces
𝐿𝑝(⋅)(ℝ𝑛). It was shown that the spaces of these potentials can be characterized
in terms of convergence of hypersingular integrals, under the assumption that the
maximal operator𝑀 is bounded in the space 𝐿𝑝(⋅)(ℝ𝑛). This generalized the corre-
sponding description of the range 𝐼𝛼(𝐿𝑝) mentioned in Subsection 5.1, to the vari-
able exponent case, representing the range as the space of 𝑓 ∈ 𝐿𝑞(⋅)(ℝ𝑛) with the

Sobolev exponent 𝑞(𝑥) = 𝑛𝑝(𝑥)
𝑛−𝛼𝑝(𝑥) for which there converge truncated HSIs 𝔻

𝛼
𝜀 𝑓(𝑥).
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As a consequence of this characterization, there was given a relation between
such spaces of Riesz or Bessel potentials and the variable Sobolev spaces:

ℬ𝛼[𝐿𝑝(⋅)(ℝ𝑛)] = 𝐿𝑝(⋅)(ℝ𝑛)
∩

𝐼𝛼[𝐿𝑝(⋅)(ℝ𝑛)]

= {𝑓 ∈ 𝐿𝑝(⋅)(ℝ𝑛) : 𝔻𝛼𝑓 ∈ 𝐿𝑝(⋅)(ℝ𝑛)}
(6.13)

and it was shown that in the case of integer 𝛼 the Bessel potential space
ℬ𝛼[𝐿𝑝(⋅)(ℝ𝑛)] with the variable exponent 𝑝(𝑥) coincides with the Sobolev spaces.

In [110], 2008, it was shown that the method of approximative inverses dis-
cussed in Subsection 6.1.1, is also applicable to Riesz potential operators 𝐼𝛼𝜑 for
densities 𝜑 in the variable exponent spaces 𝐿𝑝(⋅)(ℝ𝑛) under natural assumptions
on 𝑝(𝑥).

The paper [109], 2007, appeared as a kind of return of interest to one-
dimensional integral equations

𝑏∫
𝑎

𝑐(𝑥, 𝑡)

∣𝑥− 𝑡∣1−𝛼𝜑(𝑡) 𝑑𝑡 = 𝑓(𝑥),

of the first kind, where 𝑐(𝑥, 𝑡) has a jump at the diagonal 𝑥 = 𝑡, for which (2.1)
serves as a model equation. The state of art in VEA allowed to deal with the well-
posedness of such equations with solutions 𝜑 in the weighted variable exponent
Lebesgue space 𝐿𝑝(⋅)([𝑎, 𝑏], 𝑤) and right-hand sides 𝑓 in the weighted variable
exponent Sobolev type space 𝐿𝛼,𝑝(⋅)([𝑎, 𝑏], 𝑤) of fractional smoothness. There was
obtained a criterion of Fredholmness and formula for the Fredholm index from
𝐿𝑝(⋅)([𝑎, 𝑏], 𝑤) to 𝐿𝛼,𝑝(⋅)([𝑎, 𝑏], 𝑤) and given formulas in closed form for solutions
𝜑 ∈ 𝐿𝑝(⋅)([𝑎, 𝑏], 𝑤) of the equation (2.1) in dependence on the values of the variable
exponent 𝑝(𝑥) at the endpoints 𝑥 = 𝑎 and 𝑥 = 𝑏.

In relation with the above applications to integral equations of the first kind,
the characterization of the variable exponent Riesz or Bessel potential spaces (see
(6.13)) in [111], 2008, a similar problem of characterization was solved in the one-
dimensional case 𝑛 = 1, but in a more difficult situation of the interval where
the influence of the end points come into the game. The corresponding range of
fractional integrals over the space 𝐿𝑝(⋅)(Ω, 𝜚) with variable exponent 𝑝(⋅) and a
power type weight 𝜚 was described. in terms of convergence of the corresponding
Marchaud derivatives and that this range may be also obtained as the restriction
on Ω of Bessel potentials with densities in 𝐿𝑝(⋅)(Ω, 𝜚).

As a by-product result in the proofs in [111] there was also proved a Hardy
type inequality (see (6.18) in the sequel) adjusted for the finite interval (𝑎, 𝑏) with
the weight (𝑥−𝑎)𝜇(𝑥)(𝑏−𝑥)𝜈(𝑥) where the influence of the both end points on the
conditions on the exponents had to be separated in terms of the decay conditions
at the end-points.
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A similar equation∫
ℝ𝑛

𝑐(𝑥, 𝑦)

∣𝑥− 𝑦∣𝑛−𝛼𝜑(𝑦)𝑑𝑦 = 𝑓(𝑥) , 𝑥 ∈ ℝ𝑛, 0 < 𝛼 < 1,

of the 1st kind over the whole space ℝ𝑛 was later investigated in [207], 2010, and
[208], 2011, where it was shown that the method of reducing such equations with
𝐿𝑝-solutions to equations of the second kind with an operator compact in 𝐿𝑝(ℝ𝑛)
remains valid for the variable exponent Lebesgue spaces 𝐿𝑝(⋅)(ℝ𝑛) under the usual
local and decay log-conditions on 𝑝(𝑥).

In [5], 2007, for functions in the Sobolev space 𝑊 1,𝑝(⋅)(Ω) with variable expo-
nent 𝑝(𝑥), on a bounded domain in ℝ𝑛 with Lipschitz boundary, there was proved
the pointwise estimate

∣𝑓(𝑥)− 𝑓(𝑦)∣ ≤ 𝑐

min[𝑝(𝑥), 𝑝(𝑦)]− 𝑛
∥∣∇𝑓 ∣∥𝑝(⋅),Ω ∣𝑥− 𝑦∣1− 𝑛

min[𝑝(𝑥),𝑝(𝑦)] (6.14)

for all 𝑥, 𝑦 ∈ Ω such that 𝑝(𝑥) > 𝑛, 𝑝(𝑦) > 𝑛, and the embedding 𝑊 1,𝑝(⋅)(Ω) ↪→
𝐶0,1− 𝑛

𝑝(⋅) (Ω) proved. The pointwise estimate allowed to obtain a result on the
boundedness of the hypersingular operator

𝒟𝛼(⋅)𝑓(𝑥) =
∫
Ω

𝑓(𝑥)− 𝑓(𝑦)

∣𝑥− 𝑦∣𝑛+𝛼(𝑥) 𝑑𝑦 (6.15)

over a bounded domain from 𝑊 1,𝑝(⋅)(Ω) into 𝐿𝑞(⋅)(Ω) under a certain natural
choice of the variable exponents 𝑝(𝑥) and 𝑞(𝑥).

When the underlying space is a quasimetric measure space (𝑋, 𝑑, 𝜇) with
doubling condition, the pointwise estimate

∣𝑓(𝑥)− 𝑓(𝑦)∣ ≤ 𝐶(𝜇, 𝛼, 𝛽)
[
𝑑(𝑥, 𝑦)𝛼(𝑥)ℳ♯

𝛼(⋅)𝑓(𝑥) + 𝑑(𝑥, 𝑦)𝛽(𝑦)ℳ♯
𝛽(⋅)𝑓(𝑦)

]
of a nature similar to (6.14), with the fractional sharp maximal function

ℳ♯
𝛼(⋅)𝑓(𝑥) = sup

𝑟>0

𝑟−𝛼(𝑥)

𝜇𝐵(𝑥, 𝑟)

∫
𝐵(𝑥,𝑟)

∣𝑓(𝑦)− 𝑓𝐵(𝑥,𝑟)∣ 𝑑𝜇(𝑦)

of variable order and 0 < 𝛼− ≤ 𝛼+ < ∞, 0 < 𝛽− ≤ 𝛽+ < ∞, was obtained in [6],
2009. With the aid of this estimate there was proved the embedding

𝑀1,𝑝(⋅)(𝑋) ↪→ 𝐻1− 𝑁
𝑝(⋅) (𝑋)

of the Hajl̷asz-Sobolev space 𝑀1,𝑝(⋅)(𝑋) with 𝑝− > 𝑁 into the Hölder space
of variable order, where the lower dimension 𝑁 of 𝑋 comes from the estimate
𝜇𝐵(𝑥, 𝑟) ≥ 𝑐𝑟𝑁 .

The paper [7], 2009, performed also in the context of quasimetric function
spaces (𝑋, 𝑑, 𝜇) dealt with potential and hypersingular integrals in the variable
exponent setting. For potential operators of forms

ℑ𝛼𝑓(𝑥) =

∫
Ω

[𝑑(𝑥, 𝑦)]𝛼

𝜇𝐵(𝑥, 𝑑(𝑥, 𝑦))
𝑓(𝑦) 𝑑𝜇(𝑦), 𝐼𝛼(⋅)𝑛 𝑓(𝑥) =

∫
Ω

𝑓(𝑦) 𝑑𝜇(𝑦)

[𝑑(𝑥, 𝑦)]𝑛−𝛼(𝑥)
, (6.16)
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where Ω ⊂ 𝑋 is an open bounded set and 𝑛 comes from the upper estimate for
𝜇𝐵(𝑥, 𝑟), Sobolev type estimates were proved. HSI were studied there in two forms,
one as in (6.15) and another

𝔇𝛼(⋅)𝑓(𝑥) =
∫
Ω

𝑓(𝑥)− 𝑓(𝑦)

𝜇𝐵(𝑥, 𝑑(𝑥, 𝑦))[𝑑(𝑥, 𝑦)]𝛼(𝑥)
𝑑𝜇(𝑦),

for which were found conditions of their boundednes from the Hajl̷asz-Sobolev
space 𝑀1,𝑝(⋅)(𝑋) into a Lebesgue 𝐿𝑞(⋅)(Ω), this being an extension of the results
in [5] for the Euclidean case.

In [121], 2010, there were studied Hölder spaces 𝐻𝜆(⋅)(𝑋) on a quasimet-
ric measure space (𝑋, 𝑑, 𝜇), whose Hölder exponent 𝜆(𝑥) is variable. There were
obtained Zygmund type estimates of the local continuity modulus of potential

operators 𝐼
𝛼(⋅)
𝑛 of form (6.16) and HSI 𝒟𝛼(⋅)𝑓 of form (6.15), of variable complex-

valued orders 𝛼(𝑥), via such modulus of their densities. These estimates allowed
to treat not only the case of the spaces 𝐻𝜆(⋅)(𝑋), but also the generalized Hölder
spaces 𝐻𝑤(⋅,⋅)(𝑋) of functions whose continuity modulus is dominated by a given
function 𝑤(𝑥, ℎ), 𝑥 ∈ 𝑋,ℎ > 0.

By means of those estimates there were established theorems on mapping
properties of potential operators of variable order 𝛼(𝑥), from such a variable expo-
nent Hölder space with the exponent 𝜆(𝑥) to another one with a “better” exponent
𝜆(𝑥) +𝛼(𝑥), and similar mapping properties of hypersingular integrals of variable
order 𝛼(𝑥) from such a space into the space with the “worse” exponent 𝜆(𝑥)−𝛼(𝑥)
in the case 𝛼(𝑥) < 𝜆(𝑥). In the case of potentials, it was also admitted that ℜ𝛼(𝑥)
may vanish at a set of measure zero and in this case the action of the potential op-
erator was considered to weighted generalized Hölder spaces with the weight 𝛼(𝑥).

These results were also discussed in [120], 2009, where the mapping properties
for HSI were given with ℜ𝛼(𝑥) vanishing on a set of measure zero.

In [114], 2010, the results of type (5.2) and (5.3) were generalized for vari-
able exponents in the case of the Bessel potential space ℬ𝛼[𝐿𝑝(⋅)(ℝ𝑛)], see (6.13),
corresponding to the case 𝑝 = 𝑟. Namely, for 𝑓 ∈ 𝐿𝑝(⋅)(ℝ𝑛) with 𝑝(⋅) satisfying
the log- and decay conditions, the limits lim𝜀→0+

1
𝜀𝛼 (𝐼 − 𝑃𝜀)

𝛼𝑓 and lim𝜀→0+ 𝔻𝛼𝜀 𝑓

exist in 𝐿𝑝(⋅)(ℝ𝑛) simultaneously and coincide with each other and

ℬ𝛼[𝐿𝑝(⋅)(ℝ𝑛)] =
{
𝑓 ∈ 𝐿𝑝(⋅)(ℝ𝑛), ∥(𝐼 − 𝑃𝜀)

𝛼𝑓∥𝑝(⋅) ≤ 𝐶𝜀𝛼
}
.

6.5.3. Morrey and Campanato spaces. In [3], 2008, there were introduced variable
exponent Morrey spaces

𝐿𝑝(⋅),𝜆(⋅)(Ω) =

⎧⎨⎩𝑓 : sup
𝑥∈Ω, 𝑟>0

1

𝑟𝜆(𝑥)

∫
𝐵(𝑥,𝑟)

∣𝑓(𝑦)∣𝑝(𝑦)𝑑𝑦 < ∞

⎫⎬⎭ , Ω ⊆ ℝ𝑛,

for which there was shown the equivalence of various types of norms and embedding
theorems proved. The main results obtained in this paper provided conditions
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on the boundedness, in 𝐿𝑝(⋅),𝜆(⋅)(Ω) over bounded Ω, of the Hardy-Littlewood
maximal operator 𝑀 and potential type operators

𝐼𝛼(⋅)𝑓(𝑥) =
∫
Ω

𝑓(𝑦) 𝑑𝑦

∣𝑥− 𝑦∣𝑛−𝛼(𝑥) (6.17)

of variable order 𝛼(𝑥). In the case of constant 𝛼, there was also proved the bound-

edness theorem in the limiting case 𝑝(𝑥) = 𝑛−𝜆(𝑥)
𝛼(𝑥) , when the potential operator

𝐼𝛼 acts from 𝐿𝑝(⋅),𝜆(⋅) into BMO.

The results of the paper [3] found their development in the papers [21] and
[20], 2010. In [21] there were considered more general Morrey spaces ℳ𝑝(⋅),𝜔(Ω)
defined by the norm

∥𝑓∥ℳ𝑝(⋅),𝜔 = sup
𝑥∈Ω,𝑟>0

𝑟−
𝑛

𝑝(𝑥)

𝜔(𝑥, 𝑟)
∥𝑓∥𝐿𝑝(⋅)(𝐵(𝑥,𝑟))

and obtained conditions of the boundedness of the Hardy-Littlewood maximal op-
erator𝑀 , the potential operator (6.17), the fractional maximal operator𝑀𝛼(𝑥)𝑓(𝑥)

= sup𝑟>0 ∣𝐵(𝑥, 𝑟)∣
𝛼(𝑥)
𝑛 −1 ∫

𝐵(𝑥,𝑟) ∣𝑓(𝑦)∣𝑑𝑦, also of variable order 𝛼(𝑥) and Calderón-
Zygmund type singular operator. For the potential operator there the generaliza-
tions of both the Spanne and Adams type results known for constant exponents
and a generalization of the Sobolev-Adams exponent were obtained.

In [20] there was introduced another type of spaces, namely the Morrey-
Adams type spaces defined by the norm

∥𝑓∥ℳ𝑝(⋅),𝜃(⋅),𝜔(⋅)(Ω) = sup
𝑥∈Ω

∥∥∥∥𝜔(𝑥, 𝑟)
𝑟

𝑛
𝑝(𝑥)

∥𝑓∥𝐿𝑝(⋅)(𝐵(𝑥,𝑟))

∥∥∥∥
𝐿𝜃(⋅)(0,ℓ)

, ℓ = diamΩ,

the case 𝜃(𝑟) ≡ ∞ corresponding to the studies in [21], where the same classical
operators of harmonic analysis were studied.

Results obtained in [21] and [20] proved to be new even in the case of constant
𝑝, because they did not impose monotonicity type conditions on 𝜔(𝑥, 𝑟).

6.5.4. PDO in variable exponent setting. Although the first cited paper below is
not related to variable exponents, it is mentioned here because it was also in the
areas SIO and PDO.

In [103], 2006, there were studied the Fredholm spectra and Fredholm proper-
ties of SIO on composed Carleson curves with discontinuous coefficients in weighted
Hölder spaces 𝐻𝜆(𝛾, 𝜚), with the admission of coefficients of SIO and also curves
Γ and weights 𝜚, which may slowly oscillate at the nodes of the curve. To this end
there was used the technique of PDO, which allowed to reveal the influence of the
oscillations on the appearance of massive Fredholm spectra, and obtain a criterion
of Fredholmness and index formula for SIO in 𝐻𝜆(𝛾, 𝜚).

In [104], 2007, and [105], 2008, the results of [73], 2003, on the weighted
boundedness of Calderón-Zygmund singular operators in 𝐿𝑝(⋅)(ℝ𝑛, 𝑤) with power
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weight 𝑤 were generalized to more general operators of the form

𝔸𝑓(𝑥) =

∫
ℝ𝑛

𝑘(𝑥, 𝑥− 𝑦)𝑓(𝑦)𝑑𝑦

where it was shown that this boundedness is governed by the estimate

∥𝔸∥𝐿𝑝(⋅)(ℝ𝑛,𝑤) ≤ 𝑐(𝑛, 𝑝, 𝑤) [𝜆1(𝔸) + 𝜆2(𝔸) + 𝜈(𝔸)]

where 𝜆1(𝔸) := sup
∣𝛼∣=1

sup
𝑥,𝑧∈ℝ𝑛×ℝ𝑛

∣𝑧∣𝑛+1 ∣∂𝛼𝑥 𝑘(𝑥, 𝑧)∣, 𝜆2(𝔸) := sup
∣𝛽∣=1

sup
𝑥,𝑧∈ℝ𝑛×ℝ𝑛

∣𝑧∣𝑛+1×∣∣∂𝛽𝑧 𝑘(𝑥, 𝑧)∣∣ and 𝜈(𝔸) is the constant from the weak type estimate ∣{𝑥 ∈ ℝ𝑛 :

∣𝔸𝑓(𝑥)∣ > 𝑡}∣ ≤ 𝜈(𝔸)
𝑡 ∥𝑓∥1.

In this paper there was also made an important observation that the famous
Krasnoselski theorem on unilateral interpolation of compactness remains valid in
variable exponent Lebesgue spaces.

Both these two facts allowed in [105] to obtain a necessary and sufficient
condition for pseudodifferential operators of the Hörmander class 𝑂𝑃𝑆𝑚1,0 with
symbols slowly oscillating at infinity, to be Fredholm in weighted Sobolev spaces

𝐻
𝑠,𝑝(⋅)
𝑤 (ℝ𝑛) with constant smoothness 𝑠, variable 𝑝(⋅)-exponent, and exponential

weights 𝑤.

These studies were continued in [106], 2011, where there was obtained the
boundedness of singular integral operators in the variable exponent Lebesgue
spaces 𝐿𝑝(⋅)(Γ, 𝑤) on a class of composed Carleson curves Γ with the weights 𝑤
having a finite set of oscillating singularities. The proof was based on the bound-
edness of Mellin PDO in the spaces 𝐿𝑝(⋅)(ℝ+, 𝑑𝜇), 𝑑𝜇 = 𝑑𝑟

𝑟 .
This allowed in [106] to obtain a criterion of local invertibility of singular

integral operators with piecewise slowly oscillating coefficients acting on the space
𝐿𝑝(⋅)(Γ, 𝑤) via the corresponding criteria of local invertibility at the point 0 of
Mellin PDO and local invertibility of SIO on ℝ.

On the base of the Simonenko local theory for studying Fredholmness of op-
erators, adjusted for the variable exponent setting, there was obtained a criterion
of Fredholmness of singular integral operators in the variable exponent Lebesgue
spaces 𝐿𝑝(⋅)(Γ, 𝑤) where Γ belongs to a class of composed Carleson curves slowly
oscillating at the nodes, and the weight 𝑤 has a finite set of slowly oscillating singu-
larities. Apart from this criterion, another essential advance in [106], was that the
explicit formula for the Fredholmness index was given in a general setting. In the
case of variable exponent spaces the formula for the index was known before that in
the case of non-oscillating coefficients and non-oscillating curves, as given in [71].

6.5.5. Miscellaneous in variable exponent analysis. In [10], 2007, there was
proved a statement important for various applications, showing that bounded ker-
nels 𝑘(𝑥) with the estimate

∣𝑘(𝑥)∣ ≤ 𝐶

(1 + ∣𝑥∣)𝜈 with 𝜈 > 𝑛

(
1− 1

𝑝(∞)
+

1

𝑞(∞)

)
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generate a convolution operator 𝑘 ∗ 𝑓 bounded from 𝐿𝑝(⋅)(ℝ𝑛) to 𝐿𝑞(⋅)(ℝ𝑛) under
the only assumption that 1 ≤ 𝑝− ≤ 𝑝+ < ∞, 1 ≤ 𝑞− ≤ 𝑞+ < ∞, 𝑝(𝑥), 𝑞(𝑥) satisfy
the decay condition and 𝑞(∞) ≥ 𝑝(∞) (i.e., the local log-condition is not required).
This allowed to obtain the Hardy inequality∥∥∥∥∥∥𝑥𝛼(𝑥)+𝜇(𝑥)−1

𝑥∫
0

𝑓(𝑦) 𝑑𝑦

𝑦𝛼(𝑦)

∥∥∥∥∥∥
𝐿𝑞(⋅)(ℝ1

+)

≤ 𝐶 ∥𝑓∥𝐿𝑝(⋅)(ℝ1
+) (6.18)

(and a similar inequality for the dual Hardy operator) in the variable exponent
setting under the natural assumptions

0 ≤ 𝜇(0) <
1

𝑝(0)
, 0 ≤ 𝜇(∞) <

1

𝑝(∞)
, 𝛼(0) <

1

𝑝′(0)
, 𝛼(∞) <

1

𝑝′(∞)
,

1

𝑞(0)
=

1

𝑝(0)
− 𝜇(0),

1

𝑞(∞)
=

1

𝑝(∞)
− 𝜇(∞),

not requiring local log-condition, but supposing that only the decay condition
holds for 𝛼(𝑥), 𝜇(𝑥) and 𝑝(𝑥) at the points 𝑥 = 0 and 𝑥 = ∞.

Within the frameworks of 𝐿𝑝-spaces with constant 𝑝 the following dominated
compactness theorem was known. Let K be a linear integral operator (LIO) with
the kernel 𝐾(𝑥, 𝑦); if the LIO with the kernel ∣𝐾(𝑥, 𝑦)∣ is bounded in 𝐿𝑝 and
the LIO with the kernel 𝐿(𝑥, 𝑦) ≥ ∣𝐾(𝑥, 𝑦)∣ is compact in 𝐿𝑝, then K is also
compact. In the paper [112], 2008, it was shown that this is valid for every Banach
function space with absolutely continuous norm, in particular for weighted variable
exponent Lebesgue spaces 𝐿𝑝(⋅)(Ω, 𝜇, 𝜚). An application to potential type operators
in such spaces was given there.

Compactness of operators in variable exponent Lebesgue spaces was also
discussed in [191], 2010, where in particular it was shown that integral operators

𝐾𝑓(𝑥) =

∫
Ω

𝒦(𝑥, 𝑦)𝑓(𝑦) 𝑑𝑦,

over an open set Ω ⊂ ℝ𝑛 with bounded measure, ∣Ω∣ < ∞, whose kernel 𝐾(𝑥, 𝑦)
is dominated by a difference kernel: ∣𝐾(𝑥, 𝑦)∣ ≤ 𝒜(∣𝑥 − 𝑦∣), is compact in the
space 𝐿𝑝(⋅)(Ω, 𝜚) whenever the maximal operator is bounded in this space, and
𝜚 is an arbitrary weight such that 𝐿𝑝(⋅)(Ω, 𝜚) is a Banach function space. In the
non-weighted case 𝜚 = 1 there was also given a modification of this statement
for convolution operators over ℝ𝑛 with vanishing coefficients, which were already
discussed in the beginning of Section 4 in the case of constant 𝑝.

In [113], 2009, there was proved that in variable exponent spaces 𝐿𝑝(⋅)(Ω),
where 𝑝(⋅) satisfies the log-condition and Ω is a bounded domain in R𝑛 with
the property that R𝑛∖Ω has the cone property, the validity of the Hardy type
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inequality∥∥∥∥ 1

𝛿(𝑥)𝛼

∫
Ω

𝜑(𝑦)

∣𝑥− 𝑦∣𝑛−𝛼 𝑑𝑦

∥∥∥∥
𝑝(⋅)

≦ 𝐶∥𝜑∥𝑝(⋅), 0 < 𝛼 < min

(
1,

𝑛

𝑝+

)
where 𝛿(𝑥) = dist(𝑥, ∂Ω), is equivalent to a certain property of the domain Ω
expressed in terms of 𝛼 and 𝜒Ω (close to the property that 𝜒Ω is a pointwise
multiplier in the space 𝐼𝛼(𝐿𝑝(⋅)) of Riesz potentials). This led to a result which is
even new in the case of constant exponents 𝑝 that such a Hardy inequality holds
for the domains satisfying the Strichartz condition.

In the paper [56], 2010, which seems to be the first paper in VEA in complex
analysis, there was introduced and described the space BMOp(⋅)(𝔻), 1 ≤ 𝑝(𝑧) < ∞
of functions of bounded mean oscillation on the unit disc in the complex plane in
the hyperbolic Bergman metric with respect to the Lebesgue measure. In the
definition of this space, the Berezin transform played a role of an average, being a
kind of substitution of the Poisson transform in complex analysis.

In [193], 2011, there were obtained weighted estimates of type (6.12) in case
of truncation to the ball 𝐵(𝑥, 𝑟) itself, not to its exterior Ω∖𝐵(𝑥, 𝑟). Such estimates
are of importance in application to the study of operators in Morrey type spaces
with variable exponents. A non-weighted case of such an estimate was given in
(6.4). The estimate obtained in [193] covered the case of radial type weights from
the Bari-Stechkin class (such weights may oscillate between power functions with
different exponents). In the case of power weights this estimate runs as follows:∥∥∥∣𝑥− 𝑦∣𝜈(𝑥)𝜒𝐵(𝑥,𝑟)(𝑦)∣𝑦∣𝛽(𝑥)

∥∥∥
𝑝(⋅)

≤ 𝑐
𝑟

𝑛
𝑝(𝑥)+𝜈(𝑥)∣𝑥∣min( 𝑛

𝑝(𝑥)+𝜈(𝑥)+𝛽(𝑥),0)

(𝑟 + ∣𝑥∣)min( 𝑛
𝑝(𝑥)

+𝜈(𝑥),−𝛽(𝑥))
(6.19)

under the assumption that inf𝑥∈Ω[𝜈(𝑥)𝑝(𝑥) + 𝛽(𝑥)𝑝(0) + 𝑛] ∕= 0. (In the case of
more general weights in such an estimation one should distinguish the cases where
the norm remains finite when 𝑥 approaches the singular point 𝑥0 = 0 of the weight
or becomes infinite).

In [115], 2011, there were introduced and studied variable exponent Cam-
panato spaces ℒ𝑝(⋅),𝜆(⋅)𝑋 on spaces 𝑋 of homogeneous type, defined by the mod-
ular form

sup
𝑥∈𝑋,𝑟>0

1

(𝜇𝐵(𝑥, 𝑟))𝜆(𝑥)

∫
𝐵(𝑥,𝑟)

∣∣𝑓(𝑦)− 𝑓𝐵(𝑥,𝑟)

∣∣𝑝(𝑦) 𝑑𝜇(𝑦).
There was proved the embedding

ℒ𝑞(⋅),𝜈(⋅)𝑋 ↪→ ℒ𝑝(⋅),𝜆(⋅)𝑋 whenever
1− 𝜆(𝑥)

𝑝(𝑥)
≥ 1− 𝜈(𝑥)

𝑞(𝑥)
,

and also proved the equivalence of these spaces, up to norms, to variable exponent
Morrey spaces 𝐿𝑝(⋅),𝜆(⋅)𝑋, when 𝜆+ < 1 and for 𝑋 with constant dimension, i.e.,
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𝐵(𝑥, 𝑟) ∼ 𝑟𝑚, there was also proved the equivalence

ℒ𝑝(⋅),𝜆(⋅)𝑋 ∼= 𝐻𝛼(⋅)(𝑋), 𝛼(𝑥) = 𝑚
𝜆(𝑥)− 1

𝑝(𝑥)

to the variable exponent Hölder space, when 𝜆− > 1, this coincidence with the
Hölder space in the case of 𝑋 with non-constant dimension replaced by two-sided
embeddings.

Finally we note that surveys of selected topics in VEA may be found in [189],
2005, and [84], 2008, [190], 2009.

7. Miscellaneous

In [57], 1977, there were studied mapping properties of one-dimensional integral
operators 𝐾𝜑 ≡ ∫ 𝑎

0
𝐾(𝑥, 𝑡)𝜑(𝑡) 𝑑𝑡 with kernels 𝐾(𝑥, 𝑡) homogeneous of degree −1,

in the generalized Hölder space

𝐻𝜔(0, 𝑎) = {𝜑(𝑥) : ∣𝜑(𝑥+ ℎ)− 𝜑(𝑥)∣ ≤ 𝐴𝜔(ℎ)}, 0 < 𝑎 < ∞.

There were obtained the conditions∫ ∞

0

∣𝐾(1, 𝑡)∣ 𝑑𝑡 < ∞,

∫ 𝑎

0

∣𝐾(ℎ, 𝑡)∣𝜔(𝑡) 𝑑𝑡 ≤ 𝑐𝜔(ℎ),∫ 𝑥

0

∣𝐾(𝑥, 1)∣𝑡−1 𝑑𝑡 ∈ 𝐻𝜔(0, 𝑎),

ensuring the boundedness of the operator 𝐾 in 𝐻𝜔(0, 𝑎).
In comparison with the theory of fractional type operators acting in 𝐿𝑝(ℝ𝑛),

there naturally arise Fourier multipliers, or more specifically, multipliers with ab-
solutely integrable Fourier transforms, when one wishes to cover the cases 𝑝 = 1
and 𝑝 = ∞, the class of such multipliers being also known as the Wiener algebra

𝑊0(ℝ
𝑛) = {𝑓 : 𝑓 = 𝜑, 𝜑 ∈ 𝐿1(ℝ𝑛)}.

In [89], 1988, in relation with the study of potential operators with homogeneous
kernel, there were given certain tests for functions to belong to this algebra. The
interest in this topic led to writing a survey paper [199], 1994, on such tests. We
refer also to Subsection 4.1 of Chapter 1 of the book [183] in this relation.

In [210], 1996, there were introduced the spaces 𝐿rad
𝑝2 (𝐿ang

𝑝1 ) defined by a
mixed norm with different exponents 𝑝2 and 𝑝1 in polar and angular variables, for
which there was obtained the corresponding anisotropic interpolation inequality,
and proved the Riesz-Thorin theorem in such spaces. The latter was also applied to
prove the Hausdorff-Young type theorem for the Fourier transforms in 𝐿rad

𝑝2 (𝐿ang
𝑝1 ).

When living in USA in 1992–1993, he had scientific discussions with Professor
Kenneth Miller, known in FC by his book on fractional differential equations, joint
with Bertram Ross. As a result, later there appeared two papers on completely
monotonic papers, joint with K. Miller, one was two-page short [92], 1997, where
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it was shown that the complete monotonicity of the generalized Mittag-Leffler
function 𝐸𝛼,𝛽(−𝑥) with 0 < 𝛼 ≤ 1 is an immediate consequence of the known
case 𝛽 = 1 of the usual Mittag-Leffler function. Another one [93], 2001, was an
expository article on completely monotonic functions.

In connection with the development of the method of approximative inverses
in papers [174], 1998, discussed in Subsection 6.1, in [182], 2001, he extended the

well-known presentation 𝐾𝜈+1(𝑧) −𝐾𝜈−1(𝑧) = 2𝜈𝐾𝜈(𝑧)
𝑧 for the Bessel-McDonald

function 𝐾𝜈(𝑧), and also for other Bessel functions, to the case of the difference
𝐾𝜈+𝑚(𝑧)−𝐾𝜈−𝑚(𝑧).

In the paper [26], 2001, there was studied the Volterra nonlinear integral
equation

𝜑𝑚(𝑥) = 𝑎(𝑥)

∫ 𝑥

0

𝑘(𝑥− 𝑡)𝑏(𝑡)𝜑(𝑡)𝑑𝑡 + 𝑓(𝑥), 0 < 𝑥 < 𝑑 ≤ ∞,

with 𝑚 > 1 and nonnegative functions 𝑎(𝑥), 𝑘(𝑢), 𝑏(𝑡) and 𝑓(𝑥). In the general
case some upper bounds were given for the averages 1

𝑥

∫ 𝑥
0 𝜑(𝑡)𝑑𝑡 of the solution.

In the case when 𝑎(𝑥), 𝑘(𝑢), 𝑏(𝑡) and 𝑓(𝑥) have lower power estimates near the
origin, lower power type bounds directly for solutions 𝜑(𝑥) were also given and
conditions for the uniqueness of the solution in some weighted space of continuous
functions have been proved.

Three papers [194], [8], 2003; [9], 2008, were devoted to the solvability of
convolution type integral equations of the first kind

𝐾𝜑(𝑥) :≡
∫ 𝑥

𝑎

𝑘(𝑥− 𝑡)𝜑(𝑡) 𝑑𝑡 = 𝑓(𝑥), −∞ ≤ 𝑎 < 𝑥 < 𝑏 ≤ ∞,

with a locally integrable kernel 𝑘(𝑥) ∈ 𝐿𝑙𝑜𝑐1 (ℝ1
+) known as Sonine equation. The

latter means that there exists a locally integrable kernel ℓ(𝑥) such that∫ 𝑥

0

𝑘(𝑥− 𝑡)ℓ(𝑡) 𝑑𝑡 ≡ 1

(locally integrable divisors of the unit, with respect to the operation of convo-
lution). The formal solution of such an equation is well known, but it does not
work, for example, in the case of solutions in the spaces 𝑋 = 𝐿𝑝(ℝ1) and is not
defined on the whole range 𝐾(𝑋). In [194] in the case 𝑎 = −∞, 𝑏 = ∞, there
were discovered various properties of Sonine kernels which allowed to construct
the real inverse operator, within the framework of the spaces 𝑋 = 𝐿𝑝(ℝ1), in a
form similar to the Marchaud form for the inversion of fractional integration, and
the description of the range 𝐾(𝑋) was given. The paper [8] dealt with a more
difficult case −∞ < 𝑎 < 𝑏 ≤ ∞, when the influence of the end points on the solv-
ability and convergence of the inverse operator comes into a play. In [9], 2008, for
such equations with −∞ < 𝑎 < 𝑏 < ∞ in the case of almost decreasing Sonine ker-
nels 𝑘(𝑡) there are proved weighted estimates of continuity moduli 𝜔(𝕂𝜑, ℎ) and
𝜔(𝕂−1𝑓, ℎ) which allowed to show that the weighted generalized Hölder spaces
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𝐻𝜔
0 (𝜌) and 𝐻𝜔1

0 (𝜌) are suitable well-posedness classes for these integral equations
of the first kind under the choice 𝜔1(ℎ) = ℎ𝑘(ℎ)𝜔(ℎ).

In [101], 2010, there was proved the following Stein type pointwise inequality∣∣∣∣∣ℓ(𝑥)
∫
∣𝑦∣<𝜇(𝑥)

𝑘(∣𝑥− 𝑦∣)𝑓(𝑦) 𝑑𝑦
∣∣∣∣∣ ≤ 𝐶0𝑀𝑓(𝑥),

for truncated convolutions, where𝑀𝑓(𝑥) is the maximal function, the radial kernel
𝑘(𝑡) has some quasi-monotonicity property and the coefficient ℓ(𝑥) and the trunca-

tion function 𝜇(𝑥) satisfy the condition sup
𝑥

∣ℓ(𝑥)∣ ∫ 𝜇(𝑥)
0

𝑘(𝑡)𝑡𝑛−1𝑑𝑡 < ∞. A similar

dual inequality was also proved and both applied to obtain various Hardy-type
norm inequalities in an arbitrary Banach function spaces 𝑋 , for instance:∥∥∥∥∥∥∥𝑣(𝑥)

∫
∣𝑦∣<𝜇(𝑥)

𝑘(∣𝑥− 𝑦∣) 𝑓(𝑦)
𝑤(𝑦)

𝑑𝑦

∥∥∥∥∥∥∥
𝑋

≤ 𝐴 ∥𝑓∥𝑋 ,

with application in particular to the case where 𝑋 is the variable exponent Le-
besgue spaces.

In [87], 2010; [88], 2011, there was studied the boundedness of the singular
operator

𝑆𝛾Γ𝑓(𝑡) = ∣𝑡− 𝑡0∣𝛾
∫
Γ

𝑓(𝜏) 𝑑𝜏

∣𝜏 − 𝑡0∣𝛾(𝜏 − 𝑡)
, 𝑡 ∈ Γ,

with a power weight, 𝑡0 ∈ Γ, in grand Lebesgue spaces defined by the norm

∥𝑓∥𝐿𝑝),𝜃 = sup
0<𝜀<𝑝−1

(
𝜀𝜃

∫
Γ

∣𝑓(𝑡)∣𝑝−𝜀𝑑𝜇(𝑡)
)1/(𝑝−𝜀)

, 1 < 𝑝 < ∞, 𝜃 > 0,

(considered on a Carleson curve Γ because of application) and the corresponding
vanishing grand Lebesgue spaces.

It was shown that the condition − 1
𝑝 < 𝛾 < 1

𝑝′ remains necessary and suf-

ficient for the boundedness of the operator 𝑆𝛾Γ in both the vanishing and non-
vanishing grand spaces. In this relation note that weighted boundedness of an op-
erator in grand Lebesgue space is not the same as the boundedness in weighted
grand Lebesgue space.

In [209], 2011, there were introduced grand Lebesgue spaces on open sets Ω
of infinite measure in ℝ𝑛, via controlling the integrability of ∣𝑓(𝑥)∣𝑝−𝜀 at infinity
by means of a weight (depending also on 𝜀); in general, such spaces are different
for different ways to introduce dependence on the weight on 𝜀. One of the ways
was to introduce such space 𝐿𝑝),𝜃(Ω, ⟨𝑥⟩−𝜆) with ⟨𝑥⟩ = √

1 + ∣𝑥∣2 via the norm

sup
0<𝜀<𝑝−1

𝜀
𝜃

𝑝−𝜀 ∥𝑓∥𝐿𝑝−𝜀(Ω,⟨𝑥⟩−𝜆(𝜀)) with 𝜆(𝜀) = 𝜆+
𝑛− 𝜆

𝑝
𝜀+ 𝜈(𝜀)

and the choice of 𝜈 such that 𝜈(𝜀) > 0 for 𝜀 > 0 and 𝜈(0) = 0.
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There was also given a version of weighted grand Lebesgue spaces, different
from the usual ones, for bounded sets, in which together with the passage from 𝑝 to
𝑝− 𝜀 a weight also depending on 𝜀 was introduced. In both the versions, by means
of the Stein-Weiss interpolation theorem with change of measure, it was shown
that linear operators bounded in a Lebesgue space with Muckenhoupt weights are
also bounded in the corresponding grand Lebesgue space with a Muckenhoupt
weight.

In two papers [17], 2010, and [192], 2011, in relation to some applied prob-
lems in the elasticity theory he dealt with some model hypersingular integral equa-
tions arising in problems with cracks in elastic media, two-dimensional and three-
dimensional, respectively. In particular, in [192] there were constructively found
axisymmetric solutions of the equation∫

𝑆

∂2

∂𝑛x∂𝑛y

(
1

∣y − x∣
)
𝑢(y)𝑑𝑆y = 𝑓(x), x ∈ 𝑆,

(where nx,ny stand for the normal vectors at the points x,y of 𝑆) in the case of
plane circular cracks.

In the paper [102], 2010, also related to application, this time in aerody-
namics, there was given an application of the spherical harmonic analysis to the
solution of a certain problem which arises in aerodynamics of a rarefied medium
of non-interacting point masses moving at unit velocity in all directions. Given
the density of the velocity distribution, one easily calculates the pressure created
by the medium. In [102] there was solved the inverse problem: given the pressure
distribution, determine the density. This led to the problem of solving an inte-
gral equation over semisphere, which was solved by making use of some spherical
convolution operators introduced and studied in [150], see Subsection 5.3, which
allowed to construct the inverting operator in the explicit form:

ℒ𝑓(𝑥′) = 1

16𝜋3
𝛿2(𝛿 + 6)

∫
𝑆2

𝜋 − arccos(𝑥′ ⋅ 𝜎)√
1− (𝑥′ ⋅ 𝜎)2

⎛⎝ ∫
𝜎𝑠<0

𝑓(𝑠)𝑑𝑠

⎞⎠ 𝑑𝜎 (7.1)

where 𝛿 is the Beltrami-Laplace operator.

Finally, some words should be said about Professor Stefan Samko’s art of
communication with colleagues and students, and his creative attitude to teaching.
His natural friendly way of communication and feeling for humor in any situation
attract people, both students and colleagues. His successful work as a teacher and
scientific supervisor is well known. He had twenty-one defended PhD students,
eighteen of them in his “previous life” in Russia, as he himself likes to say and three
in the later period in Portugal. His research group is known in the international
scientific community and enjoys the esteem of his colleagues. He taught various
courses in universities of Russia, USA and Portugal, organizing also online lectures.
In different countries and for different audiences, he has a talent to handle the
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material easily and to present the most difficult parts as something interesting
and naturally appearing. The assistance professors and PhD students working with
him know very well his generosity of consulting and giving advices. His plenary
lectures in international conferences are always very popular and appreciated.

I feel that this brief description and assessment of Stefan Samko’s scientific
and pedagogical activities and results would be by no means be complete if I did
not illuminate his personality from other sides as well. He has been always known
as a very honest person, very human, very social and of high moral qualities, in
work and in everyday’s life. He was a mountain climber when young, he likes
to travel, enjoys good books, good wine and good company. His colleagues and
friends know his enthusiasm for mathematics and a strong will and ability that he
manifests in his research. Stefan Samko’s exceptional capacity in hard work and
bright talent enabled him to became an outstanding mathematician. With seventy
years of life he continues to carry out interesting research and is obviously full of
further plans.
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domains 𝑅𝑛. Revista Matem. Compl., 2011. DOI: 10.1007/s13163-010-0043-6.

[12] L. Ephremidze, V. Kokilashvili, and S. Samko, Fractional, maximal and singular
operators in variable exponent Lorentz spaces. Fract. Calc. Appl. Anal. 11:4 (2008),
407–420.



36 V. Kokilashvili

[13] Ya. Erusalimskii, A. Kilbas, V. Kokilashvili, V. Rabinovich, and S. Samko, In
memoriam: Nikolai Karapetyants. Fract. Calc. Appl. Anal. 7:4 (2004), 475–478.

[14] F.D. Gakhov and Samko S.G., General singular equation on a disclosed contour.
page 41. The international Congress of Mathematicians. Moscow. Abstracts of short
communications, Functional Analysis, 5, Nauka, 1966.

[15] F.D. Gakhov, E.I. Zverovich, and Samko S.G., Increment of the argument, logarith-
mic residue and a generalized principle of the argument. Dokl. Akad. Nauk SSSR,
213 (1973), 1233–1236.

[16] F.D. Gakhov, E.I. Zverovich, and Samko S.G., A generalized argument principle.
Vesci Akad. Navuk BSSR Ser. Fiz.-Mat. Navuk 1975:1 (1975), 5–16, 139.

[17] A. Gil and S. Samko, On a hypersingular equation of a problem, for a crack in
elastic media. Fract. Calc. Appl. Anal. 13:1 (2010), 1–8.

[18] H.-J. Glaeske, V. A. Il′in, A. A. Kilbas, E. I. Moiseev, M. Saigo, and S.G. Samko,
Obituary: Anatolii Platonovich Prudnikov. Integral Transform. Spec. Funct. 8:1-2
(1999), 1–2.

[19] R. Gorenflo and S. Samko, On the dependence of asymptotics of 𝑠-numbers of frac-
tional integration operators on weight functions. Integral Transform. Spec. Funct.
5:3-4 (1997), 191–212.

[20] V. Guliev, J. Hasanov, and S. Samko, Boundedness of the maximal, potential
and singular integral operators in the generalized variable exponent Morrey spaces
𝑀𝑝(⋅),𝜃(⋅),𝜔(⋅)(Ω). J. Math. Sci. 170:4 (2010), 1–21.

[21] V. Guliev, J. Hasanov, and S. Samko, Boundedness of the maximal, potential and
singular operators in the generalized variable exponent Morrey spaces. Math. Scand.
107 (2010), 285–304.

[22] M. Hajiboyev and S. Samko,Weighted estimates of generalized potentials in variable
exponent Lebesgue spaces on homogeneous spaces. In Operator Theory: Advances
and Applications, vol. 210, eds. R. Duduchava, I. Gohberg, S. Grudsky, V. Rabi-
novich, pages 107–122. Birkhäuser, 2010.
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1. Main aspects of the modern theory
of fractional differential equations

1.1. Elements of the classification

In this section we present a brief introduction to the theory of fractional differential
equations. Since it is not the main goal of the article, we restrict our attention only
to the elements of classification of those types of problems which belong to the
discussion in the framework of this theory. For wider expositions, which include
many historical facts and extended bibliography, we refer to the main book by
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S.G. Samko (published jointly with his co-authors A.A. Kilbas and O.I. Marichev)
[43], to recent monographs [6], [23], and to survey paper [24].

It should be mentioned that in earlier time (see, e.g., [43]) mainly fractional
differential equations with Riemann-Liouville fractional derivative (see definition
(R-L) below) were investigated. Whereas later, motivated by needs of applications,
the use of the Caputo fractional derivative (see definition (Caputo) below) became
popular. Equations with Caputo derivatives for the first time in the book form
were presented in [44]. Both types of derivatives were discussed in [23], see also [6].

Ordinary fractional differential equations
This collection includes all equations of the form

𝐹 (𝑥, 𝑦(𝑥),𝒟𝛼1
𝑎1 𝜔1(𝑥)𝑦(𝑥),𝒟𝛼2

𝑎2 𝜔2(𝑥)𝑦(𝑥), . . . ,𝒟𝛼𝑛𝑎𝑛 𝜔𝑛(𝑥)𝑦(𝑥)) = 𝑔(𝑥), (1.1)

where 𝒟𝛼𝑗𝑎𝑗 is a right/left-sided derivative of one of the known types (see Sec. 2
below and/or [43]), 𝛼1, . . . , 𝛼𝑛 are arbitrary positive real numbers, and 𝜔1, . . . , 𝜔𝑛
are certain weight functions. Such equations appeared due to direct generalizations
of different applied models (description of a number of these applications can be
found in the Proceedings of IFAC Workshops on Fractional Differentiation and
its Applications (2004, Bordeaux, France; 2006, Porto, Portugal; 2008, Ankara,
Turkey; 2010, Badajoz, Spain; 2012, Nanjing, China)). The main achievements of
the theory of ordinary fractional differential equations are connected with basic
results of the fractional calculus (see, e.g., [37], [43]).

We have to point out the following kinds of equations, which are particular
cases of equation (1.1):

– linear homogeneous fractional ordinary differential equations,
– linear inhomogeneous fractional ordinary differential equations,
– linear homogeneous fractional ordinary differential equations with variable
coefficients,

– linear inhomogeneous fractional ordinary differential equations with variable
coefficients,

– nonlinear fractional ordinary differential equations,
– sequential differential equations of fractional order,
– ordinary fractional differential equations on the whole real line,
– multidimensional ordinary fractional differential equations.

The multidimensional theory is less developed because of several reasons.
First of all, the corresponding elements of the theory of multidimensional frac-
tional integro-differentiation are not completely investigated. Second, researchers
are still in the process of discovering of the physical, mechanical, chemical, biolog-
ical phenomenon, which can be adequately described by certain multidimensional
models involving fractional derivatives. Therefore, one can single out only few
types of multidimensional ordinary fractional differential equations developed up
to the same level as the corresponding one-dimensional equations. For discussion
of these problems we refer to the book [25] and references therein.
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Fractional partial differential equations

Several models involving fractional partial differential equations are known. Any-
way, a complete classification of this class of equations does not exist. The most
cited source on this subject is the book [23]. We can also mention the recent
books [33], [69] and extended lists of references presented in [23] and in [33]. Here
we present several examples of known fractional partial differential equations. It
should be mentioned that fractional derivatives with respect to the time variable
are taken in these equations either in the form of Riemann-Liouville (see definition
(R-L) below in Sec. 2) or in the form of Caputo (see definition (Caputo) below
in Sec. 2). As for fractional derivatives with respect to spatial variables, they are
taken in some appropriate sense including Riesz-Feller type fractional derivatives
(inverses to fractional potential type operators) (see Sec. 2 below and/or [23], [43]).

∙ Gerasimov’s equation:

𝜌
∂2𝑢

∂𝑡2
= 𝑘

(
𝐷𝛼
−,𝑡

[
∂2𝑢

∂𝑥2

])
(𝑥, 𝑡).

∙ “Hyperbolic” fractional differential equation:(
𝐷𝛼

0+,𝑥𝐷
𝛽
0+,𝑦𝑢

)
(𝑥, 𝑦) = 𝑓

[
𝑥, 𝑦, 𝑢,𝐷𝛼

0+,𝑥𝑢,𝐷
𝛼−1
0+,𝑥𝐷

𝛽
0+,𝑦𝑢,𝐷

𝛽
0+,𝑦𝑢,𝐷

𝛼−1
0+,𝑥𝑢

]
.

∙ Differential equation of semi-integer order:

𝑛∑
𝑘=0

𝑎𝑘

(
𝐷
𝑘/2
0+,𝑥𝐷

(𝑛−𝑘)/2
0+,𝑦 𝑢

)
(𝑥, 𝑦) = 𝑓(𝑥, 𝑦).

∙ Fractional diffusion-wave equation:(
𝐷𝛼

0+,𝑡𝑢
)
(𝑥, 𝑡) =

(
𝐷𝛽
𝑥𝑢

)
(𝑥, 𝑡) (1 ≤ 𝛼 ≤ 2, 0 ≤ 𝛽 ≤ 2).

∙ Multidimensional diffusion-wave equation:(
𝐷𝛼

0+,𝑡𝑢
)
(x, 𝑡) = 𝜆2 (Δx𝑢) (x, 𝑡), x ∈ ℝ𝑛 (0 < 𝛼 < 2).

1.2. Methods of investigation

In this subsection we mention problems which are usually considered for fractional
differential equations. We also single out the types of solutions as well as indicate
methods for the solution.

Treating problems:

– Cauchy problem: values of standard derivatives at some points are given.
– Cauchy-type problem: values of fractional derivatives and/or integrals at
some points are given.

– Dirichlet-type problem (for partial fractional differential equations): values of
standard and/or fractional derivatives at end-points of an interval are given.

– Initial-boundary value problem with local and/or non-local initial conditions
(i.e., Cauchy-type initial conditions).
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Types of solutions:

– Solutions in classical functional spaces such as Schauder-type spaces or Lebes-
gue-type spaces, or corresponding weighted spaces.

– Generalised or weak solutions (i.e., distributions on certain spaces of test
functions).

Methods of solution:

– Compositional methods based on certain known formulas for different kind
of fractional integrals and derivatives.

– Methods of integral transforms, which allow to reduce fractional differential
equations to functional equations.

– Integral equations method. Since, by definition, the fractional derivatives are
compositions of differential operators and certain integral operators, then it is
possible to find (for special types of equations) integral equations equivalent
to considered fractional differential equations.

– Numerical methods. Numerical methods for fractional differential equations
differ essentially as from the numerical methods for classical differential equa-
tions as from those performed for integral equations. Anyway one can find
in the literature several numerical algorithms which are especially worked up
for fractional equations (see, e.g., [44]).

2. Basic components of investigations related to fractional
differential equations

In this section we briefly outline certain investigations which form a base for further
development of the theory of fractional differential equations.

2.1. Development of fractional calculus

Starting point for any investigation concerning fractional differential equations is
to establish the corresponding results for fractional derivatives and integrals. Below
we single out some collections of the properties which are usually in discussion.

∙ Formal properties (including semi-group properties), composition formulas
for different types of fractional derivatives, calculation of fractional deriva-
tives of elementary and special functions. Below one can find a list of some
definitions of fractional derivatives. Surely this list is not complete and con-
tains only most frequently cited notations.

– Riemann-Liouville derivatives

(
𝐷𝛼
𝑎+𝑢

)
(𝑥) =

1

Γ(𝑛− 𝛼)

(
𝑑

𝑑𝑥

)𝑛 𝑥∫
𝑎

𝑢(𝑡)𝑑𝑡

(𝑥− 𝑡)𝛼−𝑛+1
(𝑛 = [Re𝛼] + 1, 𝛼 > 0);

(R-L)
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– Caputo (or Gerasimov-Caputo) derivatives

(
𝐶𝐷𝛼

𝑎+𝑢
)
(𝑥) =

(
𝐷𝛼
𝑎+

[
𝑢(𝑡)−

𝑛−1∑
𝑘=0

𝑢(𝑘)(𝑎)

𝑘!
(𝑡− 𝑎)𝑘

])
(𝑥); (Caputo)

– Erdelyi-Kober derivatives

(
𝐷𝛼
𝑎+;𝜎,𝜂𝑢

)
(𝑥) = 𝑥−𝜎𝜂

(
1

𝜎𝑥𝜎−1
𝑑

𝑑𝑥

)𝑛
𝜎𝑥𝜎(𝑛−𝛼)

Γ(𝛼)

𝑥∫
𝑎

𝑡𝜎(𝜂+𝛼+1)−1𝑢(𝑡)𝑑𝑡
(𝑥𝜎 − 𝑡𝜎)𝑛−𝛼

; (E-K)

– Hadamard derivatives

(𝒟𝛼𝑎+𝑢)
(𝑥) =

(
𝑥
𝑑

𝑑𝑥

)𝑛
1

Γ(𝑛− 𝛼)

𝑥∫
𝑎

(
log

𝑥

𝑡

)𝑛−𝛼+1 𝑢(𝑡)𝑑𝑡

𝑡
; (Hadamard)

– Grünwald-Letnikov derivatives

𝑢
𝛼)
+ (𝑥) = lim

ℎ→+0

(Δ𝛼
ℎ𝑢) (𝑥)

ℎ𝛼
= lim
ℎ→+0

∞∑
𝑘=0

(−1)𝑘
(

𝛼
𝑘

)
𝑢(𝑥− 𝑘ℎ)

ℎ𝛼
; (G-L)

– Riesz derivatives

D𝛼𝑢(x) = ℱ−1∣𝝎∣𝛼ℱ𝑢(x), x ∈ ℝ𝑛; (Riesz)

– other definitions of fractional derivatives via pseudo-differential opera-
tors method (see, e.g., [20]).

∙ Acting properties of operators of fractional integration (differentiation) in
different functional spaces.

∙ Representation of functions by fractional integrals of functions which be-
long to different functional spaces (in particular, characterization of spaces
𝐼𝛼 (𝐿𝑝)).

∙ Operator properties (relations to singular integral operators, inversion for-
mulas, relations to operators of integral transforms).

2.2. Development of the theory of first-order integral equations

Here we mention several kinds of integral equations which are closely related to
the problems of fractional differential equations. The study of their solvability as
well as their solution in closed form are important components of the theory of
fractional differential equations.

– Abel integral equations and their applications.
– Integral equations with weak singularities.
– Volterra integral equations.
– Convolution type integral equations.

One of the most import aims here is to prove an equivalence of differential
equations and integral equations.
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2.3. Development of methods of integral transforms

As it was already mentioned, the method of integral transforms is one of the basic
methods at the investigation of fractional differential equations. The most used
integral transforms in this branch of mathematics are the following transforms:

– Fourier integral transforms.
– Laplace integral transforms.
– Mellin integral transforms (see, e.g., [34]).
– Integral transforms with special functions in the kernel.
– Integral G-transforms

(G𝑓) (𝑥) =

∞∫
0

𝐺𝑚,𝑛𝑝,𝑞

[
𝑥𝑡

∣∣∣∣ (𝑎𝑖)1,𝑝
(𝑏𝑗)1,𝑞

]
𝑓(𝑡)𝑑𝑡,

where

𝐺𝑚,𝑛𝑝,𝑞

[
𝑧

∣∣∣∣ (𝑎𝑖)1,𝑝
(𝑏𝑗)1,𝑞

]
=

1

2𝜋𝑖

∫
ℒ

𝑚∏
𝑗=1

Γ(𝑏𝑗 + 𝑠)
𝑛∏
𝑖=1

Γ(1− 𝑎𝑖 − 𝑠)

𝑝∏
𝑖=𝑛+1

Γ(𝑎𝑖 + 𝑠)
𝑞∏

𝑗=𝑚+1

Γ(1− 𝑏𝑗 − 𝑠)

𝑧−𝑠𝑑𝑠.

– Integral H-transforms (see, e.g., [21])

(H𝑓) (𝑥) =

∞∫
0

𝐻𝑚,𝑛
𝑝,𝑞

[
𝑥𝑡

∣∣∣∣ (𝑎𝑖, 𝛼𝑖)1,𝑝
(𝑏𝑗 , 𝛽𝑗)1,𝑞

]
𝑓(𝑡)𝑑𝑡,

where

𝐻𝑚,𝑛
𝑝,𝑞

[
𝑧

∣∣∣∣ (𝑎𝑖, 𝛼𝑖)1,𝑝
(𝑏𝑗 , 𝛽𝑗)1,𝑞

]
=

1

2𝜋𝑖

∫
ℒ

𝑚∏
𝑗=1

Γ(𝑏𝑗 + 𝛽𝑗𝑠)
𝑛∏
𝑖=1

Γ(1− 𝑎𝑖 − 𝛼𝑖𝑠)

𝑝∏
𝑖=𝑛+1

Γ(𝑎𝑖 + 𝛼𝑖𝑠)
𝑞∏

𝑗=𝑚+1

Γ(1 − 𝑏𝑗 − 𝛽𝑗𝑠)

𝑧−𝑠𝑑𝑠.

2.4. Development of the theory of special functions

Methods and results of special function theory are very important for the problems
which we are discussing. First of all this is due to the fact that a number of
fractional differential equations admits closed form solutions. These solutions are
represented usually via special functions of specific types. Special functions mostly
applied in the theory of fractional differential equations are the following (see,
e.g., [35]):

– generalizations of Mittag-Leffler special functions

𝐸𝛼,𝛽(𝑧) =
∞∑
𝑘=0

𝑧𝑘

Γ(𝛼𝑘 + 𝛽)
;
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– generalizations of Wright special functions

𝑝Ψ𝑞

[
(𝑎𝑖, 𝛼𝑖)1,𝑝
(𝑏𝑗 , 𝛽𝑗)1,𝑞

∣∣∣∣ 𝑧] =

∞∑
𝑘=0

𝑝∏
𝑖=1

Γ(𝑎𝑖 + 𝛼𝑖𝑘)

𝑞∏
𝑗=1

Γ(𝑏𝑗 + 𝛽𝑗𝑘)

𝑧𝑘

𝑘!
;

– general types of special functions:

– 𝐺-function: 𝐺𝑚,𝑛𝑝,𝑞

[
𝑧

∣∣∣∣ (𝑎𝑖)1,𝑝
(𝑏𝑗)1,𝑞

]
,

– 𝐻-function (see, e.g., [36]): 𝐻𝑚,𝑛
𝑝,𝑞

[
𝑧

∣∣∣∣ (𝑎𝑖, 𝛼𝑖)1,𝑝
(𝑏𝑗, 𝛽𝑗)1,𝑞

]
.

2.5. Development of multidimensional fractional calculus

At last we have to mention several multidimensional operators whose properties
are now forming the base for developing a theory of multidimensional fractional
differential equations:

– polypotential type operator

(𝒦𝛼𝜑) (x) = 1

2𝑛
𝑛∏
𝑘=1

Γ(𝛼𝑘) cos 𝛼𝑘𝜋/2

∫
ℝ𝑛

𝜑(t)𝑑t
𝑛∏
𝑘=1

∣𝑥𝑘 − 𝑡𝑘∣𝛼𝑘
;

– Riesz potential

(I𝛼𝜑) (x) =
1

𝛾𝑛(𝛼)

∫
ℝ𝑛

𝜑(y)𝑑y

∣x− y∣𝛼 ;

– hypersingular operator

(D𝛼𝜑) (x) =
1

𝑑𝑛,𝑙(𝛼)

∫
ℝ𝑛

(
Δ𝑙

y𝜑
)
(x)

∣y∣𝑛+𝛼 𝑑y,
(
Δ𝑙

y𝜑
)
(x) =

𝑙∑
𝑘=0

(−1)𝑘
(

𝑙
𝑘

)
𝜑(x − 𝑘y).

3. The role of Professor S.G. Samko in the creation and
development of the theory of fractional differential equations

First of all we have to point out that it is problematic to mention all results by S.G.
Samko having influence on the development of the discussed theory. Therefore,
we restrict ourselves only on the main results which we will briefly outline. In
particular, the list of S.G. Samko’s books and articles, cited here, is surely not
complete.

Main directions in which S.G. Samko obtained results having an essential
influence on the establishing and development of the theory of fractional differential
equations are the following:

– singular integral equations and boundary value problems;
– Abel integral equations and their applications;
– integral equations with weak singularities;
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– integral equations of convolution type;
– fractional calculus;
– fractional powers of operators;
– one- and multi-dimensional theory of potential type operators;
– hypersingular operators;
– functional spaces with variable exponents.

One can compare these results with the above-described aims of the the-
ory and applications of fractional differential equations. It makes the reader an
impression on the great importance of the results by S.G. Samko.

The rest of this section is organized as follows. We mention certain directions
as titles of subsections, specify some results in these directions and present the
corresponding references.

3.1. Singular integral equations and boundary value problems

– Abstract theory (Noether theory) of complete (or general) singular integral
equations and singular integral equations with a shift [15], [16], [17] (including
equations with integrals along an open arc Γ [7], [14])

𝑎(𝑡)𝜑(𝑡) + 𝑏(𝑡)

∫
Γ

𝜑(𝜏)

𝜏 − 𝑡
𝑑𝜏 +

∫
Γ

𝑘(𝑡, 𝜏)𝜑(𝜏)𝑑𝜏 = 𝑓(𝑡).

– Classes of complete singular integral equations solvable in closed form
[53], [57].

– Generalized argument principle [8], [9].

– Acting properties of singular integral operators (SIO) (including SIO on Car-
leson curves) in spaces with variable exponents [27], [29], [30], [31].

– Applications of the theory of singular integral equations to the investigation
of boundary value problems in classes of analytic functions represented by
the Cauchy type integrals [26], [28].

3.2. Abel integral equations and their generalizations

– Solution in closed form of generalized Abel type integral equations [49],
[50], [55].

– Proof of the relation formulas of fractional integration operators with singular
integral operators [51], in particular,

𝐼𝛼−𝜑 = cos 𝛼𝜋𝐼𝛼+𝜑+ sin 𝛼𝜋𝑆𝐼𝛼+𝜑.

– Noether theory of generalized Abel type integral equations [52], [54]:

𝑢(𝑥)

𝑥∫
𝑎

𝜑(𝑡)𝑑𝑡

(𝑥− 𝑡)𝜇
+ 𝑣(𝑥)

𝑏∫
𝑥

𝜑(𝑡)𝑑𝑡

(𝑡− 𝑥)𝜇
= 𝑓(𝑥).
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3.3. Integral equations with weak singularities

– Solution in closed form of integral equations with logarithmic kernel [60].
– Normal solvability, asymptotic method of solution to integral equations with
logarithmic and homogeneous kernel [22].

– Asymptotic behaviour of singular values of integral operators with weak sin-
gularities [10].

– Inversion of integral equation
𝑥∫

−∞
𝑘(𝑥− 𝑡)𝜑(𝑡)𝑑𝑡 = 𝑓(𝑥)

with Sonine’s kernel 𝑘 ∈ 𝐿𝑙𝑜𝑐1 (ℝ1
+) (i.e., such that there exists 𝑙 ∈ 𝐿𝑙𝑜𝑐1 (ℝ1

+)

such that
𝑥∫
0

𝑘(𝑥− 𝑡)𝑙(𝑡)𝑑𝑡 ≡ 1) [3], [4].

– Classes of correctness in the weighted Hölder spaces for Sonine’s integral
equation [5].

3.4. Convolution type integral equations

– Solvability of convolution type integral equations [12], [13]

𝑎0(𝑡)𝜑(𝑡) +

𝑛∑
𝑗=1

𝑎𝑗(𝑡)

∞∫
−∞

𝑏𝑗(𝜏)ℎ𝑗(𝑡− 𝜏)𝜑(𝜏)𝑑𝜏 = 𝑓(𝑡).

– Solution in a closed form of special kinds of convolution type integral equa-
tions [18].

– Noether theory of convolution type integral equations [19].
– Convolution type operators in spaces with variable exponent [64], [65].
– Nonlinear convolution type operators and equations [11].

3.5. Fractional integro-differentiation

One of the most essential achievements in this area were gathered in the books
written by S.G. Samko jointly with his friends and colleagues A.A. Kilbas and O.I.
Marichev [42], [43]. These books are now standard reference works on fractional
calculus. They constitute the very precise and careful analysis of all essential ques-
tions of this subject. It is not a surprise that the English version [43] is called by
many scientists as “THE BIBLE OF FRACTIONAL CALCULUS”. Inspite of the
great importance of [43] and its encyclopedic nature, investigations of fractional
differential equations, conducted after this book and inspired by it, still deserve a
separate survey article.

Below we briefly describe a number of precise results obtained by S.G. Samko
in this area.

– Description of the image I𝛼(𝐿𝑝) of the Riesz potential [56], [58].
– Isomorphism of weighted Hölder spaces under the acting of the operator of
fractional derivative [39].
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– Marchaud-type formula for the operator of fractional derivative in domains
Ω ⊂ ℝ𝑛 [45]

𝐷𝛼
Ω𝜑(x) = 𝑐(𝛼)

[
𝜑(x)

∫
ℝ𝑛∖Ω

𝑑y

∣x− y∣𝑛+𝛼 +

∫
Ω

𝜑(x) − 𝜑(y)

∣x− y∣𝑛+𝛼 𝑑y

]
.

– Description of functions that have no first-order derivative, but have frac-
tional derivatives of all orders less than one [32].

– Approximative definition of a fractional differentiation [48].
– Characterization of the range of one-dimensional fractional integration in the
space with variable exponent [47].

– Description of the acting properties of generalized Riemann-Liouville opera-
tor of fractional integration of variable order

𝐼
𝛼(𝑥)
𝑎+ 𝜑(𝑥) =

1

Γ(𝛼(𝑥))

𝑥∫
𝑎

𝜑(𝑡)𝑑𝑡

(𝑥 − 𝑡)1−𝛼(𝑥)

in generalized Hölder spaces [38], [39].
– Formula for a left inverse to Liouville operator of fractional integration (i.e.,
with 𝑎 = −∞) of variable order [63].

– Fractional differentiation and integration of variable order in spaces with
variable exponent [41], [62].

3.6. Fractional powers of operators

– Application of the hypersingular integrals’ method to construction of effec-
tive formulas for fractional powers of the classical operators of mathematical
physics

𝐼 −Δ, −Δ𝑥 +
∂

∂𝑡
, 𝐼 −Δ𝑥 +

∂

∂𝑡
,

where 𝐼 is an identity operator, and Δ is the Laplace operator [1], [66], [67].

3.7. The theory of (one- and multidimensional) potential type operators

– Inversion of the Riesz type fractional potential [40], [59]

(𝒦𝛼𝜑) (𝑥) = 1

𝛾𝑛−1(𝛼)

∫
∣x∣=1

𝜑(𝜎)𝑑𝜎

∣x− 𝜎∣𝑛−1−𝛼 .

– Investigation of properties of operators generalizing fractional integration op-
erators (

𝐼𝛼(⋅)𝑚 𝜑
)
(𝑥) =

∫
Ω

𝜑(y)𝑑𝜇(y)

𝑑(x,y)𝑚−𝛼(𝑥)

in the Lebesgue spaces with variable exponents [2].
– Application to multidimensional integral equations of the first kind [68], [46].
– Relation to Grünwald-Letnikov’s approach to fractional calculus [61].
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4. Conclusion

The theory of fractional differential equations is a highly developing branch of ma-
thematics. These equations are arising either from theoretical considerations and
generalizations or from many applications for which the fractional machinery is a
natural tool for the description of the corresponding phenomenon.

In Section 2 we tried to describe briefly the main aims and ideas which are
used at the formulation and investigation of fractional differential equations. Surely
such a description is far from completeness since the subject is too wide.

In order to establish and develop the theory of fractional differential equa-
tions one needs to create background, to develop instruments for investigation and
to introduce new innovative ideas. In all these directions Professor S.G. Samko ob-
tained many important results. In Section 3 we have seen only few of these results,
which lay in the core of the considered theory. A lot of fresh and innovative ideas
can be found in the cited papers and books by S.G. Samko.

We hope that our article helps the reader to find new ideas and to show the
ways for further development of a very interesting branch of science – the theory
and applications of fractional differential equations.
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of Tunnel Effect
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Abstract. We consider the Klein-Gordon equation on two half-axes connected
at their origins. We add a potential that is constant but different on each
branch. In a previous paper, we studied the 𝐿∞-time decay via Hörmander’s
version of the stationary phase method. Here we apply these results to show
that for initial conditions in an energy band above the threshold of the tunnel
effect a fixed portion of the energy propagates between group lines. Further
we consider the situation that the potential difference tends to infinity while
the energy band of the initial condition is shifted upwards such that the
particle stays above the threshold of the tunnel effect. We show that the total
transmitted energy as well as the portion between the group lines tend to zero

like 𝑎
−1/2
2 in the branch with the higher potential 𝑎2 as 𝑎2 tends to infinity.

At the same time the cone formed by the group lines inclines to the 𝑡-axis
while its aperture tends to zero.

Mathematics Subject Classification (2010). Primary 34B45; Secondary 47A70,
35B40.
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1. Introduction

In this paper we study the energy flow of waves in two coupled one-dimensional
semi-infinite media having different dispersion properties. Results in experimental
physics [8, 9], theoretical physics [7] and functional analysis [4, 6] describe phe-
nomena created in this situation by the dynamics of the tunnel effect: the delayed
reflection and advanced transmission near nodes issuing two branches. Our pur-
pose is to describe the influence of the height of a potential step on the energy
flow of wave packets above the threshold of tunnel effect.

Parts of this work were done, while the second author visited the University of Valenciennes. He
wishes to express his gratitude to F. Ali Mehmeti and the LAMAV for their hospitality.
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We consider the following setting: let 𝑁1, 𝑁2 be disjoint copies of (0,+∞).
Consider numbers 𝑎𝑘 satisfying 0 ≤ 𝑎1 ≤ 𝑎2 < +∞. Find a vector (𝑢1, 𝑢2) of
functions 𝑢𝑘 : [0,+∞)×𝑁𝑘 → ℂ satisfying the Klein-Gordon equations

[∂2𝑡 − ∂2𝑥 + 𝑎𝑘]𝑢𝑘 = 0 on 𝑁𝑘, 𝑘 = 1, 2,

on 𝑁1, 𝑁2 coupled at zero by usual Kirchhoff conditions and complemented with
initial conditions for the functions 𝑢𝑘 and their derivatives.

Reformulating this as an abstract Cauchy problem, one is confronted with
the self-adjoint operator 𝐴 = (−∂2𝑥 + 𝑎1,−∂2𝑥 + 𝑎2) in 𝐿2(𝑁1) × 𝐿2(𝑁2), with a
domain that incorporates the Kirchhoff transmission conditions at zero. For an
exact definition of 𝐴, we refer to Section 2. The problem described above can be
reformulated as

𝑢̈(𝑡) +𝐴𝑢(𝑡) = 0,
𝑢(𝑡) ∈ 𝐷(𝐴),

(1)

for all 𝑡 > 0 together with initial conditions. It is well known that the following
expression is invariant with respect to time for solutions of (1):

𝐸(𝑢(𝑡, ⋅)) = 1

2

(
∥𝑢̇(𝑡, ⋅)∥2𝐻 + (𝐴𝑢, 𝑢)𝐻

)
. (2)

In Section 2 we recall the solution formula that was proved in [2] by an expansion
in generalized eigenfunctions in the more general setting of a star shaped network
with semi-infinite branches.

In Section 3 we recall our result on 𝐿∞-time decay proved in [3]. There we
obtained the exact 𝐿∞-time decay rate 𝑐⋅𝑡−1/2 in the group velocity cones together
with an expression for the coefficient 𝑐 for initial conditions in a compact energy
band in (𝑎2,∞). In the present work we refine an estimation from below in this
context.

In Section 4 we use the preceding results to estimate the 𝐿2-norm of the out-
going solution on 𝑁2, which is a part of the total energy given in (2). We suppose
that the initial condition belongs to an energy band above the threshold of the tun-
nel effect, so that the solution propagates in the branch with the higher potential
𝑁2. We consider the 𝐿2-norm of the solution at time 𝑡 both on the whole branch
𝑁2 and inside the cone delimited by the group lines corresponding to the bounds of
the energy band. It turns out that the first norm has an upper asymptotic bound

and the second one an upper and lower asymptotic bound which behave as 𝑎
−1/2
2 ,

if the height of the potential step 𝑎2 tends to infinity. This implies that the ratio
between the energy on the whole branch and the energy between the group lines is
time asymptotically confined in a finite interval above 1 which is independent of 𝑎2.

These results might be interpreted in terms of quantum mechanics as follows:
a relativistic, massive particle without spin in a one-dimensional world is submitted
to a potential step at the origin. It is supposed to have enough kinetic energy to
overcome the step with a fixed remaining energy. Classically, the particle should
leave the potential step with a velocity which is independent of the height of the
step. Our results show that in the quantum mechanical model, when the height of
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the potential step tends to infinity, the velocity of the outgoing component of the
particle tends to zero while the particle is more and more localized. At the same
time the total outgoing energy tends to zero while its ratio to the energy inside
the cone delimited by the group lines remains time asymptotically in a constant
finite interval above one. Similar estimates should be possible for the other parts
of the total energy (2).

The last observation might lead to the idea of viewing the total energy as
being subdivided in a part inside the group line cones and a part outside these
cones. The ratio of these two energies is quite independent of the experimental
configuration, but depends mainly on the chosen energy band.

The results of this paper are related to results in experimental physics, the-
oretical physics and functional analysis (spectral theory, asymptotic estimates,
analysis on networks, cf. [3] and the references cited there). For example in [4] we
obtained information on the splitting of the energy flow near zero. In [1] a (not
optimal) estimation for the 𝐿∞-time decay rate has been obtained but without
any information on the localization of the energy. In [5] the relation of the eigen-
values of the Laplacian in an 𝐿∞-setting on infinite, locally finite networks to the
adjacency operator of the network is studied. In [11], the authors consider gen-
eral networks with semi-infinite ends. They give a construction to compute some
generalized eigenfunctions but no attempt is made to construct explicit inversion
formulas.

2. A solution formula

The aim of this section is to recall the tools we used in [2] as well as the solution
formula of the same paper for a special initial condition and to adapt this formula
for the use of the stationary phase method in the next section.

Definition 2.1 (Functional analytic framework).

i) Let 𝑁1, 𝑁2 be identified with (0,+∞). Put 𝑁 := 𝑁1 × 𝑁2, identifying the
endpoints 0.

ii) Two transmission conditions are introduced:

(𝑇0): (𝑢1, 𝑢2) ∈ 𝐶(𝑁1)× 𝐶(𝑁2) satisfies 𝑢1(0) = 𝑢2(0).

This condition in particular implies that (𝑢1, 𝑢2) may be viewed as a well-
defined function on 𝑁 .

(𝑇1): (𝑢1, 𝑢2) ∈ 𝐶1(𝑁1)× 𝐶1(𝑁2) satisfies

2∑
𝑘=1

∂𝑥𝑢𝑘(0
+) = 0.

iii) Define the Hilbert space 𝐻 = 𝐿2(𝑁1)× 𝐿2(𝑁2) with scalar product

(𝑢, 𝑣)𝐻 =

2∑
𝑘=1

(𝑢𝑘, 𝑣𝑘)𝐿2(𝑁𝑘)
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and the operator 𝐴 : 𝐷(𝐴) −→ 𝐻 by

𝐷(𝐴) =
{
(𝑢1, 𝑢2) ∈ 𝐻2(𝑁1)×𝐻2(𝑁2) : (𝑢1, 𝑢2) satisfies (𝑇0) and (𝑇1)

}
,

𝐴(𝑢1, 𝑢2) = (𝐴1𝑢1, 𝐴2𝑢2) =
(
−∂2𝑥𝑢𝑘 + 𝑎𝑘𝑢𝑘

)
𝑘=1,2

.

Note that, if 𝑎1 = 𝑎2 = 0, then 𝐴 is the Laplacian in the sense of the existing
literature, cf. [5, 11].

Definition 2.2 (Fourier-type transform 𝑽 ).

i) For 𝑘 = 1, 2 and 𝜆 ∈ ℂ let 𝜉𝑘(𝜆) :=
√
𝜆− 𝑎𝑘 as well as

𝑠1(𝜆) := −𝜉2(𝜆)

𝜉1(𝜆)
, 𝜆 ∕= 𝑎1 and 𝑠2(𝜆) := −𝜉1(𝜆)

𝜉2(𝜆)
, 𝜆 ∕= 𝑎2.

Here, and in all what follows, the complex square root is chosen in such a

way that
√
𝑟 ⋅ 𝑒𝑖𝜙 = √

𝑟𝑒𝑖𝜙/2 with 𝑟 > 0 and 𝜙 ∈ [−𝜋, 𝜋).

ii) For 𝜆 ∈ ℂ and 𝑗, 𝑘 ∈ {1, 2}, we define generalized eigenfunctions 𝐹±,𝑗𝜆 : 𝑁 →
ℂ of 𝐴 by 𝐹±,𝑗𝜆 (𝑥) := 𝐹±,𝑗𝜆,𝑘 (𝑥) with{

𝐹±,𝑗𝜆,𝑘 (𝑥) = cos(𝜉𝑗(𝜆)𝑥) ± 𝑖𝑠𝑗(𝜆) sin(𝜉𝑗(𝜆)𝑥), for 𝑘 = 𝑗,

𝐹±,𝑗𝜆,𝑘 (𝑥) = exp(±𝑖𝜉𝑘(𝜆)𝑥), for 𝑘 ∕= 𝑗.

for 𝑥 ∈ 𝑁𝑘.
iii) For 𝑙 = 1, 2 and 𝜆 ∈ ℝ let

𝑞𝑙(𝜆) :=

{
0, if 𝜆 < 𝑎𝑙,

𝜉𝑙(𝜆)
∣𝜉1(𝜆)+𝜉2(𝜆)∣2 , if 𝑎𝑙 < 𝜆.

iv) Considering 𝑞1 and 𝑞2 as weights for our 𝐿
2-spaces, we set

𝐿2
𝑞 := 𝐿2((𝑎1,+∞), 𝑞1)×𝐿2((𝑎2,+∞), 𝑞2). The corresponding scalar product

is

(𝐹,𝐺)𝑞 :=
2∑
𝑘=1

∫
(𝑎𝑘,+∞)

𝑞𝑘(𝜆)𝐹𝑘(𝜆)𝐺𝑘(𝜆) 𝑑𝜆

and its associated norm ∣𝐹 ∣𝑞 := (𝐹, 𝐹 )
1/2
𝑞 .

v) For all 𝑓 ∈ 𝐿1(𝑁,ℂ) we define 𝑉 𝑓 : [𝑎1,+∞)× [𝑎2,+∞) → ℂ by

(𝑉 𝑓)𝑘(𝜆) :=

∫
𝑁

𝑓(𝑥)(𝐹−,𝑘𝜆 )(𝑥) 𝑑𝑥, 𝑘 = 1, 2.

In [2], we show that 𝑉 diagonalizes 𝐴 and we determine a metric setting in
which it is an isometry. Let us recall these useful properties of 𝑉 as well as the
fact that the property 𝑢 ∈ 𝐷(𝐴𝑗) can be characterized in terms of the decay rate
of the components of 𝑉 𝑢.

Theorem 2.3. Endow 𝐶∞𝑐 (𝑁1)×𝐶∞𝑐 (𝑁2) with the norm of 𝐻 = 𝐿2(𝑁1)×𝐿2(𝑁2).
Then
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i) 𝑉 : 𝐶∞𝑐 (𝑁1)×𝐶∞𝑐 (𝑁2) → 𝐿2
𝑞 is isometric and can be extended to an isometry

𝑉 : 𝐻 → 𝐿2
𝑞, which we shall again denote by 𝑉 in the following.

ii) The operator 𝐴 is selfadjoint and its spectrum is 𝜎(𝐴) = [𝑎1,+∞).
iii) 𝑉 : 𝐻 → 𝐿2

𝑞 is a spectral representation of 𝐻 with respect to 𝐴. In particular,
𝑉 is surjective.

iv) For 𝑙 ∈ ℕ the following statements are equivalent:
(a) 𝑢 ∈ 𝐷(𝐴𝑙),
(b) 𝜆 '→ 𝜆𝑙(𝑉 𝑢)𝑘(𝜆) ∈ 𝐿2((𝑎𝑘,+∞), 𝑞𝑘), 𝑘 = 1, 2.

We are now interested in the Abstract Cauchy Problem

(ACP) : 𝑢𝑡𝑡(𝑡) +𝐴𝑢(𝑡) = 0, 𝑡 > 0, with 𝑢(0) = 𝑢0, 𝑢𝑡(0) = 0.

Here, the zero initial condition for the velocity is just chosen for simplicity, as we
will not deal with the general case in this contribution.

By the surjectivity of 𝑉 (cf. Theorem 2.3 (ii)) there exists an initial condition
𝑢0 ∈ 𝐻 satisfying

Condition (A): (𝑉 𝑢0)2 ≡ 0 and (𝑉 𝑢0)1 ∈ 𝐶2
𝑐 ((𝑎2,∞)).

Remark 2.4.

i) For 𝑢0 satisfying (𝐴) there exist 𝑎2 < 𝜆min < 𝜆max < ∞ such that

supp(𝑉 𝑢0)1 ⊂ [𝜆min, 𝜆max].

ii) If 𝑢0 ∈ 𝐻 satisfies (A), then 𝑢0 ∈ 𝐷(𝐴∞) =
∩
𝑙≥1

𝐷(𝐴𝑙), due to Theo-

rem 2.3 (iv), since 𝜆 '→ 𝜆𝑙(𝑉 𝑢)𝑚(𝜆) ∈ 𝐿2((𝑎𝑚,+∞), 𝑞𝑚), 𝑚 = 1, 2 for all
𝑙 ∈ ℕ by the compactness of supp(𝑉 𝑢0)𝑚.

Theorem 2.5 (Solution formula of (ACP) in a special case). Suppose that 𝑢0
satisfies Condition (A). Then there exists a unique solution 𝑢 of (ACP) with
𝑢 ∈ 𝐶𝑙([0,+∞), 𝐷(𝐴𝑚/2)) for all 𝑙,𝑚 ∈ ℕ. For 𝑥 ∈ 𝑁2 we have the represen-
tation

𝑢2(𝑡, 𝑥) =
1

2

(
𝑢+(𝑡, 𝑥) + 𝑢−(𝑡, 𝑥)

)
with

𝑢±(𝑡, 𝑥) :=
∫ 𝜆max

𝜆min

𝑒±𝑖
√
𝜆𝑡𝑞1(𝜆)𝑒

−𝑖𝜉2(𝜆)𝑥(𝑉 𝑢0)1(𝜆)𝑑𝜆. (3)

Proof. Since 𝑣0 = 𝑢𝑡(0) = 0, we have for the solution of (ACP) the representation

𝑢(𝑡) = 𝑉 −1 cos(
√
𝜆𝑡)𝑉 𝑢0.

(cf. for example [1, Theorem 5.1]). The expression for 𝑉 −1 given in [2] yields the
formula for 𝑢±. □

Remark 2.6. A solution formula for arbitrary initial conditions which is valid on all
branches is available in [2]. This general expression is not needed in the following.
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3. 𝑳∞-time decay

Next, we quote the result on 𝐿∞-time decay of solutions to the problem (ACP)
from [3]. Here, we only consider special initial conditions that are localized in
energy in a compact interval contained in (𝑎2, 𝑎2 + 1). For these it is possible to
give very explicit estimates for all the constants that appear in an asymptotic
expansion of the solution to the order 𝑡1/2.

Theorem 3.1. Let 0 < 𝛼 < 𝛽 < 1 and 𝜓 ∈ 𝐶2
𝑐 ((𝛼, 𝛽)) with ∥𝜓∥∞ = 1 be given.

Setting 𝜓(𝜆) := 𝜓(𝜆 − 𝑎2), we choose the initial condition 𝑢0 ∈ 𝐻 satisfying

(𝑉 𝑢0)2 ≡ 0 and (𝑉 𝑢0)1 = 𝜓. Then 𝑢0 satisfies condition (A). Furthermore, let 𝑢+
be defined as in Theorem 2.5.

Then there is a constant 𝐶(𝜓, 𝛼, 𝛽) independent of 𝑎1 and 𝑎2, such that for
all 𝑡 ∈ ℝ+ and all 𝑥 ∈ 𝑁2 with√

𝑎2 + 𝛽

𝛽
≤ 𝑡

𝑥
≤

√
𝑎2 + 𝛼

𝛼
(4)

we have ∣∣𝑢+(𝑡, 𝑥)−𝐻(𝑡, 𝑥, 𝑢0) ⋅ 𝑡−1/2
∣∣ ≤ 𝐶(𝜓, 𝛼, 𝛽) ⋅ 𝑡−1,

where

𝐻(𝑡, 𝑥, 𝑢0) := 𝑒−𝑖𝜑(𝑝0,𝑡,𝑥)(2𝑖𝜋)1/2𝑎3/42 ℎ1(𝑡, 𝑥) ℎ2(𝑡, 𝑥) (𝑉 𝑢0)1(𝑎2 + 𝑝20)

with

𝜑(𝑝, 𝑡, 𝑥) :=
√
𝑎2 + 𝑝2𝑡− 𝑝𝑥, 𝑝0 :=

√
𝑎2𝑥2

(𝑡2 − 𝑥2)
,

ℎ1(𝑡, 𝑥) :=

(
(𝑡/𝑥)

2

(𝑡/𝑥)
2 − 1

)3/4

, ℎ2(𝑡, 𝑥) :=

√
(𝑎2 − 𝑎1) ((𝑡/𝑥)2 − 1) + 𝑎1(√

(𝑎2 − 𝑎1) ((𝑡/𝑥)2 − 1) + 𝑎2 +
√
𝑎2

)2 .

It holds further∣∣𝐻(𝑡, 𝑥, 𝑢0)
∣∣ ≤ 𝑔(𝑎1, 𝑎2, 𝛽) :=

√
2𝜋

√
𝛽(𝑎2 + 𝛽)3/4√

𝑎2
√
𝑎2 − 𝑎1 + 𝛽

∼
√
2𝜋𝛽 𝑎

−1/4
2 as 𝑎2 → +∞.

Proof. This is contained in Equation (8) from the proof of Theorem 3.2 and in
Theorem 4.1 in [3]. □

Remark 3.2.

i) Note that (4) is equivalent to

𝑣min ≤ 𝑣(𝑡, 𝑥) := (𝑡/𝑥)2 − 1 ≤ 𝑣max .

where 𝑣min :=
𝑎2

𝜆max − 𝑎2
=

𝑎2
𝛽

and 𝑣max :=
𝑎2

𝜆min − 𝑎2
=

𝑎2
𝛼
.

ii) For later use we define 𝑝min := 𝜉2(𝜆min) and 𝑝max := 𝜉2(𝜆max).
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iii) The proof of Theorem 3.1 has been given in [3]. It applies the stationary phase
method in a version by L. Hörmander [10], in which partial integration is used
to evaluate the influence of large parameters (here 𝑡) in the phase function of
oscillating integrands. This requires that the amplitude is sufficiently regular.
In fact the constant 𝐶(𝜓, 𝛼, 𝛽) depends on the derivatives up to the order 2
of 𝜓, which explains the hypothesis of twice differentiability in condition (A).
For Theorem 2.5 the twice differentiability is not necessary.

iv) The phase function in the integrand of 𝑢−(𝑡, ⋅) has no stationary points.
Therefore we conjecture that the 𝐿∞-norm of 𝑢−(𝑡, ⋅) decays at least as 𝑡−1,
much quicker than the 𝐿∞-norm of 𝑢+(𝑡, ⋅), which decays as 𝑡−1/2. This
seems to be reasonable, because this term corresponds to the incoming part of
the solution, whose energy should asymptotically disappear in the boundary
point 0 of 𝑁2.

4. Energy flow

In this section we use the asymptotic expansion from Section 3 to estimate the
outgoing solution from above and below in the cones given by the group velocities
corresponding to the bounds of the energy band of the initial condition. This leads
to time independent asymptotic upper (Theorem 4.5) and lower (Theorem 4.1)
estimates of the 𝐿2-norm of the solution on the space interval inside the cones.

Further an upper estimate of the 𝐿2-norm of the outgoing solution on the
whole branch 𝑁2 is obtained using Plancherel’s theorem (Theorem 4.2).

This information leads to our main result (Theorem 4.4), where we give an
upper bound for the ratio of the 𝐿2-norm on the whole branch 𝑁2 and the 𝐿2-
norm inside the cone, which is asymptotically independent of the height of the
potential step: if the higher potential 𝑎2 tends to infinity, our upper bound tends
to a constant independent of 𝑎2. This means that a significant part of the energy
stays inside cones in space-time. The last observation might lead to the idea of
viewing in general the total energy as being subdivided in a (deterministic) part
inside the group line cones and a (non deterministic) part outside these cones. In
our case, the ratio of these two energies is quite independent of the experimental
configuration, but depends mainly on the chosen energy band.

Theorem 4.1. In the setting of Theorem 3.1 suppose that 𝜓(𝜇) ≥ 𝑚 > 0 for
𝜇 ∈ [𝛼′, 𝛽′] with 𝛼 < 𝛼′ < 𝛽′ < 𝛽. Then we have

i) the lower estimate for the coefficient of 𝑡−1/2:∣∣𝐻(𝑡, 𝑥, 𝑢0)
∣∣ ≥ 𝑓(𝑎2, 𝛼, 𝛽) ⋅𝑚

:=
√
2𝜋 𝑎

3/4
2

( 𝛽

𝑎2
+ 1

)3/4 1√
𝑎2

√
𝑎2 − 𝑎1

𝛼
+ 1

(√
𝑎2 − 𝑎1

𝛼
+ 1 + 1

)−2
𝑚.

∼
√
2𝜋𝛼 𝑎

−1/4
2 𝑚, as 𝑎2 → ∞
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for all (𝑡, 𝑥) satisfying√
𝑎2 + 𝛽′

𝛽′
≤ 𝑡

𝑥
≤

√
𝑎2 + 𝛼′

𝛼′
.

ii) and the lower estimate for the solution

∀𝜀 > 0 ∃𝑡0 > 0 ∀𝑡 > 𝑡0
∣∣𝑢+(𝑡, 𝑥)∣∣ ≥ (

𝑓(𝑎2, 𝛼, 𝛽
)
𝑚− 𝜀) 𝑡−1/2

for all (𝑡, 𝑥) satisfying√
𝑎2 + 𝛽′

𝛽′
≤ 𝑡

𝑥
≤

√
𝑎2 + 𝛼′

𝛼′
.

Proof. Note that it is always possible to choose the initial condition in the indicated
way, thanks to the surjectivity of 𝑉 , cf. Theorem 2.3 ii).

(i): Theorem 3.1 implies∣∣𝐻(𝑡, 𝑥, 𝑢0)
∣∣ = √

2𝜋𝑎
3/4
2 ℎ1(𝑡, 𝑥)

∣∣ℎ2(𝑡, 𝑥)∣∣ ⋅ ∣∣(𝑉 𝑢0)1(𝑎2 + 𝑝20)
∣∣.

We estimate ∣∣ℎ2(𝑡, 𝑥)∣∣ = ∣∣∣∣
√
(𝑎2 − 𝑎1)((𝑡/𝑥)2 − 1) + 𝑎2(√

(𝑎2 − 𝑎1)((𝑡/𝑥)2 − 1) + 𝑎2 +
√
𝑎2

)2 ∣∣∣∣
≥

√
(𝑎2 − 𝑎1)𝑣max + 𝑎2(√

(𝑎2 − 𝑎1)𝑣max + 𝑎2 +
√
𝑎2

)2
≥

√
(𝑎2 − 𝑎1)

𝑎2
𝛼 + 𝑎2(√

(𝑎2 − 𝑎1)
𝑎2
𝛼 + 𝑎2 +

√
𝑎2

)2
=

1√
𝑎2

√
𝑎2−𝑎1
𝛼 + 1(√

𝑎2−𝑎1
𝛼 + 1 + 1

)2
∼

√
𝛼

𝑎2
as 𝑎2 → ∞

Here we used, that 𝑏 '→ 𝑏
(𝑏+𝑐)2 is decreasing for 𝑏 > 𝑐 ≥ 0. Further

∣∣ℎ1(𝑡, 𝑥)∣∣ ≥ ( 𝜆max

𝜆max−𝑎2
𝜆max

𝜆max−𝑎2 − 1

)3/4

= (
𝛽

𝑎2
+ 1)3/4 → 1 as 𝑎2 → ∞

This implies (i).

(ii): Using the lower triangular inequality we find that ∀𝜀 > 0 ∃𝑡0 > 0 ∀𝑡 > 𝑡0 :∣∣𝑢+(𝑡, 𝑥)∣∣ ≥ ∣∣𝑢+(𝑡, 𝑥)−𝐻(𝑡, 𝑥, 𝑢0) ⋅ 𝑡−1/2 +𝐻(𝑡, 𝑥, 𝑢0) ⋅ 𝑡−1/2
∣∣

≥
∣∣∣∣∣𝐻(𝑡, 𝑥, 𝑢0)

∣∣ ⋅ 𝑡−1/2 − ∣∣𝑢+(𝑡, 𝑥)−𝐻(𝑡, 𝑥, 𝑢0) ⋅ 𝑡−1/2
∣∣∣∣∣

≥ (
𝑓(𝑎2, 𝛼, 𝛽

)
𝑚− 𝜀) 𝑡−1/2



Energy Flow Above the Threshold of Tunnel Effect 73

for all (𝑡, 𝑥) satisfying √
𝑎2 + 𝛽′

𝛽′
≤ 𝑡

𝑥
≤

√
𝑎2 + 𝛼′

𝛼′
.

This shows (ii). □

Theorem 4.2. Suppose the setting of Theorem 3.1. Then we have

∥𝑢+(𝑡, ⋅)∥𝐿2(𝑁2) ≤
√
𝛽√

𝑎2 − 𝑎1 + 𝛼 4
√
𝛼

∼
√
𝛽

4
√
𝛼
∥𝜓∥𝐿2((𝛼,𝛽))𝑎

−1/2
2 as 𝑎2 → ∞.

Proof. In the expression (3) for 𝑢+ we substitute 𝑝 := 𝜉2(𝜆). This yields

𝑢+(𝑡, 𝑥) = 2

∫ 𝑝max

𝑝min

𝑒𝑖
√
𝑎2+𝑝2𝑡𝑞1(𝑎2 + 𝑝2)𝑒−𝑖𝑝𝑥(𝑉 𝑢0)1(𝑎2 + 𝑝2)𝑝 𝑑𝑝.

Interpreting this integral as a Fourier transform we find by the Plancherel theorem

∥𝑢+(𝑡, ⋅)∥𝐿2(𝑁2) ≤ ∥𝑢+(𝑡, ⋅)∥𝐿2(ℝ)

=
∥∥𝑝 '→ 𝑝𝑞1(𝑎2 + 𝑝2)(𝑉 𝑢0)1(𝑎2 + 𝑝2)𝜒[𝑝min,𝑝max](𝑝)

∥∥
𝐿2(ℝ)

.

Now, we use that supp((𝑉 𝑢0)1) is contained in the interval [𝑎2+𝛼, 𝑎2+𝛽], so only
the range

√
𝛼 ≤ 𝑝 ≤ √

𝛽 is relevant. For these values of 𝑝 we find

𝑝𝑞1(𝑎2 + 𝑝2) = 𝑝

√
𝑎2 − 𝑎1 + 𝑝2

(
√
𝑎2 − 𝑎1 + 𝑝2 + 𝑝)2

≤ 𝑝√
𝑎2 − 𝑎1 + 𝑝2

≤
√
𝛽√

𝑎2 − 𝑎1 + 𝛼
.

So, we have

∥𝑢+(𝑡, ⋅)∥𝐿2(𝑁2) ≤
√
𝛽√

𝑎2 − 𝑎1 + 𝛼

∥∥(𝑉 𝑢0)1(𝑎2 + 𝑝2)
∥∥
𝐿2((𝑝min,𝑝max))

and substituting back 𝜆 = 𝑎2 + 𝑝2 we obtain∥∥(𝑉 𝑢0)1(𝑎2 + 𝑝2)
∥∥2
𝐿2((𝑝min,𝑝max))

=

∫ 𝜆max

𝜆min

∣∣(𝑉 𝑢0)1(𝜆)
∣∣2 𝑑𝜆√

𝜆− 𝑎2

=

∫ 𝑎2+𝛽

𝑎2+𝛼

∣𝜓(𝜆)∣2 𝑑𝜆√
𝜆− 𝑎2

.

Setting, finally, 𝜇 = 𝜆− 𝑎2 we end up with

∥𝑢+(𝑡, ⋅)∥𝐿2(𝑁2) ≤
√
𝛽√

𝑎2 − 𝑎1 + 𝛼

(∫ 𝛽

𝛼

∣𝜓(𝜇)∣2 𝑑𝜇√
𝜇

)1/2

≤
√
𝛽√

𝑎2 − 𝑎1 + 𝛼 4
√
𝛼
∥𝜓∥𝐿2((𝛼,𝛽)) . □
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Remark 4.3. In the proof of the last theorem we extend 𝑢+(𝑡, ⋅) in a natural
way to a function on ℝ, reinterpret the integral as Fourier transform and use the
Plancherel theorem. We could also obtain an upper estimate of the energy by using
the fact that 𝑉 is a surjective isometry instead of the Plancherel theorem. But 𝑉
automatically takes into account all branches which makes that this estimate would

not furnish the optimal asymptotic behavior 𝑎
−1/4
2 , as 𝑎2 tends to infinity.

Theorem 4.4. In the setting of Theorem 3.1 suppose that 𝜓(𝜇) ≥ 𝑚 > 0 for
𝜇 ∈ [𝛼′, 𝛽′] with 𝛼 < 𝛼′ < 𝛽′ < 𝛽. Then we have

i) the estimate from below: ∀𝜀 > 0 ∃𝑡0 > 0 ∀𝑡 > 𝑡0

∣∣∣∣𝑢+(𝑡, ⋅)∣∣∣∣2𝐿2(𝐼′𝑡)
≥

(
𝑓(𝑎2, 𝛼, 𝛽)𝑚− 𝜀

)2(√
𝛽′

𝑎2 + 𝛽′
−

√
𝛼′

𝑎2 + 𝛼′
)

where

𝐼 ′𝑡 :=

[
𝑡

√
𝛼′

𝑎2 + 𝛼′
, 𝑡

√
𝛽′

𝑎2 + 𝛽′

]
and 𝑓 is defined in Theorem 3.1 (i).

ii) the estimate for the ratio of the global and local energy:
∀𝜀 > 0 ∃𝑡0 > 0 ∀𝑡 > 𝑡0∣∣∣∣𝑢+(𝑡, ⋅)∣∣∣∣𝐿2(𝑁2)∣∣∣∣𝑢+(𝑡, ⋅)∣∣∣∣𝐿2(𝐼′𝑡)

≤
√
𝛽 ∥𝜓∥𝐿2((𝛼,𝛽))√
𝑎1 − 𝑎2 + 𝛼 4

√
𝛼

(
𝑓(𝑎2, 𝛼, 𝛽)𝑚− 𝜀

)−1(√
𝛽′

𝑎2 + 𝛽′
−

√
𝛼′

𝑎2 + 𝛼′
)−1/2

iii) and

lim sup
𝑡→∞

∣∣∣∣𝑢+(𝑡, ⋅)∣∣∣∣𝐿2(𝑁2)∣∣∣∣𝑢+(𝑡, ⋅)∣∣∣∣𝐿2(𝐼′𝑡)

≤
√
𝛽 ∥𝜓∥𝐿2((𝛼,𝛽))√
𝑎1 − 𝑎2 + 𝛼 4

√
𝛼

(
𝑓(𝑎2, 𝛼, 𝛽)𝑚

)−1(√
𝛽′

𝑎2 + 𝛽′
−

√
𝛼′

𝑎2 + 𝛼′
)−1/2

∼ (2𝜋)−1/2𝑚−1𝛽1/2𝛼−3/4(
√
𝛽′ −

√
𝛼′)−1/2∥𝜓∥𝐿2((𝛼,𝛽)) as 𝑎2 → ∞.

Proof. (i): Follows from∣∣∣∣𝑢+(𝑡, ⋅)∣∣∣∣2𝐿2(𝐼′𝑡)
≥

(
inf
𝑥∈𝐼′𝑡

∣∣𝑢+(𝑡, ⋅)∣∣)2

⋅ ∣∣𝐼 ′𝑡∣∣
and Theorem 4.1 (ii).

(ii): Follows from (i) and Theorem 4.2.

(iii): Direct consequence of (ii) and Theorem 4.1 (i). □
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Theorem 4.5. Consider the setting of Theorem 3.1.

i) ∀𝜀 > 0 ∃𝑡1 > 0 ∀𝑡 > 𝑡1 :∣∣𝑢+(𝑡, 𝑥)∣∣ ≤ (
𝑔(𝑎1, 𝑎2, 𝛽) + 𝜀

)
𝑡−1/2

for all (𝑡, 𝑥) satisfying√
𝑎2 + 𝛽

𝛽
≤ 𝑡

𝑥
≤

√
𝑎2 + 𝛼

𝛼
.

ii) ∀𝜀 > 0 ∃𝑡1 > 0 ∀𝑡 > 𝑡1 :∣∣∣∣𝑢+(𝑡, ⋅)∣∣∣∣2𝐿2(𝐼𝑡)
≤ (

𝑔(𝑎1, 𝑎2, 𝛽) + 𝜀
)2 (√

𝛽

𝑎2 + 𝛽
−

√
𝛼

𝑎2 + 𝛼

)
.

iii)

lim inf
𝑡→∞

∣∣∣∣𝑢+(𝑡, ⋅)∣∣∣∣2𝐿2(𝐼𝑡)
≤ 𝑔(𝑎1, 𝑎2, 𝛽)

2
(√

𝛽

𝑎2 + 𝛽
−

√
𝛼

𝑎2 + 𝛼

)
∼ 2𝜋𝛽(

√
𝛽 −√

𝛼) 𝑎−12 as 𝑎2 → ∞.

Proof. (i): Theorem 3.1 implies that ∀𝜀 > 0 ∃𝑡1 > 0 ∀𝑡 > 𝑡1 :∣∣𝑢+(𝑡, 𝑥)∣∣ ≤ ∣∣𝑢+(𝑡, 𝑥)−𝐻(𝑡, 𝑥, 𝑢0)𝑡
−1/2 +𝐻(𝑡, 𝑥, 𝑢0)𝑡

−1/2∣∣
≤ 𝐶(𝜓, 𝛼, 𝛽)𝑡−1 +

∣∣𝐻(𝑡, 𝑥, 𝑢0)
∣∣𝑡−1/2

≤ (
𝑔(𝑎1, 𝑎2, 𝛽

)
+ 𝜀) 𝑡−1/2

for (𝑡, 𝑥) in the cone indicated there.

(ii): Follows from estimating the square of the 𝐿2-norm against the square of the

maximum of the function (using (i)) times the length of the integration interval.

(iii): Direct consequence of (ii). □
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France, 2004.

[7] J.M. Deutch, F.E. Low, Barrier Penetration and Superluminal Velocity. Annals of
Physics 228 (1993), 184–202.

[8] A. Enders, G. Nimtz, On superluminal barrier traversal. J. Phys. I France 2 (1992),
1693–1698.

[9] A. Haibel, G. Nimtz, Universal relationship of time and frequency in photonic tun-
nelling. Ann. Physik (Leipzig) 10 (2001), 707–712.
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Univ. Lille Nord de France
F-59000 Lille, France

and

UVHC, LAMAV, FR CNRS 2956
F-59313 Valenciennes, France
e-mail: felix.ali-mehmeti@univ-valenciennes.fr

Virginie.Regnier@univ-valenciennes.fr

R. Haller-Dintelmann
TU Darmstadt
Fachbereich Mathematik
Schloßgartenstraße 7
D-64289 Darmstadt, Germany
e-mail: haller@mathematik.tu-darmstadt.de

http://www.arXiv.org:math.AP/0603010
mailto:felix.ali-mehmeti@univ-valenciennes.fr
mailto:Virginie.Regnier@univ-valenciennes.fr
mailto:haller@mathematik.tu-darmstadt.de


Operator Theory:
Advances and Applications, Vol. 229, 77–89
c⃝ 2013 Springer Basel

Some New Hardy-type Integral Inequalities on
Cones of Monotone Functions

L.S. Arendarenko, R. Oinarov and L.-E. Persson

Dedicated to Professor Stefan Samko on the occasion of his 70th anniversary

Abstract. Some new Hardy-type inequalities with Hardy-Volterra integral op-
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𝑞 <∞ is considered and the involved kernels satisfy conditions which are less
restrictive than the classical Oinarov condition.
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1. Introduction

Let 1 < 𝑝, 𝑞 < ∞, 1
𝑝 +

1
𝑝′ = 1, 𝑅+ = (0,∞), 𝑣 and 𝑤 be nonnegative functions,

such that the functions 𝑣, 𝑤, 𝑣1−𝑝
′
and 𝑤1−𝑞′ are locally integrable on 𝑅+. For a

weight function 𝑣 and 1 ≤ 𝑝 < ∞ we define the weighted Lebesgue space 𝐿𝑝,𝑣(𝑅+)
as the set of all measurable functions on 𝑅+ such that

∥𝑓∥𝑝,𝑣 =
(∫ ∞

0

∣𝑓(𝑥)∣𝑝𝑣(𝑥)𝑑𝑥
) 1

𝑝

< ∞.

We consider the integral operator defined as follows:

𝐾𝑓(𝑥) =

∫ 𝑥

0

𝐾(𝑥, 𝑠)𝑓(𝑠)𝑑𝑠, 𝑥 > 0 (1.1)

where 𝐾(𝑥, 𝑠) is a nonnegative measurable kernel, and its conjugate operator

𝐾∗𝑔(𝑠) =
∫ ∞

𝑠

𝐾(𝑥, 𝑠)𝑔(𝑥)𝑑𝑥, 𝑠 > 0 (1.2)

with the same kernel.
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One of the important problems in functional analysis is to find necessary and
sufficient conditions for validity of the inequality⎛⎝ ∞∫

0

∣𝐾𝑓(𝑥)∣𝑞 𝑤(𝑥)𝑑𝑥
⎞⎠

1
𝑞

≤ 𝐶

⎛⎝ ∞∫
0

∣𝑓(𝑥)∣𝑝𝑣(𝑥)𝑑𝑥
⎞⎠

1
𝑝

(1.3)

for the operators 𝐾 and 𝐾∗ to hold for all functions 𝑓 ∈ 𝐿𝑝,𝑣, where the constant
𝐶 does not depend on functions 𝑓 , and 𝑝, 𝑞 are fixed parameters. This type of
problems is studied in what today is called Hardy-type inequalities (see, e.g., the
books [5], [6], [7] and [10]).

In this type of research the necessity to study inequalities defined by (1.3)
restricted to the cones of monotone functions has appeared. This problem has
some applications in the investigation of boundedness of operators in Lorentz
spaces and in the theory of embedding in Lorentz spaces. Another reason to study
such inequalities is that the maximal function, which is defined by the formula
𝑀𝑓(𝑥) = sup

𝑥∈𝑄
1
∣𝑄∣

∫
𝑄
∣𝑓(𝑠)∣𝑑𝑠, is related to the Hardy operator restricted to the

cone of decreasing functions in the following precise way:

(𝑀𝑓)∗ ≈ 1

𝑥

𝑥∫
0

𝑓∗(𝑠)𝑑𝑠, (1.4)

where 𝑓∗ is decreasing rearrangement of ∣𝑓 ∣. For a more extensive motivation
and description of Hardy-type inequalities on the cone of monotone functions see
the book [6] by A. Kufner, L. Maligranda and L.-E. Persson and the references
given there, e.g., [1], [4], [8], [11]–[17]. Moreover, a new approach for this problem
was considered in [3]. Concerning historical facts and further developments of the
formula (1.4) (also in weighted cases) we refer to the article [2] by I. Asekritova,
N. Krugljak, L. Maligranda and L.-E. Persson.

In this paper we derive necessary and sufficient conditions for boundedness
of the operators 𝐾 and 𝐾∗ defined by (1.1) and (1.2), respectively, with kernels
satisfying generalized Oinarov condition (see [9]), on the cone of monotone func-
tions. These results are new in this generality (see the books [5], [6], [7] and the
references given there).

We use the following notations and conventions: Products of type 0 ⋅ ∞ are
considered to be equal to zero. We will write 𝐴 ≪ 𝐵, if 𝐴 ≤ 𝑐𝐵 with some positive
constant 𝑐, which depends only on some unessential parameters. The notation 𝐴 ≈
𝐵 means that 𝐴 ≪ 𝐵 ≪ 𝐴. The symbol 𝜒𝐸(⋅) stands for the characteristic function
of a set 𝐸 ⊂ 𝑅+. We also use notations 𝑝′ = 𝑝

𝑝−1 , 𝑞
′ = 𝑞

𝑞−1 and 𝑉 (𝑥) =
∫ 𝑥
0 𝑣(𝑡)𝑑𝑡.

The paper is organized as follows: In Section 2 we present some preliminaries
for our further discussions. The main results can be found in Section 3 and the
proofs of these results are given in Section 4. Finally, in Section 5 we present the
corresponding results for the case of non-decreasing functions.
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2. Preliminaries

At first we shall define the classes 𝒪+
𝑛 and 𝒪−

𝑛 , 𝑛 ≥ 0, of kernels equipped with the
operators 𝐾 and 𝐾∗ defined by (1.1) and (1.2), which were introduced in [9]. We
shall write 𝐾(⋅, ⋅) ≡ 𝐾+

𝑛 (⋅, ⋅), if 𝐾(⋅, ⋅) ∈ 𝒪+
𝑛 and 𝐾(⋅, ⋅) ≡ 𝐾−

𝑛 (⋅, ⋅), if 𝐾(⋅, ⋅) ∈ 𝒪−
𝑛 .

For 𝑛 ≥ 0 we define the class 𝒪+
𝑛 in the following way: Let the function

𝐾+(𝑥, 𝑠) be a non-negative and measurable function, which is defined for all
𝑥 ≥ 𝑠 > 0. Moreover, the function𝐾+(𝑥, 𝑠) is non-decreasing in the first argument.
We define the class 𝒪+

0 as a set of all functions of type 𝐾+
0 (𝑥, 𝑠) ≡ 𝑉 (𝑠), where

the function 𝑉 (𝑠) is non-negative and measurable function on the set {(𝑥, 𝑠) : 𝑥 ≥
𝑠 ≥ 0}.

Next we suppose that the classes 𝒪+
𝑖 , 𝑖 = 0, 1, . . . , 𝑛− 1, are defined and we

introduce the class 𝒪+
𝑛 as a set of all functions 𝐾+

𝑛 (𝑥, 𝑠), for which there exist
functions 𝐾+

𝑖 (𝑥, 𝑠) ∈ 𝒪+
𝑖 , 𝑖 = 0, 1, . . . , 𝑛− 1, and a number ℎ𝑛 such that

𝐾+
𝑛 (𝑥, 𝑠) ≤ ℎ𝑛

(
𝑛−1∑
𝑖=0

𝐾+
𝑛,𝑖(𝑥, 𝑡)𝐾

+
𝑖 (𝑡, 𝑠) +𝐾+

𝑛 (𝑡, 𝑠)

)
for 𝑥 ≥ 𝑡 ≥ 𝑠 > 0, where

𝐾+
𝑛,𝑖(𝑥, 𝑡) = inf

0<𝑠<𝑡

𝐾+
𝑛 (𝑥, 𝑠)

𝐾+
𝑖 (𝑡, 𝑠)

, 𝑖 = 0, 1, . . . , 𝑛− 1.

It follows from the definition of the function 𝐾+
𝑛,𝑖 (see, e.g., [9]) for all 𝑛 ≥ 0 that

we can characterize class 𝒪+
𝑛 by the formula

𝐾+
𝑛 (𝑥, 𝑠) ≈

𝑛∑
𝑖=0

𝐾+
𝑛,𝑖(𝑥, 𝑡)𝐾

+
𝑖 (𝑡, 𝑠), 𝑥 ≥ 𝑡 ≥ 𝑠 > 0. (2.1)

We put 𝐾+
𝑛,𝑛(𝑥, 𝑡) ≡ 1 here.

We similarly introduce the classes 𝒪−
𝑛 for 𝑛 ≥ 0. Let the function 𝐾−(𝑥, 𝑠)

be a non-negative measurable function, which is defined for all 𝑥 ≥ 𝑠 ≥ 0 and
non-increasing in a second argument. Let the class 𝒪−

0 be the set of all functions
𝐾−

0 (𝑥, 𝑠) ≡ 𝑈(𝑥), where the function 𝑈(𝑥) is a non-negative and measurable
function on the set {(𝑥, 𝑠) : 𝑥 ≥ 𝑠 ≥ 0}. Let 𝑛 ≥ 1. Suppose that the classes 𝒪−

𝑖

are defined for 𝑖 = 0, 1, . . . , 𝑛− 1. We say that the function 𝐾−
𝑛 (𝑥, 𝑠) belongs to

class 𝒪−
𝑛 if there exist functions 𝐾−

𝑖 (𝑥, 𝑠) ∈ 𝒪−
𝑖 , 𝑖 = 0, 1, . . . , 𝑛− 1, and number

ℎ𝑛 such that the inequality

𝐾−
𝑛 (𝑥, 𝑠) ≤ ℎ𝑛

(
𝐾−
𝑛 (𝑥, 𝑡) +

𝑛−1∑
𝑖=0

𝐾−
𝑖 (𝑥, 𝑡)𝐾

−
𝑖,𝑛(𝑡, 𝑠)

)
holds for 𝑥 ≥ 𝑡 ≥ 𝑠 > 0, where

𝐾−
𝑖,𝑛(𝑡, 𝑠) = inf

𝑡<𝑥<∞
𝐾−
𝑛 (𝑥, 𝑠)

𝐾−
𝑖 (𝑡, 𝑠)

𝑖 = 0, 1, . . . , 𝑛− 1.
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Similarly to (2.1), each class 𝒪−
𝑛 , 𝑛 ≥ 0 can be characterized by the equivalence

𝐾−
𝑛 (𝑥, 𝑠) ≈

𝑛∑
𝑖=0

𝐾−
𝑖 (𝑥, 𝑡)𝐾

−
𝑖,𝑛(𝑡, 𝑠), 𝑥 ≥ 𝑡 ≥ 𝑠 > 0, (2.2)

where 𝐾−
𝑛,𝑛(𝑡, 𝑠) ≡ 1.

Remark 2.1. It is shown in [9] that 𝐾+
𝑛,𝑖(𝑥, 𝑠) and 𝐾−

𝑖,𝑛(𝑥, 𝑠) can be arbitrary non-

negative functions, measurable on the set {(𝑥, 𝑠) : 0 < 𝑠 ≤ 𝑥 < ∞} and satisfying
the conditions (2.1) and (2.2), respectively.

We shall use the following property of the class 𝒪+
𝑛 :

Lemma 2.2. Let 𝑛 ≥ 0 and 𝐾(𝑡, 𝑠) ∈ 𝒪+
𝑛 . Then the function 𝐾̃(𝑥, 𝑠) =

∫ 𝑥
𝑠 𝐾(𝑡, 𝑠)𝑑𝑡

belongs to the class 𝒪+
𝑛+1.

Proof. Let 𝑦 ∈ [𝑠, 𝑥]. Since 𝐾(𝑡, 𝑠) ∈ 𝒪+
𝑛 , we can apply (2.1) for 𝑦, 𝑠 ≤ 𝑦 ≤ 𝑡, and

obtain that

𝐾̃(𝑥, 𝑠) =

∫ 𝑥

𝑠

𝐾(𝑡, 𝑠)𝑑𝑡

=

∫ 𝑦

𝑠

𝐾(𝑡, 𝑠)𝑑𝑡+

∫ 𝑥

𝑦

𝐾(𝑡, 𝑠)𝑑𝑡

≈
∫ 𝑦

𝑠

𝐾(𝑡, 𝑠)𝑑𝑡+
𝑛∑
𝑖=0

𝐾+
𝑖 (𝑦, 𝑠)

∫ 𝑥

𝑦

𝐾+
𝑛,𝑖(𝑡, 𝑦)𝑑𝑡

= 𝐾̃(𝑦, 𝑠) +

𝑛∑
𝑖=0

𝐾+
𝑖 (𝑦, 𝑠)

∫ 𝑥

𝑦

𝐾+
𝑛,𝑖(𝑡, 𝑦)𝑑𝑡

= 𝐾̃(𝑦, 𝑠) +
𝑛∑
𝑖=0

𝐾+
𝑖 (𝑦, 𝑠)𝐾̃

+
𝑛,𝑖(𝑥, 𝑦),

where 𝐾̃+
𝑛,𝑖(𝑥, 𝑦) =

∫ 𝑥
𝑦
𝐾+
𝑛,𝑖(𝑡, 𝑦). Hence, the function 𝐾̃(𝑥, 𝑠) belongs to 𝒪+

𝑛+1 by

definition. □

To prove the main results of the paper we use the Saywer duality principle
(see (2.4)) and the criterion of boundedness of the operator K defined by (1.1),
with kernel from the class 𝒪+

𝑛

∪𝒪−
𝑛 , 𝑛 ≥ 0. The criterion has been obtained in [9]

and we rewrite it in a more convenient form for us in the following theorem.

Theorem A. Let 1 < 𝑝 ≤ 𝑞 < ∞ and the kernel 𝐾(⋅, ⋅) of the operator K defined
by (1.1) belong to the class 𝒪+

𝑛

∪𝒪−
𝑛 , 𝑛 ≥ 0. Then the inequality

∥K𝑓∥𝑞,𝑤 ≤ 𝐶∥𝑓∥𝑝,𝑣, ∀𝑓 ∈ 𝐿𝑝,𝑣 (2.3)
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holds if and only if one of the following conditions is satisfied:

𝐴+ = sup
𝑧>0

(∫ ∞

𝑧

(∫ 𝑧

0

𝐾𝑝′(𝑥, 𝑠)𝑣1−𝑝
′
(𝑠)𝑑𝑠

) 𝑞

𝑝′
𝑤(𝑥)𝑑𝑥

) 1
𝑞

< ∞,

𝐴− = sup
𝑧>0

⎛⎝∫ 𝑧

0

(∫ ∞

𝑧

𝐾𝑞(𝑥, 𝑠)𝑤(𝑥)𝑑𝑥

) 𝑝′
𝑞

𝑣1−𝑝
′
(𝑠)𝑑𝑠

⎞⎠
1
𝑝′

< ∞.

If 𝐶 is the best constant in the inequality (2.3), then 𝐶 ≈ 𝐴+ ≈ 𝐴−.

Another important result we will mention is the Saywer duality principle. In
1990 E. Sawyer [14] developed a method which makes it possible to reduce the
inequality (1.3) for all non-increasing functions to an inequality of the same form,
but for arbitrary functions. For this he proved a reverse Hölder inequality in the
following form (nowadays called the Sawyer duality principle):

sup
0≤𝑔↓

∫∞
0

𝑔𝑓(∫∞
0 𝑔𝑝𝑣

) 1
𝑝

≈
(∫ ∞

0

(∫ 𝑥

0

𝑓

)𝑝′
𝑉 −𝑝′(𝑥)𝑣(𝑥)𝑑𝑥

) 1
𝑝′

+

∫∞
0

𝑓(∫∞
0 𝑣

) 1
𝑝

, 𝑓 ≥ 0, (2.4)

where the notation 0 ≤ 𝑔 ↓means that 𝑔 is a non-negative, non-increasing function.
Let 𝑇 be an operator defined by the rule 𝑇𝑔(𝑥) =

∫∞
0

𝐾(𝑥, 𝑠)𝑔(𝑠)𝑑𝑠, where
𝐾(𝑥, 𝑠) ≥ 0. By using (2.4) in the case 1 < 𝑝, 𝑞 < ∞, we obtain (see, e.g., [7], [17])
that the inequality(∫ ∞

0

(𝑇𝑔)𝑞 𝑤

) 1
𝑞

≤ 𝐶

(∫ ∞

0

𝑔𝑝𝑣

) 1
𝑝

∀0 ≤ 𝑔 ↓

holds if and only is the following two inequalities hold:(∫ ∞

0

(∫ 𝑥

0

𝑇 ∗𝑓
)𝑝′

𝑉 −𝑝′(𝑥)𝑣(𝑥)𝑑𝑥

) 1
𝑝′

≤ 𝐶

(∫ ∞

0

𝑓 𝑞
′
𝑤1−𝑞′

) 1
𝑞′

∀𝑓 ≥ 0, (2.5)

∫ ∞

0

𝑇 ∗𝑓
(∫ ∞

0

𝑣

)− 1
𝑝

≤ 𝐶

(∫ ∞

0

𝑓 𝑞
′
𝑤1−𝑞′

) 1
𝑞′

∀𝑓 ≥ 0, (2.6)

where 𝑇 ∗𝑓(𝑠) =
∫∞
0

𝐾(𝑥, 𝑠)𝑓(𝑥)𝑑𝑥.

Usually it is more convenient to use the dual form of the inequality (2.5):(∫ ∞

0

(
𝑇

(∫ ∞

𝑠

ℎ

))𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

≤ 𝐶

(∫ ∞

0

ℎ𝑝(𝑥)𝑉 𝑝(𝑥)𝑣1−𝑝(𝑥)𝑑𝑥
) 1

𝑝

, (2.7)

and it follows from the duality principle in Lebesgue spaces that (2.6) is equiva-
lent to (∫ ∞

0

(∫ ∞

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

≤ 𝐶

(∫ ∞

0

𝑣(𝑥)𝑑𝑥

) 1
𝑝

. (2.8)
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3. The main results

Our main result for the operator K defined by (1.1) on the cone of non-increasing
functions reads as follows.

Theorem 3.1. Let 1 < 𝑝 ≤ 𝑞 < ∞,
∫∞
0 𝑣 < ∞ and the kernel 𝐾(⋅, ⋅) of the operator

K defined by (1.1) belong to the class 𝒪−
𝑛 , 𝑛 ≥ 0. Then the inequality

∥K𝑔∥𝑞,𝑤 ≤ 𝐶∥𝑔∥𝑝,𝑣, ∀0 ≤ 𝑔 ↓ (3.1)

holds if and only if 𝐴1 +𝐴2 +𝐴3 < ∞ or 𝐴1 +𝐴2 +𝐴4 < ∞, where

𝐴1 = sup
𝑧>0

(∫ ∞

𝑧

𝑉 −𝑝′(𝑡)𝑣(𝑡)𝑑𝑡
) 1

𝑝′
(∫ 𝑧

0

(∫ 𝑥

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

,

𝐴2 =

(∫ ∞

0

𝑤(𝑥)

(∫ 𝑥

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑞
𝑑𝑥

) 1
𝑞

(∫ ∞

0

𝑣(𝑡)𝑑𝑡

)− 1
𝑝

,

𝐴3 = sup
𝑧>0

⎛⎝∫ ∞

𝑧

(∫ 𝑧

0

(∫ 𝑡

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑝′
𝑉 −𝑝′(𝑡)𝑣(𝑡)𝑑𝑡

) 𝑞

𝑝′

𝑤(𝑥)𝑑𝑥

⎞⎠
1
𝑞

,

𝐴4 = sup
𝑧>0

⎛⎜⎝∫ 𝑧

0

(∫ ∞

𝑧

(∫ 𝑡

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 𝑝′
𝑞

𝑉 −𝑝′(𝑡)𝑣(𝑡)𝑑𝑡

⎞⎟⎠
1
𝑝′

.

The corresponding result for the operator K∗ defined by (1.2) reads:

Theorem 3.2. Let 1 ≤ 𝑝 ≤ 𝑞 < ∞,
∫∞
0 𝑣 < ∞ and the kernel 𝐾(⋅, ⋅) of the operator

K∗ defined by (1.2) belong to the class 𝒪+
𝑛 , 𝑛 ≥ 0. Then the inequality

∥𝐾∗𝑔∥𝑞,𝑤 ≤ 𝐶∥𝑔∥𝑝,𝑣 ∀0 ≤ 𝑔 ↓ (3.2)

holds if and only if 𝐵1 +𝐵3 < ∞ or 𝐵2 +𝐵3 < ∞, where

𝐵1 = sup
𝑧>0

⎛⎝∫ 𝑧

0

(∫ ∞

𝑧

(∫ 𝑥

𝑠

𝐾(𝑡, 𝑠)𝑑𝑡

)𝑝′
𝑉 −𝑝′(𝑥)𝑣(𝑥)𝑑𝑥

) 𝑞
𝑝′

𝑤(𝑠)𝑑𝑠

⎞⎠
1
𝑞

,

𝐵2 = sup
𝑧>0

⎛⎝∫ ∞

𝑧

(∫ 𝑧

0

(∫ 𝑥

𝑠

𝐾(𝑡, 𝑠)𝑑𝑡

)𝑞
𝑤(𝑠)𝑑𝑠

) 𝑝′
𝑞

𝑉 −𝑝′(𝑥)𝑣(𝑥)𝑑𝑥

⎞⎠
1
𝑝′

,

𝐵3 =

(∫ ∞

0

𝑤(𝑠)

(∫ ∞

𝑠

𝐾(𝑥, 𝑠)𝑑𝑥

)𝑞
𝑑𝑠

) 1
𝑞

(∫ ∞

0

𝑣(𝑡)𝑑𝑡

)− 1
𝑝

.

In case
∫∞
0 𝑣 = ∞ Theorems 3.1 and 3.2 take the following forms respectively:

Theorem 3.3. Let 1 < 𝑝 ≤ 𝑞 < ∞,
∫∞
0 𝑣 = ∞ and the kernel 𝐾(⋅, ⋅) of the operator

K defined by (1.1) belong to the class 𝒪−
𝑛 , 𝑛 ≥ 0. Then the inequality (3.1) holds
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if and only if 𝐴5 +𝐴3 < ∞ or 𝐴5 +𝐴4 < ∞, where

𝐴5 = sup
𝑧>0

𝑉 − 1
𝑝 (𝑧)

(∫ 𝑧

0

(∫ 𝑥

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

,

and 𝐴3 and 𝐴4 are defined in Theorem 3.1.

Theorem 3.4. Let 1 ≤ 𝑝 ≤ 𝑞 < ∞,
∫∞
0 𝑣 = ∞ and the kernel 𝐾(⋅, ⋅) of the operator

K∗ defined by (1.2) belong to the class 𝒪+
𝑛 , 𝑛 ≥ 0. Then the inequality (3.2) holds

if and only if 𝐵1 < ∞ or 𝐵2 < ∞. Here 𝐵1 and 𝐵2 are defined in Theorem 3.2.

Remark 3.5. The method we used to prove Theorems 3.1 and 3.3 does not work
for the other case when the kernel of the operator 𝐾 defined by (1.1) belongs the
classes 𝒪+

𝑛 , 𝑛 ≥ 0. Hence, we leave this as an open question. Similarly, we leave
as an open question whether inequality (3.2) holds also when the kernel of the
operator K∗ defined by (1.2) belongs to the classes 𝒪−

𝑛 , 𝑛 ≥ 0.

4. Proofs

Proof of Theorem 3.1. First we reduce (3.1) to the inequalities on non-negative
functions. The condition 𝐴2 < ∞ follows from (2.8) with 𝑇 replaced by the op-
erator 𝐾. Hence, we need to derive necessary and sufficient conditions for the
inequality (∫ ∞

0

(∫ 𝑥

0

𝐾(𝑥, 𝑠)

(∫ ∞

𝑠

ℎ(𝑡)𝑑𝑡

)
𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

≤ 𝐶1

(∫ ∞

0

ℎ𝑝(𝑥)𝑉 𝑝(𝑥)𝑣1−𝑝(𝑥)𝑑𝑥
) 1

𝑝

, ∀ℎ ≥ 0,

(4.1)

to hold.
Let us consider the left-hand side of (4.1). Dividing the expression into two

parts by 𝑥, 𝑠 ≤ 𝑥 < ∞, and then changing the order of integration, we obtain that(∫ ∞

0

(∫ 𝑥

0

𝐾(𝑥, 𝑠)

(∫ ∞

𝑠

ℎ(𝑡)𝑑𝑡

)
𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

≈
(∫ ∞

0

(∫ ∞

𝑥

ℎ(𝑡)𝑑𝑡

)𝑞 (∫ 𝑥

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

+

(∫ ∞

0

(∫ 𝑥

0

ℎ(𝑡)

∫ 𝑡

0

𝐾(𝑥, 𝑠)𝑑𝑠𝑑𝑡

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

.

Hence, we can divide (4.1) into two inequalities:(∫ ∞

0

(∫ 𝑥

0

ℎ(𝑡)

∫ 𝑡

0

𝐾(𝑥, 𝑠)𝑑𝑠𝑑𝑡

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

≤ 𝐶3

(∫ ∞

0

ℎ𝑝(𝑥)𝑉 𝑝(𝑥)𝑣1−𝑝(𝑥)𝑑𝑥
) 1

𝑝

(4.2)
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and (∫ ∞

0

(∫ ∞

𝑥

ℎ(𝑡)𝑑𝑡

)𝑞 (∫ 𝑥

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

≤ 𝐶4

(∫ ∞

0

ℎ𝑝(𝑥)𝑉 𝑝(𝑥)𝑣1−𝑝(𝑥)𝑑𝑥
) 1

𝑝

.

The last inequality is a Hardy-type inequality, which holds (see, for example
[6], [7]) if and only if

𝐴1 = sup
𝑧>0

(∫ ∞

𝑧

𝑉 −𝑝′(𝑡)𝑣(𝑡)𝑑𝑡
) 1

𝑝′
(∫ 𝑧

0

(∫ 𝑥

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

is finite.

Next we consider (4.2). By using the fact the kernel 𝐾(𝑥, 𝑠) belongs to the
class 𝒪−

𝑛 , 𝑛 ≥ 0, we obtain that the inequality (4.2) is equivalent to the following
𝑛+ 1 inequalities(∫ ∞

0

(∫ 𝑥

0

ℎ(𝑡)𝐾𝑖(𝑥, 𝑡)

∫ 𝑡

0

𝐾𝑖,𝑛(𝑡, 𝑠)𝑑𝑠𝑑𝑡

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

≤
(∫ ∞

0

ℎ𝑝(𝑥)𝑉 𝑝(𝑥)𝑣1−𝑝(𝑥)𝑑𝑥
) 1

𝑝

, 𝑖 = 0, 1, . . . , 𝑛.

(4.3)

It is easy to see that (4.3) is equivalent to

(∫ ∞

0

(∫ 𝑥

0

𝑓(𝑡)𝐾𝑖(𝑥, 𝑡)𝑑𝑡

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

≤
(∫ ∞

0

𝑓𝑝(𝑥)𝑣𝑖(𝑥)𝑑𝑥

) 1
𝑝

, 𝑖 = 0, 1, . . . , 𝑛,

where 𝑣𝑖(𝑥) =
(∫ 𝑥

0
𝐾−
𝑖,𝑛(𝑥, 𝑠)𝑑𝑠

)−𝑝
𝑉 𝑝(𝑥)𝑣1−𝑝(𝑥), 𝑖 = 0, 1, . . . , 𝑛. Hence we can

apply Theorem A and obtain that a necessary and sufficient condition for the
validity of (4.2) is one of the following conditions:

𝐴3,𝑖 = sup
𝑧>0

(∫ ∞

𝑧

(∫ 𝑧

0

(𝐾−
𝑖 (𝑥, 𝑡))

𝑝′𝑣1−𝑝
′

𝑖 (𝑡)𝑑𝑡

) 𝑞

𝑝′
𝑤(𝑥)𝑑𝑥

) 1
𝑞

< ∞, 𝑖 = 0, 1, . . . , 𝑛,

𝐴4,𝑖 = sup
𝑧>0

⎛⎝∫ 𝑧

0

(∫ ∞

𝑧

(𝐾−
𝑖 (𝑥, 𝑡))

𝑞𝑤(𝑥)𝑑𝑥

) 𝑝′
𝑞

𝑣1−𝑝
′

𝑖 (𝑡)𝑑𝑡

⎞⎠ 1
𝑝′

< ∞, 𝑖 = 0, 1, . . . , 𝑛.
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By summing 𝐴3,𝑖 with respect to 𝑖 and substituting the expression for 𝑣𝑖, we
get that

𝑛∑
𝑖=0

𝐴3,𝑖 =
𝑛∑
𝑖=0

sup
𝑧>0

⎛⎜⎜⎝
∞∫
𝑧

⎛⎜⎝ 𝑧∫
0

⎛⎝𝐾−
𝑖 (𝑥, 𝑡)

𝑡∫
0

𝐾−
𝑖,𝑛(𝑡, 𝑠)𝑑𝑠

⎞⎠𝑝
′

𝑉 −𝑝′(𝑡)𝑣(𝑡)𝑑𝑡

⎞⎟⎠
𝑞

𝑝′

𝑤(𝑥)𝑑𝑥

⎞⎟⎟⎠
1
𝑞

≈ sup
𝑧>0

⎛⎜⎜⎝
∞∫
𝑧

⎛⎜⎝ 𝑧∫
0

⎛⎝ 𝑡∫
0

𝑛∑
𝑖=0

𝐾−
𝑖 (𝑥, 𝑡)𝐾

−
𝑖,𝑛(𝑡, 𝑠)𝑑𝑠

⎞⎠𝑝
′

𝑉 −𝑝′(𝑡)𝑣(𝑡)𝑑𝑡

⎞⎟⎠
𝑞

𝑝′

𝑤(𝑥)𝑑𝑥

⎞⎟⎟⎠
1
𝑞

≈ sup
𝑧>0

⎛⎜⎜⎝
∞∫
𝑧

⎛⎜⎝ 𝑧∫
0

⎛⎝ 𝑡∫
0

𝐾(𝑥, 𝑠)𝑑𝑠

⎞⎠𝑝′

𝑉 −𝑝′(𝑡)𝑣(𝑡)𝑑𝑡

⎞⎟⎠
𝑞

𝑝′

𝑤(𝑥)𝑑𝑥

⎞⎟⎟⎠
1
𝑞

= 𝐴3.

Similarly we have
𝑛∑
𝑖=0

𝐴4,𝑖 ≈ 𝐴4.

It follows that the inequality (4.2) hold if and only if 𝐴3 or 𝐴4 is finite and
the proof is complete. □

Proof of Theorem 3.2. Similarly to the proof of Theorem 3.1, we need to study the
following inequality:(∫ ∞

0

(∫ 𝑥

0

𝐾𝑓(𝑡)𝑑𝑡

)𝑝′ (∫ 𝑥

0

𝑣(𝑠)𝑑𝑠

)−𝑝′
𝑣(𝑥)𝑑𝑥

) 1
𝑝′

≤ 𝐶1

(∫ ∞

0

𝑔𝑞
′
(𝑥)𝑤1−𝑞′ (𝑥)

) 1
𝑞′
.

(4.4)

By using the Fubini Theorem 4.4 can be rewritten as(∫ ∞

0

(∫ 𝑥

0

𝑓(𝑠)

∫ 𝑥

𝑠

𝐾(𝑡, 𝑠)𝑑𝑡𝑑𝑠

)𝑝′ (∫ 𝑥

0

𝑣(𝑠)𝑑𝑠

)−𝑝′
𝑣(𝑥)𝑑𝑥

) 1
𝑝′

≤ 𝐶1

(∫ ∞

0

𝑔𝑞
′
(𝑥)𝑤1−𝑞′ (𝑥)

) 1
𝑞′
.

Due to Lemma 2.2 the function 𝐾̃(𝑥, 𝑠) =
∫ 𝑥
𝑠
𝐾(𝑡, 𝑠)𝑑𝑡 belongs to the class 𝒪+

𝑛+1

and it follows from Theorem A that the inequality (4.4) holds if and only if one of
the quantities

𝐵1 = sup
𝑧>0

⎛⎝∫ 𝑧

0

(∫ ∞

𝑧

(∫ 𝑥

𝑠

𝐾(𝑡, 𝑠)𝑑𝑡

)𝑝′ (∫ 𝑥

0

𝑣(𝑦)𝑑𝑦

)−𝑝′
𝑣(𝑥)𝑑𝑥

) 𝑞

𝑝′

𝑤(𝑠)𝑑𝑠

⎞⎠
1
𝑞

,
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𝐵2 = sup
𝑧>0

⎛⎝∫ ∞

𝑧

(∫ 𝑧

0

(∫ 𝑥

𝑠

𝐾(𝑡, 𝑠)𝑑𝑡

)𝑞
𝑤(𝑠)𝑑𝑠

) 𝑝′
𝑞

(∫ 𝑥

0

𝑣(𝑦)𝑑𝑦

)−𝑝′
𝑣(𝑥)𝑑𝑥

⎞⎠
1
𝑝′

is finite.

The condition 𝐵3 < ∞ follows from (2.8) and the proof is complete. □

Proofs of Theorem 3.3 and Theorem 3.4. The proofs are similar to the proofs of
Theorem 3.1 and Theorem 3.2. Hence, we omit the details here.

5. The non-decreasing case

Let notation 0 ≤ 𝑔 ↑ means that 𝑔 is a non-negative and non-decreasing func-
tion. The duality principle for non-decreasing functions reads as follows (see, e.g.,
[4], [17]):

sup
0≤𝑔↑

∫∞
0 𝑔𝑓(∫∞

0
𝑔𝑝𝑣

) 1
𝑝

≈
(∫ ∞

0

(∫ ∞

𝑥

𝑓

)𝑝′ (∫ ∞

𝑥

𝑣

)−𝑝′
𝑣(𝑥)𝑑𝑥

) 1
𝑝′

+

∫∞
0 𝑓(∫∞
0

𝑣
) 1
𝑝

, (5.1)

where 𝑓 is a non-negative function.

By using (5.1) and similar arguments as in our previous section, we can derive
the following results for non-decreasing functions.

Theorem 5.1. Let 1 ≤ 𝑝 ≤ 𝑞 < ∞,
∫∞
0

𝑣 < ∞ and the kernel 𝐾(⋅, ⋅) of the operator
K defined by (1.1) belong to the class 𝒪−

𝑛 , 𝑛 ≥ 0. Then the inequality

∥K𝑔∥𝑞,𝑤 ≤ 𝐶∥𝑔∥𝑝,𝑣, ∀0 ≤ 𝑔 ↑ (5.2)

holds if and only if one of the conditions 𝐴1 +𝐴3 < ∞, 𝐴2 +𝐴3 < ∞ is satisfied.
Here

𝐴1 = sup
𝑧>0

⎛⎝∫ ∞

𝑧

(∫ 𝑧

0

(∫ 𝑥

𝑠

𝐾(𝑥, 𝑡)𝑑𝑡

)𝑝′ (∫ ∞

𝑠

𝑣(𝑦)𝑑𝑦

)𝑝′
𝑣(𝑠)𝑑𝑠

) 𝑞

𝑝′

𝑤(𝑥)𝑑𝑥

⎞⎠
1
𝑞

,

𝐴2 = sup
𝑧>0

⎛⎝∫ 𝑧

0

(∫ ∞

𝑧

(∫ 𝑥

𝑠

𝐾(𝑥, 𝑡)𝑑𝑡

)𝑞
𝑤(𝑥)𝑑𝑥

) 𝑝′
𝑞

(∫ ∞

𝑠

𝑣(𝑡)𝑑𝑡

)−𝑝′
𝑣(𝑠)𝑑𝑠

⎞⎠
1
𝑝′

,

𝐴3 =

(∫ ∞

0

(∫ 𝑥

0

𝐾(𝑥, 𝑠)𝑑𝑠

)𝑞
𝑤(𝑥)𝑑𝑥

) 1
𝑞

(∫ ∞

0

𝑣(𝑡)𝑑𝑡

)− 1
𝑝

.

Theorem 5.2. Let 1 ≤ 𝑝 ≤ 𝑞 < ∞,
∫∞
0

𝑣 = ∞ and the kernel 𝐾(⋅, ⋅) of the operator
K defined by (1.1) belong to the class 𝒪−

𝑛 , 𝑛 ≥ 0. Then the inequality (5.2) holds

if and only if 𝐴1 < ∞ or 𝐴2 < ∞, and 𝐴1, 𝐴2 are defined in Theorem 5.1.
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Theorem 5.3. Let 1 < 𝑝 ≤ 𝑞 < ∞,
∫∞
0

𝑣 < ∞ and the kernel 𝐾(⋅, ⋅) of the operator
K∗ defined by (1.2) belong to the class 𝒪+

𝑛 , 𝑛 ≥ 0. Then the inequality

∥K∗𝑔∥𝑞,𝑤 ≤ 𝐶∥𝑔∥𝑝,𝑣, ∀0 ≤ 𝑔 ↑ (5.3)

holds if and only if one of conditions 𝐵1 + 𝐵2 + 𝐵3 < ∞, 𝐵1 + 𝐵2 + 𝐵4 < ∞ is
satisfied, where

𝐵1 = sup
𝑧>0

(∫ 𝑧

0

(∫ ∞

𝑡

𝑣(𝑠)𝑑𝑠

)−𝑝′
𝑣(𝑡)𝑑𝑡

) 1
𝑝′ (∫ ∞

𝑧

(∫ ∞

𝑡

𝐾(𝑥, 𝑡)𝑑𝑥

)𝑞
𝑤(𝑡)𝑑𝑡

) 1
𝑞

,

𝐵2 =

(∫ ∞

0

(∫ ∞

𝑠

𝐾(𝑥, 𝑠)𝑑𝑥

)𝑞
𝑤(𝑠)𝑑𝑠

) 1
𝑞

(∫ ∞

0

𝑣(𝑡)𝑑𝑡

)− 1
𝑝

,

𝐵3 = sup
𝑧>0

⎛⎝∫ 𝑧

0

(∫ ∞

𝑧

(∫ ∞

𝑡

𝐾(𝑥, 𝑠)𝑑𝑥

)𝑝′ (∫ ∞

𝑡

𝑣(𝑠)𝑑𝑠

)−𝑝′
𝑣(𝑡)𝑑𝑡

) 𝑞

𝑝′

𝑤(𝑠)𝑑𝑠

⎞⎠
1
𝑞

,

𝐵4 = sup
𝑧>0

⎛⎝∫ ∞

𝑧

(∫ 𝑧

0

(∫ ∞

𝑡

𝐾(𝑥, 𝑠)𝑑𝑥

)𝑞
𝑤(𝑠)𝑑𝑠

) 𝑝′
𝑞

(∫ ∞

𝑡

𝑣(𝑠)𝑑𝑠

)−𝑝′
𝑣(𝑡)𝑑𝑡

⎞⎠
1
𝑝′

.

Theorem 5.4. Let 1 < 𝑝 ≤ 𝑞 < ∞,
∫∞
0

𝑣 = ∞ and the kernel 𝐾(⋅, ⋅) of the operator
K∗ defined by (1.2) belong to the class 𝒪+

𝑛 , 𝑛 ≥ 0. Then the inequality (5.3) holds

if and only if one of conditions 𝐵5 +𝐵3 < ∞, 𝐵5 +𝐵4 < ∞ is satisfied, where

𝐵5 = sup
𝑧>0

(∫ ∞

0

(∫ ∞

𝑠

𝐾(𝑥, 𝑠)𝑑𝑥

)𝑞
𝑤(𝑠)𝑑𝑠

) 1
𝑞

(∫ ∞

𝑧

𝑣(𝑡)𝑑𝑡

)− 1
𝑝

,

and 𝐵3, 𝐵4 are defined in Theorem 5.3.

Proofs. For proving Theorems 5.1–5.4 we apply the method we used in the non-
increasing case. In particular, the inequality(∫ ∞

0

(𝐾𝑔)
𝑞
𝑤

) 1
𝑞

≤ 𝐶

(∫ ∞

0

𝑔𝑝𝑣

) 1
𝑝

∀0 ≤ 𝑔 ↑

is equivalent to the following two inequalities(∫ ∞

0

(∫ ∞

𝑥

𝐾∗𝑓
)𝑝′ (∫ ∞

𝑥

𝑣

)𝑝′
𝑣(𝑥)𝑑𝑥

) 1
𝑝′

≤ 𝐶

(∫ ∞

0

𝑓 𝑞
′
𝑤1−𝑞′

) 1
𝑞′
, ∀𝑓 ≥ 0,

∫ ∞

0

𝐾∗𝑓
(∫ ∞

0

𝑣

)− 1
𝑝

≤ 𝐶

(∫ ∞

0

𝑓 𝑞
′
𝑤1−𝑞′

) 1
𝑞′
, ∀𝑓 ≥ 0.

Also all other arguments and formulas from proofs of Theorems 3.1–3.4 can be
modified in a similar way, so we omit the details.
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On a Boundary Value Problem for a Class
of Generalized Analytic Functions

P. Berglez and T.T. Luong

Abstract. For solutions of the Bers-Vekua equation 𝐷𝑣 := 𝑣𝑧 − 𝑐(𝑧, 𝑧) 𝑣 = 0
defined in a domain 𝔻 ⊂ ℂ we consider Riemann-Hilbert type boundary
conditions.

In the case of the existence of certain differential operators with which
all the solutions of 𝐷𝑣 = 0 defined in 𝔻 can be generated from a function
𝑓 holomorphic in 𝔻 the boundary value problem is reduced to a Goursat
problem for 𝑓 in essence. For certain classes of coefficients 𝑐 and domains 𝔻

we show how this problem can be solved explicitly.
For the poly-pseudoanalytic functions obeying the differential equation

𝐷𝑛𝑣 = 0, 𝑛 ∈ ℕ, we investigate an appropriate boundary value problem and
show the equivalence of this problem to 𝑛 boundary value problems for gen-
eralized analytic functions.

Mathematics Subject Classification (2010). Primary 30G20; Secondary 35C50,
35F15.

Keywords. Boundary value problems, generalized analytic functions, differen-
tial operators.

1. Introduction

In this paper we consider boundary value problems for generalized analytic func-
tions governed by the so-called Bers-Vekua equation (see, e.g., [8], [18])

𝑣𝑧 = 𝑐(𝑧, 𝑧) 𝑣 (1.1)

with 𝑧 = 𝑥+ 𝑖𝑦. If the real variables 𝑥 and 𝑦 are continued into a complex domain
we obtain functions of the two complex variables 𝑧 = 𝑥 + 𝑖𝑦 and 𝜁 = 𝑥 − 𝑖𝑦 and
equation (1.1) takes the form

𝑤𝜁 = 𝑐(𝑧, 𝜁)𝑤∗ (1.2)

where 𝑤∗(𝜁, 𝑧) is the conjugate function to 𝑤(𝑧, 𝜁). For 𝜁 = 𝑧 equations (1.1) and
(1.2) are equivalent. Thus every solution 𝑤(𝑧, 𝜁) of (1.2) holomorphic in 𝔻 × 𝔻̄,
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where 𝔻 is a fundamental domain of (1.1) in the sense of I.N. Vekua [19] and 𝔻̄

denotes the mirror image of 𝔻 with respect to the real axis, is a solution of (1.1)
defined in 𝔻 if we use 𝜁 = 𝑧.

We start with a differential equation of the form (1.2) for which certain
differential operators of Bauer-type exist such that all the solutions 𝑤 of (1.2)
may be represented as the image of a so-called generating function holomorphic in
𝔻 under these operators. A necessary and sufficient condition on the coefficient 𝑐
under which such operators exist can be found in [6]. Here we present an additional
condition on this generating function such that it is determined uniquely by the
solution 𝑤. Representations for generalized analytic functions using these Bauer
operators are discussed in [2].

In the present paper we consider a particular Bers-Vekua equation of the

form 𝑣𝑧 =
𝑚

1− 𝑧𝑧
𝑣 , 𝑚 ∈ ℕ, for the solutions of which such a representation

is available. This differential equation can be found in the Ising field theory on
a pseudosphere [10], in the discussion of Coulomb systems living on a surface
of constant negative curvature [12], or in the investigation of the tau functions
for the Dirac operator in the Poincaré disk [16]. For recent investigations on the
application of pseudo-analytic functions to physical problems see, e.g., [13] and [9].
Biquaternionic Bers-Vekua type equations arising from the factorization of elliptic
operators are studied in [14].

In the second part we consider a boundary value problem for these gener-
alized analytic functions which may be represented by such Bauer operators. We
show that this problem is equivalent to a certain ordinary differential equation
for the generating function defined on the boundary of the domain considered.
Once this function is determined on the boundary we can express it in the whole
domain considered by a Cauchy integral. In the case of the particular Bers-Vekua
equation (1.1) with 𝑐 = 𝑚/(1− 𝑧𝑧),𝑚 ∈ ℕ, we show how to solve the differential
equation occurring there explicitly using Fourier expansions for the functions in-
volved. Boundary value problems for generalized analytic functions with a singular
point are investigated in [17] where further references on this topic are given.

Finally we consider solutions of the iterated Bers-Vekua equation which are
called poly-pseudoanalytic functions. A decomposition theorem for these functions
was presented in [7] whereas in [15] polynomial generalized Bers-Vekua equations
were treated. These poly-pseudoanalytic functions can be considered as a general-
ization of the polyanalytic functions investigated in detail in [1]. For these functions
we formulate a suitable boundary value problem and show how it can be solved.

2. Differential operators for pseudoanalytic functions

Under certain conditions on the coefficient 𝑐 analytic in 𝔻× 𝔻̄ for the differential
equation

𝑤𝜁 = 𝑐𝑤∗ (2.1)
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there exist differential operators 𝑋𝑚 and 𝑋∗
𝑚−1 of the form

𝑋𝑚 =

𝑚∑
𝑘=0

𝑎𝑘(𝑧, 𝜁)
∂𝑘

∂𝑧𝑘
, 𝑋∗

𝑚−1 =
𝑚−1∑
𝑘=0

𝑏𝑘(𝑧, 𝜁)
∂𝑘

∂𝜁𝑘
, 𝑚 ∈ ℕ

such that all the solutions of (2.1) analytic in 𝔻 × 𝔻̄ can be given by the Bauer
operator 𝐵 as

𝑤(𝑧, 𝜁) = 𝐵 𝑔(𝑧) := 𝑋𝑚 𝑔(𝑧) +𝑋∗
𝑚−1 𝑔

∗(𝜁) (2.2)

where 𝑔 is a function holomorphic in 𝔻 (see [6]). For particular Bers-Vekua equa-
tions for which such Bauer-operators 𝐵 exist see [2], [4] and [5].

On the other hand after I.N. Vekua [18] all the solutions of (2.1) analytic in
𝔻× 𝔻̄ can be represented using an integral operator 𝐼 in the following way

𝑤(𝑧, 𝜁) = 𝐼 Φ(𝑧) := Φ(𝑧) +

∫ 𝑧

𝑧0

Γ1(𝑧, 𝜁, 𝑡, 𝜁0)Φ(𝑡) 𝑑𝑡+

∫ 𝜁

𝜁0

Γ2(𝑧, 𝜁, 𝑧0, 𝜏)Φ
∗(𝜏) 𝑑𝜏

(2.3)
with 𝑧0 ∈ 𝔻 and 𝜁0 ∈ 𝔻̄ where the function Φ is holomorphic in 𝔻 and determined
uniquely by

Φ(𝑧) = 𝑤(𝑧, 𝜁0). (2.4)

Here Γ1 and Γ2 denote the Vekua resolvents which can be calculated using the
Bauer operators in an explicit way (see [6]). In view of the representation (2.2) we
have

𝑤(𝑧, 𝜁0) =
𝑚∑
𝑘=0

𝑎𝑘(𝑧, 𝜁0) 𝑔
(𝑘)(𝑧) +

𝑚−1∑
𝑘=0

𝑏𝑘(𝑧, 𝜁0) (𝑔
∗)(𝑘)(𝜁0).

Now let us assume that the origin is an element of 𝔻 and that the function 𝑔 obeys
the conditions

𝑔(0) = 𝑔′(0) = ⋅ ⋅ ⋅ = 𝑔(𝑚−1)(0) = 0. (2.5)

We denote by 𝐻𝔻 the set of functions holomorphic in 𝔻 and by𝐻𝔻(𝑚, 0) the subset
of 𝐻𝔻 with the property (2.5). Setting 𝜁0 = 0 we can write Φ(𝑧) = 𝑤(𝑧, 0) and we
have

Φ(𝑧) =

𝑚∑
𝑘=0

𝑎𝑘(𝑧, 0) 𝑔
(𝑘)(𝑧)

which together with the conditions in (2.5) determines the function 𝑔 in a unique
way once the function Φ is given.

Theorem 2.1. Let the coefficient 𝑐 in (2.1) be analytic in 𝔻× 𝔻̄ and let 𝔻 contain
the origin. Assume further the existence of a differential operator 𝐵 of Bauer-type
in the form (2.2) such that for 𝑔 holomorphic in 𝔻 the expression

𝑤(𝑧, 𝜁) = 𝐵 𝑔(𝑧) (2.6)

is a solution of (2.1) defined in 𝔻×𝔻̄. Then for each solution 𝑤 of (2.1) defined in
𝔻 there exists a unique function 𝑔 ∈ 𝐻𝔻(𝑚, 0) such that for 𝑤 the representation
(2.6) holds.
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Now let us consider the particular differential equation

𝑣𝑧 =
𝑚

1− 𝑧𝑧
𝑣 , 𝑚 ∈ ℕ. (2.7)

Each disk 𝐾𝑅 := {𝑧 ∣∣∣𝑧∣ < 𝑅 < 1} is a fundamental domain of eq. (2.7) for which
we can prove that the expression

𝑣 = 𝑋̂𝑚 𝑔 + 𝑋̂∗
𝑚−1 𝑔

:=

𝑚∑
𝑘=0

𝑚𝐴𝑚𝑘 𝜒
𝑚−𝑘 𝑔(𝑘)(𝑧) +

𝑚−1∑
𝑘=0

(𝑚− 𝑘)𝐴𝑚𝑘
𝜒̄𝑚−𝑘−1

1− 𝑧𝑧
𝑔(𝑘)(𝑧) (2.8)

with 𝐴𝑚𝑘 =
(2𝑚− 𝑘 − 1)!

𝑘! (𝑚− 𝑘)!
and 𝜒 =

𝑧

1− 𝑧𝑧
is a solution in 𝐾𝑅 for all 𝑔 ∈ 𝐻𝐾𝑅 .

For another representation of the solutions of (2.7) see [3] where the corresponding
Vekua resolvents are given – even in the case 𝑚 > 0 – also.

3. Boundary value problems and Bauer operators

We consider the boundary value problem

𝑣𝑧 = 𝑐 𝑣 in 𝔻 (3.1)

Re(𝑣) = Ψ on ∂𝔻 (3.2)

where 𝑐 is an arbitrary analytic function defined in𝔻 and Ψ is Hölder-continuous on
∂𝔻. I.N. Vekua [19] presented theorems concerning the existence and uniqueness
of the solution of this problem. He proved that this boundary value problem is
equivalent to a singular integral equation for a certain density function the kernel
of which is depending on the coefficient 𝑐.

In the following we will show that under the assumption that there exists a
representation of the solution of (3.1) using a Bauer-type operator in the form

𝑣(𝑧, 𝑧) = [𝐵 𝑔(𝑧)]𝜁=𝑧 (3.3)

with 𝐵 from (2.2) and 𝑔 holomorphic in 𝔻 this boundary value problem can be
solved explicitly in a direct way. Since according to Theorem 2.1 the generating
function 𝑔 ∈ 𝐻𝔻(𝑚, 0) is determined uniquely by the solution 𝑣 we can state that
solving the boundary value problem (3.1)–(3.2) is equivalent to finding the suitable
generating function 𝑔.

Now the boundary condition (3.2) in connection with the representation (3.3)
for 𝑣 leads to the differential equation

Re

{
𝑚∑
𝑘=0

𝑎𝑘(𝜉) 𝑔
(𝑘)(𝜉) +

𝑚−1∑
𝑘=0

𝑏𝑘(𝜉) 𝑔(𝑘)(𝜉)

}
= Ψ(𝜉) (3.4)

where 𝜉 ∈ ∂𝔻 and 𝑎𝑘(𝜉) := 𝑎𝑘(𝑧, 𝑧)∣∂𝔻, 𝑏𝑘(𝜉) := 𝑏𝑘(𝑧, 𝑧)∣∂𝔻 is used.
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With respect to the condition 𝑔 ∈ 𝐻𝔻(𝑚, 0) we use for 𝑔 the expansion
𝑔(𝑧) =

∑∞
𝑗=𝑚 𝛾𝑗 𝑧

𝑗, 𝛾𝑗 ∈ ℂ, and in particular

𝑔(𝜉) =

∞∑
𝑗=𝑚

𝛾𝑗 𝜉
𝑗 on ∂𝔻. (3.5)

With 𝑔(𝜉) in the form (3.5) the boundary condition (3.4) can be written as

Re

⎧⎨⎩
𝑚∑
𝑘=0

𝑎𝑘(𝜉)

∞∑
𝑗=𝑚

𝑗!

(𝑗 − 𝑘)!
𝛾𝑗𝜉

𝑗−𝑘 +
𝑚−1∑
𝑘=0

𝑏𝑘(𝜉)

∞∑
𝑗=𝑚

𝑗!

(𝑗 − 𝑘)!
𝛾𝑗𝜉

𝑗−𝑘

⎫⎬⎭ = Ψ(𝜉).

Once we have determined 𝑔(𝜉) the function 𝑔 ∈ 𝐻𝔻 can be calculated by the
Cauchy integral

𝑔(𝑧) =
1

2𝜋𝑖

∫
∂𝔻

𝑔(𝜏)

𝜏 − 𝑧
𝑑𝜏.

In particular for the differential equation (2.7) where we have 𝑐 = 𝑚/(1− 𝑧𝑧)
there exists such a Bauer-type operator given by (2.8). Since the coefficients 𝑎𝑘
and 𝑏𝑘 are known explicitly here, we can solve the differential equation (3.4) for
the function 𝑔 in the following way. The boundary condition Re(𝑣) = Ψ on ∂𝐾𝑅
leads to

Re

{
𝑚∑
𝑘=0

𝐴𝑚𝑘
(1− 𝜉𝜉)𝑚−𝑘

×
⎡⎣𝑚𝜉𝑚−𝑘

∞∑
𝑗=𝑚

𝑗!𝛾𝑗𝜉
𝑗−𝑘

(𝑗 − 𝑘)!
+ (𝑚− 𝑘) 𝜉𝑚−𝑘−1

∞∑
𝑗=𝑚

𝑗!𝛾𝑗𝜉
𝑗−𝑘

(𝑗 − 𝑘)!

⎤⎦⎫⎬⎭ = Ψ(𝜉).

Introducing the real parameter 𝑡 ∈ [0, 2𝜋] by 𝜉 = 𝑅𝑒𝑖𝑡 ∈ ∂𝐾𝑅 we have

Re

⎧⎨⎩
∞∑
𝑗=𝑚

𝑐𝑗 𝛾𝑗 𝑅
𝑗−𝑚 𝑒𝑖(𝑗−𝑚)𝑡 +

∞∑
𝑗=𝑚

𝑑𝑗 𝛾𝑗 𝑅
𝑗−𝑚+1 𝑒−𝑖(𝑗−𝑚+1)𝑡

⎫⎬⎭ = Ψ(𝜉)

with

𝑐𝑗 =

𝑚∑
𝑘=0

𝑚𝐴𝑚𝑘
𝑗!

(𝑗 − 𝑘)!

𝑅2(𝑚−𝑘)

(1−𝑅2)𝑚−𝑘
> 0

𝑑𝑗 =

𝑚−1∑
𝑘=0

(𝑚− 𝑘)𝐴𝑚𝑘
𝑗!

(𝑗 − 𝑘)!

𝑅2(𝑚−𝑘−1)

(1−𝑅2)𝑚−𝑘
> 0.
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Now we use 𝛾𝑗 = 𝛼𝑗 + 𝑖 𝛽𝑗 , 𝛼𝑗 , 𝛽𝑗 ∈ ℝ , 𝑗 ≥ 𝑚, and 𝑒𝑖𝜎 = cos𝜎 + 𝑖 sin𝜎 for 𝜎 ∈ ℝ

with which we get

Re(𝑣)
∣∣
∂𝐾𝑅

= 𝑐𝑚 𝛼𝑚 +

∞∑
𝑗=1

(
𝑐𝑚+𝑗𝛼𝑚+𝑗 + 𝑑𝑚+𝑗−1𝛼𝑚+𝑗−1

)
𝑅 𝑗 cos(𝑗𝑡)

−
∞∑
𝑗=1

(
𝑐𝑚+𝑗𝛽𝑚+𝑗 + 𝑑𝑚+𝑗−1𝛽𝑚+𝑗−1

)
𝑅 𝑗 sin(𝑗𝑡).

Now the boundary function Ψ is assumed to possess a uniformly convergent Fourier
series of the form

Ψ(𝑡) = 𝜑0 +

∞∑
𝑗=1

(
𝜑𝑗 cos(𝑗𝑡) + 𝜓𝑗 sin(𝑗𝑡)

)
. (3.6)

Comparing the last two expressions we are led to the following linear system for
the coefficients 𝛼𝑗 and 𝛽𝑗

𝑐𝑚 𝛼𝑚 = 𝜑0(
𝑐𝑚+𝑗𝛼𝑚+𝑗 + 𝑑𝑚+𝑗−1𝛼𝑚+𝑗−1

)
𝑅 𝑗 = 𝜑𝑗 , 𝑗 = 1, 2, . . .

−(
𝑐𝑚+𝑗𝛽𝑚+𝑗 + 𝑑𝑚+𝑗−1𝛽𝑚+𝑗−1

)
𝑅 𝑗 = 𝜓𝑗 , 𝑗 = 1, 2, . . .

Here 𝛽𝑚 ∈ ℝ can be chosen arbitrarily and then the remaining coefficients can be
calculated recursively in a unique way as

𝛼𝑚 =
𝜑0

𝑐𝑚

𝛼𝑚+𝑗 =
𝜑𝑗 − 𝑑𝑚+𝑗−1 𝑅 𝑗 𝛼𝑚+𝑗−1

𝑐𝑚+𝑗 𝑅 𝑗
, 𝑗 = 1, 2, . . . (3.7)

𝛽𝑚+𝑗 = −𝜓𝑗 + 𝑑𝑚+𝑗−1 𝑅 𝑗 𝛽𝑚+𝑗−1
𝑐𝑚+𝑗 𝑅 𝑗

, 𝑗 = 1, 2, . . .

Summarizing we have the following

Theorem 3.1. The boundary value problem

𝑣𝑧 =
𝑚

1− 𝑧𝑧
𝑣 in 𝐾𝑅 := {𝑧 ∣∣ ∣𝑧∣ < 𝑅, 0 < 𝑅 < 1 }

Re(𝑣) = Ψ on ∂𝐾𝑅 := {𝑧 ∣∣ ∣𝑧∣ = 𝑅 }
with Ψ in the form (3.6) has the solution

𝑣 = 𝑋̂𝑚 𝑔 + 𝑋̂∗
𝑚−1 𝑔

where the differential operators 𝑋̂𝑚 and 𝑋̂∗
𝑚−1 are given by (2.8) and the gene-

rating function 𝑔 can be calculated by

𝑔(𝑧) =
1

2𝜋𝑖

∫
∂𝐾𝑅

𝑔(𝜏)

𝜏 − 𝑧
𝑑𝜏
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using

𝑔(𝑡) = 𝑔(𝑅𝑒𝑖𝑡) =

∞∑
𝑗=𝑚

(𝛼𝑗 + 𝑖𝛽𝑗)𝑅
𝑗 𝑒𝑖𝑗𝑡.

Here 𝛽𝑚 ∈ ℝ can be chosen arbitrarily and the coefficients 𝛼𝑗 , 𝑗 ≥ 𝑚, and
𝛽𝑗 , 𝑗 ≥ 𝑚+ 1, are given recursively by (3.7).

The differential equation for the complex potentials 𝑤 for equation (2.7) in
the sense of I.N. Vekua [18] is given by

𝑤𝑧𝑧 − 𝑧

1− 𝑧𝑧
𝑤𝑧 − 𝑚2

(1− 𝑧𝑧)2
𝑤 = 0.

This is a particular case of the elliptic equation

𝑤𝑧𝑧 − (𝑛−𝑚) 𝑧

1− 𝑧𝑧
𝑤𝑧 − 𝑛(𝑚+ 1)

(1 − 𝑧𝑧)2
𝑤 = 0 (3.8)

which for 𝑚,𝑛 ∈ ℕ has been investigated in [2]. In the case 𝑚 = 𝑛 ∈ ℕ this
equation reduces to the Bauer-Peschl equation

𝑤𝑧𝑧 − 𝑛(𝑛+ 1)

(1 − 𝑧𝑧)2
𝑤 = 0

for which boundary value problems were solved in [11]. Thus we hope that bound-
ary value problems for (3.8) can be treated in a similar manner.

4. Poly-pseudoanalytic functions

Now we consider the iterated Bers-Vekua equation

𝐷𝑛 𝑣 = 0 , 𝑛 ∈ ℕ with 𝐷 𝑣 := 𝑣𝑧 − 𝑐 𝑣 (4.1)

with 𝑐 analytic in 𝔻 where 𝔻 denotes a fundamental domain of 𝐷𝑣 = 0. If 𝑐 ≡ 0
equation (4.1) represents the differential equation for the polyanalytic functions
which were investigated well in the past (see, e.g., [1]). Since after L. Bers [8] the
solutions of 𝐷𝑣 = 0 are called pseudoanalytic functions also, the solutions of (4.1)
are named poly-pseudoanalytic functions. From [7] we have the following

Theorem 4.1.

1. Let the functions 𝑣𝑘, 𝑘 = 0, . . . , 𝑛 − 1 , be pseudoanalytic in 𝔻 which means
that they are solutions of the Bers-Vekua equation

𝐷𝑣𝑘 = 0 , 𝑘 = 0, . . . , 𝑛− 1 (4.2)

with 𝐷 from (4.1). Then the function 𝑣 according to

𝑣 = 𝑣0 + 𝜂𝑣1 + ⋅ ⋅ ⋅+ 𝜂𝑛−1𝑣𝑛−1 , 𝜂 = 𝑧 + 𝑧 (4.3)

represents a solution of (4.1) defined in 𝔻.
2. For each solution 𝑣 of (4.1) defined in 𝔻 there exist functions 𝑣0, . . . , 𝑣𝑛−1,
pseudoanalytic in 𝔻 such that 𝑣 is given by (4.3).
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3. For each solution 𝑣 of (4.1) in the form (4.3) the functions 𝑣𝑘 are determined
uniquely by

𝑣𝑘 =
1

𝑘!

𝑛−1−𝑘∑
𝑗=0

(−1) 𝑗
𝑗!

𝜂 𝑗𝐷𝑘+𝑗𝑣 . (4.4)

Now we can state the following boundary value problem for the poly-pseu-
doanalytic functions. We look for functions 𝑣 defined in 𝔻 ∪ ∂𝔻 such that

𝐷𝑛𝑣 = 0 in 𝔻 , 𝑛 ∈ ℕ (4.5)

Re
(
𝐷 𝑗𝑣

)
= Ψ𝑗, 𝑗 = 0, 1, . . . , 𝑛− 1, on ∂𝔻. (4.6)

Since the functions 𝑣𝑘, 𝑘 = 0, . . . , 𝑛 − 1 , in the decomposition (4.3) of the
poly-pseudoanalytic function 𝑣 are determined uniquely by 𝑣 according to (4.4),
the boundary conditions (4.6) for the function 𝑣 lead to the following boundary
conditions for the corresponding pseudoanalytic functions 𝑣𝑘 :

Re (𝑣𝑘) =
1

𝑘!

𝑛−1−𝑘∑
𝑗=0

(−1)𝑗
𝑗!

𝜂𝑗Ψ𝑘+𝑗 , 𝑘 = 0, . . . , 𝑛− 1, on ∂𝔻 (4.7)

with 𝜂 = (𝑧 + 𝑧)
∣∣
∂𝔻
. So we can prove the following

Theorem 4.2. The boundary value problem (4.5), (4.6) for the poly-pseudoanalytic
function 𝑣 is equivalent to the system of boundary value problems for the pseudo-
analytic functions 𝑣𝑘, 𝑘 = 0, . . . , 𝑛−1, consisting of the differential equations (4.2)
defined in 𝔻 and the boundary conditions (4.7). Its solution can be given in the
form (4.3) where the functions 𝑣𝑘 are the solutions of the boundary value problems
(4.2), (4.7).
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1. Introduction

The factorization of matrix functions considered here has its roots in the Riemann-
Hilbert boundary value problem. The latter consists in finding 𝑛-vector functions
𝜙± which are analytic in the domains 𝐷± into which the extended complex plane
ℂ∪ {∞} is partitioned by a simple closed rectifiable curve Γ and whose boundary
values on Γ satisfy the equation

𝜙+ = 𝐺𝜙− + 𝑔. (1.1)

Here 𝐺 and 𝑔 are given 𝑛 × 𝑛 matrix and 𝑛-vector functions, respectively, both
residing on Γ.

Problem (1.1) can be recast in terms of the singular integral operator 𝑅𝐺 :=
𝑃+ −𝐺𝑃−, where 𝑃± = 1

2 (𝐼 ± 𝑆) are the projections associated with the Cauchy
singular integral operator 𝑆 defined by

(𝑆𝜙)(𝑡) =
1

𝜋𝑖

∫
Γ

𝜙(𝜏)
𝑑𝜏

𝜏 − 𝑡
, 𝑡 ∈ Γ.
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In the case where Γ is the unit circle 𝕋, problem (1.1) is equivalent to an equation
with block Toeplitz operators, and if Γ = ℝ, then problem (1.1) amounts to a
system of Wiener-Hopf integral equations.

In all these settings, appropriate factorizations of the matrix function 𝐺 play
a key role. They may lead to a solution of the equation in “closed form” or may at
least help to understand basic properties of the equation. We here focus our atten-
tion on Wiener-Hopf factorization and on almost periodic factorization, embarking
on aspects which unify these factorizations in the final section.

The topic we have chosen for this survey is too large to be covered by a paper
of reasonable length. We therefore had to make a selection. The philosophy behind
our selection is that, except for the case of rational matrix functions, there is so
far no universal strategy to determine when a matrix function is factorable and
all the more no general method to obtain the factors. Consequently, one has to
treat each matrix function as an individual and to try and take advantage of the
peculiarities of the individual in order to get something useful. These peculiarities
are smoothness and discontinuities on the one hand and additional structure (such
as triangularity) on the other.

Wiener-Hopf factorization makes sense for matrix functions with entries in
𝐿∞ and is hence confronting us with plenty of types of discontinuities. Therefore, in
Section 2 we focus our attention on existence results for Wiener-Hopf factorization
in dependence on solely the lack of smoothness or on the discontinuities. We de-
liberately decided not to include results based on additional structural properties,
although in recent years notable progress has been made in proving the existence
of a factorization and in constructing it for several special classes of (mostly 2× 2)
matrix functions, for example in [20, 22, 27, 28, 34, 35, 36, 43], to name a few.
These results definitely deserve a separate survey.

On the other side, almost periodic matrix functions have a fixed type of
discontinuities, and we thought it was worthwhile to pick this class in order to
illustrate the variety of results on 𝐴𝑃 factorization in dependence on additional
structure. Section 3 deals with triangular 2× 2 almost periodic matrix functions,
and the structure comes from the almost periodic polynomial which constitutes
the 2, 1 entry.

The objective of the final Section 4 is to discuss the two types of factorization
from a unified point of view. We there show that certain common aspects of the
factorizations can be understood and explained by having recourse to a few basic
notions of abstract harmonic analysis.

2. Wiener-Hopf factorization

For technical reasons it will be convenient to suppose throughout this section
that ∞ ∈ 𝐷− (implying in particular that Γ is bounded) and 0 ∈ 𝐷+. There
is no restriction of generality in supposing so, since a simple fractional linear
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transformation can be employed to enforce these conditions if they are not met
right from the start.

By a Wiener-Hopf factorization (or simply a factorization) of 𝐺 we under-
stand a representation

𝐺 = 𝐺+Λ𝐺
−1
− (2.1)

almost everywhere on Γ, where Λ is a diagonal matrix function whose diagonal
entries are of the form 𝑡𝜅𝑗 (𝑡 ∈ Γ) with 𝜅𝑗 ∈ ℤ and where 𝐺± are matrix func-
tions which can be continued to analytic and invertible matrix functions in 𝐷±
and which are subject to further restrictions, depending on the specific type of
the factorization. For example, such a further restriction could be that 𝐺± and
𝐺−1± are required to belong to certain Lebesgue spaces on Γ. Different versions of
such factorizations have been introduced, employed, and developed in pioneering
works by many mathematicians, including Plemelj, Wiener and Hopf, Gakhov,
Muskhelishvili and Vekua, Khvedelidze, Simonenko, Widom, Gohberg and Krein.
The monographs [29, 41, 57, 61, 60] contain historical notes. We remark that
one could replace (2.1) by 𝐺 = 𝐺+Λ𝐺−, which, however, causes a little change
when passing to 𝐿𝑝 factorization. We also want to mention that in part of the
literature, especially in the context of Toeplitz operators, which are defined as
𝑇𝐺 := 𝑃+𝐺 ∣Ran𝑃+, one works with (2.1) replaced by 𝐺 = 𝐺−Λ𝐺+.

There exist various settings of problem (1.1), differing by the conditions on 𝐺
and the boundary behavior of 𝜙±, and for each such setting there is a corresponding
version of the factorization (2.1), varying by the boundary behavior of 𝐺± and
their inverses. In each case there is an intrinsic relation between the solvability
properties of (1.1) (equivalently, of the operator 𝑅𝐺) and factorability of 𝐺. We
will first address the situation of Banach algebras of continuous functions.

Denote by 𝐶(Γ) the Banach algebra of all continuous functions on Γ with the
uniform norm. Let 𝒞 be a subalgebra of 𝐶(Γ) containing the identity and being a
Banach algebra on its own with respect to some other norm, ∥.∥𝒞 . Assume that 𝒞 is
continuously embedded in 𝐶(Γ). The set 𝒞± of all functions in 𝒞 having continuous
extensions to 𝐷± ∪ Γ which are analytic in 𝐷± is a closed subalgebra of 𝒞. The
intersection 𝒞+∩𝒞− consists of constants only. The algebra 𝒞 is called decomposing
if it coincides with the sum 𝒞++𝒞−. We will suppose that 𝒞 is inverse closed (that
is, if 𝑓 ∈ 𝒞 is invertible as an element of 𝐶(Γ), its inverse automatically lies in 𝒞
as well) and contains the set ℛ of all rational functions with poles outside of Γ.
All such algebras, decomposable or not, will be called 𝐶-algebras for short.

A factorization in 𝒞 is a representation (2.1) in which 𝐺±1+ and 𝐺±1− entry-
wise belong to 𝒞+ and 𝒞−, respectively. Of course, the invertibility of det𝐺 in 𝒞 is
necessary for 𝐺 to admit such a factorization.

In the scalar setting (𝑛 = 1, so that det𝐺 = 𝐺) this necessary condition is
also sufficient if and only if 𝒞 is decomposing. The invertibility of𝐺 is then also nec-
essary and sufficient for the operator 𝑅𝐺 to be Fredholm, in which case the index
of 𝑅𝐺 coincides with the winding number of 𝐺. For all specific algebras 𝒞 stud-
ied in the literature, these equivalencies survive the transition to the matrix case
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(𝑛 > 1). This is true, in particular, for ℛ-algebras [38] (that is, algebras 𝒞 in which
ℛ is dense with respect to ∥.∥𝒞), and in the classical case of Hölder-continuous
functions on Lyapunov curves (see, e.g., [61, 85]). However, in the general setting
it has only been proven [18, 19, 42] that factorability in 𝒞 of every invertible 𝐺
is equivalent to the decomposability of 𝒞 and the Fredholmness of all operators
from a certain family, including all 𝑅𝐺 with invertible det𝐺. Factorability of a
particular 𝐺 easily implies the Fredholmness of the respective 𝑅𝐺, but whether or
not the converse is true (and is equivalent to merely the invertibility of det𝐺) in
any 𝐶-algebra, is not known. This remains an open question.

The algebra 𝐶(Γ) is not decomposing (if it were, the factorization theory in
𝐶-algebras discussed above would be of no practical interest). Therefore, invertible
continuous matrix (and even scalar) functions do in general not admit factorization
(2.1) with continuous 𝐺±. In order to embrace this situation fully, the boundary
conditions on 𝐺± should be relaxed. This is how the concept of 𝐿𝑝 factorization
emerges.

To this end, recall the notion of the Smirnov classes 𝐸±𝑝 which by definition

consist of functions 𝜓 such that (𝜓 ∘ 𝜔±) 𝑝
√
𝜔′± belongs to the Hardy class 𝐻𝑝 in

the unit disk 𝔻. Here 𝜔± is a conformal mapping of 𝔻 onto 𝐷± and 0 < 𝑝 < ∞.
The class 𝐸±∞ consists of all functions which are analytic and bounded in 𝐷±.
We will identify functions from 𝐸±𝑝 with their trace on Γ; the latter is a function

in 𝐿𝑝 := 𝐿𝑝(Γ) and defines its analytic extension into 𝐷± uniquely. With this
convention in mind, 𝐸+

𝑝 ∩ 𝐸−𝑝 (𝑝 ≥ 1) consists of constant functions only.

Let 1 < 𝑝 < ∞ and put 𝑞 = 𝑝/(𝑝 − 1). A Wiener-Hopf factorization (2.1)
is called an 𝐿𝑝 factorization of 𝐺 if entry-wise 𝐺± ∈ 𝐸±𝑝 , 𝐺

−1
± ∈ 𝐸±𝑞 and if the

operator 𝐺−Λ−1𝑃−𝐺−1+ (a priori just closed and densely defined) is bounded on
𝐿𝑛𝑝 (Γ). (When replacing (2.1) by 𝐺 = 𝐺+Λ𝐺−, one has to require that 𝐺+ ∈
𝐸+
𝑝 , 𝐺− ∈ 𝐸−𝑞 , 𝐺−1+ ∈ 𝐸+

𝑞 , 𝐺−1− ∈ 𝐸−𝑝 , and that 𝐺−1− Λ𝑃−𝐺−1+ is bounded.)
Having an 𝐿𝑝 factorization of 𝐺 allows us to solve problem (1.1) and to understand
the Fredholm properties of the operator 𝑅𝐺: for example, a pioneering result by
Simonenko [80] says that if 𝐺 is entry-wise in 𝐿∞ := 𝐿∞(Γ), then 𝑅𝐺 is Fredholm
on 𝐿𝑛𝑝 (Γ) if and only if 𝐺 admits an 𝐿𝑝 factorization.

We remark that 𝐿𝑝 factorization is frequently also referred to as generalized
or Φ factorization in 𝐿𝑝. After preliminary work by Khvedelidze, this type of
factorization was independently introduced by Simonenko [78, 79] and Widom
[86, 87] already around 1960.

An 𝐿𝑝 factorization can possibly exist only if det𝐺 is invertible in 𝐿∞ and
the operator 𝑆 is bounded on 𝐿𝑝(Γ), that is, when Γ is an Ahlfors-David-Carleson
curve:

sup
𝑡∈Γ

sup
𝜖>0

∣Γ(𝑡, 𝜖)∣ /𝜖 < ∞,

where ∣Γ(𝑡, 𝜖)∣ stands for the length of the portion Γ(𝑡, 𝜖) of Γ located in the disk
of radius 𝜖 centered at 𝑡.
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It is also natural to consider the weighted 𝐿𝑝 setting, with weights 𝜌 for which
𝑆 is bounded on

𝐿𝑝,𝜌 := 𝐿𝑝,𝜌(Γ) := {𝑓 : 𝜌𝑓 ∈ 𝐿𝑝(Γ)}, ∥𝑓∥𝐿𝑝,𝜌 = ∥𝜌𝑓∥𝐿𝑝 .

These are exactly the weights satisfying the 𝐴𝑝 condition

sup
𝑡∈Γ

sup
𝜖>0

1

𝜖

(∫
Γ(𝑡,𝜖)

𝜌(𝑡)𝑝 ∣𝑑𝑡∣
)1/𝑝(∫

Γ(𝑡,𝜖)

𝜌(𝑡)−𝑞 ∣𝑑𝑡∣
)1/𝑞

< ∞,

implying in particular that 𝜌 ∈ 𝐿𝑝, 𝜌
−1 ∈ 𝐿𝑞. It follows that the weight 𝜌 is the

trace of functions 𝜌± ∈ 𝐸±𝑝 such that 𝜌−1± ∈ 𝐸±𝑞 . We put 𝐸±𝑟,𝜌 = {𝑓 : 𝜌±𝑓 ∈ 𝐸±𝑟 }
and introduce the notion of 𝐿𝑝,𝜌 factorization by changing 𝐸±𝑝 , 𝐸

±
𝑞 , 𝐿𝑝 to their

weighted analogues 𝐸±𝑝,𝜌, 𝐸±𝑞,𝜌, 𝐿𝑝,𝜌 in the definition of the 𝐿𝑝 factorization above.

As it happens, the invertibility of det𝐺 is not only necessary but also suf-
ficient for the 𝐿𝑝 factorability of 𝐺 ∈ 𝐶𝑛×𝑛(Γ). Moreover, if this condition is
satisfied, then the factorization is the same for all 𝑝 ∈ (1,∞) and for all weights
𝜌 ∈ 𝐴𝑝. In this generality, the result can be found in [10], where its long history is
described in full detail; see also [39]. This settles the question of the existence of
an 𝐿𝑝,𝜌 factorization in the case of continuous matrix functions.

The situation is more complicated (and therefore interesting) in the discontin-
uous case. The invertibility of det𝐺, while still necessary, is not sufficient anymore
for 𝐺 to be factorable, and various additional conditions (depending on the nature
of discontinuities) emerge.

The algebra 𝐸±∞ + 𝐶. This algebra is defined as the algebraic sum of 𝐸±∞
and 𝐶(Γ). It turns out that this sum is a closed subspace (and therefore a closed
subalgebra) of 𝐿∞. This algebra is not inverse closed: a function 𝐺 ∈ 𝐸±∞ + 𝐶 is
invertible in 𝐸±∞+𝐶 if and only if its harmonic extension to 𝐷± is bounded away
from zero in some neighborhood of Γ, which is a more restrictive requirement than
sole invertibility in 𝐿∞. The latter amounts to 𝐺 being bounded away from zero
on Γ only.

A matrix function 𝐺 with entries in 𝐸±∞ + 𝐶 admits an 𝐿𝑝,𝜌 factorization if
and only if det𝐺 is invertible in the algebra. As it was the case with continuous
matrix functions, there is no dependency on 𝑝 or 𝜌. For 𝐿2 factorization on 𝕋, this
result goes back to Douglas [32]; further references and comments can be found in
[39, 57].

The algebra 𝑃𝐶. This algebra consists of all functions on Γ which have essen-
tial one-sided limits at each point of Γ. For Lyapunov curves Γ and power weights

𝜌(𝑡) =
∏ ∣𝑡− 𝑡𝑗 ∣𝛽𝑗 , the 𝐿𝑝,𝜌 factorization theory of matrix functions with entries in

𝑃𝐶 starts with Widom’s paper [87] and was elaborated to a comprehensive body
of knowledge by Gohberg and Krupnik (see [41, 39] for the full history, detailed
statements, and references). The key point here is that the factorization depends
on 𝑝 and 𝜌. Namely, for 𝐺 ∈ 𝑃𝐶𝑛×𝑛 to admit an 𝐿𝑝,𝜌 factorization it is necessary
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and sufficient that
1

2𝜋
𝜔 ∕= 1

𝑝
+ 𝛽(𝑡). (2.2)

Here 𝜔 stands for all possible values of the arguments of the eigenvalues 𝜆𝑗(𝑡) of
𝐺(𝑡 − 0)−1𝐺(𝑡 + 0) with 𝑡 ∈ Γ, while 𝛽(𝑡) = 𝛽𝑗 if 𝑡 = 𝑡𝑗 is a node of the power
weight 𝜌 and 𝛽(𝑡) = 0 otherwise.

It was discovered later by Yu.I. Karlovich and the authors that for 𝑃𝐶 ma-
trix functions a qualitative change occurs when passing to Ahlfors-David-Carleson
curves and 𝐴𝑝 weights; see [84] and the monograph [10]. Namely, given such a
curve Γ and such a weight 𝜌, one may associate with every point 𝑡 ∈ Γ two real-
valued functions 𝛼𝑡 ≤ 𝛽𝑡 on ℝ, one concave and one convex and both with linear
asymptotics at ±∞, so that 𝐺 ∈ 𝑃𝐶𝑛×𝑛 is 𝐿𝑝,𝜌 factorable if and only if

1

2𝜋
arg𝜆𝑗(𝑡) ∕= 1

𝑝
+ 𝜃𝛼𝑡(∣𝜆𝑗(𝑡)∣) + (1− 𝜃)𝛽𝑡(∣𝜆𝑗(𝑡)∣), 𝜃 ∈ [0, 1]. (2.3)

For Lyapunov and some other curves, 𝛼𝑡 and 𝛽𝑡 are constant, so that (2.3) simpli-
fies to arg 𝜆𝑗(𝑡) being forbidden from some closed interval, which is just the case
covered in [84]. For certain weights (called “power-like”) we also have 𝛼𝑡 = 𝛽𝑡,
and in these cases the interval collapses to a single point, as it was the case in the
Widom-Gohberg-Krupnik setting.

The algebra 𝑃𝑄𝐶. Let now Γ = 𝕋. By definition, 𝑄𝐶 is the intersection
of 𝐻+∞ + 𝐶 with 𝐻−∞ + 𝐶. Hence 𝑄𝐶 is a 𝐶∗-algebra. Its maximal ideal space
ℳ(𝑄𝐶) consists of the fibers ℳ𝑡(𝑄𝐶), 𝑡 ∈ 𝕋, where 𝜉 ∈ ℳ𝑡(𝑄𝐶) if and only if
𝜉(𝑎) = 𝑎(𝑡) for all 𝑎 ∈ 𝐶(𝕋). The smallest closed subalgebra of 𝐿∞ containing 𝑄𝐶
and 𝑃𝐶 is 𝑃𝑄𝐶, the algebra of piecewise quasicontinuous functions. This is also a
𝐶∗-algebra, and Sarason [76] discovered that the fibersℳ𝑡(𝑄𝐶) refine further into
ℳ−

𝑡 (𝑄𝐶)∪ℳ+
𝑡 (𝑄𝐶)∪ℳ0

𝑡 (𝑄𝐶). For 𝜉 ∈ ℳ±
𝑡 (𝑄𝐶) the fiber ℳ𝜉(𝑃𝑄𝐶) consists

of just one element, which assumes the value 𝑎(𝑡±0) on functions 𝑎 ∈ 𝑃𝐶. Denote
this element by 𝜉±. On the other hand, for 𝜉 ∈ ℳ0

𝑡 (𝑄𝐶) the fiber ℳ𝜉(𝑃𝑄𝐶) is a
doubleton, denoted by {𝜉+, 𝜉−}, where again 𝜉±(𝑎) = 𝑎(𝑡± 0) for 𝑎 ∈ 𝑃𝐶.

A factorability criterion in 𝐿2 for scalar 𝑃𝑄𝐶 functions (in terms of the re-
lated Toeplitz operators) was given by Sarason [76]. It was extended to arbitrary
𝑝 and power weights in [15] and states that a scalar function 𝐺 ∈ 𝑃𝑄𝐶 is 𝐿𝑝,𝜌
factorable if and only if condition (2.2) is satisfied for 𝜔 covering the set of ar-
guments of 𝜉+(𝐺)/𝜉−(𝐺) for all 𝑡 ∈ 𝕋, 𝜉 ∈ ℳ0

𝑡 (𝑄𝐶). The matrix version of this
result also holds; see [13].

Since the results for 𝑃𝐶 matrices are now available in the setting of general
curves and weights, it would be natural to bring the 𝑃𝑄𝐶 setting to the same
level, or at least to tackle the case of arbitrary 𝐴𝑝 weights while Γ = 𝕋. Both
versions presently remain open problems.

The 𝑃𝑄𝑆 setting. Recall that the field of values (also known as the nu-
merical range or the Hausdorff set) of a given 𝑛 × 𝑛 matrix 𝐴 is defined as
𝐹 (𝐴) = {⟨𝐴𝑥, 𝑥⟩ : ∥𝑥∥ = 1}. Since 𝐹 (𝐴) is a compact and convex subset of ℂ, it
is contained in some sector 𝒮 with vertex at the origin and of opening strictly less
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than 𝜋 as long as it does not contain the origin. In this case, 𝐴 is called sectorial.
Let again Γ = 𝕋 and 𝜌 be a power weight. A matrix function 𝐺 is by definition
(𝑝, 𝜌)-sectorial over 𝑄𝐶 if for all 𝑡 ∈ 𝕋, 𝜉 ∈ ℳ𝑡(𝑄𝐶) there exist constant invertible
matrices 𝐵,𝐶 such that for some 𝛾 from the interval with endpoints −𝛽(𝑡) and
−𝛽(𝑡) + (𝑝− 2)/𝑝 and a sector 𝒮 with vertex at the origin and of opening strictly
less than 2𝜋/max{𝑝, 𝑞},

𝐹 (𝐵𝐺(𝑥)𝐶) ⊂
{
𝒮 for 𝑥 ∈ ℳ𝜉−(𝐿∞),

𝑒2𝜋𝑖𝛾𝒮 for 𝑥 ∈ ℳ𝜉+(𝐿∞).

It was shown in [14] that a matrix function is 𝐿𝑝,𝜌 factorable whenever it is (𝑝, 𝜌)-
sectorial over 𝑄𝐶. This result covers in particular the case of piecewise sectorial
matrix functions considered in [82] and unifies the 𝑃𝑄𝐶 results with the classi-
cal factorability results for matrix functions satisfying the sectoriality condition
𝐹 (𝐺(𝑡)) ⊂ 𝒮 a.e. on 𝕋. Transition to arbitrary 𝐴𝑝 weights is a standing question.

We note that a further natural step, namely passage to arbitrary Ahlfors-
David-Carleson curves, represents a potentially bigger challenge here than in the
purely 𝑃𝑄𝐶 setting. Indeed, condition (2.3) suggests that even in the scalar case
the factorability condition then depends on the absolute values of 𝐺(𝑡) and not
only on the behavior of its argument. Consequently, changes are called for in the
notion of sectoriality itself. Perhaps 𝒮 should be substituted by a different shape,
determined by the geometry of Γ, the behavior of 𝜌, and their interplay.

Another open sectoriality-related question is as follows. For smooth Γ the
already mentioned results imply that any matrix function 𝐺 of the form 𝐺 = 𝑋 ⋅𝐻 ,
where 𝑋 is invertible in (𝐸+

∞ +𝐶)𝑛×𝑛 and 𝐹 (𝐻(𝑡)) ⊂ 𝒮 a.e. on Γ for some sector
𝒮 with opening smaller than 2𝜋/max{𝑝, 𝑞}, is 𝐿𝑝 factorable. Due to the symmetry
of the condition imposed, it is actually 𝐿𝑟 factorable for all 𝑟 between 𝑝 and 𝑞.
The converse is also true if either 𝑝 = 2 [64, 66] or 𝑛 = 1 [56]. But there are no
counterexamples known without these additional conditions. Proving the converse
in general is another open problem.

The algebra 𝑆𝐴𝑃 . This algebra, consisting of the semi-almost periodic func-
tions, is of particular interest; see Chapter 4 of [12]. Here things are simpler under
the assumption that Γ = ℝ, although this does not fit with our standing require-
ment that Γ be bounded. The notion of 𝐿𝑝,𝜌 factorization requires some mild
modifications when replacing Γ with ℝ; see, for example, page 306 of [12]. We
introduce the abbreviation 𝑒𝜆(𝑥) := 𝑒𝑖𝜆𝑥 (𝑥 ∈ ℝ). Almost periodic polynomials
are, by definition, finite linear combinations over ℂ of the functions 𝑒𝜆, 𝜆 ∈ ℝ.
They form a (non-closed) subalgebra 𝐴𝑃𝑃 of 𝐿∞(ℝ). Its uniform closure is the
classical Bohr algebra 𝐴𝑃 , while the closure under the stronger Wiener norm∥∥∑

𝑐𝑗𝑒𝜆𝑗
∥∥ :=

∑ ∣𝑐𝑗 ∣ is the algebra 𝐴𝑃𝑊 (⊂ 𝐴𝑃 ).

For every 𝑓 ∈ 𝐴𝑃 there exists the Bohr mean value

M(𝑓) = lim
𝑇→∞

1

2𝑇

∫ 𝑇

−𝑇
𝑓(𝑥) 𝑑𝑥
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and therefore also the Bohr-Fourier coefficients 𝑓(𝜆) := M(𝑒−𝜆𝑓). The latter differ
from zero only for at most countably many values of 𝜆 ∈ ℝ; the set of all such 𝜆
constitutes the Bohr-Fourier spectrum Ω(𝑓) of 𝑓 .

The 𝐶∗-algebra 𝑆𝐴𝑃 is defined as the subalgebra of 𝐿∞ generated by 𝐴𝑃 and
the algebra 𝐶(ℝ) of all functions which are continuous on the two-point compacti-
fication of ℝ. Introduced by Sarason [77], it actually consists of all continuous func-
tions 𝑓 on ℝ for which there exist 𝑓± ∈ 𝐴𝑃 such that lim𝑥→±∞(𝑓(𝑥)−𝑓±(𝑥)) = 0.
These 𝑓± are defined by 𝑓 uniquely, and we will call them the 𝐴𝑃 -representatives
of 𝑓 at ±∞. For vector or matrix functions 𝐹 , their Bohr-Fourier coefficients (if
𝐹 ∈ 𝐴𝑃𝑛×𝑛) or 𝐴𝑃 representatives (if 𝐹 ∈ 𝑆𝐴𝑃𝑛×𝑛) are understood entry-wise.

The factorization theory for matrix functions with entries in 𝑆𝐴𝑃 was de-
veloped by Yu.I. Karlovich and one of the authors (starting with [48, 50]), and a
systematic exposition can be found in [12]. The main result can be stated as fol-
lows: 𝐺 ∈ 𝑆𝐴𝑃𝑛×𝑛 is 𝐿𝑝 factorable if and only if (i) 𝐺(𝑡) is invertible for all 𝑡 ∈ ℝ,
(ii) the 𝐴𝑃 representatives 𝐺± of 𝐺 admit canonical 𝐿𝑝 factorizations, that is,
representations of type (2.1) with missing middle factor, and (iii) for the geomet-
ric means d(𝐺±) of 𝐺±, the arguments of all the eigenvalues of d(𝐺−)−1d(𝐺+)
differ from 2𝜋/𝑝. The definition of the geometric mean will be given in the next
paragraph.

Note that for 𝐹 ∈ 𝐴𝑃𝑊𝑛×𝑛 a canonical 𝐿𝑝 factorization 𝐹 = 𝐹+𝐹
−1
− , if it

exists, automatically has the property that the entries of 𝐹± and 𝐹−1± belong to
𝐴𝑃𝑊±, the subalgebras of 𝐴𝑃𝑊 consisting of the functions whose Bohr-Fourier
spectrum is contained in ℝ±. In this situation the geometric mean d(𝐹 ) is defined
as M(𝐹+)M(𝐹−1− ). It can be shown that d(.), defined as described, can then
be extended by continuity to the set of all canonically 𝐿𝑝 factorable 𝐴𝑃 matrix
functions.

Matrix functions 𝐺 ∈ 𝐴𝑃𝑛×𝑛 can be thought of as belonging to 𝑆𝐴𝑃𝑛×𝑛

and having 𝐴𝑃 representatives at ±∞ coinciding with 𝐺 itself. Consequently,
a byproduct of the criterion stated above is that if an 𝐴𝑃 matrix function is 𝐿𝑝
factorable, then the factorization is automatically canonical. We will again embark
on the factorability of 𝐴𝑃 matrix functions in Section 3.

The factorability criterion for 𝑆𝐴𝑃 matrix functions generalizes immediately
to the case of weighted spaces 𝐿𝑝,𝜌 with weights having power behavior at ∞. The
case of 𝐴𝑝 weights was tackled in [11], but only under the a priori condition that
the 𝐴𝑃 representatives of 𝐺 are factorable. Lifting this condition remains an open
problem.

The algebra [𝑆𝑂, 𝑆𝐴𝑃 ]. A continuous and bounded function 𝑓 on ℝ is said
to be slowly oscillating if

lim
𝑥→+∞ sup{∣𝑓(𝑡)− 𝑓(𝜏)∣ : 𝑡, 𝜏 ∈ [−2𝑥, 𝑥] or 𝑡, 𝜏 ∈ [𝑥, 2𝑥]} = 0.

The set of all slowly oscillating functions forms a 𝐶∗-subalgebra of 𝑄𝐶, denoted
by 𝑆𝑂, and the notation [𝑆𝑂, 𝑆𝐴𝑃 ] stands for the smallest closed subalgebra of
𝐿∞(ℝ) containing 𝑆𝑂 and 𝑆𝐴𝑃 . It is crucial that 𝑆𝑂 and 𝑆𝐴𝑃 are asymptotically
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independent algebras, that is, the fiber ℳ∞([𝑆𝑂, 𝑆𝐴𝑃 ]) is naturally isomorphic to
ℳ∞(𝑆𝑂)×ℳ∞(𝑆𝐴𝑃 ). Using this favorable circumstance, a factorability criterion
was established [7]. This criterion says that a matrix function 𝐺 with entries in
[𝑆𝑂, 𝑆𝐴𝑃 ] is 𝐿𝑝 factorable if and only if 𝐺 is invertible on ℝ and, for every
𝜉 ∈ ℳ∞(𝑆𝑂), the restriction 𝐺𝜉(∈ 𝑆𝐴𝑃𝑛×𝑛) under the above-mentioned natural
isomorphism satisfies the 𝑆𝐴𝑃 factorability criterion.

Extension of this result to 𝐴𝑝 weights is of course an open question, since
it is open even for 𝑆𝐴𝑃 . It would also be interesting to consider (even in the
unweighted case) the algebra generated by 𝑃𝑄𝐶 and 𝐴𝑃 , which contains 𝑆𝐴𝑃
and therefore [𝑆𝑂, 𝑆𝐴𝑃 ].

Variable Lebesgue spaces. Let (𝑋,𝜇) be a measure space and 𝑝 : 𝑋 → [1,∞]
be a measurable a.e. finite function on 𝑋 . The space 𝐿𝑝(⋅)(𝑋) consists of all (equiv-
alence classes of) measurable functions 𝑓 on 𝑋 for which

𝐼𝑝(𝑓/𝜆) :=

∫
𝑋

∣𝑓(𝑥)/𝜆)∣𝑝(𝑥) 𝑑𝜇(𝑥) < ∞

for some 𝜆 > 0. The infimum of all 𝜆 for which 𝐼𝑝(𝑓/𝜆) ≤ 1 is by definition

the norm of 𝑓 in 𝐿𝑝(⋅)(𝑋). Of course, for constant 𝑝 the space 𝐿𝑝(⋅)(𝑋) turns
into the standard Lebesgue space 𝐿𝑝(𝑋). We will always suppose that 1 < 𝑝− =
ess inf 𝑝(𝑥), 𝑝+ = ess sup 𝑝(𝑥) < ∞, under which conditions 𝐿𝑝(⋅)(𝑋) is a reflexive
Banach space.

A Fredholm criterion for singular integral operators with 𝑃𝐶 coefficients
in the spaces 𝐿𝑝(⋅)(Γ) on sufficiently smooth curves (Lyapunov or Radon curves
without cusps) and with 𝑝 satisfying

∣𝑝(𝑥)− 𝑝(𝑦)∣ ≤ 𝐶

− log ∣𝑥− 𝑦∣ , ∣𝑥− 𝑦∣ ≤ 1

2
, (2.4)

was obtained by Kokilashvili and Samko in [55]. Of course, this criterion can be
recast as an 𝐿𝑝(⋅)(Γ) factorability criterion for 𝑃𝐶 matrix functions. Necessary fac-
torability conditions for 𝑃𝐶 matrix functions were established by A.Yu. Karlovich
in [44] in the case of arbitrary curves Γ and weights 𝜌 such that the operator 𝑆
is bounded on 𝐿𝑝(⋅)(Γ, 𝜌) and 𝑝 still satisfies (2.4). These necessary conditions can
formally be obtained from (2.3) by changing the constant 𝑝 to 𝑝(𝑡), and it has been
conjectured that these conditions are also sufficient. Their sufficiency was indeed
established in the same paper [44] in the case of power weights and the curves
allowed in [55], while Ahlfors-David-Carleson curves and some special weights (in-
cluding power ones) were treated in [45]. The general case remains unsolved.

Rabinovich and Samko [67] were able to settle the case where the matrix
function 𝐺 and the weight 𝜌 have only a finite set of slowly oscillating singulari-
ties and Γ is an Ahlfors-David-Carleson curve which is slowly oscillating at these
singularities. The generalization of Simonenko’s localization principle to variable
exponent spaces played a crucial role there.

Consideration of other classes of (matrix) functions, such as 𝑆𝐴𝑃 in partic-
ular, remains an open problem for variable Lebesgue spaces. A first step in this
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direction was made in [46], where it was shown that for the factorability of a 𝑆𝐴𝑃
matrix function 𝐺 in 𝐿𝑝(⋅)(ℝ) it is necessary that its almost periodic representa-
tives are 𝐿𝑟 factorable for some 𝑟, but anything more is not yet known.

3. 𝑨𝑷 factorization

As mentioned earlier, 𝐴𝑃 matrix functions can admit only canonical 𝐿𝑝 (Wiener-
Hopf) factorizations. On the other hand, any invertible scalar 𝐴𝑃𝑊 function 𝑔
can be represented as

𝑔 = 𝑔+𝑒𝜇𝑔−,
with 𝑔± invertible in 𝐴𝑃𝑊± and a (uniquely defined) 𝜇 ∈ ℝ equal the so-called
mean motion of 𝑔. Comparing this representation with (2.1), it seems natural in
the matrix case to introduce the 𝐴𝑃𝑊 factorization as a representation

𝐺 = 𝐺+Λ𝐺−, (3.1)

where 𝐺± are now matrix functions invertible in (𝐴𝑃𝑊±)𝑛×𝑛, while the non-zero
entries of the diagonal factor Λ are all of the form 𝑒𝜇𝑗 . (Writing the factorization

in the form 𝐺+Λ𝐺− instead of 𝐺+Λ𝐺
−1
− or 𝐺−Λ𝐺+ is a matter of tradition.)

We remark that there are deeper reasons for choosing the new form of the diag-
onal entries in Λ; more on that will be said in Section 4. It also makes sense to
introduce the concept of 𝐴𝑃 factorization, where 𝐺± are required to be invert-
ible in (𝐴𝑃±)𝑛×𝑛, with 𝐴𝑃± standing for the class of all 𝐴𝑃 functions with the
Bohr-Fourier spectra in ℝ±.

Many properties of 𝐴𝑃 factorization mimic those of the Wiener-Hopf fac-
torization. Some of them, such as the description of all factorizations of a given
matrix function (provided that it is factorable), in particular invariance of the par-
tial 𝐴𝑃 indices 𝜇𝑗 up to permutations, are even obtainable along the same lines.
Others, though looking innocently similar to those of Wiener-Hopf factorization
(e.g., 𝐴𝑃𝑊 factorability of locally sectorial 𝐴𝑃𝑊 matrix functions) require much
more involved proofs. But more importantly, there is a striking difference which
𝐴𝑃 and 𝐴𝑃𝑊 factorization in the matrix case exhibits in comparison with both
such factorization in the scalar case and the traditional Wiener-Hopf factorization.
Namely, starting with 𝑛 = 2 not all invertible 𝐴𝑃 , 𝐴𝑃𝑊 , or even 𝐴𝑃𝑃 matrix
functions are 𝐴𝑃 factorable! (Note that, in contrast to this, it is known since [40]
that every invertible matrix function with entries in the Wiener algebra 𝑊 is al-
ways Wiener-Hopf factorable in 𝑊 .) This phenomenon manifests itself already in
the case of triangular matrix functions, such as

𝐺𝑓,𝜆 =

[
𝑒𝜆 0
𝑓 𝑒−𝜆

]
. (3.2)

These particular matrix functions arise in applications to convolution type equa-
tions on finite intervals, 𝜆 being the length of the interval and 𝑓 being related
to 𝐴𝑃 representatives of the Fourier transform of the equations’ kernel. Conse-
quently, a lot of effort was put into the factorization problem for the matrices
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(3.2) with 𝑓 ∈ 𝐴𝑃𝑊 . It is easy to show that without loss of generality one may
assume that Ω(𝑓) ⊂ (−𝜆, 𝜆), and this condition will be silently imposed. The main
results presently known are as follows.

Commensurable case. If the distances between the points of Ω(𝑓) are com-
mensurable, that is, Ω(𝑓) ⊂ −𝜈 + ℎℤ for some 𝜈, ℎ ∈ ℝ, then (3.2) is 𝐴𝑃𝑊
factorable, and the factorization can be constructed explicitly ([51, 54]; see also
[12, Section 14.4]). This case covers in particular all binomial 𝑓 , treated earlier
in [50].

Big gap case. Suppose there exist −𝜈, 𝛼 ∈ [−𝜆, 𝜆] belonging to the closure of
Ω(𝑓) ∪ {−𝜆, 𝜆} and such that 𝛼+ 𝜈 ≥ 𝜆, (−𝜈, 𝛼) ∩Ω(𝑓) = ∅. Then 𝐺𝑓,𝜆 is 𝐴𝑃𝑊
factorable and the partial 𝐴𝑃 indices equal ±(𝛼+𝜈−𝜆) if −𝜈, 𝛼 ∈ Ω(𝑓)∪{−𝜆, 𝜆},
whereas 𝐺𝑓,𝜆 is not 𝐴𝑃 factorable otherwise. Thus, in this case the factorization
of 𝐺𝑓,𝜆 (if it exists) is canonical if and only if the gap width is exactly 𝜆.

Note that the “big gap” condition holds with 𝛼 = 𝜆 (𝜈 = 𝜆) if and only if
Ω(𝑓) lies to the left (respectively, to the right) of the origin, in which case −𝜈
(respectively, 𝛼) is the point in the closure of Ω(𝑓) which is closest to the origin,
and the partial 𝐴𝑃 indices (provided that the factorization exists) are by absolute
value equal to this distance. This is the so-called one-sided case.

For 𝑓 ∈ 𝐴𝑃𝑃 , the condition −𝜈, 𝛼 ∈ Ω(𝑓)∪{−𝜆, 𝜆} holds automatically, and
the 𝐴𝑃𝑊 factorability of 𝐺𝑓,𝜆 in this case was established in [50] (one-sided case)
and in [65] (when either (−𝜆,−𝜈) or (𝛼, 𝜆) was disjoint with Ω(𝑓)). These results
were extended to 𝑓 ∈ 𝐴𝑃𝑊 in [69], while the sufficiency part in its full generality
was obtained in [24]. Finally, the necessity is in [21].

Special trinomials. Consider 𝑓 for which Ω(𝑓) consists of exactly three points:

𝑓 = 𝑐−1𝑒−𝜈 + 𝑐0𝑒𝜇 + 𝑐1𝑒𝛼, −𝜆 < −𝜈 < 𝜇 < 𝛼 < 𝜆. (3.3)

We may without loss of generality suppose that 𝜈, 𝛼 > 0 since otherwise this would
be a one-sided case. Also, let (𝛼+ 𝜈)/(𝜇+ 𝜈) be irrational, to avoid commensura-
bility. Herewith what is known about this situation.

Matrix functions of the form (3.2) with 𝑓 given by (3.3) are 𝐴𝑃𝑊 factorable
provided that 𝛼+ 𝜈 + ∣𝜇∣ ≥ 𝜆, unless

𝛼+ 𝜈 = 𝜆, 𝜇 = 0, and ∣𝑐−1∣𝛼 ⋅ ∣𝑐1∣𝜈 = ∣𝑐0∣𝜆 . (3.4)

In the exceptional case (3.4), 𝐺𝑓,𝜆 is not 𝐴𝑃 factorable, in spite of being an 𝐴𝑃
polynomial – historically the first example of this nature.

These results are from [52, 65] and can also be found in [12, Chapter 15].
These publications contain recursive procedures for the factorization construction,
terminating in finitely many steps if 𝛼 + 𝜈 > 𝜆, 𝜇 ∕= 0. If the first two equalities
in (3.4) hold while the last one fails, the factorization of 𝐺𝑓,𝜆 is canonical but the
recursion does not terminate. Explicit formulas for the factorization in this case
were obtained via an alternative approach (involving a corona problem) [6]; see also
[12, Chapter 23]. In the “borderline” cases 𝛼+ 𝜈 = 𝜆, 𝜇 ∕= 0 and 𝛼+ 𝜈 > 𝜆, 𝜇 = 0,
the factorization of 𝐺𝑓,𝜆 is canonical, and explicit (not just recursive) formulas for
it are in [27] for the former borderline case and in [53] for the latter. Paper [53]
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also contains explicit formulas for the former borderline case which differ in their
form from those of [27].

For 𝜇 = 0, the restriction 𝛼+𝜈 ≥ 𝜆 was further relaxed to 𝛼+𝜈+max{𝛼, 𝜈} ≥
𝜆, and the respective factorability criteria were established in [68]. As in the case
𝛼 + 𝜈 = 𝜆, 𝜇 = 0, the factorization is canonical whenever it exists. The explicit
factorization formulas for this setting are contained in [25].

There are other {−𝜈, 𝜇, 𝛼} configurations for which the factorability problem
is settled. We mention, for example, the case 𝜇/𝜈 ∈ ℕ, 2𝛼+ 𝜈 ≥ 𝜆 [68], or

𝜇 ≥ 𝛼
𝑛− 1

𝑛
,

𝜆

𝛼+ 𝜈
≥ 𝑛− 1, where 𝑛 =

⌈
𝜆

𝜇+ 𝜈

⌉
(in the latter case actually the factorability persists when any number of addi-
tional exponents is allowed between 𝜇 and 𝛼) [24]. Nevertheless, the factorability
problem for the matrices 𝐺𝑓,𝜆 with arbitrary trinomials (3.3), ten years after it was
characterized as “the biggest mystery of the 𝐴𝑃 factorization theory” [12, Notes
to Chapter 15], still remains open.

Shifted grids. Consider the matrix function (3.2) with

𝑓 =
𝑛∑
𝑗=0

(𝑐𝑗 + 𝑑𝑗𝑒−𝜆)𝑒𝜇+𝑗ℎ (3.5)

for some 𝜇, ℎ > 0 and 𝑛 < (𝜆 − 𝜇)/ℎ. Let us also suppose that 𝜆/ℎ is irrational,
again to avoid commensurability. If 𝜇 = 0 and 𝑐𝑗 = 𝑑𝑗 , it was shown in [47] that
𝐺𝑓,𝜆 admits a canonical 𝐴𝑃 factorization if and only if the polynomial

∑𝑛
𝑗=0 𝑐𝑗𝑡

𝑗

has no zeros on the unit circle. On the other hand, for 𝑛 = 1 and under no
additional restrictions on 𝜇 and the coefficients, 𝐺𝑓,𝜆 is canonically 𝐴𝑃 factorable
if and only if

∣𝑐1∣𝜆−𝜇 ∣𝑑1∣𝜇 ∕= ∣𝑐2∣𝜆−𝜇−ℎ ∣𝑑1∣𝜇+ℎ . (3.6)

This result (in different terms) was established in [3], while the factorization for-
mulas for this case were obtained in [5]. In [68] it was shown in addition that 𝐺𝑓,𝜆
is not 𝐴𝑃 factorable at all when (3.6) fails.

Apparently, there should exist a unifying result, that is, a factorability cri-
terion for matrices (3.2) with 𝑓 given by (3.5) with no additional restrictions on
𝜇, ℎ, and the coefficients. Finding this result is yet another challenge.

There are not that many approaches to the 𝐴𝑃 factorization problem of ma-
trix functions, even triangular ones. Many of the earlier results listed above were
originally obtained by using the division algorithm introduced in [49], explained
in detail in [51], [12, Section 14.5], and also used in [37]. Then, in [8], the so-called
Portuguese transformation was developed. A recent criterion [21] states that a 2×2
(not necessarily triangular)𝐴𝑃𝑊 matrix function 𝐺 admits an 𝐴𝑃𝑊 factorization
if and only if there exist vector functions 𝜓± with components in 𝐴𝑃𝑊± such that
𝑒−𝜅/2𝐺𝜓− = 𝜓+, where 𝜅 is the mean motion of det𝐺, and the components of 𝜓−

(𝑒−𝛿𝜓+ for some 𝛿 ≥ 0) satisfy corona conditions in the lower (respectively, upper)
half-plane. This 𝛿, if it exists, is defined uniquely, and the partial 𝐴𝑃 indices of
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𝐺 equal ±𝛿 + 𝜅/2. So, the existence (or non-existence) of an 𝐴𝑃 factorization of
𝐺 can in principle be established if at least one non-zero solution to the respec-
tive homogenous Riemann-Hilbert problem is available. Sometimes these solutions
can be constructed via considering kernels of asymmetric Toeplitz operators with
scalar symbols. This approach looks promising, and some its implementations are
contained in paper [23].

In all the cases described above, matrix functions which are not𝐴𝑃 factorable
can be approximated by 𝐴𝑃 factorable ones. This phenomenon actually persists in
all the cases for which factorability criteria are presently known. It was therefore
a natural guess that the set of 𝐴𝑃 factorable matrix functions is dense in the set
of the invertible matrix functions in 𝐴𝑃𝑛×𝑛. However, this is not true: it follows
from a more general result in [17] that for every 𝑛 ≥ 2 infinitely many pathwise
connected components of the set of all invertible 𝐴𝑃 or 𝐴𝑃𝑊 matrix functions of
order 𝑛 do not contain any 𝐴𝑃 factorable matrices. Moreover, these components
actually do not contain any matrix functions from the closed subgroup generated
by the 𝐴𝑃 factorable matrices.

The desired denseness result might hold nevertheless for matrix functions of
the form (3.2). This still remains to be settled.

Equivalence. Let us say that two 𝐴𝑃𝑊 matrix functions 𝐺1 and 𝐺2 of size
𝑛×𝑛 are equivalent if there exist 𝑛×𝑛 matrix functions 𝑋± which are invertible in
(𝐴𝑃𝑊±)𝑛×𝑛 such that 𝐺1 = 𝑋+𝐺2𝑋−. Of course, this is indeed an equivalence
relation, and an invertible matrix function 𝐺 is 𝐴𝑃𝑊 factorable if and only if it
is equivalent to a diagonal matrix function whose nonzero entries are of the form
𝑒𝜇𝑗 with 𝜇𝑗 ∈ ℝ. The numbers 𝜇𝑗 are then defined uniquely up to a permutation,
and they determine the equivalence class of 𝐺.

As we have seen, starting with 𝑛 = 2 not all invertible 𝐴𝑃𝑊 matrix func-
tions of order 𝑛 are 𝐴𝑃 factorable. Consequently, there are equivalence classes
free of diagonal representatives. What are their canonical representatives? How to
describe (all of) them? Does every such class contains triangular matrix functions,
or in other words, is any invertible 𝐴𝑃𝑊 matrix function triangularizable? All
these questions are open. Even for 𝑛 = 2!

4. Factorization on compact abelian groups

One can consider Wiener-Hopf and 𝐴𝑃 factorizations as concrete instances of more
general factorizations in different ways. One possibility is based on passing from
matrix functions 𝐺 to operators generated by these matrix functions and then
studying appropriate factorizations of the operators. This approach leads to the
notion of abstract Wiener-Hopf factorization. The factors are in general no longer
matrix functions but operators with special properties, which are related to the
invariance of certain subspaces. We will not embark on this topic here and refer
the reader to the papers [31, 63] and the book [81] for good introductions into this
strategy.
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Alternatively, it is beneficial to invoke concepts of abstract harmonic analysis
in order to understand the unifying idea behind 𝐴𝑃 (𝐴𝑃𝑊 ) factorization and
Wiener-Hopf factorization in 𝐶(𝕋) (respectively, the Wiener algebra 𝑊 (𝕋)). The
purpose of this section is to introduce the reader into the latter point of view.

Let 𝒢 be a (multiplicative) connected compact abelian group and let Γ be its
(additive) character group. The Γ used in this section should not be confused with
the curve Γ occurring in Sections 1 and 2. Recall that Γ consists of the continuous
homomorphisms of 𝒢 into the group 𝕋 of unimodular complex numbers. Since 𝒢 is
compact, Γ is discrete (in the natural topology as a dual locally compact abelian
group) [75, Theorem 1.2.5], and since 𝒢 is connected, Γ is torsion free [75, Theorem
2.5.6]. By duality, 𝒢 is the character group of Γ. Note that the character group
of every torsion free abelian group with the discrete topology is connected and
compact [75, Theorems 1.2.5, 2.5.6].

It is well known [75] that, because 𝒢 is connected, Γ can be made into a
linearly ordered group. So let ⪯ be a fixed linear order such that (Γ,⪯) is an
ordered group. Let

Γ+ = {𝑥 ∈ Γ: 𝑥 ર 0}, Γ− = {𝑥 ∈ Γ: 𝑥 ⪯ 0}.
Widely used standard examples of Γ are ℤ (the group of integers), ℚ (the group
of rationals with the discrete topology), ℝ (the group of reals with the discrete
topology), and ℤ𝑘, ℝ𝑘 (𝑘 ∈ ℤ) with lexicographic or other ordering.

Let 𝐶(𝒢) be the unital Banach algebra of (complex-valued) continuous func-
tions on 𝒢 (in the uniform topology), and let 𝑃 (𝒢) be the (non-closed) subalgebra
of 𝐶(𝒢) of all finite linear combinations of functions ⟨𝑗, ⋅⟩, 𝑗 ∈ Γ, where ⟨𝑗, 𝑔⟩ stands
for the action of the character 𝑗 ∈ Γ on the group element 𝑔 ∈ 𝒢 (thus, ⟨𝑗, 𝑔⟩ ∈ 𝕋).
Note that 𝑃 (𝒢) is dense in 𝐶(𝒢) (this fact is a corollary of the Stone-Weierstrass
theorem). For

𝑎 =
𝑚∑
𝑘=1

𝑎𝑗𝑘⟨𝑗𝑘, .⟩ ∈ 𝑃 (𝒢)

with distinct 𝑗1, . . . , 𝑗𝑘 ∈ Γ and 𝑎𝑗𝑘 ∕= 0 for 𝑘 = 1, 2, . . . ,𝑚, the Bohr-Fourier
spectrum is defined as the finite set 𝜎(𝑎) := {𝑗1, . . . , 𝑗𝑘}. The notion of the Bohr-
Fourier spectrum is extended from functions in 𝑃 (𝒢) to 𝐶(𝒢) by continuity; indeed,
since the Bohr-Fourier coefficients are continuous in the uniform topology, we can
use approximations of a given element in 𝐶(𝒢) by elements of 𝑃 (𝒢). The Bohr-
Fourier spectrum of 𝐴 = [𝑎𝑖𝑗 ]

𝑛
𝑖,𝑗−1 ∈ 𝐶(𝒢)𝑛×𝑛 is, by definition, the union of the

Bohr-Fourier spectra of the 𝑎𝑖𝑗 ’s.

For 𝒢 = 𝕋 we have Γ = ℤ, the characters are 𝑗(𝑡) = 𝑡𝑗 , and the Bohr-
Fourier coefficients and spectra are simply the classical Fourier objects. On the
other hand, Γ = ℝ (with the discrete topology) corresponds to 𝒢 being the Bohr
compactification of ℝ (with its standard topology). In this case the characters are
𝑒𝜆, we have 𝐶(𝒢) = 𝐴𝑃 , and the Bohr-Fourier coefficients and spectra go into
their namesakes for 𝐴𝑃 functions introduced earlier.
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As in the 𝐴𝑃 case, the Bohr-Fourier spectra of elements of 𝐶(𝒢) are at most
countable also for general 𝒢; a proof for the case Γ = ℝ can be found, for example,
in [30, Theorem 1.15], and this proof can be easily extended to general connected
compact abelian groups 𝒢.

We say that a unital Banach algebra ℬ ⊆ 𝐶(𝒢) is admissible if
(1) 𝑃 (𝒢) is dense in ℬ and

(2) ℬ is inverse closed, i.e., if 𝑋 ∈ ℬ ∩𝐺𝐿(𝐶(𝒢)) implies 𝑋 ∈ 𝐺𝐿(ℬ).
Important examples of admissible algebras are 𝐶(𝒢) itself and the Wiener algebra
𝑊 (𝒢), which, by definition, consists of all functions 𝑎 on 𝒢 of the form

𝑎(𝑔) =
∑
𝑗∈Γ

𝑎𝑗⟨𝑗, 𝑔⟩, 𝑔 ∈ 𝒢, (4.1)

where 𝑎𝑗 ∈ ℂ and
∑
𝑗∈Γ ∣𝑎𝑗∣ < ∞. The norm in 𝑊 (𝒢) is defined by

∥𝑎∥1 =
∑
𝑗∈Γ

∣𝑎𝑗 ∣.

The inverse closedness of 𝑊 (𝒢) follows from the Bochner-Phillips theorem [9] (a
generalization of Wiener’s classical theorem for the case when 𝒢 = 𝕋).

Other examples of admissible algebras are weighted Wiener algebras. A func-
tion 𝜈 : Γ → [1,∞) is called a weight if

𝜈(𝛾1 + 𝛾2) ≤ 𝜈(𝛾1)𝜈(𝛾2)

for all 𝛾1, 𝛾2 ∈ Γ and
lim
𝑚→∞𝑚−1 log(𝜈(𝑚𝛾)) = 0

for every 𝛾 ∈ Γ. The weighted Wiener algebra 𝑊𝜈(𝒢) consists of all functions 𝑎 on
𝒢 of the form (4.1) with ∑

𝑗∈Γ
𝜈(𝑗)∣𝑎𝑗 ∣ < ∞

and with the norm
∥𝑎∥𝜈 =

∑
𝑗∈Γ

𝜈(𝑗)∣𝑎𝑗 ∣.

One can show that 𝑊𝜈(𝒢) is indeed an inverse closed unital Banach algebra; see
[4] for inverse closedness.

For an admissible algebra ℬ, we denote by ℬ± the closed unital subalgebra
of ℬ formed by the elements of ℬ with Bohr-Fourier spectrum in Γ±.

We are now ready to introduce the concept of factorization in the connected
compact abelian group setting. Let ℬ be an admissible algebra, and let 𝐴 ∈ ℬ𝑛×𝑛.
A representation of the form

𝐴(𝑔) = 𝐴+(𝑔) (diag (⟨𝑗1, 𝑔⟩, . . . , ⟨𝑗𝑛, 𝑔⟩))𝐴−(𝑔), 𝑔 ∈ 𝒢, (4.2)

where 𝐴±, 𝐴−1± ∈ ℬ𝑛×𝑛± and 𝑗1, . . . , 𝑗𝑛 ∈ Γ, is called a (left) ℬ-factorization of 𝐴
(with respect to the order ⪯). One can prove that the elements 𝑗1, . . . , 𝑗𝑛 in (4.2)
are uniquely determined by 𝐴, up to a permutation.
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When 𝒢 = 𝕋 and ℬ is 𝐶(𝕋) or 𝑊 (𝕋), we thus end up with the Wiener-
Hopf factorization in the respective algebra of continuous functions as in Section 2.
When 𝒢 is the group ℝ with the discrete topology, the 𝐴𝑃 and 𝐴𝑃𝑊 factorizations
from Section 3 emerge. Mimicking the terminology from these situations, we call
𝑗1, . . . , 𝑗𝑛 from (4.2) the partial indices of 𝐴. The sum 𝑗1 + ⋅ ⋅ ⋅ + 𝑗𝑛 is the total
index of 𝐴. For 𝑛 = 1, the only partial index of 𝐴 (therefore coinciding with its
total index) is simply called the index of 𝐴.

For 𝒢 = ℝ𝑘 the notion of ℬ-factorization yields 𝐴𝑃 and 𝐴𝑃𝑊 factorizations
in several variables, with the partial indices being 𝑘-tuples of real numbers. We re-
fer to these factorizations as 𝐴𝑃 𝑘 and 𝐴𝑃𝑊 𝑘 factorizations. In the form presented
here, they were introduced in [72] and further considered in [73, 74]. We remark
that 𝑊 (𝒢)-factorization appeared already in [1] in the scalar case and in [2] in
the matrix case. In its full generality, factorization on compact abelian groups was
treated starting with [59, 58]; see [33] for the factorization in weighted Wiener
algebras.

Among other things, papers [2, 72, 73] establish the equivalence between the
existence of a canonical factorization in the appropriate setting and the invertibil-
ity of respective Toeplitz operators. One question raised in [72, 73] concerns the
description of the algebras for which Fredholmness and invertibility of Toeplitz
operators with matrix symbols occur only simultaneously (for scalar symbols the
answer is known from [1]). That question is prompted by the observation that this
equivalence does not hold for 𝑊 (𝕋) but that it does for 𝐴𝑃𝑊 . The latter result
was extended to 𝐴𝑃𝑊 𝑘 in [73], but for algebras generated by subgroups of ℝ𝑘 the
question remains open. In the abstract abelian groups setting it was brought up
again in [16].

In [74], for hermitian matrix function admitting a (not necessarily canonical)
𝐴𝑃 𝑘 factorization, a special form of this factorization was derived. The 𝐶(𝕋)
version of this result goes back to [62], see also [29, Chapter V], while the 𝐴𝑃
version is in [83]. This result surely holds in the ℬ-factorization setting but is yet
to be recorded.

In the same paper [74], the behavior of the partial indices under small per-
turbations is discussed. An order ≻ on the 𝑛-tuples with ℝ𝑘 entries is introduced
such that if 𝜆 ≻ 𝜇 and 𝐴 is an 𝐴𝑃 𝑘 factorable matrix function with the set 𝜆 of
partial indices, then in every neighborhood of 𝐴 there are 𝐴𝑃 𝑘 factorable matrix
functions with the set 𝜇 of partial indices. This fact, along with its converse, was
established in [50] for 𝑘 = 1, and it is of course an 𝐴𝑃 version of the Gohberg-
Krein [40] description for the case 𝒢 = 𝕋. However, for 𝑘 > 1 the converse is
known to hold only for 𝑛-tuples 𝜆 which are minimal in the sense of the order ≻
(this result, though incomplete, allows us to prove that the minimal 𝑛-tuples are
the only stable ones under small perturbations). It is conjectured in [74] that the
converse holds in general, but the problem is presently open.

We mention also the following result of [70]: whenever a matrix function 𝐴
is ℬ-factorable for some Banach algebra ℬ associated with the character group Γ
while the Bohr-Fourier spectrum of 𝐴 lies in a subgroup Γ′, it can be arranged that
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the Bohr-Fourier spectra of all factors lie in Γ′. In particular, the partial indices
of 𝐴 must be from Γ′. This result is rather obvious for Γ = ℤ but was posed as an
open question (even for ℬ = 𝐴𝑃 ) in [74], where it was settled for matrix functions
admitting a canonical 𝐴𝑃 𝑘 factorization. The case of canonical 𝐴𝑃 factorization
was settled earlier in [6] and independently in [71].

Finally, the non-density of the set of factorable matrix functions in the set
of all invertible matrix functions, mentioned in Section 3 for the 𝐴𝑃 setting, was
actually proved in [17] in a more general framework. To be more specific, the
result holds for any admissible Banach algebra ℬ such that the character group Γ
contains a copy of ℤ3. On the other hand, if Γ is isomorphic to a subgroup of ℚ,
then the set of ℬ-factorable matrix functions is dense. It is not clear what happens
in the intermediate cases, in particular for Γ isomorphic to ℤ2.

The paramount problem, of course, is that of finding non-trivial conditions
for the existence of a ℬ-factorization. For triangular matrix functions (even in the
case when the order on Γ is not archimedean), some results in this direction can
be found in [59, 58], but the bulk of the work definitely lies ahead.
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118 A. Böttcher and I.M. Spitkovsky
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[21] M.C. Câmara, C. Diogo, and Yu.I. Karlovich, and I.M. Spitkovsky, Factorizations,
Riemann-Hilbert problems and the corona theorem, arXiv:1103.1935v1 [math.FA]
(2011), 1–32, accepted by the Journal of the London Mathematical Society.
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1 and 2, Birkhäuser Verlag, Basel and Boston 1992.

[42] G. Heinig and B. Silbermann, Factorization of matrix functions in algebras of
bounded functions, Oper. Theory Adv. Appl. 14 (1984), 157–177.

[43] G. Janashia, E. Lagvilava, and L. Ephremidze, A new method of matrix spectral
factorization, IEEE Trans. Inform. Theory 57 (2011), 2318–2326.

[44] A.Yu. Karlovich, Fredholmness of singular integral operators with piecewise continu-
ous coefficients on weighted Banach function spaces, J. Integral Equations Appl. 15
(2003), 263–320.

[45] , Singular integral operators on variable Lebesgue spaces over arbitrary Car-
leson curves, Oper. Theory Adv. Appl. 202 (2010), 321–336.

[46] A.Yu. Karlovich and I.M. Spitkovsky,On singular integral operators with semi-almost
periodic coefficients on variable Lebesgue spaces, J. Math. Anal. Appl. 384 (2011),
706–725.
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1. Introduction

The well-known Gagliardo-Nirenberg inequality says: there is a positive constant
𝐶 such that∫

ℝ𝑁

∣𝑢∣𝑞𝑑𝑥 ≤ 𝐶

(∫
ℝ𝑁

∣∇𝑢∣2𝑑𝑥
)𝑁(𝑞−2)

4
(∫

ℝ𝑁

∣𝑢∣2𝑑𝑥
) 2𝑞−𝑁(𝑞−2)

4

(1.1)

holds for all 𝑢 ∈ 𝑊 1,2(ℝ𝑁 ), where 2 < 𝑞 < 2∗ and 2∗ = 2𝑁/(𝑁 − 2) for 𝑁 ≥ 3
and 2∗ = +∞ for 𝑁 = 2. Denoted by 𝐶𝐺𝑁 the smallest positive constant 𝐶 such
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tuguese funds through the Center for Research and Development in Mathematics and Applica-
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– Fundação para a Ciência e a Tecnologia”), within project PEst-C/MAT/UI4106/2011 with
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that (1.1) holds. Weinstein [17] established a sharp estimate of 𝐶𝐺𝑁 by the least
energy solution of the following semilinear elliptic equation

−Δ𝑢+ 𝑢 = ∣𝑢∣𝑞−2𝑢, 𝑢 ∈ 𝑊 1,2(ℝ𝑁 ). (1.2)

These results have been used extensively in the study of nonlinear Schrödinger
equations, see, e.g., [12, 13]. Further applications of these results can be expected.

In this paper, we are concerned with a class of sub-elliptic equations on the
Heisenberg group and related Sobolev inequalities and interpolation inequalities.
The whole paper contains two parts. In the first part, we focus on semilinear
equations and explain our strategy in detail via a simple model. In the second
part, we point out some extensions to quasilinear equations. Let us begin with
some definitions and some useful results. The Heisenberg group ℍ𝑁 , whose points
will be denoted by 𝜉 = (𝑥, 𝑦, 𝑡), is identified with the Lie group (ℝ2𝑁+1, ∘) with
composition law defined by

𝜉 ∘ 𝜉′ = (𝑥 + 𝑥′, 𝑦 + 𝑦′, 𝑡+ 𝑡′ + 2(⟨𝑥′, 𝑦⟩ − ⟨𝑥, 𝑦′⟩)), (1.3)

where ⟨⋅, ⋅⟩ denotes the inner product in ℝ𝑁 . A family of dilation on ℍ𝑁 is defined
as

𝛿𝜏 (𝑥, 𝑦, 𝑡) = (𝜏𝑥, 𝜏𝑦, 𝜏2𝑡), 𝜏 > 0. (1.4)

The homogeneous dimension with respect to the dilation is 𝑄 = 2𝑁 + 2. Left
invariant vector fields on the Heisenberg group have the form, e.g.,

𝑋𝑗 =
∂

∂𝑥𝑗
+ 2𝑦𝑗

∂

∂𝑡
, 𝑌𝑗 =

∂

∂𝑦𝑗
− 2𝑥𝑗

∂

∂𝑡
, 𝑗 = 1, 2, . . . , 𝑁. (1.5)

We denote the horizontal gradient by ∇𝐻 = (𝑋1, . . . , 𝑋𝑁 , 𝑌1, . . . , 𝑌𝑁 ) and write

div𝐻(𝜈1, 𝜈2, . . . , 𝜈2𝑁 ) =

𝑁∑
𝑗=1

(𝑋𝑗𝜈𝑗 + 𝑌𝑗𝜈𝑁+𝑗).

In this way, the sub-Laplacian △𝐻 is expressed by

△𝐻 :=

𝑁∑
𝑗=1

(𝑋2
𝑗 + 𝑌 2

𝑗 ) = div𝐻(∇𝐻).

There are several results in the literature about the existence of solutions to semi-
linear elliptic equations on the Heisenberg group. We refer the interested readers
to [1, 2, 3, 6, 7, 10, 14, 15] and the references therein.

Our goal here is to give a sharp estimate to the smallest positive constant in
the following inequality. Let 2 < 𝑝 < 2 + 2

𝑁 . Then there is a positive constant 𝐶
such that∫

ℍ𝑁

∣𝑢∣𝑝𝑑𝜉 ≤ 𝐶

(∫
ℍ𝑁

∣∇𝐻𝑢∣2𝑑𝜉
)𝑄(𝑝−2)

4
(∫

ℍ𝑁

∣𝑢∣2𝑑𝜉
) 2𝑝−𝑄(𝑝−2)

4

(1.6)



Sub-elliptic Equations on the Heisenberg Group 125

for all 𝑢 ∈ 𝑆1,2
0 (ℍ𝑁 ), where 𝑆1,2

0 (ℍ𝑁 ) is the closure of 𝐶∞0 (ℍ𝑁) under the norm

∥𝑢∥ :=
(∫

ℍ𝑁

(∣∇𝐻𝑢∣2 + ∣𝑢∣2) 𝑑𝜉)1/2

.

Inequality (1.6) is the Heisenberg group counterpart of the usual Gagliardo-Ni-
renberg inequality. Denoted by 𝐶𝐻 the smallest positive constant 𝐶 such that
(1.6) holds. In order to estimate 𝐶𝐻 , we consider firstly the following sub-elliptic
equation with pure power nonlinearity

−△𝐻𝑢(𝜉) + 𝑢(𝜉) = ∣𝑢(𝜉)∣𝑝−2𝑢(𝜉), 𝑢 ∈ 𝑆1,2
0 (ℍ𝑁 ), (1.7)

where 2 < 𝑝 < 2 + 2
𝑁 . A function 𝑢 ∈ 𝑆1,2

0 (ℍ𝑁 ) is said to be a solution of (1.7) if

and only if for any 𝜓 ∈ 𝑆1,2
0 (ℍ𝑁 ), there holds∫

ℍ𝑁

(∇𝐻𝑢∇𝐻𝜓 + 𝑢𝜓 − ∣𝑢∣𝑝−2𝑢𝜓)
𝑑𝜉 = 0. (1.8)

On 𝑆1,2
0 (ℍ𝑁 ), we define the functionals

𝐿(𝑢) =
1

2

∫
ℍ𝑁

∣∇𝐻𝑢∣2𝑑𝜉 + 1

2

∫
ℍ𝑁

∣𝑢∣2𝑑𝜉 − 1

𝑝

∫
ℍ𝑁

∣𝑢∣𝑝𝑑𝜉

and

𝐼(𝑢) =

∫
ℍ𝑁

(∣∇𝐻𝑢∣2 + ∣𝑢∣2 − ∣𝑢∣𝑝) 𝑑𝜉.
Denote the Nehari set by 𝒩 =

{
𝑢 ∈ 𝑆1,2

0 (ℍ𝑁 )∖{0} : 𝐼(𝑢) = 0
}
and set

𝑑 = inf{𝐿(𝑢) : 𝑢 ∈ 𝒩}. (1.9)

Definition 1.1. Let Γ be the set of the solutions of (1.7). Namely,

Γ = {𝜙 ∈ 𝑆1,2
0 (ℍ𝑁 ) : 𝐿′(𝜙) = 0 and 𝜙 ∕= 0}.

Let 𝒢 be the set of least energy solutions of (1.7), that is,

𝒢 = {𝑢 ∈ Γ : 𝐿(𝑢) ≤ 𝐿(𝑣) for any 𝑣 ∈ Γ}.
Our main results are the following two theorems.

Theorem 1.2. If 2 < 𝑝 < 2+ 2
𝑁 , then (1.7) has a least energy solution 𝜙 ∈ 𝑆1,2

0 (ℍ𝑁)
and 𝑑 = 𝐿(𝜙).

Theorem 1.3. Let 𝜙 be a least energy solution of (1.7). Then the smallest positive
constant 𝐶𝐻 can be characterized by

𝐶−1𝐻 =
2𝑝−𝑄(𝑝− 2)

2𝑝

(
𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

)𝑄(𝑝−2)
4

∥𝜙∥𝑝−2𝐿2

=
2𝑝−𝑄(𝑝− 2)

2𝑝

(
𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

)𝑄(𝑝−2)
4

(
2𝑝−𝑄(𝑝− 2)

𝑝− 2
𝑑

) 𝑝−2
2

,

(1.10)

where 𝑑 is defined in (1.9).
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Remark 1.4. We do not know if 𝜙 is a unique least energy solution of (1.7). But
the second equality in (1.10) implies that 𝐶𝐻 is independent of the choice of 𝜙.
We also point out that if the homogeneous dimension 𝑄 is replaced by spatial
dimension 𝑁 , then this constant is consistent with the result of Weinstein [17] in
euclidean case.

Before stating the main idea for estimating 𝐶𝐻 , we recall that Weinstein [17]
has managed to give a sharp estimate of 𝐶𝐺𝑁 by solving directly the following
minimization problem

𝐶−1𝐺𝑁 = inf
𝑢∈𝑊 1,2(ℝ𝑁 )∖{0}

(∫
ℝ𝑁

∣∇𝑢∣2𝑑𝑥
)𝑁(𝑞−2)

4
(∫

ℝ𝑁

∣𝑢∣2𝑑𝑥
)2𝑞−𝑁(𝑞−2)

4
(∫

ℝ𝑁

∣𝑢∣𝑞𝑑𝑥
)−1

.

Key elements of the approach in [17] contain three aspects:

(i) select a minimizing sequence (𝑢𝑛)𝑛;
(ii) use symmetric rearrangement and then select a new minimizing sequence

which is contained in 𝑊 1,2
𝑟 (ℝ𝑁 ), where 𝑊 1,2

𝑟 (ℝ𝑁 ) = {𝑢 ∈ 𝑊 1,2(ℝ𝑁 ) :
𝑢(𝑥) = 𝑢(∣𝑥∣)};

(iii) use the fact that 𝑊 1,2
𝑟 (ℝ𝑁 ) ↪→ 𝐿𝑞(ℝ𝑁 ) is compact for 𝑁 ≥ 2, 2 < 𝑞 < 2∗ to

get a minimizer.

Note that when 𝑁 = 1, one may not have compact embedding from 𝑊 1,2
𝑟 (ℝ)

to 𝐿𝑞(ℝ). For the sharp estimate of 𝐶𝐻 in (1.6), one may try to estimate 𝐶𝐻
by studying the a similar minimization problem as done in [17]. However, due to
the structure of Heisenberg group ℍ𝑁 , we do not know if a function 𝑢(𝜉) can be
symmetrized by rearrangement. Hence we can not study the minimization problem
by restricting the discussion on the function space of radially symmetric functions.
Since we do not have similar compact embedding as those in the Sobolev space
𝑊 1,2(ℝ𝑁 ). Hence it seems that the method in [17] can not be used to prove
Theorem 1.3. Our idea of proving Theorem 1.3 is based on three steps. Firstly, we
study the existence of a least energy solution 𝜙 of (1.7) and some properties of
this solution; secondly, we estimate the smallest positive constant 𝐶𝐻 both from
above and below, instead of solving a minimization problem; finally combining
these estimates and Theorem 1.2, we prove Theorem 1.3.

This paper is organized as follows. In Section 2, we prove Theorem 1.2. In
Section 3, we use the results obtained in Section 2 to prove Theorem 1.3. In Section
4, we give some remarks. We also compare 𝐶𝐻 with another constant 𝐶𝑆 , where
𝐶𝑆 is the smallest of all positive constants 𝐶 such that(∫

ℍ𝑁

∣𝑢∣𝑝𝑑𝜉
) 2

𝑝

≤ 𝐶

∫
ℍ𝑁

(∣∇𝐻𝑢∣2 + ∣𝑢∣2) 𝑑𝜉 (1.11)

holds for any 𝑢 ∈ 𝑆1,2
0 (ℍ𝑁 ), see [8]. In Section 5, we extend Theorem 1.2 and

Theorem 1.3 to a class of quasilinear sub-elliptic equation on the Heisenberg group.
The main results are Theorem 5.1 and Theorem 5.3.
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Notations: Throughout this paper all integrals are taken over ℍ𝑁 unless stated
otherwise. ⟨⋅, ⋅⟩𝐻 denotes the dual product between 𝑆1,2

0 (ℍ𝑁 ) and its dual space.
The norm in 𝐿𝑠(ℍ𝑁 ) is denoted by ∥ ⋅ ∥𝐿𝑠 . Positive constants are denoted by 𝐶 or
𝐶𝑗 (𝑗 = 1, 2, ⋅ ⋅ ⋅ ), whose value may be different at different places.

2. Existence of least energy solutions of (1.7)

This section is concerned with the proof of Theorem 1.2. We always assume that
2 < 𝑝 < 2 + 2

𝑁 . The following lemmas will be useful in what follows.

Lemma 2.1. For any 𝑢 ∈ 𝑆1,2
0 (ℍ𝑁 )∖{0}, there is a unique 𝜃𝑢 > 0 such that 𝜃𝑢𝑢 ∈

𝒩 . Moreover, if 𝐼(𝑢) < 0, then 0 < 𝜃𝑢 < 1.

Proof. For any 𝑢 ∈ 𝑆1,2
0 (ℍ𝑁 )∖{0}, one can deduce from direct computation that

there is

𝜃𝑢 = ∥𝑢∥ 2
𝑝−2 ∥𝑢∥−

𝑝
𝑝−2

𝐿𝑝

such that 𝜃𝑢𝑢 ∈ 𝒩 . It is easy to see that this 𝜃𝑢 is unique. From above and the
expression of 𝐼(𝑢) = ∥𝑢∥2 − ∥𝑢∥𝑝𝐿𝑝, we know that if 𝐼(𝑢) < 0, i.e., ∥𝑢∥2 < ∥𝑢∥𝑝𝐿𝑝,
then 0 < 𝜃𝑢 < 1. □
Lemma 2.2. There is 𝜌 > 0 such that for all 𝑢 ∈ 𝒩 , ∥𝑢∥ ≥ 𝜌.

Proof. For any 𝑢 ∈ 𝒩 , we have from inequality (1.6) that

∥𝑢∥2 = ∥𝑢∥𝑝𝐿𝑝 ≤ 𝐶∥∇𝐻𝑢∥
𝑄(𝑝−2)

2

𝐿2 ∥𝑢∥
2𝑝−𝑄(𝑝−2)

2

𝐿2 ≤ 𝐶∥𝑢∥𝑄(𝑝−2)
2 ∥𝑢∥ 2𝑝−𝑄(𝑝−2)

2 ≤ 𝐶∥𝑢∥𝑝,
which implies that ∥𝑢∥𝑝−2 ≥ 𝐶−1. Choosing 𝜌 = 𝐶−

1
𝑝−2 > 0, we get that ∥𝑢∥ ≥ 𝜌

for all 𝑢 ∈ 𝒩 . □
Lemma 2.3. Let 2 < 𝑝 < 2 + 2

𝑁 and Ω ⊂ ℍ𝑁 be a smooth bounded domain. Then

the embedding 𝑆1,2
0 (Ω) ↪→ 𝐿𝑝(Ω) is compact.

Proof. Let (𝑢𝑛)𝑛∈ℕ ⊂ 𝑆1,2
0 (Ω) be a bounded sequence. We may assume that 𝑢𝑛 ⇀

𝑢 weakly in 𝑆1,2
0 (Ω). Using inequality (1.6), we deduce that

∥𝑢𝑛 − 𝑢∥𝑝𝐿𝑝 ≤ 𝐶∥∇𝐻𝑢𝑛 −∇𝐻𝑢∥
𝑄(𝑝−2)

2

𝐿2 ∥𝑢𝑛 − 𝑢∥
2𝑝−𝑄(𝑝−2)

2

𝐿2

≤ 𝐶 (∥𝑢𝑛∥+ ∥𝑢∥)𝑄(𝑝−2)
2 ∥𝑢𝑛 − 𝑢∥

2𝑝−𝑄(𝑝−2)
2

𝐿2 .

Note that 𝑆1,2
0 (Ω) ↪→ 𝐿2(Ω) is compact [7] (see also [14]). The boundedness of

(𝑢𝑛)𝑛∈ℕ in 𝑆1,2
0 (Ω) implies that ∥𝑢𝑛− 𝑢∥𝐿𝑝 → 0 as 𝑛 → ∞. Hence the embedding

𝑆1,2
0 (Ω) ↪→ 𝐿𝑝(Ω) is compact. □
Lemma 2.4. If 𝑣 ∈ 𝒩 and 𝐿(𝑣) = 𝑑, then 𝑣 is a least energy solution of (1.7).

Proof. Since 𝑣 is a minimizer of the minimum 𝑑, we obtain from the Lagrange
multiplier rule that there is 𝜃 ∈ ℝ such that for any 𝜓 ∈ 𝑆1,2

0 (ℍ𝑁 ),

⟨𝐿′(𝑣), 𝜓⟩𝐻 = 𝜃⟨𝐼 ′(𝑣), 𝜓⟩𝐻 .
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Note that

⟨𝐼 ′(𝑣), 𝑣⟩𝐻 = 2∥𝑣∥2 − 𝑝

∫
∣𝑣∣𝑝𝑑𝜉 = (2 − 𝑝)

∫
∣𝑣∣𝑝𝑑𝜉 < 0

and ⟨𝐿′(𝑣), 𝑣⟩𝐻 = 𝐼(𝑣) = 0. We get that 𝜃 = 0. Hence 𝐿′(𝑣) = 0. From Definition
1.1, one sees easily that 𝑣 is a least energy solution of (1.7). □

Proof of Theorem 1.2. Let (𝑣𝑛)𝑛 ⊂ 𝒩 be a minimizing sequence. Then we deduce
from Ekeland variational principle that there is a sequence (𝑢𝑛)𝑛 ⊂ 𝒩 such that

𝐿(𝑢𝑛) → 𝑑 and 𝐿′(𝑢𝑛) → 0.

Using the Sobolev inequality and Lemma 2.2, we know that there are two positive
constants 𝑀1 and 𝑀2 such that

𝑀1 ≤ ∥𝑢𝑛∥ ≤ 𝑀2.

Combining this with the fact that ∥𝑢𝑛∥2 =
∫
ℍ𝑁

∣𝑢𝑛∣𝑝𝑑𝜉, we have a positive constant
𝑀3 such that

lim sup
𝑛→∞

∫
ℍ𝑁

∣𝑢𝑛∣𝑝𝑑𝜉 ≥ 𝑀3 > 0. (2.1)

Using concentration compactness lemma (originally due to [11], a recent version
due to [16]), one has that if

lim
𝑛→∞ sup

𝜂∈ℍ𝑁

∫
𝐵(𝜂,𝑟)

∣𝑢𝑛(𝜉)∣𝑝𝑑𝜉 = 0

for some 𝑟 > 0, where 𝐵(𝜂, 𝑟) is a ball of ℍ𝑁 centered at 𝜂 with radius 𝑟 in the
Heisenberg distance, then 𝑢𝑛 → 0 in 𝐿𝑠(ℍ𝑁 ) for any 2 < 𝑠 < 2 + 2

𝑁 . Therefore
(2.1) implies that there exists 𝑀4 > 0 and 𝑟 > 1 such that

lim inf
𝑛→∞ sup

𝜂∈ℍ𝑁

∫
𝐵(𝜂,𝑟)

∣𝑢𝑛(𝜉)∣𝑝𝑑𝜉 ≥ 𝑀4 > 0. (2.2)

We hence may assume that there are 𝜉𝑛 ∈ ℍ𝑁 such that

lim inf
𝑛→∞

∫
𝐵(𝜉𝑛,𝑟)

∣𝑢𝑛(𝜉)∣𝑝𝑑𝜉 ≥ 𝑀4

2
> 0. (2.3)

Since for any 𝜉 ∈ ℍ𝑁 , we know from direct computation that

𝐿(𝑢𝑛(𝜉 ∘ 𝜉)) = 𝐿(𝑢𝑛(𝜉)) and 𝐼(𝑢𝑛(𝜉 ∘ 𝜉)) = 𝐼(𝑢𝑛(𝜉)).

Define 𝑤𝑛(𝜉) := 𝑢𝑛(𝜉 ∘ 𝜉𝑛). We know that 𝐿(𝑤𝑛) = 𝐿(𝑢𝑛) and 𝐼(𝑤𝑛) = 𝐼(𝑢𝑛),

(𝑤𝑛)𝑛 is bounded in 𝑆1,2
0 (ℍ𝑁 ) and satisfies

lim inf
𝑛→∞

∫
𝐵(0,𝑟)

∣𝑤𝑛(𝜉)∣𝑝𝑑𝜉 ≥ 𝑀4

2
> 0. (2.4)

Passing to a subsequence we may assume 𝑤𝑛 ⇀ 𝜙 weakly in 𝑆1,2
0 (ℍ𝑁). Lemma 2.3

implies that 𝑤𝑛 → 𝜙 strongly in 𝐿𝑝loc(ℍ
𝑁 ). Combining this with (2.4), we know

that 𝜙 ∕= 0.
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Next we will prove that 𝑤𝑛 → 𝜙 strongly in 𝑆1,2
0 (ℍ𝑁 ). Indeed, if 𝐼(𝜙) < 0,

we get from Lemma 2.1 that there is a 0 < 𝜃𝜙 < 1 such that 𝜃𝜙𝜙 ∈ 𝒩 . Therefore
using the Fatou lemma and 𝐼(𝑤𝑛) = 0, we get that

𝑑+ 𝑜(1) = 𝐿(𝑤𝑛) =

(
1

2
− 1

𝑝

) ∫
∣𝑤𝑛∣𝑝𝑑𝜉 ≥

(
1

2
− 1

𝑝

) ∫
∣𝜙∣𝑝𝑑𝜉 + 𝑜(1)

=

(
1

2
− 1

𝑝

)
𝜃−𝑝𝜙

∫
∣𝜃𝜙𝜙∣𝑝𝑑𝜉 + 𝑜(1) = 𝜃−𝑝𝜙 𝐿(𝜃𝜙𝜙) + 𝑜(1).

(2.5)

We now deduce from 0 < 𝜃𝜙 < 1 that 𝑑 > 𝐿(𝜃𝜙𝜙), which is a contradiction because
of 𝜃𝜙𝜙 ∈ 𝒩 .

If 𝐼(𝜙) > 0, then from the Brezis-Lieb lemma [5], one has that

0 = 𝐼(𝑤𝑛) = 𝐼(𝜙) + 𝐼(𝜓𝑛) + 𝑜(1),

where 𝜓𝑛 = 𝑤𝑛 − 𝜙. Combining this with 𝐼(𝜙) > 0, one deduces that

lim sup
𝑛→∞

𝐼(𝜓𝑛) < 0. (2.6)

By Lemma 2.1, we have 𝜃𝑛 := 𝜃𝜓𝑛 such that 𝜃𝑛𝜓𝑛 ∈ 𝒩 . Moreover, we claim
that lim sup𝑛→∞ 𝜃𝑛 ∈ (0, 1). In fact if lim sup𝑛→∞ 𝜃𝑛 = 1, then there is a sub-
sequence (𝜃𝑛𝑗 )𝑗∈ℕ such that lim𝑗→∞ 𝜃𝑛𝑗 = 1. Thus from 𝜃𝑛𝑗𝜓𝑛𝑗 ∈ 𝒩 , one de-
duces that 𝐼(𝜓𝑛𝑗 ) = 𝐼(𝜃𝑛𝑗𝜓𝑛𝑗 ) + 𝑜(1) = 𝑜(1). This contradicts (2.6). Therefore
lim sup𝑛→∞ 𝜃𝑛 ∈ (0, 1). Since

𝑑+ 𝑜(1) = 𝐿(𝑤𝑛) =

(
1

2
− 1

𝑝

) ∫
∣𝑤𝑛∣𝑝𝑑𝜉 ≥

(
1

2
− 1

𝑝

) ∫
∣𝜓𝑛∣𝑝𝑑𝜉

=

(
1

2
− 1

𝑝

)
𝜃−𝑝𝑛

∫
∣𝜃𝑛𝜓𝑛∣𝑝𝑑𝜉 + 𝑜(1) = 𝜃−𝑝𝑛 𝐿(𝜃𝑛𝜓𝑛) + 𝑜(1),

(2.7)

one deduces from lim sup𝑛→∞ 𝜃𝑛 ∈ (0, 1) that 𝑑 > 𝐿(𝜃𝑛𝜓𝑛), which is a contradic-
tion because of 𝜃𝑛𝜓𝑛 ∈ 𝒩 .

Therefore 𝐼(𝜙) = 0. Next we claim that 𝜓𝑛 → 0 in 𝑆1,2
0 (ℍ𝑁 ). In fact if this

is not true, i.e., ∥𝜓𝑛∥ ∕→ 0 as 𝑛 → ∞, then we have two cases:
(i) if

∫ ∣𝜓𝑛∣𝑝𝑑𝜉 ∕→ 0 as 𝑛 → ∞, we have from

0 = 𝐼(𝑤𝑛) = 𝐼(𝜙) + 𝐼(𝜓𝑛) + 𝑜(1) = 𝐼(𝜓𝑛) + 𝑜(1)

and the Brezis-Lieb lemma that

𝑑+ 𝑜(1) = 𝐿(𝑤𝑛) = 𝐿(𝜙) + 𝐿(𝜓𝑛) + 𝑜(1) ≥ 𝑑+ 𝑑+ 𝑜(1),

which is a contradiction;
(ii) if

∫ ∣𝜓𝑛∣𝑝𝑑𝜉 → 0 as 𝑛 → ∞, we have that

𝑑+ 𝑜(1) = 𝐿(𝑤𝑛) = 𝐿(𝜙) +
1

2
∥𝜓𝑛∥2 + 𝑜(1) ≥ 𝑑+

1

2
∥𝜓𝑛∥2 + 𝑜(1) > 𝑑,

which is also a contradiction. Therefore we deduce that 𝑤𝑛 → 𝜙 in 𝑆1,2
0 (ℍ𝑁).

And 𝜙 is a minimizer of the minimum 𝑑. Lemma 2.3 implies that 𝜙 is a least
energy solution of (1.7). The proof is complete. □
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3. Sharp estimate of 𝑪𝑯

Throughout this section, we also assume 2 < 𝑝 < 2+ 2
𝑁 . The aim of this section is

to give a sharp estimate of 𝐶𝐻 . Firstly, we give some properties of the least energy
solutions of (1.7) which will be useful in what follows.

Lemma 3.1. Let 𝜙 be a least energy solution of (1.7). Then∫
∣∇𝐻𝜙∣2𝑑𝜉 = 𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉 and

∫
∣𝜙∣𝑝𝑑𝜉 = 2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉.

Proof. Since 𝜙 is a least energy solution of (1.7), one has∫
∣∇𝐻𝜙∣2𝑑𝜉 +

∫
∣𝜙∣2𝑑𝜉 =

∫
∣𝜙∣𝑝𝑑𝜉.

Note that for 𝜆 > 0 and 𝜙𝜆(𝜉) := 𝜆
𝑄
2 𝜙(𝛿𝜆(𝜉)), one has that

0 =
∂

∂𝜆
𝐿(𝜙𝜆)

∣∣∣∣
𝜆=1

=

∫
∣∇𝐻𝜙∣2𝑑𝜉 − 𝑄(𝑝− 2)

2𝑝

∫
∣𝜙∣𝑝𝑑𝜉.

We obtain the conclusion from the above two equations. □

Next, for 𝜌 > 0, set

𝑇𝜌 = inf

{
∥𝑢∥2 : 𝑢 ∈ 𝑆1,2

0 (ℍ𝑁 ) and

∫
∣𝑢∣𝑝𝑑𝜉 = 𝜌

}
.

Then we have the following lemma.

Lemma 3.2. If 𝜙 is a minimizer obtained in Theorem 1.2, then 𝜙 is a minimizer
of 𝑇𝜌0 with 𝜌0 =

∫ ∣𝜙∣𝑝𝑑𝜉.

Proof. Clearly ∥𝜙∥2 ≥ 𝑇𝜌0 . Now for any 𝑢 ∈ 𝑆1,2
0 (ℍ𝑁 ) satisfying

∫ ∣𝑢∣𝑝𝑑𝜉 =∫ ∣𝜙∣𝑝𝑑𝜉, there is a unique

𝜆0 = ∥𝑢∥ 2
𝑝−2

(∫
∣𝑢∣𝑝𝑑𝜉

)− 1
𝑝−2

such that 𝐼(𝜆0𝑢) = 0. Since 𝜆0𝑢 ∕= 0 and 𝜙 achieves the minimum 𝑑, we have that(
1

2
− 1

𝑝

)
∥𝜙∥2 = 𝐿(𝜙) ≤ 𝐿(𝜆0𝑢) =

(
1

2
− 1

𝑝

)
𝜆20∥𝑢∥2

=

(
1

2
− 1

𝑝

)
∥𝑢∥ 4

𝑝−2

(∫
∣𝑢∣𝑝𝑑𝜉

)− 2
𝑝−2

∥𝑢∥2.

It is deduced from
∫ ∣𝑢∣𝑝𝑑𝜉 =

∫ ∣𝜙∣𝑝𝑑𝜉 and
∫ ∣𝜙∣𝑝𝑑𝜉 = ∥𝜙∥2 that ∥𝜙∥2 ≤ ∥𝑢∥2.

Since 𝑢 is chosen arbitrarily, we get that 𝑇𝜌0 ≥ ∥𝜙∥2. In sum, 𝑇𝜌0 = ∥𝜙∥2 and
hence 𝜙 is a minimizer of 𝑇𝜌0 . □
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Now we are in a position to give a sharp estimate of 𝐶𝐻 . Denote

𝐽(𝑢) =

(∫
ℍ𝑁

∣∇𝐻𝑢∣2𝑑𝜉
)𝑄(𝑝−2)

4
(∫

ℍ𝑁

∣𝑢∣2𝑑𝜉
) 2𝑝−𝑄(𝑝−2)

4
(∫

ℍ𝑁

∣𝑢∣𝑝𝑑𝜉
)−1

.

Then the sharp estimate of 𝐶𝐻 can be estimated by studying the following mini-
mization problem

𝐶−1𝐻 = inf
{
𝐽(𝑢) : 𝑢 ∈ 𝑆1,2

0 (ℍ𝑁)∖{0}
}
.

Proof of Theorem 1.3. The proof is divided into three steps.

Step 1. Note that 𝜙 ∕= 0 and 𝜙 ∈ 𝑆1,2
0 (ℍ𝑁 ). We obtain from Lemma 3.1 that

𝐽(𝜙) =

(∫
ℍ𝑁

∣∇𝐻𝜙∣2𝑑𝜉
)𝑄(𝑝−2)

4
(∫

ℍ𝑁

∣𝜙∣2𝑑𝜉
) 2𝑝−𝑄(𝑝−2)

4
(∫

ℍ𝑁

∣𝜙∣𝑝𝑑𝜉
)−1

=

(
𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉

)𝑄(𝑝−2)
4

(∫
∣𝜙∣2𝑑𝜉

) 2𝑝−𝑄(𝑝−2)
4

×
(

2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉

)−1
=

2𝑝−𝑄(𝑝− 2)

2𝑝

(
𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

)𝑄(𝑝−2)
4

(∫
∣𝜙∣2𝑑𝜉

) 𝑝−2
2

.

This implies that

𝐶−1𝐻 ≤ 2𝑝−𝑄(𝑝− 2)

2𝑝

(
𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

)𝑄(𝑝−2)
4

(∫
∣𝜙∣2𝑑𝜉

) 𝑝−2
2

.

Step 2. For any 𝑢 ∈ 𝑆1,2
0 (ℍ𝑁 )∖{0}, we define 𝑤(𝜉) := 𝜆𝑢(𝛿𝜇(𝜉)) = 𝜆𝑢(𝜇𝑥, 𝜇𝑦, 𝜇2𝑡),

where 𝜆 and 𝜇 are positive parameters which will be determined later. By direct
calculations, one gets firstly that∫

∣∇𝐻𝑤(𝜉)∣2𝑑𝜉 = 𝜆2𝜇2−𝑄
∫

∣∇𝐻𝑢(𝜉)∣2𝑑𝜉,∫
∣𝑤(𝜉)∣2𝑑𝜉 = 𝜆2𝜇−𝑄

∫
∣𝑢(𝜉)∣2𝑑𝜉 and∫

∣𝑤(𝜉)∣𝑝𝑑𝜉 = 𝜆𝑝𝜇−𝑄
∫

∣𝑢(𝜉)∣𝑝𝑑𝜉.
Choose

𝜆2𝜇−𝑄
∫

∣𝑢(𝜉)∣2𝑑𝜉 :=
∫

∣𝜙(𝜉)∣2𝑑𝜉
and

𝜆𝑝𝜇−𝑄
∫

∣𝑢(𝜉)∣𝑝𝑑𝜉 :=
∫

∣𝜙(𝜉)∣𝑝𝑑𝜉 = 2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙(𝜉)∣2𝑑𝜉.
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From the above two equalities, one deduces that

𝜆2 =

(
2𝑝

2𝑝−𝑄(𝑝− 2)

) 2
𝑝−2

(∫
∣𝑢∣2𝑑𝜉

) 2
𝑝−2

(∫
∣𝑢∣𝑝𝑑𝜉

)− 2
𝑝−2

and

𝜇2−𝑄 =

(
2𝑝

2𝑝−𝑄(𝑝− 2)

) 2
𝑝−2 ⋅ 2−𝑄

𝑄
(∫

∣𝑢∣2𝑑𝜉
) 𝑝

𝑝−2 ⋅ 2−𝑄
𝑄

×
(∫

∣𝑢∣𝑝𝑑𝜉
)− 2

𝑝−2 ⋅ 2−𝑄
𝑄

(∫
∣𝜙∣2𝑑𝜉

)− 2−𝑄
𝑄

.

Secondly, from the choice of 𝜆 and 𝜇, we have that
∫ ∣𝑤∣2𝑑𝜉 =

∫ ∣𝜙∣2𝑑𝜉 and∫ ∣𝑤∣𝑝𝑑𝜉 = ∫ ∣𝜙∣𝑝𝑑𝜉. Using the fact that 𝜙 is a minimizer of 𝑇𝜌0 with 𝜌0 =
∫ ∣𝜙∣𝑝𝑑𝜉,

one gets that ∫
∣∇𝐻𝑤∣2𝑑𝜉 ≥

∫
∣∇𝐻𝜙∣2𝑑𝜉.

Hence we obtain that

𝜆2𝜇2−𝑄
∫

∣∇𝐻𝑢∣2𝑑𝜉 ≥
∫

∣∇𝐻𝜙∣2𝑑𝜉 = 𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉.

Therefore(
2𝑝

2𝑝−𝑄(𝑝− 2)

) 2
𝑝−2 (1+

2−𝑄
𝑄 ) (∫

∣𝑢∣2𝑑𝜉
) 2

𝑝−2+
𝑝

𝑝−2 ⋅ 2−𝑄
𝑄

(∫
∣𝑢∣𝑝𝑑𝜉

)− 2
𝑝−2 (1+

2−𝑄
𝑄 )

×
(∫

∣𝜙∣2𝑑𝜉
)− 2−𝑄

𝑄
∫

∣∇𝐻𝑢∣2𝑑𝜉 ≥ 𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉.

It is now deduced by direct calculations that

𝐽(𝑢) ≥ 2𝑝−𝑄(𝑝− 2)

2𝑝

(
𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

)𝑄(𝑝−2)
4

(∫
∣𝜙∣2𝑑𝜉

) 𝑝−2
2

.

Since 𝑢 is chosen arbitrarily, we get that

𝐶−1𝐻 ≥ 2𝑝−𝑄(𝑝− 2)

2𝑝

(
𝑄(𝑝− 2)

2𝑝−𝑄(𝑝− 2)

)𝑄(𝑝−2)
4

(∫
∣𝜙∣2𝑑𝜉

) 𝑝−2
2

.

From Step 1 and Step 2, one infers immediately the first equality of (1.10).

Step 3. By the fact of

𝑑 = 𝐿(𝜙) =
1

2
∥𝜙∥2 − 1

𝑝
∥𝜙∥𝑝𝐿𝑝 =

(
1

2
− 1

𝑝

)
∥𝜙∥𝑝𝐿𝑝 =

𝑝− 2

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉,

one deduces that ∫
∣𝜙∣2𝑑𝜉 = 2𝑝−𝑄(𝑝− 2)

𝑝− 2
𝑑.

Combining this with the first equality of (1.10), we get the second equality of
(1.10). The proof of Theorem 1.3 is complete. □
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4. Further remarks on 𝑪𝑯

In this section, we give some remarks on the sharp estimate of 𝐶𝐻 . Keep the
following characterization of 𝐶𝐻 in mind,

𝐶
− 2

𝑝

𝐻 = inf
𝑢∈𝑆1,2

0 (ℍ𝑁 )∖{0}

(∫ ∣∇𝐻𝑢∣2𝑑𝜉
)𝑄(𝑝−2)

2𝑝
(∫ ∣𝑢∣2𝑑𝜉) 2𝑝−𝑄(𝑝−2)

2𝑝(∫ ∣𝑢∣𝑝𝑑𝜉) 2
𝑝

. (4.1)

We try to compare 𝐶𝐻 with another smallest constant 𝐶𝑆 in the usual Sobolev
inequality on 𝑆1,2

0 (ℍ𝑁 ). In here 𝐶𝑆 is the smallest one of all positive constants 𝐶
such that (∫

∣𝑢∣𝑝𝑑𝜉
) 2

𝑝

≤ 𝐶

(∫
∣∇𝐻𝑢∣2𝑑𝜉 +

∫
∣𝑢∣2𝑑𝜉

)
(4.2)

holds for any 𝑢 ∈ 𝑆1,2
0 (ℍ𝑁 ). Then 𝐶𝑆 can be characterized as the following mini-

mization problem

𝐶−1𝑆 = inf
𝑢∈𝑆1,2

0 (ℍ𝑁 )∖{0}

∫ (∣∇𝐻𝑢∣2 + ∣𝑢∣2) 𝑑𝜉(∫ ∣𝑢∣𝑝𝑑𝜉) 2
𝑝

. (4.3)

Our aim here is to compare 𝐶
− 2

𝑝

𝐻 with 𝐶−1𝑆 . Before doing this, we give a sharp
estimate of 𝐶𝑆 .

Theorem 4.1. Let 2 < 𝑝 < 2 + 2
𝑁 . Then we have

𝐶−1𝑆 =

(
2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉

)1− 2
𝑝

.

Proof. In the first place, since 𝜙 is a least energy solution of (1.7), we deduce from
Lemma 3.1 that∫ (∣∇𝐻𝜙∣2 + ∣𝜙∣2) 𝑑𝜉(∫ ∣𝜙∣𝑝𝑑𝜉) 2

𝑝

=

(∫
∣𝜙∣𝑝𝑑𝜉

) 𝑝−2
𝑝

=

(
2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉

) 𝑝−2
𝑝

.

This implies that

𝐶−1𝑆 ≤
(

2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉

) 𝑝−2
𝑝

.

In the second place, for any 𝑢 ∈ 𝑆1,2
0 (ℍ𝑁 )∖{0}, 𝑢(𝜉) := ∥𝜙∥𝐿𝑝∥𝑢∥−1𝐿𝑝𝑢(𝜉) is

such that
∫ ∣𝑢̃(𝜉)∣𝑝𝑑𝜉 = ∫ ∣𝜙(𝜉)∣𝑝𝑑𝜉. Therefore we have from Lemma 3.2 that∫ (∣∇𝐻 𝑢̃∣2 + ∣𝑢̃∣2) 𝑑𝜉 ≥

∫ (∣∇𝐻𝜙∣2 + ∣𝜙∣2) 𝑑𝜉 = 2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉.
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It is deduced from direct computations that∫ (∣∇𝐻𝑢∣2 + ∣𝑢∣2) 𝑑𝜉(∫ ∣𝑢∣𝑝𝑑𝜉) 2
𝑝

≥ 2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉

(∫
∣𝜙∣𝑝𝑑𝜉

)− 2
𝑝

=

(
2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉

)1− 2
𝑝

.

Since 𝑢 is chosen arbitrarily, we have that

𝐶−1𝑆 ≥
(

2𝑝

2𝑝−𝑄(𝑝− 2)

∫
∣𝜙∣2𝑑𝜉

)1− 2
𝑝

.

Theorem 4.1 follows immediately from the above two steps. □

Remark 4.2. By the Hölder inequality, Theorem 1.2 and Theorem 4.1, we know

that (𝐶𝐻)
− 2

𝑝 < 𝐶−1𝑆 .

5. Extensions to quasilinear equations

In this section, we will extend Theorem 1.2 and Theorem 1.3 to a class of quasi-
linear equations. For 𝑚 > 1, define the sub-𝑚-Laplacian △𝐻,𝑚 as

△𝐻,𝑚𝑢 := div𝐻(∣∇𝐻𝑢∣𝑚−2∇𝐻𝑢).

Let 1 < 𝑚 < 𝑄 := 2𝑁 + 2 and 𝑚 < 𝑝 < 𝑚∗ := 𝑚𝑄
𝑄−𝑚 . We consider the quasilinear

equation

−△𝐻,𝑚𝑢+ ∣𝑢∣𝑚−2𝑢 = ∣𝑢∣𝑝−2𝑢, 𝑢 ∈ 𝑆1,𝑚
0 (ℍ𝑁 ), (5.1)

where 𝑢 ≡ 𝑢(𝜉), 𝜉 ∈ ℍ𝑁 and 𝑆1,𝑚
0 (ℍ𝑁) is the closure of 𝐶∞0 (ℍ𝑁 ) under the norm

∥𝑢∥𝑚 :=
(∫

(∣∇𝐻𝑢∣𝑚 + ∣𝑢∣𝑚) 𝑑𝜉)1/𝑚. On 𝑆1,𝑚
0 (ℍ𝑁 ), we define the functionals

𝐿1(𝑢) =
1

2

∫
∣∇𝐻𝑢∣𝑚𝑑𝜉 + 1

2

∫
∣𝑢∣𝑚𝑑𝜉 − 1

𝑝

∫
∣𝑢∣𝑝𝑑𝜉

and

𝐼1(𝑢) =

∫
(∣∇𝐻𝑢∣𝑚 + ∣𝑢∣𝑚 − ∣𝑢∣𝑝) 𝑑𝜉.

Denote the Nehari set 𝒩1 =
{
𝑢 ∈ 𝑆1,𝑚

0 (ℍ𝑁 )∖{0} : 𝐼1(𝑢) = 0
}
and define

𝐷1 = inf{𝐿1(𝑢) : 𝑢 ∈ 𝒩1}. (5.2)

Theorem 5.1. If 𝑚 < 𝑝 < 𝑚∗, then (5.1) has a least energy solution Φ ∈ 𝑆1,𝑚
0 (ℍ𝑁)

and 𝐷1 = 𝐿1(Φ).

Remark 5.2. The proof of Theorem 5.1 follows the same line as the proof of
Theorem 1.2. The only difference is that in the proof of Theorem 1.2, we have
used the fact that 𝑆1,2

0 (Ω) ↪→ 𝐿𝑝(Ω) is compact for 2 < 𝑝 < 2 + 2
𝑁 and smooth

bounded domain Ω ⊂ ℍ𝑁 . While in the proof of Theorem 5.1, one may use the
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fact that 𝑆1,𝑚
0 (Ω) ↪→ 𝐿𝑝(Ω) is compact for 𝑚 < 𝑝 < 𝑚∗ and smooth bounded

domain Ω ⊂ ℍ𝑁 , see [8].

The following inequality is an extension of (1.6). Let 𝑚 < 𝑝 < 𝑚∗, there is a
positive constant 𝐶 such that∫

∣𝑢∣𝑝𝑑𝜉 ≤ 𝐶

(∫
∣∇𝐻𝑢∣𝑚𝑑𝜉

)𝑄(𝑝−𝑚)

𝑚2
(∫

∣𝑢∣𝑚𝑑𝜉
)𝑚𝑝−𝑄(𝑝−𝑚)

𝑚2

(5.3)

holds for all 𝑢 ∈ 𝑆1,𝑚
0 (ℍ𝑁 ). Denoted by 𝐶𝐻,𝑚 the smallest one of all positive con-

stants 𝐶 such that (5.3) holds. Then we have the following sharp estimate of 𝐶𝐻,𝑚.

Theorem 5.3. Let 𝑚 < 𝑝 < 𝑚∗ and Φ be a least energy solution of (5.1). Then the
smallest positive constant 𝐶𝐻,𝑚 can be characterized by

𝐶−1𝐻,𝑚 =
𝑚𝑝−𝑄(𝑝−𝑚)

𝑚𝑝

(
𝑄(𝑝−𝑚)

𝑚𝑝−𝑄(𝑝−𝑚)

)𝑄(𝑝−𝑚)

𝑚2

∥Φ∥𝑝−𝑚𝐿𝑚 (5.4)

=
𝑚𝑝−𝑄(𝑝−𝑚)

𝑚𝑝

(
𝑄(𝑝−𝑚)

𝑚𝑝−𝑄(𝑝−𝑚)

)𝑄(𝑝−𝑚)

𝑚2
(
𝑚𝑝−𝑄(𝑝−𝑚)

𝑝−𝑚
𝐷1

) 𝑝−𝑚
𝑚

,

where 𝐷1 is defined in (5.2).

Remark 5.4. The proof of Theorem 5.3 follows the same line as the proof of
Theorem 1.3 with the help of the following two lemmas.

Lemma 5.5. Let Φ be a least energy solution of (5.1). Then∫
∣∇𝐻Φ∣𝑚𝑑𝜉 = 𝑄(𝑝−𝑚)

𝑚𝑝−𝑄(𝑝−𝑚)

∫
∣Φ∣𝑚𝑑𝜉

and ∫
∣Φ∣𝑝𝑑𝜉 = 𝑚𝑝

𝑚𝑝−𝑄(𝑝−𝑚)

∫
∣Φ∣𝑚𝑑𝜉.

Next, for 𝜌 > 0, set

𝑇𝜌,𝑚 = inf

{
∥𝑢∥𝑚𝑚 : 𝑢 ∈ 𝑆1,𝑚

0 (ℍ𝑁 ) and

∫
∣𝑢∣𝑝𝑑𝜉 = 𝜌

}
.

Then we have the following lemma.

Lemma 5.6. Let Φ be the minimizer obtained in Theorem 5.1. Then Φ is a mini-
mizer of 𝑇𝜌0,𝑚 with 𝜌0 =

∫ ∣Φ∣𝑝𝑑𝜉.
Remark 5.7. The proofs of Lemma 5.5 and Lemma 5.6 are similar to the proofs
of Lemma 3.1 and Lemma 3.2.

Remark 5.8. One may also compare 𝐶𝐻,𝑚 with another sharp constant 𝐶𝑆,𝑚,
where 𝐶𝑆,𝑚 is the smallest one of all positive constant 𝐶 such that(∫

∣𝑢∣𝑝𝑑𝜉
)𝑚

𝑝

≤ 𝐶

∫
(∣∇𝐻𝑢∣𝑚 + ∣𝑢∣𝑚) 𝑑𝜉

holds for all 𝑢 ∈ 𝑆1,𝑚
0 (ℍ𝑁 ). We leave all these to the interested readers.
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Remark 5.9. One referee pointed out that the results in this paper can be extended
to any sub-Laplacian on a stratified Lie group. We believe that this is interesting
and can be a problem for further study. We appreciate the referees for important
comments as well as pointing out references [1, 4, 7, 10] and more details about
the proof of Lemma 2.3.

Appendix

In this appendix, we give a proof of inequality (1.6) for the reader’s convenience.

Proof of (old 1.6). Note that 2∗ = 2𝑄/(𝑄− 2). We obtain from Hölder inequality
that ∫

∣𝑢∣𝑝𝑑𝜉 =
∫

∣𝑢∣𝑝𝑠∣𝑢∣𝑝(1−𝑠)𝑑𝜉 ≤
(∫

∣𝑢∣2∗𝑑𝜉
) 𝑝𝑠

2∗
(∫

∣𝑢∣2𝑑𝜉
) 𝑝(1−𝑠)

2

,

where 𝑝𝑠
2∗

+ 𝑝(1−𝑠)
2 = 1. It is deduced from simple computation that 𝑠 = 𝑄(𝑝−2)

2𝑝 .

Hence ∫
∣𝑢∣𝑝𝑑𝜉 ≤

(∫
∣𝑢∣2∗𝑑𝜉

) (𝑄−2)(𝑝−2)
4

(∫
∣𝑢∣2𝑑𝜉

) 2𝑝−𝑄(𝑝−2)
4

.

Combining this with the fact that ∥𝑢∥𝐿2∗ ≤ 𝐶∥∇𝐻𝑢∥𝐿2 for some positive constant
𝐶, we get inequality (1.6). The proof is complete. □
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New Types of Solutions of Non-linear
Fractional Differential Equations

Mark Edelman and Laura Anna Taieb

Abstract. Using the Riemann-Liouville and Caputo Fractional Standard Maps
(FSM) and the Fractional Dissipative Standard Map (FDSM) as examples,
we investigate types of solutions of non-linear fractional differential equations.
They include periodic sinks, attracting slow diverging trajectories (ASDT),
attracting accelerator mode trajectories (AMT), chaotic attractors, and cas-
cade of bifurcations type trajectories (CBTT). New features discovered in-
clude attractors which overlap, trajectories which intersect, and CBTTs.

Mathematics Subject Classification (2010). Primary 47Gxx; Secondary 47Hxx.

Keywords. Discrete map, attractor, fractional dynamical system, map with
memory, stability.

1. Introduction

In recent years fractional calculus (FC) and fractional differential equations (FDE)
became very popular in many areas of science. The books dedicated to the appli-
cations of FDEs published in 2010–2011 include [1, 2, 3] in physics in general, [4, 5]
in modeling and control, [6] in viscoelasticity, [7] in systems with long-range inter-
action. A good review of applications of FC to chaos in Hamiltonian Systems is
given in [8]. Because fractional derivatives are integro-differential operators, they
are used to describe systems distributed in time and/or space: systems with long
range interaction [7, 9, 10, 11, 12, 13], non-Markovian systems with memory ([14]
Ch.10, [15, 16, 17, 18, 19]), fractal media [20], etc. Biological systems are prob-
ably the best examples of systems with memory. As it has been shown recently
[21, 22], even processing of external stimuli by individual neurons can be described
by fractional differentiation. In some cases [23, 24, 25, 26] FDEs are equivalent to
the Volterra integral equations of the second kind. This kind of equations (non
necessarily FDEs) is used in nonlinear viscoelasticity (see for example [27, 28])

This work was completed with the support of Yeshiva University, Courant Institute of Mathe-
matical Sciences, and DOE Grant DE-FG0286ER53223.
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and in biology (for applications to mathematical models in population biology
and epidemiology see [29, 30]).

As in regular dynamics (in application to various areas in science), the non-
linearity plays a significant role in fractional dynamics. Chaos and order in nonlin-
ear systems with long range interactions were considered in [7, 10, 11, 12], nonlinear
FDEs in application to the control were reviewed in books [4, 5], nonlinear frac-
tional reaction-diffusion systems considered in [31, 32, 33, 34]. Corresponding to
the fact that in physical systems the transition from integer order time derivatives
to fractional (of a lesser order) introduces additional damping similar in appear-
ance to additional friction [14, 35], phase spaces of the systems with fractional
time derivatives demonstrate different kinds of structures similar to the attractors
of the dissipative dynamical systems [4, 35, 36].

As in the case of the systems which can be described by regular differential
equations, general properties of systems described by FDEs can be demonstrated
on the examples of maps which can be derived by integrating the FDEs (if it is
possible) over a period of perturbation. Equations of some fractional maps (FM),
which include among others fractional standard maps (FSM) and fractional dis-
sipative standard maps (FDSM), were derived in a series of recent publications
[7, 37, 38, 39, 40, 26] from the corresponding FDEs.

Two of the most studied examples in the regular case are the Chirikov stan-
dard map (SM) [41] and the Zaslavsky dissipative standard map (DSM) [42, 43].
The SM provides the simplest model of the universal generic area preserving
map and the description of many physical systems and effects (Fermi accelera-
tion, comet dynamics, etc.) can be reduced to the studying of the SM. The topics
examined include fixed points, elementary structures of islands and a chaotic sea,
and fractional kinetics [41, 44, 45]. Different properties of the DSM were discussed
in [46, 47, 48, 49, 50, 51], and a rigorous proof of the existence of chaotic at-
tractor in such type of systems was obtained in [52, 53]. It was also proved in
[52, 53] that the system of this type exhibits quasi-periodic attractors, periodic
sinks, transient chaos with the dynamics attracting to the sink, and the existence
of the SRB measure for the purely chaotic dynamics. All this stimulated the study
of the FSMs [38, 54] and FDSM [39] in hope to reveal the most general properties
of the fractional dynamics.

Two-dimensional maps investigated in [38, 39, 54] were derived from the
FDEs (see Section 2) and, as a result, they are discrete maps with memory in
which the present state of evolution depends on all past states. The earlier studies
of maps with memory were done on one-dimensional maps which were not derived
from differential equations [55, 56, 57, 58, 59, 60]. Most results were obtained for
the generalizations of the logistic map and the main general result is that the
presence of memory makes systems more stable. The initial study of the FSM
in [38, 39, 54] was concentrated on the investigation of the fixed/periodic points’
stability of the FSM, new properties and new types of attractors.

The results obtained in [38, 39, 54] revealed new unusual properties of the
fractional attractors of the FSM, which are different not only from the properties
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of the fixed/periodic points of the non-dissipative systems (the SM in our case),
but also from the properties of attractors of the regular (not fractional) dissipative
systems (e.g., the DSM). The most unusual observed property of the FSMs is the
existence (and persistence) of the new type of attractors – cascade of bifurcations
type trajectories (CBTT). A cascade of bifurcations, when with the change in the
value of a parameter a system undergoes a sequence of period-doubling bifurca-
tions, is a well-known pathway of a transition form order to chaos. In the case
of the CBTT the period doubling occurs without a change in a system parame-
ter and is an internal property of a system. In Section 3 we summarize results of
the extensive numerical investigation of three fractional maps to demonstrate the
properties of fractional attractors. An analysis of the conditions for the CBTTs’
appearance will be presented in the following publications.

2. Basic equations

The standard map in the form

𝑝𝑛+1 = 𝑝𝑛 −𝐾 sin𝑥𝑛, 𝑥𝑛+1 = 𝑥𝑛 + 𝑝𝑛+1 (mod 2𝜋) (2.1)

can be derived from the differential equation

𝑥̈+𝐾 sin(𝑥)

∞∑
𝑛=0

𝛿
( 𝑡

𝑇
− (𝑛+ 𝜀)

)
= 0, (2.2)

where 𝜀 → 0+, following the steps proposed by Tarasov in [26].
The equations for the Riemann-Liouville FSM (FSMRL) were obtained in

[37] and [26]. Following the steps proposed [26], the FSMRL in the form which
converges to the SM as 𝛼 → 2 can be derived from the differential equation with
the Riemann-Liouville fractional derivative describing a kicked system

0𝐷
𝛼
𝑡 𝑥+𝐾 sin(𝑥)

∞∑
𝑛=0

𝛿
( 𝑡

𝑇
− (𝑛+ 𝜀)

)
= 0, (1 < 𝛼 ≤ 2), (2.3)

where 𝜀 → 0+, with the initial conditions

(0𝐷
𝛼−1
𝑡 𝑥)(0+) = 𝑝1, (0𝐷

𝛼−2
𝑡 𝑥)(0+) = 𝑏, (2.4)

where

0𝐷
𝛼
𝑡 𝑥(𝑡) = 𝐷𝑛

𝑡 0𝐼
𝑛−𝛼
𝑡 𝑥(𝑡)

=
1

Γ(𝑛− 𝛼)

𝑑𝑛

𝑑𝑡𝑛

∫ 𝑡

0

𝑥(𝜏)𝑑𝜏

(𝑡− 𝜏)𝛼−𝑛+1
(𝑛− 1 < 𝛼 ≤ 𝑛),

(2.5)

𝐷𝑛
𝑡 = 𝑑𝑛/𝑑𝑡𝑛, and 0𝐼

𝛼
𝑡 is a fractional integral.

After integration of equation (2.3) the FSMRL can be written in the form

𝑝𝑛+1 = 𝑝𝑛 −𝐾 sin𝑥𝑛, (2.6)

𝑥𝑛+1 =
1

Γ(𝛼)

𝑛∑
𝑖=0

𝑝𝑖+1𝑉
1
𝛼 (𝑛− 𝑖+ 1), (mod 2𝜋), (2.7)
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where

𝑉 𝑘𝛼 (𝑚) = 𝑚𝛼−𝑘 − (𝑚− 1)𝛼−𝑘 (2.8)

and momentum 𝑝(𝑡) is defined as

𝑝(𝑡) = 0𝐷
𝛼−1
𝑡 𝑥(𝑡). (2.9)

Here it is assumed that 𝑇 = 1 and 1 < 𝛼 ≤ 2. The condition 𝑏 = 0 is required
in order to have solutions bounded at 𝑡 = 0 for 𝛼 < 2 [38]. In this form the
FSMRL equations in the limiting case 𝛼 = 2 coincide with the equations for the
standard map under the condition 𝑥0 = 0. For consistency and in order to compare
corresponding results for all three maps (the SM, the FSMRL, and the Caputo
FSM (FSMC)) all trajectories considered in this article have the initial condition
𝑥0 = 0.

Following the steps proposed [26], the FSMC in the form which converges to
the SM as 𝛼 → 2 can be derived from the differential equation similar to (2.3) but
with the Caputo fractional derivative

𝐶
0 𝐷

𝛼
𝑡 𝑥+𝐾 sin(𝑥)

∞∑
𝑛=0

𝛿
( 𝑡

𝑇
− (𝑛+ 𝜀)

)
= 0, (1 < 𝛼 ≤ 2) (2.10)

where 𝜀 → 0+, with the initial conditions

𝑝(0) = (𝐶0 𝐷
1
𝑡𝑥)(0) = (𝐷1

𝑡 𝑥)(0) = 𝑝0, 𝑥(0) = 𝑥0, (2.11)

where
𝐶
0 𝐷

𝛼
𝑡 𝑥(𝑡) =0 𝐼

𝑛−𝛼
𝑡 𝐷𝑛

𝑡 𝑥(𝑡)

=
1

Γ(𝑛− 𝛼)

∫ 𝑡

0

𝐷𝑛
𝜏 𝑥(𝜏)𝑑𝜏

(𝑡− 𝜏)𝛼−𝑛+1
(𝑛− 1 < 𝛼 ≤ 𝑛).

(2.12)

Integrating equation (2.10) with the momentum defined as 𝑝 = 𝑥̇ and assum-
ing 𝑇 = 1 and 1 < 𝛼 ≤ 2, one can derive the FSMC in the form

𝑝𝑛+1 = 𝑝𝑛 − 𝐾

Γ(𝛼− 1)

[𝑛−1∑
𝑖=0

𝑉 2
𝛼 (𝑛− 𝑖+ 1) sin𝑥𝑖 + sin𝑥𝑛

]
, (mod 2𝜋),

𝑥𝑛+1 = 𝑥𝑛 + 𝑝0

(2.13)

− 𝐾

Γ(𝛼)

𝑛∑
𝑖=0

𝑉 1
𝛼 (𝑛− 𝑖+ 1) sin𝑥𝑖, (mod 2𝜋). (2.14)

It is important to note that the FSMC ((2.13), (2.14)) can be considered on a torus
(𝑥 and 𝑝 mod 2𝜋), a cylinder (𝑥 mod 2𝜋), or in an unbounded phase space, whereas
the FSMRL ((2.6), (2.7)) can be considered only in a cylindrical or an unbounded
phase space. The FSMRL has no periodicity in 𝑝 and cannot be considered on a
torus. This fact is related to the definition of momentum (2.9) and initial conditions
(2.4). The comparison of the phase portraits of two FSMs is still possible if we
compare the values of the 𝑥 coordinates on the trajectories corresponding to the
same values of the maps’ parameters.
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The DSM in the form

𝑋𝑛+1 = 𝑋𝑛 + 𝑃𝑛+1, (2.15)

𝑃𝑛+1 = −𝑏𝑃𝑛 − 𝑍 sin(𝑋𝑛) (2.16)

can be derived integrating the differential equation of the kicked damped rotator
(see for example [39])

𝑋̈ + 𝑞𝑋̇ = 𝜀 sin(𝑋)

∞∑
𝑛=0

𝛿
(
𝑡− 𝑛

)
. (2.17)

Two forms of the FDSM were derived in [7, 37, 39]. The form which has been
investigated numerically in [39]

𝑋𝑛+1 =
𝜇−1

Γ(𝛼− 1)

𝑛∑
𝑘=0

𝑃𝑘+1𝑊𝛼(𝑞, 𝑘 − 𝑛− 1), (2.18)

𝑃𝑛+1 = −𝑏𝑃𝑛 − 𝑍 sin(𝑋𝑛), (2.19)

where functions 𝑊𝛼(𝑎, 𝑏) are defined by

𝑊𝛼(𝑎, 𝑏) = 𝑎1−𝛼𝑒𝑎(𝑏+1)
[
Γ(𝛼− 1, 𝑎𝑏)− Γ(𝛼− 1, 𝑎(𝑏+ 1))

]
(2.20)

and Γ(𝑎, 𝑏) is the incomplete Gamma function

Γ(𝑎, 𝑏) =

∫ ∞

𝑏

𝑦𝑎−1𝑒−𝑦𝑑𝑦 (2.21)

has been derived from the following fractional generalization of (2.17)

0𝐷
𝛼
𝑡 𝑋(𝑡)− 𝑞 0𝐷

𝛽
𝑡 𝑋(𝑡) = 𝜀 sin(𝑋)

∞∑
𝑛=0

𝛿(𝑡− 𝑛), (2.22)

where

𝑞 ∈ ℝ, 1 < 𝛼 ≤ 2, 𝛽 = 𝛼− 1.

Here

𝜇 = (1− 𝑒−𝑞)/𝑞, 𝑍 = −𝜇𝜀𝑒𝑞. (2.23)

Further in this paper we will also use 𝐾 = 𝜀 exp(𝑞) and Γ = −𝑞.

3. Fractional attractors

3.1. Standard map: Fixed and periodic points

It appears that the dependence of the SM’s fixed point (0,0) stability properties
on the map parameter 𝐾 plays an important role when transition to the FSMs is
considered. (0,0) SM fixed point is stable for 0 < 𝐾 < 4. At 𝐾 = 4 it becomes
unstable but period two (𝑇 = 2) antisymmetric trajectory

𝑝𝑛+1 = −𝑝𝑛, 𝑥𝑛+1 = −𝑥𝑛 (3.1)
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appears which is stable for 4 < 𝐾 < 2𝜋. At 𝐾 = 2𝜋 this T=2 trajectory becomes
unstable but it gives birth to two 𝑇 = 2 trajectories [41, 44] with

𝑝𝑛+1 = −𝑝𝑛, 𝑥𝑛+1 = 𝑥𝑛 − 𝜋. (3.2)

These 𝑇 = 2 trajectories become unstable when 𝐾 ≈ 6.59 (see Figure 4a), at the
point where 𝑇 = 4 stable trajectories are born. This period doubling cascade of
bifurcations sequence continues with 𝑇 = 8 and 𝑇 = 16 stable trajectories appear-
ing at 𝐾 ≈ 6.63 and 𝐾 ≈ 6.6344 correspondingly. It continues until at 𝐾 ≈ 6.6345
all periodic points become unstable and corresponding islands disappear. This
scenario of the elliptic-hyperbolic point transitions with the births of the dou-
ble periodicity islands inside the original island has been investigated in [61] and
applied to investigate the SM stochasticity at low values of the parameter 𝐾 < 4.

3.2. Phase space at low 𝑲 (stable (0,0) fixed point)

Stability of the fixed point (0,0) has been considered in [38, 54]. It has been shown
that for fractional values of 𝛼 (we consider only 1 < 𝛼 ≤ 2) this point turns from
elliptic (for 𝛼 = 2) into a sink which is stable for

𝐾 < 𝐾𝑐1(𝛼) =
2Γ(𝛼)

𝑉𝛼𝑙
, (3.3)

where

𝑉𝛼𝑙 =

∞∑
𝑘=1

(−1)𝑘+1𝑉 1
𝛼 (𝑘) (3.4)

and can be calculated numerically (see Figure 4a). It can be shown that𝐾𝑐1(2) = 4,
which corresponds to the SM case. The structure of the FSM phase space for 𝐾 <
𝐾𝑐1 preserves some features which exist in the 𝛼 = 2 case. Namely, stable higher
period points, which exist in the SM case, still exist in the FSM, but they exist in
the asymptotic sense and they transform into sinks or, in the FSMRL case, into
attracting slow (𝑝𝑛 ∼ 𝑛2−𝛼) diverging trajectories (ASDT) (see Figure 1). Pure
chaotic trajectories disappear. Each attractor has its own basin of attraction. The
traces of the SM chaotic sea exist in the following sense: initially close trajectories,
which do not start from any basin of attraction, may fall into absolutely different
attractors. In most of the cases attracting points themselves do not belong to
their own basins of attraction: trajectory which starts from an attracting point
may fall into a different attractor. The FSMRL trajectories which converge to
the fixed point follow two different routs. Trajectories which start from the basin
of attraction converge according to the power law 𝑥𝑛 ∼ 𝑛−1−𝛼 and 𝑝𝑛 ∼ 𝑛−𝛼,
while those starting from the outside of the basin of attraction are attracting
slow converging trajectories (ASCT) with 𝑥𝑛 ∼ 𝑛−𝛼 and 𝑝𝑛 ∼ 𝑛1−𝛼. All FSMC
trajectories converging to (0, 0) fixed point follow the slow power law 𝑥𝑛 ∼ 𝑛1−𝛼

and 𝑝𝑛 ∼ 𝑛1−𝛼 (see Figure 2). This convergence may correspond to the recently
introduced for the fractional dynamic systems notion of the generalized Mittag-
Leffler stability [62], for which the power-law stability is a special case.
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Figure 1. (a). 1000 iterations on each of 25 trajectories for the SM
with 𝐾 = 0.6. The main features are (0,0) fixed point and T=2 and
T=3 trajectories; (b). 400 iterations on each trajectory with 𝑝0 = 2 +
0.04𝑖, 0 ≤ 𝑖 < 50 for the FSMRL case 𝐾 = 0.6, 𝛼 = 1.9. Trajectories
converging to the fixed point and ASDTs of period 2 and 3 are present;
(c). 100 iterations on each FSMC trajectory with 𝑝0 = −3.14+ 0.0314𝑖,
0 ≤ 𝑖 < 200 for the same case as in Fig. 1b (𝐾 = 0.6, 𝛼 = 1.9) considered
on a torus. In this case all trajectories converge to the fixed point, period
two and period three stable attracting points.
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Figure 2. Convergence of trajectories to the fixed point (0, 0) at 𝐾 <
𝐾𝑐1: (a). Two trajectories for the FSMRL with 𝐾 = 2, 𝛼 = 1.4, and
105 iterations on each trajectory. The bottom one with 𝑝0 = 0.3 is
a fast converging trajectory. The upper trajectory with 𝑝0 = 5.3 is an
example of the FSMRL’s ASCT; b). Evolution of the FSMC trajectories
with 𝑝0 = 1.6+ 0.002𝑖, 0 ≤ 𝑖 < 50 for the case 𝐾 = 3, 𝛼 = 1.9. The line
segments correspond to the 𝑛th iteration on the set of trajectories with
close initial conditions; c). 𝑥 and 𝑝 time dependence for the FSMC
with 𝐾 = 2, 𝛼 = 1.4, 𝑥0 = 0, and 𝑝0 = 0.3.
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Figure 3. Stable antisymmetric 𝑥𝑛+1 = −𝑥𝑛, 𝑝𝑛+1 = −𝑝𝑛 period 𝑇 =
2 trajectories for 𝐾 = 4.5: (a). 1000 iterations on each of 25 trajectories
for the SM with 𝐾 = 4.5. The only feature is a system of two islands
associated with the period two elliptic point; (b). The FSMRL stable
𝑇 = 2 antisymmetric sink for 𝛼 = 1.8. 500 iterations on each of 25 tra-
jectories: 𝑝0 = 0.0001+ 0.08𝑖, 0 ≤ 𝑖 < 25. Slow and fast converging tra-
jectories; (c). The FSMC stable 𝑇 = 2 antisymmetric sink for 𝛼 = 1.8.
1000 iterations on each of 10 trajectories: 𝑝0 = −3.1415 + 0.628𝑖, 0 ≤
𝑖 < 10.

3.3. Phase space at 𝑲𝒄1 < 𝑲 < 𝑲𝒄2 (stable 𝑻 = 2 antisymmetric trajectory)

Numerical simulations confirm that, as in the SM case, in the FSMs a period 𝑇 = 2
antisymmetric trajectory (sink) exists (asymptotically) for 𝐾1(𝛼) < 𝐾 < 𝐾2(𝛼)
(4 < 𝐾 < 2𝜋 in the SM case) with

𝑝𝑛+1 = −𝑝𝑛, 𝑥𝑛+1 = −𝑥𝑛. (3.5)

Asymptotic existence and stability of this sink is a result of the gradual transfor-
mation of the SM’s elliptic point with the decrease in the order of derivative from
𝛼 = 2 (see Figure 3). As in the fixed point case, there are two types of convergence
of the trajectories to the FSMRL 𝑇 = 2 sink: fast with

𝛿𝑥𝑛 ∼ 𝑛−1−𝛼, 𝛿𝑝𝑛 ∼ 𝑛−𝛼 (3.6)

and slow with

𝛿𝑥𝑛 ∼ 𝑛−𝛼, 𝛿𝑝𝑛;∼ 𝑛1−𝛼 (3.7)

and

𝛿𝑥𝑛 ∼ 𝑛1−𝛼, 𝛿𝑝𝑛 ∼ 𝑛1−𝛼 (3.8)

convergence in the FSMC case [54].
Let us consider the FSMRL and assume the asymptotic existence of the 𝑇 = 2

sink (𝑥𝑙, 𝑝𝑙) and (−𝑥𝑙,−𝑝𝑙). In this case the limit 𝑛 → ∞ in (2.6) and (2.7) gives

𝑝𝑙 =
𝐾

2
sin(𝑥𝑙), (3.9)

𝑥𝑙 =
𝐾

2Γ(𝛼)
sin(𝑥𝑙)

∞∑
𝑘=1

(−1)𝑘+1𝑉 1
𝛼 (𝑘). (3.10)
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Figure 4. Critical values in the FSMs’ (𝛼,𝐾)-space. The results ob-
tained by the numerical simulations of equations (3.12), (3.16), (3.11),
(3.15), (3.9) and confirmed by the direct simulations of the FSMs: (a).
The (0, 0) fixed point is stable below 𝐾 = 𝐾𝑐1 curve. It becomes unsta-
ble at 𝐾 = 𝐾𝑐1 and gives birth to the antisymmetric 𝑇 = 2 sink which
is stable at 𝐾𝑐1 < 𝐾 < 𝐾𝑐2. A pair of 𝑇 = 2 sinks with 𝑥𝑛+1 = 𝑥𝑛 − 𝜋,
𝑝𝑛+1 = −𝑝𝑛 is stable in the band above 𝐾 = 𝐾𝑐2 curve. Cascade of
bifurcations type trajectories (CBTTs) are the only phase space fea-
tures that appear and exist in the narrow band which ends at the cusp
on the figure. (𝑥𝑐, 𝑝𝑐) is the point at which the SM’s 𝑇 = 2 elliptic
points with 𝑥𝑛+1 = 𝑥𝑛 − 𝜋, 𝑝𝑛+1 = −𝑝𝑛 become unstable and bifurcate
(see Sec. 3.1); (b). 𝛼-dependence of the 𝑇 = 2 sinks’ x-coordinate for
𝐾 = 4.5. The transition from the antisymmetric sink (upper curve) to
𝑥𝑛+1 = 𝑥𝑛 − 𝜋, 𝑝𝑛+1 = −𝑝𝑛 point takes place at 𝛼 = 1.73. Solid lines
represent areas of stability; (c). 𝐾 = 4.5 𝛼-dependence of the 𝑇 = 2
sinks’ p-coordinate.

The equation for 𝑥𝑙 takes the form

𝑥𝑙 =
𝐾

2Γ(𝛼)
𝑉𝛼𝑙 sin(𝑥𝑙), (3.11)

from which the condition of the existence of the 𝑇 = 2 sink is

𝐾 > 𝐾𝑐1(𝛼) =
2Γ(𝛼)

𝑉𝛼𝑙
. (3.12)

From (3.12) it follows that 𝐾1(𝛼) = 𝐾𝑐1(𝛼).

Remarks

1) The 𝑇 = 2 sink exists only in the asymptotic sense. On a trajectory which
starts from point (𝑥0, 𝑝0)=(𝑥𝑙, 𝑝𝑙) 𝑥2 ∕= 𝑥𝑙 and 𝑝2 ∕= 𝑝𝑙.

2) In spite of the fact that in the derivation of (3.9) and (3.10) we used the limit
𝑛 → ∞, computer simulations demonstrate convergence of all trajectories to
the limiting values in the very good agreement with (3.6), (3.7), and (3.8).

3) Direct computations show that 𝐾1(𝛼) = 𝐾𝑐1(𝛼) is valid for the FSMC too.
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Figure 5. Stable 𝑥𝑛+1 = 𝑥𝑛 − 𝜋, 𝑝𝑛+1 = −𝑝𝑛 period 𝑇 = 2 trajecto-
ries for 𝐾 > 𝐾𝑐2: (a). 500 iterations on each of 50 trajectories for the
SM with 𝐾 = 6.4. The main features are two accelerator mode sticky
islands around points (−1.379, 0) and (1.379, 0) which define the dynam-
ics. Additional features – dark spots at the top and the bottom of the
figure (which are clear on a zoom) – two systems of 𝑇 = 2 tiny islands
associated with two 𝑇 = 2 elliptic points: (1.379, 𝜋), (1.379 − 𝜋,−𝜋)
and (𝜋 − 1.379, 𝜋), (−1.379,−𝜋); (b). Two FSMRL’s stable 𝑇 = 2
sinks for 𝐾 = 4.5, 𝛼 = 1.71. 500 iterations on each of 25 trajecto-
ries: 𝑝0 = 0.0001 + 0.08𝑖, 0 ≤ 𝑖 < 25; (c). Two FSMC’s stable 𝑇 = 2
sinks for 𝐾 = 4.5, 𝛼 = 1.71. 1000 iterations on each of 10 trajectories:
𝑝0 = −3.1415+ 0.628𝑖, 0 ≤ 𝑖 < 10.

3.4. Phase space at 𝑲 > 𝑲𝒄2

The SM’s 𝑇 = 2 antisymmetric trajectory becomes unstable when 𝐾 = 2𝜋, at
the point in phase space where a pair of 𝑇 = 2 trajectories with 𝑥𝑛+1 = 𝑥𝑛 − 𝜋,
𝑝𝑛+1 = −𝑝𝑛 appears. Numerical simulations show (see Figure 5) that the FSMs
demonstrate similar behavior. Let us assume that the FSMRL equations (2.6) and
(2.7) have an asymptotic solution

𝑝𝑛 = (−1)𝑛𝑝𝑙, 𝑥𝑛 = 𝑥𝑙 − 𝜋

2
[1− (−1)𝑛]. (3.13)

Then it follows from (2.6) that relationship (3.9) 𝑝𝑙 = 𝐾/2 sin(𝑥𝑙) holds in this
case too. Simulations similar to those presented in Figure 2b [63] show that for
𝐾 > 𝐾𝑐2 (see Figure 4a) the FSMRL has an asymptotic solution

𝑝𝑛 = (−1)𝑛𝑝𝑙 +𝐴𝑛1−𝛼 (3.14)

with the same 𝐴 for both even and odd values of 𝑛. Substituting (3.14) in (2.7)
and considering limit 𝑛 → ∞ one can derive (see [63])

sin(𝑥𝑙) =
𝜋Γ(𝛼)

𝐾𝑉𝛼𝑙
, (3.15)

which has solutions for

𝐾 > 𝐾𝑐2 =
𝜋Γ(𝛼)

𝑉𝛼𝑙
(3.16)
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Figure 6. Cascade of bifurcations type trajectories (CBTT) from it-
erations on a single trajectory with 𝐾 = 4.5, 𝛼 = 1.65, 𝑥0 = 0, and
𝑝0 = 0.3: (a). 25000 iterations for the FSMRL case. The trajectory oc-
casionally sticks to one of the cascade of bifurcations type trajectories
but later always returns to the chaotic sea; (b). 30000 iterations for the
FSMC case. The CBTTs can hardly be recognized on the full phase
portrait but can be seen on the 𝑥 of 𝑛 dependence in Figure 6c; (c).
Time dependence of the coordinate 𝑥 in Figure 6b.

(see Figure 4) and the value of 𝐴 can also be calculated:

𝐴 =
2𝑥𝑙 − 𝜋

2Γ(2− 𝛼)
. (3.17)

These results are in a good agreement with the direct FSMRL numerical simula-
tions and hold for the FSMC.

3.5. Cascade of bifurcations type trajectories

In the SM further increase in 𝐾 at 𝐾 ≈ 6.59 causes an elliptic-hyperbolic point
transition when 𝑇 = 2 points become unstable and stable 𝑇 = 4 elliptic points
appear. A period doubling cascade of bifurcations leads to the disappearance of
the corresponding islands of stability in the chaotic sea at 𝐾 ≈ 6.6344. The cusp
in Figure 4a points to approximately this spot (𝛼 = 2, 𝐾 ≈ 6.63). Inside of the
band leading to the cusp a new type of the FSM’s attractors appears: cascade of
bifurcations type trajectories (CBTT) (see Figure 6). In CBTTs period doubling
cascade of bifurcations occurs on a single trajectory without any change in the map
parameter. In some cases CBTTs behave like sticky islands of the Hamiltonian
dynamics: occasionally a trajectory enters a CBTT and then leaves it entering
the chaotic sea. Near the cusp CBTTs are barely distinguishable – the relative
time trajectories spend in CBTTs is small. With decrease in 𝛼 the relative time
trajectories spend in CBTTs increases and at 𝛼 close to one a trajectory enters a
CBTT after a few iterations and stays there over the longest computational time
we were able to run our codes – 500000 iterations. A typical FSMC’s CBTT of
this kind is presented in the Figure 7c.
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Figure 7. (a). A single FSMRL ballistic trajectory for 𝐾 = 1.999,
𝛼 = 6.59; (b). Seven disjoint chaotic attractors for the case FSMRL
with 𝐾 = 4.5 and 𝛼 = 1.02. 1000 iterations on each of 20 trajectories:
𝑥0 = 0 and 𝑝0 = 0.0001 + 1.65𝑖, 0 ≤ 𝑖 < 20; (c). 20000 iterations on
each of two overlapping independent attractors for the FSMC case with
𝐾 = 4.5 and 𝛼 = 1.02. The CBTT has 𝑝0 = −1.8855 and the chaotic
attractor 𝑝0 = −2.5135 (𝑥0 = 0).

CBTTs, easily recognizable in the phase space of the FSMRL (Figure 6a),
often almost impossible to distinguish in the phase space of the FSMC (Figure 6b).
But they clearly reveal themselves on a coordinate versus time (step of iteration
𝑛) plot (Figure 6c).

3.6. More FSM’s attractors

The main feature of the SM’s phase space at 𝐾 > 2𝜋, which defines dynamics and
transport and is well investigated (see for example [64]), is the presence of the sticky
accelerator mode islands. Slight decrease in the order of derivative turns accelerator
mode islands into attracting accelerator mode trajectories (AMT) (Figure 7a).
Depending on the values of 𝐾 and 𝛼 trajectories either permanently sink into this
attractor, or intermittently stick to it and return to the chaotic sea. AMTs do not
exist (we were unable to find them) for 𝛼 < 1.995. In the (𝛼,𝐾)-plot (Figure 4a)
the area of the AMT existence is a part (𝐾 > 2𝜋) of a very narrow strip near 𝛼 = 2
line. In the area of the 𝛼,𝐾-plot above the CBTT strip (we considered only𝐾 < 7)
different kinds of chaotic attractors (or possibly pure chaotic behavior) can be
found. Two examples are presented in Figure 7. Figure 7c contains two overlapping
attractors one of which is a CBTT. Existence of the overlapping attractors and
intersecting trajectories is a feature of maps with memory which is impossible in a
regular dynamical systems. The simplest example of intersecting trajectories can
be constructed by starting one trajectory at an arbitrary point (𝑥0, 𝑝0) and then
the second at (𝑥′0, 𝑝

′
0) = (𝑥1, 𝑝1).

3.7. The fractional dissipative standard map (FDSM)

Consideration of the FDSM in [39] demonstrated that already a small deviation
of 𝛼 from 2 leads to significant changes in properties of the map. For example, a



New Types of Solutions of NLFDE 151

0 3.14
10

5

0

5

10
 p

  

 x  0 2 4 6
x 10

4

0

1

2

3

4

5

 x
  

 n  0 2 4 6
x 10

4

0

2

4

6

 x
  

 n  

(a) (b) (c)

Figure 8. The FDSM (in all cases Γ = 5 and Ω = 0): (a). Phase
space for the case 𝐾 = 9.1, 𝛼 = 1.2; (b). 70000 iterations on a single
trajectory for the same case as in Figure 8a (𝐾 = 9.1, 𝛼 = 1.2). A
cascade of bifurcations appears from chaos and then converges into a
periodic trajectory; (c). 70000 iterations on a single trajectory for the
case 𝐾 = 10, 𝛼 = 1.2. A chaotic attractor appears in the FDSM’s
phase space after a chaotic trajectory through an inverse cascade of
bifurcations forms a period 𝑇 = 3 trajectory.

window of ballistic motion which exists in Zaslavsky Map near 𝐾 = 4𝜋 is closing
when 𝛼 < 1.996. Further decrease in 𝛼 at 𝐾 ≈ 4𝜋 produces different kinds of
chaotic attractors and sinks [39].

Some of the new features we observed, which are presented in Figure 8,
include inverse cascade of bifurcations and trajectories which start as a CBTT
and then converge as an inverse cascade of bifurcations. In phase space those
trajectories may look like chaotic attractors.

4. Conclusion

We studied three different fractional maps which describe nonlinear systems with
memory under periodic perturbations (kicks in our case). The types of solutions
which we found in all maps include periodic sinks, attracting slow diverging tra-
jectories, attracting accelerator mode trajectories, chaotic attractors, and cascade
of bifurcations type trajectories. New features discovered include attractors which
overlap, trajectories which intersect, and CBTTs.

The models with a similar behavior may include periodically kicked media
which can be described by FDEs: viscoelastic materials [6] or dielectrics [65]. Ex-
periments can be proposed to observe different kinds of solution, for example
CBTTs, in those media.

Nonlinear models with memory which have chaotic and periodic solutions,
where cascades of bifurcations considered as a result of a change in a system
parameter, are used in population biology and epidemiology [66]. Our calculations
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show that such behavior can be a consequence of the essential internal properties
of the systems with memory and suggest construction of new fractional models of
biological systems.

Our computational results are based on the runs over more that 105 periods of
perturbations. Due to the integro-differential nature of the fractional derivatives,
at present time it is impossible to solve FDEs over more than 103 periods of
oscillations. Our results suggest a new way of looking for a particular solutions of
the FDEs. For example, we may suggest that CBTTs can be found at the values
of system parameters, where in corresponding integer system a period doubling
cascade of bifurcations leads to the disappearance of a system of islands.
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1. Introduction

In this paper we consider nonlinear fractional boundary value problems (FBVPs)
of the form

𝐷𝛼
∗ 𝑦(𝑡) = 𝑓(𝑡, 𝑦(𝑡)), 𝑡 ∈ [0, 𝑇 ] (1.1)

𝑦(𝑎) = 𝑦𝑎, (1.2)

where we assume that 0 < 𝛼 < 1, 0 < 𝑎 < 𝑇 and 𝑓 is a continuous function. 𝐷𝛼
∗

is the Caputo derivative of 𝑦, of order 𝛼 /∈ ℕ ([1]), defined by

𝐷𝛼
∗ 𝑦(𝑡) := 𝐷𝛼(𝑦 − 𝑇 [𝑦])(𝑡)

where 𝑇 [𝑦] is the Taylor polynomial of degree ⌊𝛼⌋ for 𝑦, centered at 0, and 𝐷𝛼 is
the Riemann-Liouville derivative of order 𝛼 [12]. The latter is defined by 𝐷𝛼 :=
𝐷⌈𝛼⌉𝐽⌈𝛼⌉−𝛼, with 𝐽𝛽 being the Riemann-Liouville integral operator,

𝐽𝛽𝑦(𝑡) :=
1

Γ(𝛽)

∫ 𝑡

0

(𝑡− 𝑠)𝛽−1𝑦(𝑠)𝑑𝑠

and 𝐷⌈𝛼⌉ is the classical integer order derivative. Here, as usual, ⌊𝛼⌋ denotes the
biggest integer smaller than 𝛼, and ⌈𝛼⌉ represents the smallest integer greater than
or equal to 𝛼.
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In [4], Diethelm and Ford studied problem (1.1)–(1.2) in the case where 𝑎 = 0,
that is they considered an initial value problem and they have analysed not only
the issues of existence and uniqueness of the solution, but also the dependence of
the solution on the parameters in the differential equation.

Concerning the case where 𝑎 > 0, Diethelm and Ford have recently investi-
gated the uniqueness of the solution (see [5]). They have also proposed a prototype
numerical method based on a shooting argument. But in that paper the authors
have not considered the existence of the solution.

Recently, in [10], we have established sufficient conditions for the existence
and uniqueness of the solution of problem (1.1)–(1.2). We have also proposed a
range of numerical methods to approximate the solution of such problems.

The question of the structural stability of a problem is often neglected but is a
key necessary feature for the effective application of numerical schemes. Numerical
methods, by their very nature, can have the effect of perturbing the problem being
solved. If the perturbed problem may have solutions that are quite different from
the unperturbed equation, then the result of applying a numerical scheme may be
disastrous. The analysis of the stability and structural stability was not provided
in our previous work [10].

Hence, this work continues the investigation initiated in [5] and [10].
The paper is organized in the following way: We begin, in Section 2, with a

summary of the main results obtained in [5] and [10]. To prepare for the construc-
tion of robust numerical methods, in Section 3 we investigate the sensitivity of the
solution with respect to perturbations on the given parameters of the problem. To
be specific, we analyse the dependence of the solution on the value of the boundary
condition 𝑦𝑎, on the order of the derivative 𝛼 and on the right-hand side function
𝑓(𝑡, 𝑦). Finally, in Section 4 we consider and compare a range of numerical meth-
ods to approximate the solution of the considered value problem and investigate if
the proposed numerical schemes preserve the theoretical stability results obtained
in Section 3.

2. Existence and uniqueness of the solution

In [5] the authors proved that under some simple natural conditions on 𝑓 , there is
at most one initial value 𝑦0 for which the solution of the problem

𝐷𝛼
∗ 𝑦(𝑡) = 𝑓(𝑡, 𝑦(𝑡)), 𝑡 ∈ [0, 𝑇 ] (2.1)

𝑦(0) = 𝑦0, (2.2)

satisfies 𝑦(𝑎) = 𝑦𝑎. The fundamental theorem that shows that the problem under
consideration is well posed is the following:

Theorem 2.1 ([5]). Let 0 < 𝛼 < 1 and assume 𝑓 : [0, 𝑏]×[𝑐, 𝑑] → ℝ to be continuous
and satisfy a Lipschitz condition with respect to the second variable. Consider two
solutions 𝑦1 and 𝑦2 to the differential equation

𝐷𝛼
∗ 𝑦𝑗(𝑡) = 𝑓(𝑡, 𝑦𝑗(𝑡)) (𝑗 = 1, 2) (2.3)
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subject to the initial conditions 𝑦𝑗(0) = 𝑦𝑗0, respectively, where 𝑦10 ∕= 𝑦20. Then,
for all 𝑡 where both 𝑦1(𝑡) and 𝑦2(𝑡) exist, we have 𝑦1(𝑡) ∕= 𝑦2(𝑡).

In other words, if we know the value of a solution 𝑦 to the equation (1.1) at
𝑡 = 𝑎 then there is at most one corresponding value of 𝑦(𝑠) at any 𝑠 ∈ [0, 𝑎].

The following lemma, establishing an equivalence between a fractional initial
value problem and a Volterra differential equation, is a widely known result in
Fractional Calculus:

Lemma 2.2. If the function 𝑓 is continuous, the initial value problem (2.1)–(2.2)
is equivalent to the following Volterra integral equation of the second kind:

𝑦(𝑡) = 𝑦0 +
1

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1𝑓(𝑠, 𝑦(𝑠))𝑑𝑠. (2.4)

In [10], we proved an analogous result for boundary value problems of the
form (1.1)–(1.2):

Lemma 2.3. If the function 𝑓 is continuous and satisfies a Lipschitz condition with
Lipschitz constant 𝐿 > 0 with respect to its second argument:

∣𝑓(𝑡, 𝑦)− 𝑓(𝑡, 𝑧)∣ ≤ 𝐿 ∣𝑦 − 𝑧∣ , (2.5)

for some constant 𝐿 > 0 independent of 𝑡, 𝑦 and 𝑧, and if 2𝐿𝑎𝛼

Γ(𝛼+1) < 1, then the

boundary value problem (1.1)–(1.2) is equivalent to the integral equation

𝑦(𝑡) = 𝑦(𝑎)− 1

Γ(𝛼)

∫ 𝑎

0

(𝑎− 𝑠)𝛼−1𝑓(𝑠, 𝑦(𝑠))𝑑𝑠

+
1

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1𝑓(𝑠, 𝑦(𝑠))𝑑𝑠
(2.6)

We have also proved that if the conditions of Lemma 2.3 were satisfied, then
equation (2.6) has a unique solution on [0, 𝑎]. As a consequence we find that every
FBVP (1.1)–(1.2) coincides with a unique initial condition 𝑦0:

𝑦0 = 𝑦(𝑎)− 1

Γ(𝛼)

∫ 𝑎

0

(𝑎− 𝑠)𝛼−1𝑓(𝑠, 𝑦(𝑠))𝑑𝑠.

Then, as pointed out in that paper, having proved the existence of 𝑦(0), existence
and uniqueness results for 𝑡 > 𝑎 could be inherited from the corresponding initial
value problem theory (see [4]).

3. Dependence on the problem parameters

In this section we investigate the dependence of the solution on the given param-
eters of the problem, namely, on the boundary condition 𝑦𝑎, on the order of the
derivative 𝛼 and on the right-hand side function 𝑓 . We only consider the nonlinear
case. The simplest case of linear FBVPs was considered in [9].
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We begin by analysing the change on the solution under a perturbation on
the boundary condition imposed at 𝑡 = 𝑎 > 0. Given the two problems

𝐷𝛼
∗ 𝑦(𝑡) = 𝑓(𝑡, 𝑦(𝑡)), 𝑡 ∈ [0, 𝑇 ]

𝑦(𝑎) = 𝑦𝑎 (3.1)

and

𝐷𝛼
∗ 𝑧(𝑡) = 𝑓(𝑡, 𝑧(𝑡)), 𝑡 ∈ [0, 𝑇 ]

𝑧(𝑎) = 𝑧𝑎 (3.2)

consider, without loss of generality, the case where 𝑦(𝑎) ≥ 𝑧(𝑎). Remember, by [5],
that we then have 𝑦(𝑡) ≥ 𝑧(𝑡) for any 𝑡 where both solutions exist.

Taking Lemma 2.2 and the Lipschitz condition (2.5) into account, we have

𝑦(𝑡)− 𝑧(𝑡) = 𝑦(0)− 𝑧(0) +
1

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

≤ 𝑦(0)− 𝑧(0) +
𝐿

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1∣𝑦(𝑠)− 𝑧(𝑠)∣𝑑𝑠,

and therefore, it follows by a Gronwall inequality (see [2]) that:

∣𝑦(𝑡)− 𝑧(𝑡)∣ ≤ ∣𝑦(0)− 𝑧(0)∣𝑒( 𝐿
𝛼Γ(𝛼)

𝑡𝛼). (3.3)

Analogously, we easily conclude that

∣𝑦(𝑡)− 𝑧(𝑡)∣ ≥ ∣𝑦(0)− 𝑧(0)∣𝑒( −𝐿
𝛼Γ(𝛼) 𝑡

𝛼). (3.4)

In particular, if we take 𝑡 = 𝑎 in (3.4), we obtain

∣𝑦(0)− 𝑧(0)∣ ≤ ∣𝑦(𝑎)− 𝑧(𝑎)∣𝑒( 𝐿
𝛼Γ(𝛼)

𝑎𝛼). (3.5)

Substituting (3.5) in (3.3) we immediately obtain the following theorem.

Theorem 3.1. Let 𝑦(𝑡) and 𝑧(𝑡) be the solutions of the two problems (3.1) and (3.2),
respectively, where 0 < 𝛼 < 1, 𝑓 is a continuous function satisfying the Lipschitz
condition (2.5) and 2𝐿𝑎𝛼

Γ(𝛼+1) < 1. Then

∣𝑦(𝑡)− 𝑧(𝑡)∣ ≤ ∣𝑦(𝑎)− 𝑧(𝑎)∣𝑒( 𝐿
𝛼Γ(𝛼) (𝑡

𝛼+𝑎𝛼)) (3.6)

for any 𝑡 where both solutions exist.

Taking into account this theorem we can conclude that

∥𝑦 − 𝑧∥ = 𝑂 (∣𝑦(𝑎)− 𝑧(𝑎)∣) ,
on any compact interval where both solutions exist. Estimate (3.6) may be very
rough. It is known from the theory of ODEs that if 𝑦1 and 𝑦2 are two solutions
of the first-order differential equation 𝑦′(𝑡) = 𝑓(𝑡, 𝑦(𝑡)), where 𝑓 is a continuous
function satisfying a Lipschitz condition with respect to its second argument, then
the following inequality holds

∣𝑦1(𝑡)− 𝑦2(𝑡)∣ ≤ ∣𝑦1(𝑎)− 𝑦2(𝑎)∣𝑒𝐿(𝑡−𝑎), ∀𝑡 ≥ 𝑎.
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Next we investigate under what conditions a similar estimate holds in the
fractional setting.

Theorem 3.2. Let 𝑦(𝑡) and 𝑧(𝑡) be the solutions of the two problems (3.1) and (3.2),
respectively, where 0 < 𝛼 < 1, 𝑓 is a continuous function satisfying the Lipschitz
condition (2.5), 2𝐿𝑎𝛼

Γ(𝛼+1) < 1 and the additional condition

𝑓(𝑡, 𝑢)− 𝑓(𝑡, 𝑣) ≥ 𝑀(𝑢− 𝑣), ∀𝑢 ≥ 𝑣, (3.7)

for some 𝑀 > 0. Then

∣𝑦(𝑡)− 𝑧(𝑡)∣ ≤ ∣𝑦(𝑎)− 𝑧(𝑎)∣𝑒( 𝐿
𝛼Γ(𝛼)

ℎ(𝑡)), ∀𝑡 ∈ [0, 𝑇 ], (3.8)

where

ℎ(𝑡) =

{
(𝑎− 𝑡)𝛼 + 𝑡𝛼 − 𝑎𝛼, 𝑡 < 𝑎

(𝑡− 𝑎)𝛼, 𝑡 ≥ 𝑎
.

Proof. Let us assume without loss of generality that 𝑦(𝑎) ≥ 𝑧(𝑎). By [5] we know
that we must have 𝑦(𝑡) ≥ 𝑧(𝑡), for every 𝑡 where both solutions exist. Taking
Lemma 2.3 into account, we may write

𝑦(𝑡)− 𝑧(𝑡) = 𝑦(𝑎)− 𝑧(𝑎)− 1

Γ(𝛼)

∫ 𝑎

0

(𝑎− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

+
1

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠.

Let us first consider the case where 𝑡 ≥ 𝑎. Then

𝑦(𝑡)− 𝑧(𝑡)

= 𝑦(𝑎)− 𝑧(𝑎)− 1

Γ(𝛼)

∫ 𝑎

0

(𝑎− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

+
1

Γ(𝛼)

∫ 𝑎

0

(𝑡− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

+
1

Γ(𝛼)

∫ 𝑡

𝑎

(𝑡− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

= 𝑦(𝑎)− 𝑧(𝑎) +
1

Γ(𝛼)

∫ 𝑎

0

(
(𝑡− 𝑠)𝛼−1 − (𝑎− 𝑠)𝛼−1

)
(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

+
1

Γ(𝛼)

∫ 𝑡

𝑎

(𝑡− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

Since in this case (𝑡− 𝑠)𝛼−1 − (𝑎− 𝑠)𝛼−1 ≤ 0 and 𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)) ≥ 𝑀 > 0
then

𝑦(𝑡)− 𝑧(𝑡) ≤ 𝑦(𝑎)− 𝑧(𝑎) +
1

Γ(𝛼)

∫ 𝑡

𝑎

(𝑡− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠.
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Since we have assumed that 𝑦(𝑎) ≥ 𝑧(𝑎) we conclude

∣𝑦(𝑡)− 𝑧(𝑡)∣ ≤ ∣𝑦(𝑎)− 𝑧(𝑎)∣+ 𝐿

Γ(𝛼)

∫ 𝑡

𝑎

(𝑡− 𝑠)𝛼−1∣𝑦(𝑠)− 𝑧(𝑠)∣𝑑𝑠,

and the result follows by a Gronwall inequality.

On the other hand, if we now consider 𝑡 < 𝑎 then using similar arguments
we write

𝑦(𝑡)− 𝑧(𝑡)

= 𝑦(𝑎)− 𝑧(𝑎)− 1

Γ(𝛼)

∫ 𝑡

0

(𝑎− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

− 1

Γ(𝛼)

∫ 𝑎

𝑡

(𝑎− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

+
1

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

= 𝑦(𝑎)− 𝑧(𝑎) +
1

Γ(𝛼)

∫ 𝑡

0

(
(𝑡− 𝑠)𝛼−1 − (𝑎− 𝑠)𝛼−1

)
(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

− 1

Γ(𝛼)

∫ 𝑎

𝑡

(𝑎− 𝑠)𝛼−1(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠

≤ 𝑦(𝑎)− 𝑧(𝑎) +
1

Γ(𝛼)

∫ 𝑡

0

(
(𝑡− 𝑠)𝛼−1 − (𝑎− 𝑠)𝛼−1

)
(𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠)))𝑑𝑠,

and the desired result follows once again by a Gronwall inequality. □

Next, we investigate the dependence of the solution on the order of the de-
rivative. As pointed out in [4], when modelling certain processes, the order of the
derivative is only known up to a certain accuracy. Therefore it is important in the
fractional case, to know how the solution depends on that parameter.

Let us then consider problem (1.1)–(1.2) and the following perturbed one

𝐷𝛼−𝛿
∗ 𝑧(𝑡) = 𝑓(𝑡, 𝑧(𝑡)), 𝑡 ∈ [0, 𝑇 ] (3.9)

𝑧(𝑎) = 𝑦𝑎. (3.10)

Theorem 3.3. Let 𝑦 and 𝑧 be the uniquely determined solutions of problems (1.1)–
(1.2) and (3.9)–(3.10), respectively, and assume that the continuous function 𝑓
satisfies a Lipschitz condition of the form (2.5). Then

∥𝑦 − 𝑧∥ = 𝑂(𝛿)

on any compact interval where both solutions exist.

Proof. We follow the steps of Theorem 3.1 in [4]. Since

𝐷𝛼−𝛿
∗

(
𝑧(𝑡)−𝐷𝛿

∗𝑦(𝑡)
)
= 𝑓(𝑡, 𝑧(𝑡))− 𝑓(𝑡, 𝑦(𝑡))
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and since 𝐷𝛿
∗𝑦(𝑡) = 𝑂(𝛿)𝑦(𝑡) + 𝑦(𝑡), we have

𝑧(𝑡)− 𝑦(𝑡) = 𝑧(0)− 𝑦(0) (3.11)

+
1

Γ(𝛼− 𝛿)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−𝛿−1 (𝑓(𝑠, 𝑧(𝑠))− 𝑓(𝑠, 𝑦(𝑠))) 𝑑𝑠+𝑂(𝛿)𝑦(𝑡).

The only difference between this equation and the one obtained in [4], is the first
term on the right-hand side of (3.11), the quantity 𝑧(0) − 𝑦(0). Since in [4], the
authors have proved that 𝑂(𝛿)𝑦(𝑡) ≤ 𝑀𝛿, where 𝑀 is a constant, in order to prove
the theorem we just need to conclude that ∣𝑧(0)− 𝑦(0)∣ = 𝑂(𝛿).

Since we have

𝑧(0)− 𝑦(0) = − 1

Γ(𝛼 − 𝛿)

∫ 𝑎

0

(𝑎− 𝑠)𝛼−𝛿−1𝑓(𝑠, 𝑧(𝑠))𝑑𝑠

+
1

Γ(𝛼)

∫ 𝑎

0

(𝑎− 𝑠)𝛼−1𝑓(𝑠, 𝑦(𝑠))𝑑𝑠,

then

∣𝑧(0)− 𝑦(0)∣ ≤ ∥𝑓∥
Γ(𝛼− 𝛿)

∫ 𝑎

0

(𝑎− 𝑠)𝛼−𝛿−1𝑑𝑠+
∥𝑓∥
Γ(𝛼)

∫ 𝑎

0

(𝑎− 𝑠)𝛼−1

=
∥𝑓∥

Γ(𝛼− 𝛿 + 1)
𝑎𝛼−𝛿 +

∥𝑓∥
Γ(𝛼)

𝑎𝛼

≤ 𝐶𝛿,

where 𝐶 is a suitable constant depending on 𝛼, 𝑎 and ∥𝑓∥. We can now write

∣𝑧(𝑡)− 𝑦(𝑡)∣ ≤ (𝑀 + 𝐶)𝛿 +
𝐿

Γ(𝛼− 𝛿)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−𝛿−1 ∣𝑧(𝑡)− 𝑦(𝑡)∣ 𝑑𝑠.

It follows, by a Gronwall inequality, that

∣𝑧(𝑡)− 𝑦(𝑡)∣ ≤ (𝑀 + 𝐶)𝛿𝑒(
𝐿

Γ(𝛼−𝛿+1)
𝑡𝛼−𝛿).

By taking the infinity-norm on a compact interval where both solutions exist, the
theorem is proved. □

Finally, we consider a perturbation on the right-hand side function 𝑓 .

Theorem 3.4. Let 𝑦 and 𝑧 be the uniquely determined solutions of problems (1.1)–
(1.2) and

𝐷𝛼
∗ 𝑧(𝑡) = 𝑓(𝑡, 𝑧(𝑡)), 𝑡 ∈ [0, 𝑇 ]

𝑧(𝑎) = 𝑦𝑎.

respectively, and assume that the continuous function 𝑓 satisfies a Lipschitz con-
dition of the form (2.5). Then

∥𝑦 − 𝑧∥ = 𝑂
(∥∥∥𝑓 − 𝑓

∥∥∥)
on any compact interval where both solutions exist.
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Proof. Again, we follow the steps in [4]. Since

𝑧(𝑡)− 𝑦(𝑡) = 𝑦(0)− 𝑧(0) +
1

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1
(
𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠))

)
𝑑𝑠

= 𝑦(0)− 𝑧(0) +
1

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1 (𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠))) 𝑑𝑠

+
1

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1
(
𝑓(𝑠, 𝑧(𝑠))− 𝑓(𝑠, 𝑧(𝑠))

)
𝑑𝑠,

we have

∣𝑦(𝑡)− 𝑧(𝑡)∣ ≤ ∣𝑦(0)− 𝑧(0)∣+ 𝐿

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1 ∣𝑦(𝑠)− 𝑧(𝑠)∣ 𝑑𝑠+𝐷
∥∥∥𝑓 − 𝑓

∥∥∥ ,

where 𝐷 is a constant. On the other hand, we have

𝑦(0)− 𝑧(0) = − 1

Γ(𝛼)

∫ 𝑎

0

(𝑎− 𝑠)𝛼−1
(
𝑓(𝑠, 𝑦(𝑠))− 𝑓(𝑠, 𝑧(𝑠))

)
𝑑𝑠,

and therefore

∣𝑦(0)− 𝑧(0)∣ ≤ 1

Γ(𝛼)

∥∥∥𝑓 − 𝑓
∥∥∥ ∫ 𝑎

0

(𝑎− 𝑠)𝛼−1𝑑𝑠 =
1

Γ(𝛼 + 1)

∥∥∥𝑓 − 𝑓
∥∥∥ 𝑎𝛼.

We can then write

∣𝑦(𝑡)− 𝑧(𝑡)∣ ≤ 𝑂
(∥∥∥𝑓 − 𝑓

∥∥∥)
+

𝐿

Γ(𝛼)

∫ 𝑡

0

(𝑡− 𝑠)𝛼−1 ∣𝑦(𝑠)− 𝑧(𝑠)∣ 𝑑𝑠

and the desired result follows by a Gronwall inequality. □

4. Numerical examples

In this section we investigate whether natural numerical methods preserve the
underlying stability of the problem.

From the results in [5] we know that for the solution of (1.1) that passes
through the point (𝑎, 𝑦𝑎), we are able to find at most one point (0, 𝑦0) that also
lies on the same solution trajectory. In that paper that was carried out by using a
shooting algorithm based on the bisection method. In what follows we will use a
different approach where the bisection is replaced by the secant method. We shall
also consider a range of simple algorithms for evaluating the solution.

The methods that we used to solve the initial value problems are listed below:

1) The first method we have considered was the fractional Adams scheme of [6],
the one also used in [5];

2) This is a finite difference method based on the definition of the Grunwald-
Letnikov operator (see, for example, [8]);

3) Fractional backward difference based on quadrature (see, for example, [3], [8]);
4) The fractional BDF method due to Lubich with 𝑝 = 3 ([7], [11]).
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First, we will be interested in investigating how small perturbations in the
boundary condition will affect the values of the numerical solution in the whole
interval where the differential equation is defined.

Let us consider the boundary value problem

𝐷0.5
∗ 𝑦(𝑡) =

1

4

(−𝑦(𝑡) + 𝑡2
)
+

2

Γ(2.5)
𝑡1.5, 𝑡 ∈ [0, 1] (4.1)

𝑦(0.5) = 0.25, (4.2)

whose analytical solution is 𝑦(𝑡) = 𝑡2. Let us also consider another problem where
the boundary condition suffers a perturbation:

𝐷0.5
∗ 𝑧(𝑡) =

1

4

(−𝑧(𝑡) + 𝑡2
)
+

2

Γ(2.5)
𝑡1.5, 𝑡 ∈ [0, 1] (4.3)

𝑧(0.5) = 0.25 + 𝜖, (4.4)

The obtained approximated values for 𝑦(0), 𝑧(0), 𝑦(1), 𝑧(1) and ∥𝑦 − 𝑧∥∞ are
presented in Tables 1–8. Here, as usual, ∥𝑦 − 𝑧∥∞ = max𝑖 ∣𝑦𝑖 − 𝑧𝑖∣, where 𝑦𝑖 and
𝑧𝑖 are the obtained numerical approximations of 𝑦(𝑡) and 𝑧(𝑡) at the discretization
points 𝑡𝑖.

ℎ 𝑦0 𝑧(0) 𝑦(1) 𝑧(1) ∥𝑦 − 𝑧∥∞
1
10 -0.0054849330 0.1152990040 1.0030265377 1.0960650891 0.1207839
1
20 -0.0017210176 0.1190499124 1.0010149424 1.0940478654 0.1207709
1
40 -0.0005496786 0.1202165327 1.0003461746 1.0933770885 0.1207662
1
80 -0.0001789695 0.1205855492 1.0001194115 1.0931496117 0.1207645
1
160 -0.0000593227 0.1207045924 1.0000415048 1.0930714521 0.1207639
1
320 -0.0000199673 0.1207437331 1.0000145011 1.0930443589 0.1207637

Table 1. Numerical solution of problems (4.1)–(4.2) and (4.3)–(4.4)
with 𝜖 = 0.1 (method 1 to solve the IVP)

𝑧(0.5) ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.25 1.0030265377 1.0010149424 1.0000849174
0.255 1.0076784652 1.0056665885 1.0047364219
0.26 1.0123303928 1.0103182347 1.0093879263
0.265 1.0169823204 1.0149698808 1.0140394308
0.27 1.0216342480 1.0196215270 1.0186909352
0.275 1.0262861755 1.0242731731 1.0233424397

Table 2. Approximate values of 𝑧(1) as 𝑧(0.5) varies in problem (4.3)–
(4.4) (method 1 to solve the IVP)
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ℎ 𝑦0 𝑧(0) 𝑦(1) 𝑧(1) ∥𝑦 − 𝑧∥∞
1
10 -0.0253617838 0.0901790683 1.0216695974 1.1135543428 0.11554085
1
20 -0.0128768752 0.1041962790 1.0108130585 1.1029834366 0.11799207
1
40 -0.0065049880 0.1116788859 1.0053960318 1.0978061473 0.12098759
1
80 -0.0032750609 0.1156902566 1.0026937881 1.0952844389 0.12315925
1
160 -0.0016452209 0.1178637577 1.0013453037 1.0940659509 0.12471531
1
320 -0.0008252492 0.1190611268 1.0006720717 1.0934846232 0.12582340

Table 3. Numerical solution of problems (4.1)–(4.2) and (4.3)–(4.4)
with 𝜖 = 0.1 (method 2 to solve the IVP)

𝑧(0.5) ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.25 1.0216695974 1.0108130585 1.0021541258
0.255 1.0262638347 1.0154215774 1.0067859964
0.26 1.0308580719 1.0200300963 1.0114178670
0.265 1.0354523092 1.0246386152 1.0160497376
0.27 1.0400465465 1.0292471341 1.0206816082
0.275 1.0446407838 1.0338556530 1.0253134788

Table 4. Approximate values of 𝑧(1) as 𝑧(0.5) varies in problem (4.3)–
(4.4) (method 2 to solve the IVP)

ℎ 𝑦0 𝑧(0) 𝑦(1) 𝑧(1) ∥𝑦 − 𝑧∥∞
1
10 -0.0103262980 0.1093043160 1.0042139824 1.0969612170 0.1196306
1
20 -0.0038807170 0.1163222634 1.0014768777 1.0943661559 0.1202030
1
40 -0.0014256161 0.1190605864 1.0005196320 1.0934799409 0.1204862
1
80 -0.0005166701 0.1201093552 1.0001832602 1.0931786389 0.1206260
1
160 -0.0001856936 0.1205095259 1.0000647110 1.0930774233 0.1206952
1
320 -0.0000663842 0.1206631666 1.0000228645 1.0930441677 0.1207296

Table 5. Numerical solution of problems (4.1)–(4.2) and (4.3)–(4.4)
with 𝜖 = 0.1 (method 3 to solve the IVP)

According to the numerical results in Tables 1, 3, 5 and 7, we see that
∥𝑦 − 𝑧∥∞ ∼= 0.12 for all the considered methods, independently of the used step
size ℎ.

This is in fact in agreement with (3.6), whose right-hand side is, in this case,
given approximately by 0.16.
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𝑧(0.5) ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.25 1.0042139824 1.0014768777 1.0001310646
0.255 1.0088513442 1.0061213416 1.0047811812
0.26 1.0134887059 1.0107658055 1.0094312978
0.265 1.0181260676 1.0154102694 1.0140814145
0.27 1.0227634294 1.0200547333 1.0187315311
0.275 1.0274007911 1.0246991972 1.0233816477

Table 6. Approximate values of 𝑧(1) as 𝑧(0.5) varies in problem (4.3)–
(4.4) (method 3 to solve the IVP)

ℎ 𝑦0 𝑧(0) 𝑦(1) 𝑧(1) ∥𝑦 − 𝑧∥∞
1
10 6.383× 10−18 0.1230002694 1.0000000000 1.0935742723 0.1230003
1
20 3.382× 10−17 0.1218749008 1.0000000000 1.0933073938 0.1218749
1
40 < ×10−25 0.1213130381 1.0000000000 1.0931669747 0.1213130
1
80 −1.17× 10−17 0.1210364412 1.0000000000 1.0930979133 0.1210364
1

160 5.551× 10−16 0.1208994229 1.0000000000 1.0930637117 0.1208994
1

320 6.707× 10−17 0.1208313115 1.0000000000 1.0930467121 0.1208313

Table 7. Numerical solution of problems (4.1)–(4.2) and (4.3)–(4.4)
with 𝜖 = 0.1 (method 4 to solve the IVP)

𝑧(0.5) ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.25 1.0000000000 1.0000000000 1.0000000000
0.255 1.0046787136 1.0046653697 1.0046542102
0.26 1.0093574272 1.0093307394 1.0093084203
0.265 1.0140361408 1.0139961091 1.0139626305
0.27 1.0187148545 1.0186614788 1.0186168407
0.275 1.0233935681 1.0233268485 1.0232710508

Table 8. Approximate values of 𝑧(1) as 𝑧(0.5) varies in problem (4.3)–
(4.4) (method 4 to solve the IVP)

With 𝜖 = 0.001 and for different step size ℎ, the values of ∥𝑦 − 𝑧∥∞ =
max𝑖 ∣𝑦𝑖 − 𝑧𝑖∣, for problems (4.1)–(4.2) and (4.3)–(4.4) are plotted in Figure 1.

Note that in equation (4.1) although the right-hand side function 𝑓(𝑡, 𝑦) =
1
4

(−𝑦 + 𝑡2
)
+ 2

Γ(2.5)𝑥
1.5 satisfies a Lipschitz condition with respect to its second

argument, it does not satisfy a condition of form (3.7) and therefore we can not
apply Theorem 3.2. So next, instead of problems (4.1)–(4.2) and (4.3)–(4.4), we



168 N.J. Ford and M.L. Morgado

0 0.02 0.04 0.06 0.08 0.1
h

0.00120765

0.0012077

0.00120775

0.0012078

M
e
t
h
o
d
 
1

0 0.02 0.04 0.06 0.08 0.1
h

0.00116

0.00118

0.0012

0.00122

0.00124

0.00126

M
e
t
h
o
d
 
2

0 0.02 0.04 0.06 0.08 0.1
h

0.001198

0.0012

0.001202

0.001204

0.001206

M
e
t
h
o
d
 
3

0 0.02 0.04 0.06 0.08 0.1
h

0.00121

0.001215

0.00122

0.001225

0.00123

M
e
t
h
o
d
 
4

Figure 1. ∥𝑦 − 𝑧∥∞ for problems (4.1)–(4.2) and (4.3)–(4.4) with 𝜖 = 0.001.

consider the slightly different ones, for which all the conditions of theorem 3.2
hold:

𝐷0.5
∗ 𝑦(𝑡) =

1

4

(
𝑦(𝑡)− 𝑡2

)
+

2

Γ(2.5)
𝑡1.5, 𝑡 ∈ [0, 1] (4.5)

𝑦(0.5) = 0.25, (4.6)

whose analytical solution is 𝑦(𝑡) = 𝑡2, and

𝐷0.5
∗ 𝑧(𝑡) =

1

4

(
𝑧(𝑡)− 𝑡2

)
+

2

Γ(2.5)
𝑡1.5, 𝑡 ∈ [0, 1] (4.7)

𝑧(0.5) = 0.25 + 𝜖. (4.8)

The values of ∥𝑦 − 𝑧∥∞ = max𝑖 ∣𝑦𝑖 − 𝑧𝑖∣, for problems (4.5)–(4.6) and (4.7)–(4.8)
with 𝜖 = 0.001, for different step-sizes ℎ are plotted in Figure 2.

Now, let us assume that the order of the derivative is not a precise parameter
in problem (4.1)–(4.2), that is let us consider the perturbed problem

𝐷0.5+𝛿
∗ 𝑧(𝑡) =

1

4

(−𝑧(𝑡) + 𝑡2
)
+

2

Γ(2.5)
𝑡1.5, 𝑡 ∈ [0, 1] (4.9)

𝑧(0.5) = 0.25, (4.10)

and let us investigate how the solution is influenced as 𝛿 varies. In Tables 9–12 we
display some approximations for the solution at 𝑡 = 1, for each of the considered
methods.

The numerical results in Tables 9–12, suggest a linear dependence of the
solution on the change of the order of the derivative (which is in agreement with
the obtained theoretical results) independently of the step size ℎ.
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Figure 2. ∥𝑦 − 𝑧∥∞ for problems (4.5)–(4.6) and (4.7)–(4.8) with 𝜖 = 0.001.

This can, in fact, be observed in Figure 3 where, for problem (4.3)–(4.4), the
values of 𝑦(1) are presented, as 𝛼 varies.

𝛼 ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.5 1.0030265377 1.0010149424 1.0000849174
0.55 0.9801168033 0.9783362615 0.9775469250
0.6 0.9566946604 0.9551082706 0.9544343212
0.65 0.9328416892 0.9314185402 0.9308393324
0.7 0.9086470413 0.9073608852 0.9068593219
0.75 0.8842051162 0.8830334204 0.8825951869

Table 9. Approximate values of 𝑧(1) as the order of the derivative (𝛼)
varies in problem (4.9)–(4.10) (method 1 to solve the IVP)

𝛼 ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.5 1.0216695974 1.01081305854 1.0021541258
0.55 1.0016836686 0.98952041057 0.9798395008
0.6 0.9812243353 0.96770940423 0.9569580681
0.65 0.9603737723 0.94547410934 0.9336109471
0.7 0.9392085808 0.92290603211 0.9099026255
0.75 0.9177983522 0.90009116441 0.8859369581

Table 10. Approximate values of 𝑧(1) as the order of the derivative
(𝛼) varies in problem (4.9)–(4.10) (method 2 to solve the IVP)
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Figure 3. Approximate values of 𝑦(1) for problem (4.3)–(4.4) as 𝛼
varies, with ℎ = 0.01.

𝛼 ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.5 1.0042139824 1.0014768777 1.0001310646
0.55 0.9833621572 0.9796203509 0.9776850542
0.6 0.9623924898 0.9574112393 0.9546967148
0.65 0.9414623864 0.9349898685 0.9312723319
0.7 0.9207311610 0.9125041586 0.9075262987
0.75 0.9003575136 0.8901071952 0.8835800426

Table 11. Approximate values of 𝑧(1) as the order of the derivative
(𝛼) varies in problem (4.9)–(4.10) (method 3 to solve the IVP)

𝛼 ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.5 1.0000000000 1.0000000000 1.0000000000
0.55 0.9775753486 0.9775287122 0.9774900389
0.6 0.9545612500 0.9544726079 0.9544000388
0.65 0.9310453068 0.9309221716 0.9308226826
0.7 0.9071208720 0.9069732378 0.9068556280
0.75 0.8828856873 0.8827255289 0.8825999930

Table 12. Approximate values of 𝑧(1) as the order of the derivative
(𝛼) varies in problem (4.9)–(4.10) (method 4 to solve the IVP)
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Finally, let us assume that the right-hand side function in (4.1) may include
small perturbations on the given data. Consider, for example the perturbed prob-
lem

𝐷0.5
∗ 𝑧(𝑡) =

1

4

(
(−1 + 𝜂)𝑧(𝑡) + 𝑡2

)
+

2

Γ(2.5)
𝑡1.5, 𝑡 ∈ [0, 1] (4.11)

𝑧(0.5) = 0.25, (4.12)

and let us analyse how the solution varies as 𝜂 varies. Some numerical examples
for each of the considered methods are presented in Tables 13–16.

𝜂 ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.00 1.0216695974 1.0108130585 1.0021541258
0.005 1.0222566738 1.0113807981 1.0027061428
0.01 1.0228444824 1.0119492258 1.0032588129
0.015 1.0234330243 1.0125183426 1.0038121372
0.02 1.0240223008 1.0130881498 1.0043661167
0.025 1.0246123132 1.0136586485 1.0049207525
0.03 1.0252030629 1.0142298399 1.0054760457

Table 13. Approximate values of 𝑧(1) as the right-hand side function
varies in problem (4.11)–(4.12) (method 1 to solve the IVP)

𝜂 ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.00 1.0148798261 1.0074099033 1.0014735296
0.005 1.0165687087 1.0090604992 1.0030924942
0.01 1.0182639376 1.0107172033 1.0047173721
0.015 1.0199655467 1.0123800474 1.0063481936
0.02 1.0216735706 1.0140490639 1.0079849893
0.025 1.0233880437 1.0157242851 1.0096277899
0.03 1.0251090009 1.0174057439 1.0112766264

Table 14. Approximate values of 𝑧(1) as the right-hand side function
varies in problem (4.11)–(4.12) (method 2 to solve the IVP)
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𝜂 ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.00 1.0042139824 1.0014768777 1.0001310646
0.005 1.0047712945 1.0020281270 1.0006791657
0.01 1.0053292724 1.0025800279 1.0012279114
0.015 1.0058879170 1.0031325814 1.0017773026
0.02 1.0064472295 1.0036857885 1.0023273404
0.025 1.0070072110 1.0042396503 1.0028780258
0.03 1.0075678626 1.0047941679 1.0034293599

Table 15. Approximate values of 𝑧(1) as the right-hand side function
varies in problem (4.11)–(4.12) (method 3 to solve the IVP)

𝜂 ℎ = 0.1 ℎ = 0.05 ℎ = 0.01

0.00 1.0000000000 1.0000000000 1.0000000000
0.005 1.0005470969 1.0005474302 1.0005477003
0.01 1.0010948435 1.0010955073 1.0010960451
0.015 1.0016432410 1.0016442323 1.0016450354
0.02 1.0021922904 1.0021936062 1.0021946723
0.025 1.0027419926 1.0027436300 1.0027449568
0.03 1.0032923488 1.0032943049 1.0032958900

Table 16. Approximate values of 𝑧(1) as the right-hand side function
varies in problem (4.11)–(4.12) (method 4 to solve the IVP)

5. Conclusions

In this paper we have continued the investigation in [10], where existence and
uniqueness results were stated for fractional boundary value problems of the form
(1.1)–(1.2).

Here we proved that this kind of problem is stable in the sense that small
perturbations of the given parameters, namely of the boundary condition, of the
order of the derivative and of the right-hand side function, will produce small
changes in the solution.

Some numerical results were carried out, by using a wide range of numerical
methods, to illustrate and confirm the theoretical results.
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On the Boundedness of the Fractional Maximal
Operator, Riesz Potential and Their
Commutators in Generalized Morrey Spaces
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Abstract. In the paper the authors find conditions on the pair (𝜑1, 𝜑2) which
ensure the Spanne type boundedness of the fractional maximal operator 𝑀𝛼

and the Riesz potential operator 𝐼𝛼 from one generalized Morrey spaces𝑀𝑝,𝜑1

to another 𝑀𝑞,𝜑2 , 1 < 𝑝 < 𝑞 < ∞, 1/𝑝 − 1/𝑞 = 𝛼/𝑛, and from 𝑀1,𝜑1 to the
weak space 𝑊𝑀𝑞,𝜑2 , 1 < 𝑞 < ∞, 1− 1/𝑞 = 𝛼/𝑛. We also find conditions on
𝜑 which ensure the Adams type boundedness of the 𝑀𝛼 and 𝐼𝛼 from 𝑀

𝑝,𝜑
1
𝑝

to 𝑀
𝑞,𝜑

1
𝑞

for 1 < 𝑝 < 𝑞 < ∞ and from 𝑀1,𝜑 to 𝑊𝑀
𝑞,𝜑

1
𝑞

for 1 < 𝑞 <

∞. As applications of those results, the boundeness of the commutators of
operators 𝑀𝛼 and 𝐼𝛼 on generalized Morrey spaces is also obtained. In the
case 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛) and 1 < 𝑝 < 𝑞 < ∞, we find the sufficient conditions on
the pair (𝜑1, 𝜑2) which ensures the boundedness of the operators 𝑀𝑏,𝛼 and
[𝑏, 𝐼𝛼] from 𝑀𝑝,𝜑1 to 𝑀𝑞,𝜑2 with 1/𝑝− 1/𝑞 = 𝛼/𝑛. We also find the sufficient
conditions on 𝜑 which ensures the boundedness of the operators 𝑀𝑏,𝛼 and
[𝑏, 𝐼𝛼] from 𝑀

𝑝,𝜑
1
𝑝

to 𝑀
𝑞,𝜑

1
𝑞

for 1 < 𝑝 < 𝑞 < ∞. In all cases conditions

for the boundedness are given in terms of Zygmund-type integral inequalities
on (𝜑1, 𝜑2) and 𝜑, which do not assume any assumption on monotonicity of
𝜑1, 𝜑2 and 𝜑 in 𝑟. As applications, we get some estimates for Marcinkiewicz
operator and fractional powers of the some analytic semigroups on generalized
Morrey spaces.

Mathematics Subject Classification (2010). Primary 42B20, 42B25, 42B35.

Keywords. Fractional maximal operator; Riesz potential operator; generalized
Morrey space; commutator; BMO space.

The research of V. Guliyev was partially supported by the grant of Science Development Foun-

dation under the President of the Republic of Azerbaijan project EIF-2010-1(1)-40/06-1 and by
the Scientific and Technological Research Council of Turkey (TUBITAK Project No: 110T695).



176 V.S. Guliyev and P.S. Shukurov

1. Introduction

The theory of boundedness of classical operators of the real analysis, such as the
maximal operator, fractional maximal operator, Riesz potential and the singular
integral operators etc, from one weighted Lebesgue space to another one is well
studied by now. These results have good applications in the theory of partial differ-
ential equations. However, in the theory of partial differential equations, along with
weighted Lebesgue spaces, general Morrey-type spaces also play an important role.

For 𝑥 ∈ ℝ𝑛 and 𝑟 > 0, we denote by 𝐵(𝑥, 𝑟) the open ball centered at 𝑥 of

radius 𝑟, and by
∁
𝐵(𝑥, 𝑟) denote its complement. Let ∣𝐵(𝑥, 𝑟)∣ be the Lebesgue

measure of the ball 𝐵(𝑥, 𝑟).

Let 𝑓 ∈ 𝐿loc
1 (ℝ𝑛). The fractional maximal operator 𝑀𝛼 and the Riesz poten-

tial 𝐼𝛼 are defined by

𝑀𝛼𝑓(𝑥) = sup
𝑡>0

∣𝐵(𝑥, 𝑡)∣−1+𝛼
𝑛

∫
𝐵(𝑥,𝑡)

∣𝑓(𝑦)∣𝑑𝑦, 0 ≤ 𝛼 < 𝑛,

𝐼𝛼𝑓(𝑥) =

∫
ℝ𝑛

𝑓(𝑦)𝑑𝑦

∣𝑥− 𝑦∣𝑛−𝛼 , 0 < 𝛼 < 𝑛.

If 𝛼 = 0, then 𝑀 ≡ 𝑀0 is the Hardy-Littlewood maximal operator.

It is well known that fractional maximal operator, Riesz potential and Cal-
derón-Zygmund operators play an important role in harmonic analysis (see [22,
29, 30]).

In [3] (see also [17]), we prove the boundedness of the maximal operator
𝑀 and the Calderón-Zygmund operators 𝑇 from one generalized Morrey space
𝑀𝑝,𝜑1 to another 𝑀𝑝,𝜑2, 1 < 𝑝 < ∞, and from 𝑀1,𝜑1 to the weak space 𝑊𝑀1,𝜑2 .
In the case 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛), we find the sufficient conditions on the pair (𝜑1, 𝜑2)
which ensure the boundedness of the operators𝑀𝑏 and [𝑏, 𝑇 ] from𝑀𝑝,𝜑1 to 𝑀𝑝,𝜑2 ,
1 < 𝑝 < ∞, where 𝑀𝑏𝑓(𝑥) = 𝑀

(
(𝑏(⋅) − 𝑏(𝑥))𝑓

)
(𝑥) and [𝑏, 𝑇 ]𝑓(𝑥) = 𝑏(𝑥)𝑇𝑓(𝑥)−

𝑇 (𝑏𝑓)(𝑥).

In this work, we prove the boundedness of the operators𝑀𝛼 and 𝐼𝛼, 𝛼 ∈ (0, 𝑛)
from one generalized Morrey space 𝑀𝑝,𝜑1 to another one 𝑀𝑞,𝜑2 , 1 < 𝑝 < 𝑞 < ∞,
1/𝑝 − 1/𝑞 = 𝛼/𝑛, and from 𝑀1,𝜑1 to the weak space 𝑊𝑀𝑞,𝜑2 , 1 < 𝑞 < ∞,
1 − 1/𝑞 = 𝛼/𝑛. We also prove the Adams type boundedness of the operators 𝑀𝛼

and 𝐼𝛼 from 𝑀
𝑝,𝜑

1
𝑝
to 𝑀

𝑞,𝜑
1
𝑞
for 1 < 𝑝 < 𝑞 < ∞ and from 𝑀1,𝜑 to 𝑊𝑀

𝑞,𝜑
1
𝑞
for

1 < 𝑞 < ∞. In the case 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛), 1 < 𝑝 < 𝑞 < ∞, we find the sufficient con-
ditions on the pair (𝜑1, 𝜑2) which ensures the boundedness of the commutator of
operators 𝑀𝑏,𝛼 and [𝑏, 𝐼𝛼] from 𝑀𝑝,𝜑1 to 𝑀𝑞,𝜑2 , 1 < 𝑝 < 𝑞 < ∞, 1/𝑝− 1/𝑞 = 𝛼/𝑛,
where𝑀𝑏,𝛼𝑓(𝑥) = 𝑀𝛼

(
(𝑏(⋅)−𝑏(𝑥))𝑓

)
(𝑥) and [𝑏, 𝐼𝛼]𝑓(𝑥) = 𝑏(𝑥) 𝐼𝛼𝑓(𝑥)−𝐼𝛼(𝑏𝑓)(𝑥).

We also find the sufficient conditions on 𝜑 which ensures the boundedness of the
operators𝑀𝑏,𝛼 and [𝑏, 𝐼𝛼] from𝑀

𝑝,𝜑
1
𝑝
to 𝑀

𝑞,𝜑
1
𝑞
for 1 < 𝑝 < 𝑞 < ∞. Finally, as ap-

plications we apply this result to several particular operators such as Marcinkiewicz
operator and fractional powers of the some analytic semigroups.
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By 𝐴 ≲ 𝐵 we mean that 𝐴 ≤ 𝐶𝐵 with some positive constant 𝐶 independent
of appropriate quantities. If 𝐴 ≲ 𝐵 and 𝐵 ≲ 𝐴, we write 𝐴 ≈ 𝐵 and say that 𝐴
and 𝐵 are equivalent.

2. Morrey spaces

The classical Morrey spaces 𝑀𝑝,𝜆 were originally introduced by Morrey in [24] to
study the local behavior of solutions to second-order elliptic partial differential
equations. For the properties and applications of classical Morrey spaces, we refer
the readers to [24, 26].

We denote by 𝑀𝑝,𝜆 ≡ 𝑀𝑝,𝜆(ℝ
𝑛) the Morrey space, the space of all functions

𝑓 ∈ 𝐿loc
𝑝 (ℝ𝑛) with finite quasinorm

∥𝑓∥𝑀𝑝,𝜆
= sup
𝑥∈ℝ𝑛, 𝑟>0

𝑟−
𝜆
𝑝 ∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑟)),

where 1 ≤ 𝑝 < ∞ and 0 ≤ 𝜆 ≤ 𝑛.
Note that 𝑀𝑝,0 = 𝐿𝑝(ℝ

𝑛) and 𝑀𝑝,𝑛 = 𝐿∞(ℝ𝑛). If 𝜆 < 0 or 𝜆 > 𝑛, then
𝑀𝑝,𝜆 = Θ, where Θ is the set of all functions equivalent to 0 on ℝ𝑛.

We also denote by 𝑊𝑀𝑝,𝜆 ≡ 𝑊𝑀𝑝,𝜆(ℝ
𝑛) the weak Morrey space of all

functions 𝑓 ∈ 𝑊𝐿loc
𝑝 (ℝ𝑛) for which

∥𝑓∥𝑊𝑀𝑝,𝜆
= sup
𝑥∈ℝ𝑛, 𝑟>0

𝑟−
𝜆
𝑝 ∥𝑓∥𝑊𝐿𝑝(𝐵(𝑥,𝑟)) < ∞,

where 𝑊𝐿𝑝(𝐵(𝑥, 𝑟)) denotes the weak 𝐿𝑝-space of measurable functions 𝑓 for
which

∥𝑓∥𝑊𝐿𝑝(𝐵(𝑥,𝑟)) ≡ ∥𝑓𝜒
𝐵(𝑥,𝑟)

∥𝑊𝐿𝑝(ℝ𝑛)

= sup
𝑡>0

𝑡 ∣{𝑦 ∈ 𝐵(𝑥, 𝑟) : ∣𝑓(𝑦)∣ > 𝑡}∣1/𝑝 .

The classical result by Hardy-Littlewood-Sobolev states that if 1 < 𝑝 <
𝑞 < ∞, then the operator 𝐼𝛼 is bounded from 𝐿𝑝(ℝ

𝑛) to 𝐿𝑞(ℝ
𝑛) if and only

if 𝛼 = 𝑛
(
1
𝑝 − 1

𝑞

)
and for 𝑝 = 1 < 𝑞 < ∞, the operator 𝐼𝛼 is bounded from

𝐿1(ℝ
𝑛) to 𝑊𝐿𝑞(ℝ

𝑛) if and only if 𝛼 = 𝑛
(
1− 1

𝑞

)
. S. Spanne and D.R. Adams [1]

studied boundedness of the Riesz potential in Morrey spaces. Their results can be
summarized as follows.

Theorem 2.1 (Spanne, but published by Peetre [26]). Let 0 < 𝛼 < 𝑛, 1 < 𝑝 < 𝑛
𝛼 ,

0 < 𝜆 < 𝑛 − 𝛼𝑝. Moreover, let 1
𝑝 − 1

𝑞 = 𝛼
𝑛 and 𝜆

𝑝 = 𝜇
𝑞 . Then for 𝑝 > 1, the

operator 𝐼𝛼 is bounded from 𝑀𝑝,𝜆 to 𝑀𝑞,𝜆 and for 𝑝 = 1, 𝐼𝛼 is bounded from 𝑀1,𝜆

to 𝑊𝑀𝑞,𝜆.

Theorem 2.2 (Adams [1]). Let 0 < 𝛼 < 𝑛, 1 < 𝑝 < 𝑛
𝛼 , 0 < 𝜆 < 𝑛 − 𝛼𝑝 and

1
𝑝 − 1

𝑞 =
𝛼
𝑛−𝜆 . Then for 𝑝 > 1, the operator 𝐼𝛼 is bounded from 𝑀𝑝,𝜆 to 𝑀𝑞,𝜆 and

for 𝑝 = 1, 𝐼𝛼 is bounded from 𝑀1,𝜆 to 𝑊𝑀𝑞,𝜆.
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Recall that, for 0 < 𝛼 < 𝑛,

𝑀𝛼𝑓(𝑥) ≤ 𝜐
𝛼
𝑛−1
𝑛 𝐼𝛼(∣𝑓 ∣)(𝑥),

hence Theorems 2.1 and 2.2 also imply boundedness of the fractional maximal
operator 𝑀𝛼, where 𝑣𝑛 is the volume of the unit ball in ℝ𝑛.

3. Generalized Morrey spaces

We find it convenient to define the generalized Morrey spaces in the form as follows.

Definition 3.1. Let 𝜑(𝑥, 𝑟) be a positive measurable function on ℝ𝑛 × (0,∞) and
1 ≤ 𝑝 < ∞. We denote by 𝑀𝑝,𝜑 ≡ 𝑀𝑝,𝜑(ℝ

𝑛) the generalized Morrey space, the
space of all functions 𝑓 ∈ 𝐿loc

𝑝 (ℝ𝑛) with finite quasinorm

∥𝑓∥𝑀𝑝,𝜑 = sup
𝑥∈ℝ𝑛,𝑟>0

𝜑(𝑥, 𝑟)−1 ∣𝐵(𝑥, 𝑟)∣− 1
𝑝 ∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑟)).

Also by 𝑊𝑀𝑝,𝜑 ≡ 𝑊𝑀𝑝,𝜑(ℝ
𝑛) we denote the weak generalized Morrey space of

all functions 𝑓 ∈ 𝑊𝐿loc
𝑝 (ℝ𝑛) for which

∥𝑓∥𝑊𝑀𝑝,𝜑 = sup
𝑥∈ℝ𝑛,𝑟>0

𝜑(𝑥, 𝑟)−1 ∣𝐵(𝑥, 𝑟)∣− 1
𝑝 ∥𝑓∥𝑊𝐿𝑝(𝐵(𝑥,𝑟)) < ∞.

According to this definition, we recover the spaces 𝑀𝑝,𝜆 and 𝑊𝑀𝑝,𝜆 under

the choice 𝜑(𝑥, 𝑟) = 𝑟
𝜆−𝑛
𝑝 :

𝑀𝑝,𝜆 = 𝑀𝑝,𝜑

∣∣∣
𝜑(𝑥,𝑟)=𝑟

𝜆−𝑛
𝑝

,

𝑊𝑀𝑝,𝜆 = 𝑊𝑀𝑝,𝜑

∣∣∣
𝜑(𝑥,𝑟)=𝑟

𝜆−𝑛
𝑝

.

In [15]–[18], [20], [23] and [25] there were obtained sufficient conditions on 𝜑1

and 𝜑2 for the boundedness of the maximal operator 𝑀 and Calderón-Zygmund
operator from 𝑀𝑝,𝜑1 to 𝑀𝑝,𝜑2 , 1 < 𝑝 < ∞ and of the fractional maximal operator
𝑀𝛼 and Riesz potential operator 𝐼𝛼 from 𝑀𝑝,𝜑1 to 𝑀𝑞,𝜑2 , 1 < 𝑝 < 𝑞 < ∞ (see
also [5]–[9]). In [25] the following condition was imposed on 𝜑(𝑥, 𝑟):

𝑐−1𝜑(𝑥, 𝑟) ≤ 𝜑(𝑥, 𝑡) ≤ 𝑐 𝜑(𝑥, 𝑟) (3.1)

whenever 𝑟 ≤ 𝑡 ≤ 2𝑟, where 𝑐(≥ 1) does not depend on 𝑡, 𝑟 and 𝑥 ∈ ℝ𝑛, jointly
with the condition: ∫ ∞

𝑟

𝜑(𝑥, 𝑡)𝑝
𝑑𝑡

𝑡
≤ 𝐶 𝜑(𝑥, 𝑟)𝑝, (3.2)

for the singular integral operator 𝑇 , and the condition∫ ∞

𝑟

𝑡𝛼𝑝𝜑(𝑥, 𝑡)𝑝
𝑑𝑡

𝑡
≤ 𝐶 𝑟𝛼𝑝𝜑(𝑥, 𝑟)𝑝 (3.3)

for the Riesz potential operator 𝐼𝛼, where 𝐶(> 0) does not depend on 𝑟 and
𝑥 ∈ ℝ𝑛.



Fractional Maximal Operator, Riesz Potential 179

4. Boundedness of the fractional maximal operator
in generalized Morrey spaces

4.1. Spanne type result

Sufficient conditions on 𝜑 for the boundedness of𝑀 and𝑀𝛼 in generalized Morrey
spaces ℳ𝑝,𝜑(ℝ

𝑛) have been obtained in [2], [4], [5], [6], [8], [17], [18], [23], [25].

The following lemma is true.

Lemma 4.1. Let 1 ≤ 𝑝 < ∞, 0 ≤ 𝛼 < 𝑛
𝑝 ,

1
𝑞 =

1
𝑝− 𝛼

𝑛 . Then for any ball 𝐵 = 𝐵(𝑥, 𝑟)

in ℝ𝑛 the inequality

∥𝑀𝛼𝑓∥𝐿𝑞(𝐵(𝑥,𝑟)) ≲ ∥𝑓∥𝐿𝑝(𝐵(𝑥,2𝑟)) + 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

𝑡−𝑛+𝛼∥𝑓∥𝐿1(𝐵(𝑥,𝑡)) (4.1)

holds for all 𝑓 ∈ 𝐿loc
𝑝 (ℝ𝑛).

Moreover, the inequality

∥𝑀𝛼𝑓∥𝑊𝐿𝑞(𝐵(𝑥,𝑟)) ≲ ∥𝑓∥𝐿1(𝐵(𝑥,2𝑟)) + 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

𝑡−𝑛+𝛼∥𝑓∥𝐿1(𝐵(𝑥,𝑡)) (4.2)

holds for all 𝑓 ∈ 𝐿loc
1 (ℝ𝑛).

Proof. Let 1 < 𝑝 < 𝑞 < ∞ and 1
𝑝 − 1

𝑞 = 𝛼
𝑛 . For arbitrary ball 𝐵 = 𝐵(𝑥, 𝑟) let

𝑓 = 𝑓1 + 𝑓2, where 𝑓1 = 𝑓𝜒2𝐵 and 𝑓2 = 𝑓𝜒 ∁(2𝐵)
.

∥𝑀𝛼𝑓∥𝐿𝑞(𝐵) ≤ ∥𝑀𝛼𝑓1∥𝐿𝑞(𝐵) + ∥𝑀𝛼𝑓2∥𝐿𝑞(𝐵).

By the continuity of the operator 𝑀𝛼 : 𝐿𝑝(ℝ
𝑛) → 𝐿𝑞(ℝ

𝑛) we have

∥𝑀𝛼𝑓1∥𝐿𝑞(𝐵) ≲ ∥𝑓∥𝐿𝑝(2𝐵).

Let 𝑦 be an arbitrary point from 𝐵. If 𝐵(𝑦, 𝑡) ∩ ∁
(2𝐵) ∕= ∅, then 𝑡 > 𝑟. Indeed, if

𝑧 ∈ 𝐵(𝑦, 𝑡) ∩ ∁
(2𝐵), then 𝑡 > ∣𝑦 − 𝑧∣ ≥ ∣𝑥− 𝑧∣ − ∣𝑥− 𝑦∣ > 2𝑟 − 𝑟 = 𝑟.

On the other hand, 𝐵(𝑦, 𝑡) ∩ ∁
(2𝐵) ⊂ 𝐵(𝑥, 2𝑡). Indeed, 𝑧 ∈ 𝐵(𝑦, 𝑡) ∩ ∁

(2𝐵),
then we get ∣𝑥− 𝑧∣ ≤ ∣𝑦 − 𝑧∣+ ∣𝑥− 𝑦∣ < 𝑡+ 𝑟 < 2𝑡.

Hence

𝑀𝛼𝑓2(𝑦) = sup
𝑡>0

1

∣𝐵(𝑦, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑦,𝑡)∩ ∁(2𝐵)

∣𝑓(𝑧)∣𝑑𝑧

≤ 2𝑛−𝛼 sup
𝑡>𝑟

1

∣𝐵(𝑥, 2𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥,2𝑡)

∣𝑓(𝑧)∣𝑑𝑧

= 2𝑛−𝛼 sup
𝑡>2𝑟

1

∣𝐵(𝑥, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥,𝑡)

∣𝑓(𝑧)∣𝑑𝑧.

Therefore, for all 𝑦 ∈ 𝐵 we have

𝑀𝛼𝑓2(𝑦) ≤ 2𝑛−𝛼 sup
𝑡>2𝑟

1

∣𝐵(𝑥, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥,𝑡)

∣𝑓(𝑧)∣𝑑𝑧. (4.3)
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Thus

∥𝑀𝛼𝑓∥𝐿𝑞(𝐵) ≲ ∥𝑓∥𝐿𝑝(2𝐵) + ∣𝐵∣ 1𝑞
(
sup
𝑡>2𝑟

1

∣𝐵(𝑥, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥,𝑡)

∣𝑓(𝑧)∣𝑑𝑧
)
.

Let 𝑝 = 1. It is obvious that for any ball 𝐵 = 𝐵(𝑥, 𝑟)

∥𝑀𝛼𝑓∥𝑊𝐿𝑞(𝐵) ≤ ∥𝑀𝛼𝑓1∥𝑊𝐿𝑞(𝐵) + ∥𝑀𝛼𝑓2∥𝑊𝐿𝑞(𝐵).

By the continuity of the operator 𝑀𝛼 : 𝐿1(ℝ
𝑛) → 𝑊𝐿𝑞(ℝ

𝑛) we have

∥𝑀𝛼𝑓1∥𝑊𝐿𝑞(𝐵) ≲ ∥𝑓∥𝐿1(2𝐵).

Then by (4.3) we get the inequality (4.2). □

Lemma 4.2. Let 1 ≤ 𝑝 < ∞, 0 ≤ 𝛼 < 𝑛
𝑝 ,

1
𝑞 =

1
𝑝− 𝛼

𝑛 . Then for any ball 𝐵 = 𝐵(𝑥, 𝑟)

in ℝ𝑛, the inequality

∥𝑀𝛼𝑓∥𝐿𝑞(𝐵) ≲ 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

𝑡−
𝑛
𝑞 ∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑡)) (4.4)

holds for all 𝑓 ∈ 𝐿loc
𝑝 (ℝ𝑛).

Moreover, the inequality

∥𝑀𝛼𝑓∥𝑊𝐿𝑞(𝐵) ≲ 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

𝑡−
𝑛
𝑞 ∥𝑓∥𝐿1(𝐵(𝑥,𝑡)) (4.5)

holds for all 𝑓 ∈ 𝐿loc
1 (ℝ𝑛).

Proof. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 =

1
𝑝 − 𝛼

𝑛 . Denote

ℳ1 : = ∣𝐵∣ 1𝑞
(
sup
𝑡>2𝑟

1

∣𝐵(𝑥, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥,𝑡)

∣𝑓(𝑧)∣𝑑𝑧
)
,

ℳ2 : = ∥𝑓∥𝐿𝑝(2𝐵).

Applying Hölder’s inequality, we get

ℳ1 ≲ ∣𝐵∣ 1𝑞
⎛⎝sup
𝑡>2𝑟

1

∣𝐵(𝑥, 𝑡)∣ 1𝑞

(∫
𝐵(𝑥,𝑡)

∣𝑓(𝑧)∣𝑝𝑑𝑧
) 1

𝑝

⎞⎠ .

On the other hand,

∣𝐵∣ 1𝑞
⎛⎝sup
𝑡>2𝑟

1

∣𝐵(𝑥, 𝑡)∣ 1𝑞

(∫
𝐵(𝑥,𝑡)

∣𝑓(𝑧)∣𝑝𝑑𝑧
) 1

𝑝

⎞⎠
≳ ∣𝐵∣ 1𝑞

(
sup
𝑡>2𝑟

1

∣𝐵(𝑥, 𝑡)∣ 1𝑞

)
∥𝑓∥𝐿𝑝(2𝐵) ≈ ℳ2.

Since by Lemma 4.1
∥𝑀𝛼𝑓∥𝐿𝑞(𝐵) ≤ ℳ1 +ℳ2,

we arrive at (4.4).
Let 𝑝 = 1. The inequality (4.5) directly follows from (4.2). □
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Theorem 4.3. Let 1 ≤ 𝑝 < ∞, 0 ≤ 𝛼 < 𝑛
𝑝 ,

1
𝑞 = 1

𝑝 − 𝛼
𝑛 , and (𝜑1, 𝜑2) satisfies the

condition
sup

𝑟<𝑡<∞
𝑡𝛼 𝜑1(𝑥, 𝑡) ≤ 𝐶 𝜑2(𝑥, 𝑟), (4.6)

where 𝐶 does not depend on 𝑥 and 𝑟. Then for 𝑝 > 1, 𝑀𝛼 is bounded from 𝑀𝑝,𝜑1

to 𝑀𝑞,𝜑2 and for 𝑝 = 1, 𝑀𝛼 is bounded from 𝑀1,𝜑1 to 𝑊𝑀𝑞,𝜑2 .

Proof. By Lemma 4.2 we get

∥𝑀𝛼𝑓∥𝑀𝑞,𝜑2 (ℝ
𝑛) ≲ sup

𝑥∈ℝ𝑛,𝑟>0
𝜑2(𝑥, 𝑟)

−1
(
sup
𝑡>𝑟

𝑡−
𝑛
𝑞 ∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑡))

)
≲ sup
𝑥∈ℝ𝑛,𝑟>0

𝜑2(𝑥, 𝑟)
−1 sup

𝑡>𝑟
𝑡
𝑛
𝑝−𝑛

𝑞 𝜑1(𝑥, 𝑡)
(
𝜑1(𝑥, 𝑟)

−1 𝑡−
𝑛
𝑝 ∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑡))

)
≲ ∥𝑓∥𝑀𝑝,𝜑1(ℝ

𝑛) sup
𝑥∈ℝ𝑛,𝑟>0

𝜑2(𝑥, 𝑟)
−1 sup

𝑡>𝑟
𝑡𝛼 𝜑1(𝑥, 𝑡)

≲ ∥𝑓∥𝑀𝑝,𝜑1(ℝ
𝑛)

if 𝑝 ∈ (1,∞) and

∥𝑀𝛼𝑓∥𝑊𝑀𝑞,𝜑2 (ℝ
𝑛) ≲ sup

𝑥∈ℝ𝑛,𝑟>0
𝜑2(𝑥, 𝑟)

−1
(
sup
𝑡>𝑟

𝑡−
𝑛
𝑞 ∥𝑓∥𝐿1(𝐵(𝑥,𝑡))

)
≲ ∥𝑓∥𝑀1,𝜑1 (ℝ

𝑛) sup
𝑥∈ℝ𝑛,𝑟>0

𝜑2(𝑥, 𝑟)
−1 sup

𝑡>𝑟
𝑡𝛼 𝜑1(𝑥, 𝑡)

≲ ∥𝑓∥𝑀1,𝜑1 (ℝ
𝑛)

if 𝑝 = 1. □
In the case 𝛼 = 0 and 𝑝 = 𝑞 from Theorem 4.3 we get the following corollary,

which was proved in [3].

Corollary 4.1. Let 1 ≤ 𝑝 < ∞ and let (𝜑1, 𝜑2) satisfy the condition

sup
𝑟<𝑡<∞

𝜑1(𝑥, 𝑡) ≤ 𝐶 𝜑2(𝑥, 𝑟), (4.7)

where 𝐶 does not depend on 𝑥 and 𝑟. Then for 𝑝 > 1, 𝑀 is bounded from 𝑀𝑝,𝜑1

to 𝑀𝑝,𝜑2 and for 𝑝 = 1, 𝑀 is bounded from 𝑀1,𝜑1 to 𝑊𝑀1,𝜑2.

4.2. Adams type result

The following is a result of Adams type for the fractional maximal operator.

Theorem 4.4. Let 1 ≤ 𝑝 < 𝑞 < ∞, 0 < 𝛼 < 𝑛
𝑝 and let 𝜑(𝑥, 𝑡) satisfy the condition

sup
𝑟<𝑡<∞

𝜑(𝑥, 𝑡) ≤ 𝐶 𝜑(𝑥, 𝑟), (4.8)

and
sup

𝑟<𝑡<∞
𝑡𝛼𝜑(𝑥, 𝑡)

1
𝑝 ≤ 𝐶𝑟−

𝛼𝑝
𝑞−𝑝 , (4.9)

where 𝐶 does not depend on 𝑥 ∈ ℝ𝑛 and 𝑟 > 0.
Then the operator 𝑀𝛼 is bounded from 𝑀

𝑝,𝜑
1
𝑝
to 𝑀

𝑞,𝜑
1
𝑞
for 𝑝 > 1 and from

𝑀1,𝜑 to 𝑊𝑀
𝑞,𝜑

1
𝑞
.
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Proof. Let 1 < 𝑝 < 𝑞 < ∞, 0 < 𝛼 < 𝑛
𝑝 and 𝑓 ∈ 𝑀

𝑝,𝜑
1
𝑝
. Write 𝑓 = 𝑓1 + 𝑓2, where

𝐵 = 𝐵(𝑥, 𝑟), 𝑓1 = 𝑓𝜒2𝐵 and 𝑓2 = 𝑓𝜒 ∁(2𝐵)
.

For 𝑀𝛼𝑓2(𝑥) and for all 𝑦 ∈ 𝐵 from (4.3) we have

𝑀𝛼(𝑓2)(𝑦) ≤ 2𝑛−𝛼 sup
𝑡>2𝑟

1

∣𝐵(𝑥, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥,𝑡)

∣𝑓(𝑧)∣𝑑𝑧

≲ sup
𝑡>2𝑟

𝑡−
𝑛
𝑞 ∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑡)). (4.10)

Then from conditions (4.9) and (4.10) we get

𝑀𝛼𝑓(𝑥) ≲ 𝑟𝛼𝑀𝑓(𝑥) + sup
𝑡>2𝑟

𝑡𝛼−
𝑛
𝑝 ∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑡))

≤ 𝑟𝛼𝑀𝑓(𝑥) + ∥𝑓∥𝑀
𝑝,𝜑

1
𝑝

sup
𝑡>2𝑟

𝑡𝛼𝜑(𝑥, 𝑡)
1
𝑝

≲ 𝑟𝛼𝑀𝑓(𝑥) + 𝑟−
𝛼𝑝
𝑞−𝑝 ∥𝑓∥𝑀

𝑝,𝜑
1
𝑝

.

Consequently choosing 𝑟 =
( ∥𝑓∥𝑀

𝑝,𝜑1/𝑝

𝑀𝑓(𝑥)

) 𝑞−𝑝
𝛼𝑞

for every 𝑥 ∈ ℝ𝑛, we have

∣𝑀𝛼𝑓(𝑥)∣ ≲ (𝑀𝑓(𝑥))
𝑝
𝑞 ∥𝑓∥1−

𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

.

Hence the statement of the theorem follows in view of the boundedness of the max-
imal operator 𝑀 in 𝑀

𝑝,𝜑
1
𝑝
provided by Corollary 4.1 in virtue of condition (4.8).

∥𝑀𝛼𝑓∥𝑀
𝑞,𝜑

1
𝑞

= sup
𝑥∈ℝ𝑛, 𝑡>0

𝜑(𝑥, 𝑡)−
1
𝑞 𝑡−

𝑛
𝑞 ∥𝑀𝛼𝑓∥𝐿𝑞(𝐵(𝑥,𝑡))

≲ ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

sup
𝑥∈ℝ𝑛, 𝑡>0

𝜑(𝑥, 𝑡)−
1
𝑞 𝑡−

𝑛
𝑞 ∥𝑀𝑓∥

𝑝
𝑞

𝐿𝑝(𝐵(𝑥,𝑡))

= ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

(
sup

𝑥∈ℝ𝑛, 𝑡>0
𝜑(𝑥, 𝑡)−

1
𝑝 𝑡−

𝑛
𝑝 ∥𝑀𝑓∥𝐿𝑝(𝐵(𝑥,𝑡))

) 𝑝
𝑞

= ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

∥𝑀𝑓∥
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

≲ ∥𝑓∥𝑀
𝑝,𝜑

1
𝑝

,

if 1 < 𝑝 < 𝑞 < ∞ and

∥𝑀𝛼𝑓∥𝑊𝑀
𝑞,𝜑

1
𝑞

= sup
𝑥∈ℝ𝑛, 𝑡>0

𝜑(𝑥, 𝑡)−
1
𝑞 𝑡−

𝑛
𝑞 ∥𝑀𝛼𝑓∥𝑊𝐿𝑞(𝐵(𝑥,𝑡))

≲ ∥𝑓∥1−
1
𝑞

𝑀1,𝜑
sup

𝑥∈ℝ𝑛, 𝑡>0
𝜑(𝑥, 𝑡)−

1
𝑞 𝑡−

𝑛
𝑞 ∥𝑀𝑓∥

1
𝑞

𝑊𝐿1(𝐵(𝑥,𝑡))

= ∥𝑓∥1−
1
𝑞

𝑀1,𝜑

(
sup

𝑥∈ℝ𝑛, 𝑡>0
𝜑(𝑥, 𝑡)−1𝑡−𝑛∥𝑀𝑓∥𝑊𝐿1(𝐵(𝑥,𝑡))

) 1
𝑞

= ∥𝑓∥1−
1
𝑞

𝑀1,𝜑
∥𝑀𝑓∥

1
𝑞

𝑊𝑀1,𝜑
≲ ∥𝑓∥𝑀1,𝜑 ,

if 1 < 𝑞 < ∞. □
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In the case 𝜑(𝑥, 𝑡) = 𝑡𝜆−𝑛, 0 < 𝜆 < 𝑛 from Theorem 4.4 we get the following
Adams type result for the fractional maximal operator.

Corollary 4.2. Let 0 < 𝛼 < 𝑛, 1 < 𝑝 < 𝑛
𝛼 , 0 < 𝜆 < 𝑛−𝛼𝑝 and 1

𝑝 − 1
𝑞 =

𝛼
𝑛−𝜆 . Then

for 𝑝 > 1, the operator 𝑀𝛼 is bounded from 𝑀𝑝,𝜆 to 𝑀𝑞,𝜆 and for 𝑝 = 1, 𝑀𝛼 is
bounded from 𝑀1,𝜆 to 𝑊𝑀𝑞,𝜆.

5. Riesz potential operator in the spaces 𝑴𝒑,𝝋

5.1. Spanne type result

In [25] the following statements was proved by Riesz potential operator 𝐼𝛼.

Theorem 5.5. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 = 1

𝑝 − 𝛼
𝑛 and 𝜑(𝑥, 𝑟) satisfy the

conditions (3.1) and (3.3). Then the operator 𝐼𝛼 is bounded from 𝑀𝑝,𝜑 to 𝑀𝑞,𝜑.

The following statements, containing results obtained in [23], [25] were proved
in [15, 17] (see also [5]–[9], [16, 18]).

Theorem 5.6. Let 1 ≤ 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 =

1
𝑝 − 𝛼

𝑛 and let (𝜑1, 𝜑2) satisfy the

condition ∫ ∞

𝑡

𝑟𝛼𝜑1(𝑥, 𝑟)
𝑑𝑟

𝑟
≤ 𝐶 𝜑2(𝑥, 𝑡), (5.1)

where 𝐶 does not depend on 𝑥 and 𝑡. Then the operators 𝑀𝛼 and 𝐼𝛼 are bounded
from 𝑀𝑝,𝜑1 to 𝑀𝑞,𝜑2 for 𝑝 > 1 and from 𝑀1,𝜑1 to 𝑊𝑀𝑞,𝜑2 .

5.2. Adams type result

The following is a result of Adams type.

Theorem 5.7. Let 1 ≤ 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 , 𝑞 > 𝑝 and let 𝜑(𝑥, 𝑡) satisfy the

conditions (4.8) and ∫ ∞

𝑟

𝑡𝛼 𝜑(𝑥, 𝑡)
1
𝑝
𝑑𝑡

𝑡
≤ 𝐶𝑟−

𝛼𝑝
𝑞−𝑝 , (5.2)

where 𝐶 does not depend on 𝑥 ∈ ℝ𝑛 and 𝑟 > 0.
Then the operator 𝐼𝛼 is bounded from 𝑀

𝑝,𝜑
1
𝑝
to 𝑀

𝑞,𝜑
1
𝑞
for 𝑝 > 1 and from

𝑀1,𝜑 to 𝑊𝑀
𝑞,𝜑

1
𝑞
.

Proof. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 , 𝑞 > 𝑝 and 𝑓 ∈ 𝑀

𝑝,𝜑
1
𝑝
. Write 𝑓 = 𝑓1 + 𝑓2,

where 𝐵 = 𝐵(𝑥, 𝑟), 𝑓1 = 𝑓𝜒2𝐵 and 𝑓2 = 𝑓𝜒 ∁(2𝐵)
.

For 𝐼𝛼𝑓2(𝑥) we have

∣𝐼𝛼𝑓2(𝑥)∣ ≤
∫

∁𝐵(𝑥,2𝑟)

∣𝑥− 𝑦∣𝛼−𝑛∣𝑓(𝑦)∣𝑑𝑦 ≲
∫

∁𝐵(𝑥,2𝑟)

∣𝑓(𝑦)∣𝑑𝑦
∫ ∞

∣𝑥−𝑦∣
𝑡𝛼−𝑛−1𝑑𝑡

≲
∫ ∞

2𝑟

(∫
2𝑟<∣𝑥−𝑦∣<𝑡

∣𝑓(𝑦)∣𝑑𝑦
)
𝑡𝛼−𝑛−1𝑑𝑡

≲
∫ ∞

𝑟

𝑡𝛼−
𝑛
𝑝−1∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑡))𝑑𝑡. (5.3)
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Then from condition (5.2) and inequality (5.3) we get

∣𝐼𝛼𝑓(𝑥)∣ ≲ 𝑟𝛼𝑀𝑓(𝑥) +

∫ ∞

𝑟

𝑡𝛼−
𝑛
𝑝−1∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑡))𝑑𝑡

≤ 𝑟𝛼𝑀𝑓(𝑥) + ∥𝑓∥𝑀𝑝,𝜑

∫ ∞

𝑟

𝑡𝛼𝜑(𝑥, 𝑡)
1
𝑝
𝑑𝑡

𝑡

≲ 𝑟𝛼𝑀𝑓(𝑥) + 𝑟−
𝛼𝑝
𝑞−𝑝 ∥𝑓∥𝑀

𝑝,𝜑
1
𝑝

. (5.4)

Hence choosing 𝑟 =
( ∥𝑓∥𝑀

𝑝,𝜑1/𝑝

𝑀𝑓(𝑥)

) 𝑞−𝑝
𝛼𝑞

for every 𝑥 ∈ ℝ𝑛, we have

∣𝐼𝛼𝑓(𝑥)∣ ≲ (𝑀𝑓(𝑥))
𝑝
𝑞 ∥𝑓∥1−

𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

.

Consequently the statement of the theorem follows in view of the boundedness of
the maximal operator 𝑀 in 𝑀

𝑝,𝜑
1
𝑝
provided by Corollary 4.1 in virtue of condi-

tion (4.8).

∥𝐼𝛼𝑓∥𝑀
𝑞,𝜑

1
𝑞

= sup
𝑥∈ℝ𝑛, 𝑡>0

𝜑(𝑥, 𝑡)−
1
𝑞 𝑡−

𝑛
𝑞 ∥𝐼𝛼𝑓∥𝐿𝑞(𝐵(𝑥,𝑡))

≲ ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

sup
𝑥∈ℝ𝑛, 𝑡>0

𝜑(𝑥, 𝑡)−
1
𝑞 𝑡−

𝑛
𝑞 ∥𝑀𝑓∥

𝑝
𝑞

𝐿𝑝(𝐵(𝑥,𝑡))

= ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

(
sup

𝑥∈ℝ𝑛, 𝑡>0
𝜑(𝑥, 𝑡)−

1
𝑝 𝑡−

𝑛
𝑝 ∥𝑀𝑓∥𝐿𝑝(𝐵(𝑥,𝑡))

) 𝑝
𝑞

= ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

∥𝑀𝑓∥
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

≲ ∥𝑓∥𝑀
𝑝,𝜑

1
𝑝

,

if 1 < 𝑝 < 𝑞 < ∞ and

∥𝐼𝛼𝑓∥𝑊𝑀
𝑞,𝜑

1
𝑞

= sup
𝑥∈ℝ𝑛, 𝑡>0

𝜑(𝑥, 𝑡)−
1
𝑞 𝑡−

𝑛
𝑞 ∥𝐼𝛼𝑓∥𝑊𝐿𝑞(𝐵(𝑥,𝑡))

≲ ∥𝑓∥1−
1
𝑞

𝑀1,𝜑
sup

𝑥∈ℝ𝑛, 𝑡>0
𝜑(𝑥, 𝑡)−

1
𝑞 𝑡−

𝑛
𝑞 ∥𝑀𝑓∥

1
𝑞

𝑊𝐿1(𝐵(𝑥,𝑡))

= ∥𝑓∥1−
1
𝑞

𝑀1,𝜑

(
sup

𝑥∈ℝ𝑛, 𝑡>0
𝜑(𝑥, 𝑡)−1𝑡−𝑛∥𝑀𝑓∥𝑊𝐿1(𝐵(𝑥,𝑡))

) 1
𝑞

= ∥𝑓∥1−
1
𝑞

𝑀1,𝜑
∥𝑀𝑓∥

1
𝑞

𝑊𝑀1,𝜑

≲ ∥𝑓∥𝑀1,𝜑,

if 1 < 𝑞 < ∞. □

In the case 𝜑(𝑥, 𝑡) = 𝑡𝜆−𝑛, 0 < 𝜆 < 𝑛 from Theorem 5.7 we get Adams
Theorem 2.2.
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6. Commutators of fractional maximal operators
in the spaces 𝑴𝒑,𝝋

6.1. Spanne type result

The theory of commutator was originally studied by Coifman, Rochberg and Weiss
in [12]. Since then, many authors have been interested in studying this theory.
When 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛

𝑝 and 1
𝑞 = 1

𝑝 − 𝛼
𝑛 , Chanillo [10] proved that the

commutator operator [𝑏, 𝐼𝛼]𝑓 is bounded from 𝐿𝑝(ℝ
𝑛) to 𝐿𝑞(ℝ

𝑛) whenever 𝑏 ∈
𝐵𝑀𝑂(ℝ𝑛).

First we introduce the definition of the space of 𝐵𝑀𝑂(ℝ𝑛).

Definition 6.2. Suppose that 𝑓 ∈ 𝐿loc
1 (ℝ𝑛), and let

∥𝑓∥∗ = sup
𝑥∈ℝ𝑛,𝑟>0

1

∣𝐵(𝑥, 𝑟)∣
∫
𝐵(𝑥,𝑟)

∣𝑓(𝑦)− 𝑓𝐵(𝑥,𝑟)∣𝑑𝑦 < ∞,

where

𝑓𝐵(𝑥,𝑟) =
1

∣𝐵(𝑥, 𝑟)∣
∫
𝐵(𝑥,𝑟)

𝑓(𝑦)𝑑𝑦.

Define

𝐵𝑀𝑂(ℝ𝑛) = {𝑓 ∈ 𝐿loc
1 (ℝ𝑛) : ∥𝑓∥∗ < ∞}.

If one regards two functions whose difference is a constant as one, then space
𝐵𝑀𝑂(ℝ𝑛) is a Banach space with respect to norm ∥ ⋅ ∥∗.
Remark 6.1.

(1) The John-Nirenberg inequality: there are constants 𝐶1, 𝐶2 > 0, such that for
all 𝑓 ∈ 𝐵𝑀𝑂(ℝ𝑛) and 𝛽 > 0

∣{𝑥 ∈ 𝐵 : ∣𝑓(𝑥)− 𝑓𝐵∣ > 𝛽}∣ ≤ 𝐶1∣𝐵∣𝑒−𝐶2𝛽/∥𝑓∥∗ , ∀𝐵 ⊂ ℝ𝑛.

(2) The John-Nirenberg inequality implies that

∥𝑓∥∗ ≈ sup
𝑥∈ℝ𝑛,𝑟>0

(
1

∣𝐵(𝑥, 𝑟)∣
∫
𝐵(𝑥,𝑟)

∣𝑓(𝑦)− 𝑓𝐵(𝑥,𝑟)∣𝑝𝑑𝑦
) 1

𝑝

(6.1)

for 1 < 𝑝 < ∞.
(3) Let 𝑓 ∈ 𝐵𝑀𝑂(ℝ𝑛). Then there is a constant 𝐶 > 0 such that∣∣𝑓𝐵(𝑥,𝑟) − 𝑓𝐵(𝑥,𝑡)

∣∣ ≤ 𝐶∥𝑓∥∗ ln 𝑡

𝑟
for 0 < 2𝑟 < 𝑡, (6.2)

where 𝐶 is independent of 𝑓 , 𝑥, 𝑟 and 𝑡.

For the sublinear commutator of the fractional maximal operator

𝑀𝑏,𝛼(𝑓)(𝑥) = sup
𝑡>0

∣𝐵(𝑥, 𝑡)∣−1+𝛼
𝑛

∫
𝐵(𝑥,𝑡)

∣𝑏(𝑥)− 𝑏(𝑦)∣∣𝑓(𝑦)∣𝑑𝑦

in [13] the following statement was proved, containing the result in [23, 25].
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Theorem 6.8. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 = 1

𝑝 − 𝛼
𝑛 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛), 𝜑(𝑥, 𝑟)

satisfies the conditions (3.1) and (3.3). Then the operator 𝑀𝑏,𝛼 is bounded from
𝑀𝑝,𝜑 to 𝑀𝑞,𝜑.

Lemma 6.3. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 =

1
𝑝 − 𝛼

𝑛 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛).

Then the inequality

∥𝑀𝑏,𝛼𝑓∥𝐿𝑞(𝐵(𝑥0,𝑟)) ≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞 sup
𝑡>2𝑟

(
1 + ln

𝑡

𝑟

)
𝑡−

𝑛
𝑞 ∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

holds for any ball 𝐵(𝑥0, 𝑟) and for all 𝑓 ∈ 𝐿loc
𝑝 (ℝ𝑛).

Proof. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 = 1

𝑝 − 𝛼
𝑛 . Write 𝑓 = 𝑓1 + 𝑓2, where

𝐵 = 𝐵(𝑥0, 𝑟), 𝑓1 = 𝑓𝜒2𝐵 and 𝑓2 = 𝑓𝜒 ∁(2𝐵)
. Hence,

∥𝑀𝑏,𝛼𝑓∥𝐿𝑞(𝐵) ≤ ∥𝑀𝑏,𝛼𝑓1∥𝐿𝑞(𝐵) + ∥𝑀𝑏,𝛼𝑓2∥𝐿𝑞(𝐵).

From the boundedness of 𝑀𝑏,𝛼 from 𝐿𝑝(ℝ
𝑛) to 𝐿𝑞(ℝ

𝑛) it follows that:

∥𝑀𝑏,𝛼𝑓1∥𝐿𝑞(𝐵) ≤ ∥𝑀𝑏,𝛼𝑓1∥𝐿𝑞(ℝ𝑛)
≲ ∥𝑏∥∗ ∥𝑓1∥𝐿𝑝(ℝ𝑛) = ∥𝑏∥∗ ∥𝑓∥𝐿𝑝(2𝐵).

For 𝑥 ∈ 𝐵 we have

𝑀𝑏,𝛼𝑓2(𝑥) ≲ sup
𝑡>0

1

∣𝐵(𝑥, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥,𝑡)

∣𝑏(𝑦)− 𝑏(𝑥)∣ 𝑓2(𝑦)∣𝑑𝑦

= sup
𝑡>0

1

∣𝐵(𝑥, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥,𝑡)∩ ∁(2𝐵)

∣𝑏(𝑦)− 𝑏(𝑥)∣ ∣𝑓(𝑦)∣𝑑𝑦.

Let 𝑥 be an arbitrary point from 𝐵. If 𝐵(𝑥, 𝑡) ∩ { ∁
(2𝐵)} ∕= ∅, then 𝑡 > 𝑟.

Indeed, if 𝑦 ∈ 𝐵(𝑥, 𝑡)∩{ ∁
(2𝐵)}, then 𝑡 > ∣𝑥− 𝑦∣ ≥ ∣𝑥0− 𝑦∣− ∣𝑥0−𝑥∣ > 2𝑟− 𝑟 = 𝑟.

On the other hand, 𝐵(𝑥, 𝑡) ∩ { ∁
(2𝐵)} ⊂ 𝐵(𝑥0, 2𝑡). Indeed, 𝑦 ∈ 𝐵(𝑥, 𝑡) ∩

{ ∁
(2𝐵)}, then we get ∣𝑥0 − 𝑦∣ ≤ ∣𝑥− 𝑦∣+ ∣𝑥0 − 𝑥∣ < 𝑡+ 𝑟 < 2𝑡.

Hence

𝑀𝑏,𝛼(𝑓2)(𝑥) = sup
𝑡>0

1

∣𝐵(𝑥, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥,𝑡)∩ ∁(2𝐵)

∣𝑏(𝑦)− 𝑏(𝑥)∣ ∣𝑓(𝑦)∣𝑑𝑦

≤ 2𝑛−𝛼 sup
𝑡>𝑟

1

∣𝐵(𝑥0, 2𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥0,2𝑡)

∣𝑏(𝑦)− 𝑏(𝑥)∣ ∣𝑓(𝑦)∣𝑑𝑦

= 2𝑛−𝛼 sup
𝑡>2𝑟

1

∣𝐵(𝑥0, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏(𝑥)∣ ∣𝑓(𝑦)∣𝑑𝑦.

Therefore, for all 𝑥 ∈ 𝐵 we have

𝑀𝑏,𝛼(𝑓2)(𝑥) ≤ 2𝑛−𝛼 sup
𝑡>2𝑟

1

∣𝐵(𝑥0, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏(𝑥)∣ ∣𝑓(𝑦)∣𝑑𝑦. (6.3)
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Then

∥𝑀𝑏,𝛼𝑓2∥𝐿𝑞(𝐵) ≲
(∫

𝐵

(
sup
𝑡>2𝑟

1

∣𝐵(𝑥0, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏(𝑥)∣ ∣𝑓(𝑦)∣𝑑𝑦
)𝑞

𝑑𝑥

) 1
𝑞

≤
(∫

𝐵

(
sup
𝑡>2𝑟

1

∣𝐵(𝑥0, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵∣ ∣𝑓(𝑦)∣𝑑𝑦
)𝑞

𝑑𝑥

) 1
𝑞

+

(∫
𝐵

(
sup
𝑡>2𝑟

1

∣𝐵(𝑥0, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑥)− 𝑏𝐵∣ ∣𝑓(𝑦)∣𝑑𝑦
)𝑞

𝑑𝑥

) 1
𝑞

= 𝐽1 + 𝐽2.

Let us estimate 𝐽1.

𝐽1 = 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

1

∣𝐵(𝑥0, 𝑡)∣1−𝛼/𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵∣ ∣𝑓(𝑦)∣𝑑𝑦

≈ 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

𝑡𝛼−𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵∣ ∣𝑓(𝑦)∣𝑑𝑦.

Applying Hölder’s inequality and by (6.1), (6.2), we get

𝐽1 ≲ 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

𝑡𝛼−𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵(𝑥0,𝑡)∣ ∣𝑓(𝑦)∣𝑑𝑦

+ 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

𝑡𝛼−𝑛∣𝑏𝐵(𝑥0,𝑟) − 𝑏𝐵(𝑥0,𝑡)∣
∫
𝐵(𝑥0,𝑡)

∣𝑓(𝑦)∣𝑑𝑦

≲ 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

𝑡𝛼−
𝑛
𝑝

(
1

∣𝐵(𝑥0, 𝑡)∣
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵(𝑥0,𝑡)∣𝑝
′
𝑑𝑦

) 1
𝑝′

∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

+ 𝑟
𝑛
𝑞 sup
𝑡>2𝑟

𝑡𝛼−
𝑛
𝑝 ∣𝑏𝐵(𝑥0,𝑟) − 𝑏𝐵(𝑥0,𝑡)∣∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞 sup
𝑡>2𝑟

𝑡
𝑛
𝑞

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡)).

In order to estimate 𝐽2 note that

𝐽2 =

(∫
𝐵

∣𝑏(𝑥)− 𝑏𝐵∣𝑞𝑑𝑥
) 1

𝑞

sup
𝑡>2𝑟

𝑡𝛼−𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑓(𝑦)∣𝑑𝑦

≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞 sup
𝑡>2𝑟

𝑡
𝑛
𝑞 ∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡)).

Summing up 𝐽1 and 𝐽2, for all 𝑝 ∈ (1,∞) we get

∥𝑀𝑏,𝛼𝑓2∥𝐿𝑞(𝐵) ≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞 sup
𝑡>2𝑟

𝑡
𝑛
𝑞

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡)). (6.4)
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Finally,

∥𝑀𝑏,𝛼𝑓∥𝐿𝑞(𝐵) ≲ ∥𝑏∥∗ ∥𝑓∥𝐿𝑝(2𝐵) + ∥𝑏∥∗ 𝑟 𝑛
𝑞 sup
𝑡>2𝑟

𝑡
𝑛
𝑞

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞 sup
𝑡>2𝑟

𝑡
𝑛
𝑞

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡)). □

The following theorem is true.

Theorem 6.9. Let 1 < 𝑝 < ∞, 0 ≤ 𝛼 < 𝑛
𝑝 ,

1
𝑞 = 1

𝑝 − 𝛼
𝑛 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛) and let

(𝜑1, 𝜑2) satisfy the condition

sup
𝑟<𝑡<∞

(
1 + ln

𝑡

𝑟

)
𝑡𝛼 𝜑1(𝑥, 𝑡) ≤ 𝐶 𝜑2(𝑥, 𝑟), (6.5)

where 𝐶 does not depend on 𝑥 and 𝑟.

Then the operator 𝑀𝑏,𝛼 is bounded from 𝑀𝑝,𝜑1 to 𝑀𝑞,𝜑2 . Moreover

∥𝑀𝑏,𝛼𝑓∥𝑀𝑞,𝜑2
≲ ∥𝑏∥∗ ∥𝑓∥𝑀𝑝,𝜑1

.

Proof. The statement of Theorem 6.9 follows by Lemma 6.3 in the same manner
as in the proof of Theorem 4.3. □

In the case 𝛼 = 0 and 𝑝 = 𝑞 from Theorem 6.9 we get the following corollary.

Corollary 6.3. Let 1 < 𝑝 < ∞, 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛) and let (𝜑1, 𝜑2) satisfy the condition

sup
𝑟<𝑡<∞

(
1 + ln

𝑡

𝑟

)
𝜑1(𝑥, 𝑡) ≤ 𝐶 𝜑2(𝑥, 𝑟), (6.6)

where 𝐶 does not depend on 𝑥 and 𝑟.

Then the operator 𝑀𝑏 is bounded from 𝑀𝑝,𝜑1 to 𝑀𝑝,𝜑2 . Moreover

∥𝑀𝑏𝑓∥𝑀𝑝,𝜑2
≲ ∥𝑏∥∗ ∥𝑓∥𝑀𝑝,𝜑1

.

6.2. Adams type result

The following is a result of Adams type.

Theorem 6.10. Let 1 < 𝑝 < 𝑞 < ∞, 0 < 𝛼 < 𝑛
𝑝 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛) and let 𝜑(𝑥, 𝑡)

satisfy the conditions

sup
𝑟<𝑡<∞

(
1 + ln

𝑡

𝑟

)𝑝
𝜑(𝑥, 𝑡) ≤ 𝐶 𝜑(𝑥, 𝑟) (6.7)

and

sup
𝑟<𝑡<∞

(
1 + ln

𝑡

𝑟

)
𝑡𝛼𝜑(𝑥, 𝑡)

1
𝑝 ≤ 𝐶𝑟−

𝛼𝑝
𝑞−𝑝 , (6.8)

where 𝐶 does not depend on 𝑥 ∈ ℝ𝑛 and 𝑟 > 0.

Then 𝑀𝑏,𝛼 is bounded from 𝑀
𝑝,𝜑

1
𝑝
to 𝑀

𝑞,𝜑
1
𝑞
.
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Proof. Let 1 < 𝑝 < 𝑞 < ∞, 0 < 𝛼 < 𝑛
𝑝 and 𝑓 ∈ 𝑀

𝑝,𝜑
1
𝑝
. For arbitrary 𝑥0 ∈ ℝ𝑛, set

𝐵 = 𝐵(𝑥0, 𝑟) for the ball centered at 𝑥0 and of radius 𝑟. Write 𝑓 = 𝑓1 + 𝑓2 with
𝑓1 = 𝑓𝜒2𝐵 and 𝑓2 = 𝑓𝜒 ∁(2𝐵)

.

For 𝑥 ∈ 𝐵 we have

∣𝑀𝑏,𝛼𝑓2(𝑥)∣ ≲ sup
𝑡>0

𝑡𝛼−𝑛
∫
𝐵(𝑥,𝑡)

∣𝑏(𝑦)− 𝑏(𝑥)∣ ∣𝑓2(𝑦)∣𝑑𝑦

≈ sup
𝑡>2𝑟

𝑡𝛼−𝑛
∫
𝐵(𝑥,𝑡)

∣𝑏(𝑦)− 𝑏(𝑥)∣ ∣𝑓2(𝑦)∣𝑑𝑦.

Applying Hölder’s inequality and by (6.1), (6.2), we get

∣𝑀𝑏,𝛼𝑓2(𝑥)∣ ≲ sup
𝑡>2𝑟

𝑡𝛼−𝑛
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵(𝑥0,𝑡)∣ ∣𝑓(𝑦)∣𝑑𝑦

+ sup
𝑡>2𝑟

𝑡𝛼−𝑛∣𝑏𝐵(𝑥0,𝑟) − 𝑏𝐵(𝑥0,𝑡)∣
∫
𝐵(𝑥0,𝑡)

∣𝑓(𝑦)∣𝑑𝑦

≲ sup
𝑡>2𝑟

𝑡𝛼−
𝑛
𝑝

(
1

∣𝐵(𝑥0, 𝑡)∣
∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵(𝑥0,𝑡)∣𝑝
′
𝑑𝑦

) 1
𝑝′

∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

+ sup
𝑡>2𝑟

𝑡𝛼−
𝑛
𝑝 ∣𝑏𝐵(𝑥0,𝑟) − 𝑏𝐵(𝑥0,𝑡)∣∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

≲ ∥𝑏∥∗ sup
𝑡>2𝑟

𝑡𝛼−
𝑛
𝑝

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡)).

Consequently, for all 𝑝 ∈ (1,∞) and 𝑥 ∈ 𝐵 we get

∣𝑀𝑏,𝛼𝑓2(𝑥)∣ ≲ ∥𝑏∥∗ sup
𝑡>2𝑟

𝑡𝛼−
𝑛
𝑝

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡)). (6.9)

Then from conditions (6.8) and (6.9) we get

𝑀𝑏,𝛼𝑓(𝑥) ≲ ∥𝑏∥∗ 𝑟𝛼𝑀𝑏𝑓(𝑥) + ∥𝑏∥∗ sup
𝑡>2𝑟

𝑡𝛼−
𝑛
𝑝

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

≤ ∥𝑏∥∗ 𝑟𝛼𝑀𝑏𝑓(𝑥) + ∥𝑏∥∗ ∥𝑓∥𝑀
𝑝,𝜑

1
𝑝

sup
𝑡>𝑟

(
1 + ln

𝑡

𝑟

)
𝑡𝛼 𝜑(𝑥, 𝑡)

1
𝑝

≲ ∥𝑏∥∗ 𝑟𝛼𝑀𝑏𝑓(𝑥) + ∥𝑏∥∗ 𝑟−
𝛼𝑝
𝑞−𝑝 ∥𝑓∥𝑀

𝑝,𝜑
1
𝑝

. (6.10)

Hence choose 𝑟 =
(∥𝑓∥𝑀

𝑝,𝜑
1
𝑝

𝑀𝑏𝑓(𝑥)

) 𝑞−𝑝
𝛼𝑞

for every 𝑥 ∈ 𝐵, we have

∣𝑀𝑏,𝛼𝑓(𝑥)∣ ≲ ∥𝑏∥∗ (𝑀𝑏𝑓(𝑥))
𝑝
𝑞 ∥𝑓∥1−

𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

.

Hence the statement of the theorem follows in view of the boundedness of the
commutator of maximal operator𝑀𝑏 in 𝑀

𝑝,𝜑
1
𝑝
provided by Corollary 6.3 in virtue
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of condition (6.7).

∥𝑀𝑏,𝛼𝑓∥𝑀
𝑞,𝜑

1
𝑞

= sup
𝑥∈ℝ𝑛, 𝑟>0

𝜑(𝑥, 𝑟)−
1
𝑞 𝑟−

𝑛
𝑞 ∥𝑀𝑏,𝛼𝑓∥𝐿𝑞(𝐵(𝑥,𝑟))

≲ ∥𝑏∥∗ ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

sup
𝑥∈ℝ𝑛, 𝑟>0

𝜑(𝑥, 𝑟)−
1
𝑞 𝑟−

𝑛
𝑞 ∥𝑀𝑏𝑓∥

𝑝
𝑞

𝐿𝑝(𝐵(𝑥,𝑟))

= ∥𝑏∥∗ ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

(
sup

𝑥∈ℝ𝑛, 𝑟>0
𝜑(𝑥, 𝑟)−

1
𝑝 𝑟−

𝑛
𝑝 ∥𝑀𝑏𝑓∥𝐿𝑝(𝐵(𝑥,𝑟))

) 𝑝
𝑞

= ∥𝑏∥∗ ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

∥𝑀𝑏𝑓∥
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

≲ ∥𝑏∥∗ ∥𝑓∥𝑀
𝑝,𝜑

1
𝑝

. □

In the case 𝜑(𝑥, 𝑡) = 𝑡𝜆−𝑛, 0 < 𝜆 < 𝑛 from Theorem 6.10 we get the following
Adams type result for the commutator of fractional maximal operator.

Corollary 6.4. Let 0 < 𝛼 < 𝑛, 1 < 𝑝 < 𝑛
𝛼 , 0 < 𝜆 < 𝑛 − 𝛼𝑝, 1

𝑝 − 1
𝑞 = 𝛼

𝑛−𝜆 and

𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛). Then, the operator 𝑀𝑏,𝛼 is bounded from 𝑀𝑝,𝜆 to 𝑀𝑞,𝜆.

7. Commutators of Riesz potential operators in the spaces 𝑴𝒑,𝝋

7.1. Spanne type result

In [13] the following statement was proved for the commutators of Riesz potential
operators, containing the result in [23, 25].

Theorem 7.11. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 = 1

𝑝 − 𝛼
𝑛 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛), 𝜑(𝑥, 𝑟)

satisfies the conditions (3.1) and (3.3). Then the operator [𝑏, 𝐼𝛼] is bounded from
𝑀𝑝,𝜑 to 𝑀𝑞,𝜑.

Lemma 7.4. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 =

1
𝑝 − 𝛼

𝑛 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛).

Then the inequality

∥[𝑏, 𝐼𝛼]𝑓∥𝐿𝑞(𝐵(𝑥0,𝑟)) ≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞

∫ ∞

2𝑟

(
1 + ln

𝑡

𝑟

)
𝑡−

𝑛
𝑞−1∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))𝑑𝑡

holds for any ball 𝐵(𝑥0, 𝑟) and for all 𝑓 ∈ 𝐿loc
𝑝 (ℝ𝑛).

Proof. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 = 1

𝑝 − 𝛼
𝑛 . Write 𝑓 = 𝑓1 + 𝑓2, where

𝐵 = 𝐵(𝑥0, 𝑟), 𝑓1 = 𝑓𝜒2𝐵 and 𝑓2 = 𝑓𝜒 ∁(2𝐵)
. Hence,

∥[𝑏, 𝐼𝛼]𝑓∥𝐿𝑞(𝐵) ≤ ∥[𝑏, 𝐼𝛼]𝑓1∥𝐿𝑞(𝐵) + ∥[𝑏, 𝐼𝛼]𝑓2∥𝐿𝑞(𝐵).

From the boundedness of [𝑏, 𝐼𝛼] from 𝐿𝑝(ℝ
𝑛) to 𝐿𝑞(ℝ

𝑛) it follows that:

∥[𝑏, 𝐼𝛼]𝑓1∥𝐿𝑞(𝐵) ≤ ∥[𝑏, 𝐼𝛼]𝑓1∥𝐿𝑞(ℝ𝑛)
≲ ∥𝑏∥∗ ∥𝑓1∥𝐿𝑝(ℝ𝑛) = ∥𝑏∥∗ ∥𝑓∥𝐿𝑝(2𝐵).
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For 𝑥 ∈ 𝐵 we have

∣[𝑏, 𝐼𝛼]𝑓2(𝑥)∣ ≲
∫
ℝ𝑛

∣𝑏(𝑦)− 𝑏(𝑥)∣
∣𝑥− 𝑦∣𝑛−𝛼 ∣𝑓(𝑦)∣𝑑𝑦

≈

∫
∁(2𝐵)

∣𝑏(𝑦)− 𝑏(𝑥)∣
∣𝑥0 − 𝑦∣𝑛−𝛼 ∣𝑓(𝑦)∣𝑑𝑦.

Then

∥[𝑏, 𝐼𝛼]𝑓2∥𝐿𝑞(𝐵) ≲
(∫

𝐵

(∫
∁(2𝐵)

∣𝑏(𝑦)− 𝑏(𝑥)∣
∣𝑥0 − 𝑦∣𝑛−𝛼 ∣𝑓(𝑦)∣𝑑𝑦

)𝑞

𝑑𝑥

) 1
𝑞

≤
(∫

𝐵

(∫
∁(2𝐵)

∣𝑏(𝑦)− 𝑏𝐵∣
∣𝑥0 − 𝑦∣𝑛−𝛼 ∣𝑓(𝑦)∣𝑑𝑦

)𝑞

𝑑𝑥

) 1
𝑞

+

(∫
𝐵

(∫
∁(2𝐵)

∣𝑏(𝑥) − 𝑏𝐵∣
∣𝑥0 − 𝑦∣𝑛−𝛼 ∣𝑓(𝑦)∣𝑑𝑦

)𝑞

𝑑𝑥

) 1
𝑞

= 𝐽1 + 𝐽2.

Let us estimate 𝐽1.

𝐽1 = 𝑟
𝑛
𝑞

∫
∁(2𝐵)

∣𝑏(𝑦)− 𝑏𝐵∣
∣𝑥0 − 𝑦∣𝑛−𝛼 ∣𝑓(𝑦)∣𝑑𝑦

≈ 𝑟
𝑛
𝑞

∫
∁(2𝐵)

∣𝑏(𝑦)− 𝑏𝐵∣∣𝑓(𝑦)∣
∫ ∞

∣𝑥0−𝑦∣

𝑑𝑡

𝑡𝑛+1−𝛼 𝑑𝑦

≈ 𝑟
𝑛
𝑞

∫ ∞

2𝑟

∫
2𝑟≤∣𝑥0−𝑦∣≤𝑡

∣𝑏(𝑦)− 𝑏𝐵∣∣𝑓(𝑦)∣𝑑𝑦 𝑑𝑡

𝑡𝑛+1−𝛼

≲ 𝑟
𝑛
𝑞

∫ ∞

2𝑟

∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵∣∣𝑓(𝑦)∣𝑑𝑦 𝑑𝑡

𝑡𝑛+1−𝛼 .

Applying Hölder’s inequality and by (6.1), (6.2), we get

𝐽1 ≲ 𝑟
𝑛
𝑞

∫ ∞

2𝑟

∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵(𝑥0,𝑡)∣∣𝑓(𝑦)∣𝑑𝑦
𝑑𝑡

𝑡𝑛+1−𝛼

+ 𝑟
𝑛
𝑞

∫ ∞

2𝑟

∣𝑏𝐵(𝑥0,𝑟) − 𝑏𝐵(𝑥0,𝑡)∣
𝑑𝑡

𝑡𝑛+1−𝛼

∫
𝐵(𝑥0,𝑡)

∣𝑓(𝑦)∣𝑑𝑦

≲ 𝑟
𝑛
𝑞

∫ ∞

2𝑟

(∫
𝐵(𝑥0,𝑡)

∣𝑏(𝑦)− 𝑏𝐵(𝑥0,𝑡)∣𝑝
′
𝑑𝑦

) 1
𝑝′

∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))
𝑑𝑡

𝑡𝑛+1−𝛼

+ 𝑟
𝑛
𝑞

∫ ∞

2𝑟

∣𝑏𝐵(𝑥0,𝑟) − 𝑏𝐵(𝑥0,𝑡)∣∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))
𝑑𝑡

𝑡
𝑛
𝑝+1−𝛼

≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞

∫ ∞

2𝑟

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

𝑑𝑡

𝑡
𝑛
𝑞 +1

.
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In order to estimate 𝐽2 note that

𝐽2 =

(∫
𝐵

∣𝑏(𝑥) − 𝑏𝐵∣𝑞𝑑𝑥
) 1

𝑞
∫

∁(2𝐵)

∣𝑓(𝑦)∣
∣𝑥0 − 𝑦∣𝑛−𝛼 𝑑𝑦.

By (6.1), we get

𝐽2 ≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞

∫
∁(2𝐵)

∣𝑓(𝑦)∣
∣𝑥0 − 𝑦∣𝑛−𝛼 𝑑𝑦.

By Fubini’s theorem we have∫
∁(2𝐵)

∣𝑓(𝑦)∣
∣𝑥0 − 𝑦∣𝑛−𝛼 𝑑𝑦 ≈

∫
∁(2𝐵)

∣𝑓(𝑦)∣
∫ ∞

∣𝑥0−𝑦∣

𝑑𝑡

𝑡𝑛+1−𝛼 𝑑𝑦

≈

∫ ∞

2𝑟

∫
2𝑟≤∣𝑥0−𝑦∣≤𝑡

∣𝑓(𝑦)∣𝑑𝑦 𝑑𝑡

𝑡𝑛+1−𝛼

≲
∫ ∞

2𝑟

∫
𝐵(𝑥0,𝑡)

∣𝑓(𝑦)∣𝑑𝑦 𝑑𝑡

𝑡𝑛+1−𝛼 .

Applying Hölder’s inequality, we get∫
∁(2𝐵)

∣𝑓(𝑦)∣
∣𝑥0 − 𝑦∣𝑛−𝛼 𝑑𝑦 ≲

∫ ∞

2𝑟

∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))
𝑑𝑡

𝑡
𝑛
𝑞+1

. (7.1)

Thus, by (7.1)

𝐽2 ≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞

∫ ∞

2𝑟

∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))
𝑑𝑡

𝑡
𝑛
𝑞+1

.

Summing up 𝐽1 and 𝐽2, for all 𝑝 ∈ (1,∞) we get

∥[𝑏, 𝐼𝛼]𝑓2∥𝐿𝑞(𝐵) ≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞

∫ ∞

2𝑟

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

𝑑𝑡

𝑡
𝑛
𝑞 +1

. (7.2)

Finally,

∥[𝑏, 𝐼𝛼]𝑓∥𝐿𝑞(𝐵) ≲ ∥𝑏∥∗ ∥𝑓∥𝐿𝑝(2𝐵) + ∥𝑏∥∗ 𝑟 𝑛
𝑞

∫ ∞

2𝑟

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

𝑑𝑡

𝑡
𝑛
𝑞 +1

≲ ∥𝑏∥∗ 𝑟 𝑛
𝑞

∫ ∞

2𝑟

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

𝑑𝑡

𝑡
𝑛
𝑞+1

. □

The following theorem is true.

Theorem 7.12. Let 1 < 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 = 1

𝑝 − 𝛼
𝑛 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛) and let

(𝜑1, 𝜑2) satisfy the condition∫ ∞

𝑟

(
1 + ln

𝑡

𝑟

)
𝑡𝛼 𝜑1(𝑥, 𝑡)

𝑑𝑡

𝑡
≤ 𝐶 𝜑2(𝑥, 𝑟), (7.3)

where 𝐶 does not depend on 𝑥 and 𝑟.
Then the operator [𝑏, 𝐼𝛼] is bounded from 𝑀𝑝,𝜑1 to 𝑀𝑞,𝜑2 . Moreover

∥[𝑏, 𝐼𝛼]𝑓∥𝑀𝑞,𝜑2
≲ ∥𝑏∥∗ ∥𝑓∥𝑀𝑝,𝜑1

.
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Proof. The statement of Theorem 7.12 follows from Lemma 7.4.

∥[𝑏, 𝐼𝛼]𝑓∥𝑀𝑞,𝜑2
= sup
𝑥∈ℝ𝑛, 𝑟>0

𝜑2(𝑥, 𝑟)
−1𝑟−

𝑛
𝑞 ∥[𝑏, 𝐼𝛼]𝑓∥𝐿𝑞(𝐵(𝑥,𝑟))

≲ ∥𝑏∥∗ sup
𝑥∈ℝ𝑛, 𝑟>0

𝜑2(𝑥, 𝑟)
−1

∫ ∞

2𝑟

(
1 + ln

𝑡

𝑟

)
∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))

𝑑𝑡

𝑡
𝑛
𝑞+1

≲ ∥𝑏∥∗ ∥𝑓∥𝑀𝑝,𝜑1
sup

𝑥∈ℝ𝑛, 𝑟>0
𝜑2(𝑥, 𝑟)

−1
∫ ∞

2𝑟

(
1 + ln

𝑡

𝑟

)
𝑡𝛼𝜑2(𝑥, 𝑡)

𝑑𝑡

𝑡

≲ ∥𝑏∥∗ ∥𝑓∥𝑀𝑝,𝜑1
. □

7.2. Adams type result

The following is a result of Adams type.

Theorem 7.13. Let 1 < 𝑝 < 𝑞 < ∞, 0 < 𝛼 < 𝑛
𝑝 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛) and let 𝜑(𝑥, 𝑡)

satisfy the conditions (6.7) and∫ ∞

𝑟

(
1 + ln

𝑡

𝑟

)
𝑡𝛼𝜑(𝑥, 𝑡)

1
𝑝
𝑑𝑡

𝑡
≤ 𝐶𝑟−

𝛼𝑝
𝑞−𝑝 , (7.4)

where 𝐶 does not depend on 𝑥 ∈ ℝ𝑛 and 𝑟 > 0. Then [𝑏, 𝐼𝛼] is bounded from 𝑀
𝑝,𝜑

1
𝑝

to 𝑀
𝑞,𝜑

1
𝑞
.

Proof. Let 1 < 𝑝 < 𝑞 < ∞, 0 < 𝛼 < 𝑛
𝑝 and 𝑓 ∈ 𝑀

𝑝,𝜑
1
𝑝
. For arbitrary 𝑥0 ∈ ℝ𝑛, set

𝐵 = 𝐵(𝑥0, 𝑟) for the ball centered at 𝑥0 and of radius 𝑟. Write 𝑓 = 𝑓1 + 𝑓2 with
𝑓1 = 𝑓𝜒2𝐵 and 𝑓2 = 𝑓𝜒 ∁(2𝐵)

.

For 𝑥 ∈ 𝐵 we have

∣[𝑏, 𝐼𝛼]𝑓2(𝑥)∣ ≲
∫
ℝ𝑛

∣𝑏(𝑦)− 𝑏(𝑥)∣
∣𝑥− 𝑦∣𝑛−𝛼 ∣𝑓2(𝑦)∣𝑑𝑦

≈

∫
∁(2𝐵)

∣𝑏(𝑦)− 𝑏(𝑥)∣
∣𝑥0 − 𝑦∣𝑛−𝛼 ∣𝑓(𝑦)∣𝑑𝑦.

Analogously to Section 7.1, for all 𝑝 ∈ (1,∞) and 𝑥 ∈ 𝐵 we get

∣[𝑏, 𝐼𝛼]𝑓2(𝑥)∣ ≲ ∥𝑏∥∗
∫ ∞

2𝑟

(
1 + ln

𝑡

𝑟

)
𝑡𝛼−

𝑛
𝑝−1∥𝑓∥𝐿𝑝(𝐵(𝑥0,𝑡))𝑑𝑡. (7.5)

Then from conditions (7.4) and (7.5) we get

∣[𝑏, 𝐼𝛼]𝑓(𝑥)∣ ≲ ∥𝑏∥∗ 𝑟𝛼𝑀𝑏𝑓(𝑥) + ∥𝑏∥∗
∫ ∞

𝑟

(
1 + ln

𝑡

𝑟

)
𝑡𝛼−

𝑛
𝑝−1∥𝑓∥𝐿𝑝(𝐵(𝑥,𝑡))𝑑𝑡

≤ ∥𝑏∥∗ 𝑟𝛼𝑀𝑏𝑓(𝑥) + ∥𝑏∥∗ ∥𝑓∥𝑀
𝑝,𝜑

1
𝑝

∫ ∞

𝑟

(
1 + ln

𝑡

𝑟

)
𝑡𝛼𝜑(𝑥, 𝑡)

𝑑𝑡

𝑡

≲ ∥𝑏∥∗ 𝑟𝛼𝑀𝑏𝑓(𝑥) + ∥𝑏∥∗ 𝑟−
𝛼𝑝
𝑞−𝑝 ∥𝑓∥𝑀

𝑝,𝜑
1
𝑝

. (7.6)



194 V.S. Guliyev and P.S. Shukurov

Hence choose 𝑟 =
(∥𝑓∥𝑀

𝑝,𝜑
1
𝑝

𝑀𝑏𝑓(𝑥)

) 𝑞−𝑝
𝛼𝑞

for every 𝑥 ∈ 𝐵, we have

∣[𝑏, 𝐼𝛼]𝑓(𝑥)∣ ≲ ∥𝑏∥∗ (𝑀𝑏𝑓(𝑥))
𝑝
𝑞 ∥𝑓∥1−

𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

.

Hence the statement of the theorem follows in view of the boundedness of the
commutator of maximal operator𝑀𝑏 in 𝑀

𝑝,𝜑
1
𝑝
provided by Corollary 6.3 in virtue

of condition (6.7)

∥[𝑏, 𝐼𝛼]𝑓∥𝑀
𝑞,𝜑

1
𝑞

= sup
𝑥∈ℝ𝑛, 𝑟>0

𝜑(𝑥, 𝑟)−
1
𝑞 𝑟−

𝑛
𝑞 ∥[𝑏, 𝐼𝛼]𝑓∥𝐿𝑞(𝐵(𝑥,𝑟))

≲ ∥𝑏∥∗ ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

sup
𝑥∈ℝ𝑛, 𝑟>0

𝜑(𝑥, 𝑟)−
1
𝑞 𝑟−

𝑛
𝑞 ∥𝑀𝑏𝑓∥

𝑝
𝑞

𝐿𝑝(𝐵(𝑥,𝑟))

= ∥𝑏∥∗ ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

(
sup

𝑥∈ℝ𝑛, 𝑟>0
𝜑(𝑥, 𝑟)−

1
𝑝 𝑟−

𝑛
𝑝 ∥𝑀𝑏𝑓∥𝐿𝑝(𝐵(𝑥,𝑟))

) 𝑝
𝑞

= ∥𝑏∥∗ ∥𝑓∥1−
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

∥𝑀𝑏𝑓∥
𝑝
𝑞

𝑀
𝑝,𝜑

1
𝑝

≲ ∥𝑏∥∗ ∥𝑓∥𝑀
𝑝,𝜑

1
𝑝

. □

8. Some applications

In this section, we shall apply Theorems 4.4, 7.12 and 7.13 to several particular
operators such as the Marcinkiewicz operator and fractional powers of the some
analytic semigroups.

8.1. Marcinkiewicz operator

Let 𝑆𝑛−1 = {𝑥 ∈ ℝ𝑛 : ∣𝑥∣ = 1} be the unit sphere in ℝ𝑛 equipped with the
Lebesgue measure 𝑑𝜎. Suppose that Ω satisfies the following conditions.

(a) Ω is the homogeneous function of degree zero on ℝ𝑛 ∖ {0}, that is,
Ω(𝜇𝑥) = Ω(𝑥), for any 𝜇 > 0, 𝑥 ∈ ℝ𝑛 ∖ {0}.

(b) Ω has mean zero on 𝑆𝑛−1, that is,∫
𝑆𝑛−1

Ω(𝑥′)𝑑𝜎(𝑥′) = 0.

(c) Ω ∈ Lip𝛾(𝑆
𝑛−1), 0 < 𝛾 ≤ 1, that is there exists a constant 𝑀 > 0 such that,

∣Ω(𝑥′)− Ω(𝑦′)∣ ≤ 𝑀 ∣𝑥′ − 𝑦′∣𝛾 for any 𝑥′, 𝑦′ ∈ 𝑆𝑛−1.

In 1958, Stein [28] defined the Marcinkiewicz integral of higher dimension
𝜇Ω as

𝜇Ω(𝑓)(𝑥) =

(∫ ∞

0

∣𝐹Ω,𝑡(𝑓)(𝑥)∣2 𝑑𝑡
𝑡3

)1/2

,
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where

𝐹Ω,𝑡(𝑓)(𝑥) =

∫
∣𝑥−𝑦∣≤𝑡

Ω(𝑥− 𝑦)

∣𝑥− 𝑦∣𝑛−1 𝑓(𝑦)𝑑𝑦.

Since Stein’s work in 1958, the continuity of Marcinkiewicz integral has been
extensively studied as a research topic and also provides useful tools in harmonic
analysis [22, 29, 30].

The Marcinkiewicz operator is defined by (see [31])

𝜇Ω,𝛼(𝑓)(𝑥) =

(∫ ∞

0

∣𝐹Ω,𝛼,𝑡(𝑓)(𝑥)∣2 𝑑𝑡
𝑡3

)1/2

,

where

𝐹Ω,𝛼,𝑡(𝑓)(𝑥) =

∫
∣𝑥−𝑦∣≤𝑡

Ω(𝑥− 𝑦)

∣𝑥− 𝑦∣𝑛−1−𝛼 𝑓(𝑦)𝑑𝑦.

Note that 𝜇Ω𝑓 = 𝜇Ω,0𝑓 .

The sublinear commutator of the operator 𝜇Ω,𝛼 is defined by

[𝑏, 𝜇Ω,𝛼](𝑓)(𝑥) =

(∫ ∞

0

∣𝐹 𝑏Ω,𝑡,𝛼(𝑓)(𝑥)∣2
𝑑𝑡

𝑡3

)1/2

,

where

𝐹 𝑏Ω,𝑡,𝛼(𝑓)(𝑥) =

∫
∣𝑥−𝑦∣≤𝑡

Ω(𝑥− 𝑦)

∣𝑥− 𝑦∣𝑛−1−𝛼 [𝑏(𝑥) − 𝑏(𝑦)]𝑓(𝑦)𝑑𝑦.

Let 𝐻 be the space 𝐻 = {ℎ : ∥ℎ∥ = (
∫∞
0 ∣ℎ(𝑡)∣2𝑑𝑡/𝑡3)1/2 < ∞}. Then, it is

clear that 𝜇Ω,𝛼(𝑓)(𝑥) = ∥𝐹Ω,𝛼,𝑡(𝑥)∥.
By Minkowski inequality and the conditions on Ω, we get

𝜇Ω,𝛼(𝑓)(𝑥) ≤
∫
ℝ𝑛

∣Ω(𝑥− 𝑦)∣
∣𝑥− 𝑦∣𝑛−1−𝛼 ∣𝑓(𝑦)∣

(∫ ∞

∣𝑥−𝑦∣

𝑑𝑡

𝑡3

)1/2

𝑑𝑦

≤ 𝐶

∫
ℝ𝑛

∣𝑓(𝑦)∣
∣𝑥− 𝑦∣𝑛−𝛼 𝑑𝑦.

It is known that for 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛) the operators 𝜇Ω,𝛼 and [𝑏, 𝜇Ω,𝛼] are bounded
from 𝐿𝑝(ℝ

𝑛) to 𝐿𝑞(ℝ
𝑛) for 𝑝 > 1, and bounded from 𝐿1(ℝ

𝑛) to 𝑊𝐿𝑞(ℝ
𝑛) (see

[31]), then from Theorems 4.4 and 7.12 we get

Corollary 8.5. Let 1 ≤ 𝑝 < ∞, 0 < 𝛼 < 𝑛
𝑝 ,

1
𝑞 =

1
𝑝− 𝛼

𝑛 and (𝜑1, 𝜑2) satisfy condition

(5.1) and Ω satisfies conditions (a)–(c). Then 𝜇Ω,𝛼 is bounded from 𝑀𝑝,𝜑1 to𝑀𝑞,𝜑2

for 𝑝 > 1 and from 𝑀1,𝜑1 to 𝑊𝑀𝑞,𝜑2 .

Corollary 8.6. Let 1 ≤ 𝑝 < 𝑞 < ∞, 0 < 𝛼 < 𝑛
𝑝 , 𝜑 satisfy conditions (4.7), (5.2)

and Ω be satisfies the conditions (a)–(c). Then 𝜇Ω,𝛼 is bounded from 𝑀
𝑝,𝜑

1
𝑝
to

𝑀
𝑞,𝜑

1
𝑞
for 𝑝 > 1 and from 𝑀1,𝜑 to 𝑀

𝑞,𝜑
1
𝑞
for 𝑝 = 1.
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Corollary 8.7. Let 1 < 𝑝 < ∞, 0 ≤ 𝛼 < 𝑛
𝑝 ,

1
𝑞 = 1

𝑝 − 𝛼
𝑛 , (𝜑1, 𝜑2) satisfy condi-

tion (7.3), 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛) and Ω be satisfies conditions (a)–(c). Then [𝑏, 𝜇Ω,𝛼] is
bounded from 𝑀𝑝,𝜑1 to 𝑀𝑞,𝜑2 .

Corollary 8.8. Let 1 < 𝑝 < 𝑞 < ∞, 0 < 𝛼 < 𝑛
𝑝 , 𝜑 satisfy conditions (6.7), (7.4),

𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛) and Ω be satisfies the conditions (a)–(c). Then [𝑏, 𝜇Ω,𝛼] is bounded
from 𝑀

𝑝,𝜑
1
𝑝
to 𝑀

𝑞,𝜑
1
𝑞
.

8.2. Fractional powers of the some analytic semigroups

The theorems of the previous sections can be applied to various operators which
are estimated from above by Riesz potentials. We give some examples.

Suppose that 𝐿 is a linear operator on 𝐿2 which generates an analytic semi-
group 𝑒−𝑡𝐿 with the kernel 𝑝𝑡(𝑥, 𝑦) satisfying a Gaussian upper bound, that is,

∣𝑝𝑡(𝑥, 𝑦)∣ ≤ 𝑐1
𝑡𝑛/2

𝑒−𝑐2
∣𝑥−𝑦∣2

𝑡 (8.1)

for 𝑥, 𝑦 ∈ ℝ𝑛 and all 𝑡 > 0, where 𝑐1, 𝑐2 > 0 are independent of 𝑥, 𝑦 and 𝑡.

For 0 < 𝛼 < 𝑛, the fractional powers 𝐿−𝛼/2 of the operator 𝐿 are defined by

𝐿−𝛼/2𝑓(𝑥) =
1

Γ(𝛼/2)

∫ ∞

0

𝑒−𝑡𝐿𝑓(𝑥)
𝑑𝑡

𝑡−𝛼/2+1
.

Note that if 𝐿 = −△ is the Laplacian on ℝ𝑛, then 𝐿−𝛼/2 is the Riesz potential
𝐼𝛼. See, for example, Chapter 5 in [29].

Property (8.1) is satisfied for large classes of differential operators (see, for
example [7]). In [7] also other examples of operators which are estimates from above
by Riesz potentials are given. In these cases Theorems 5.6, 5.7, 7.12 and 7.13 are
also applicable for proving boundedness of those operators and commutators from
𝑀𝑝,𝜑1 to 𝑀𝑞,𝜑2 and from 𝑀

𝑝,𝜑
1
𝑝
to 𝑀

𝑞,𝜑
1
𝑞
.

Corollary 8.9. Let condition (8.1) be satisfied. Moreover, let 1 ≤ 𝑝 < ∞, 0 < 𝛼 <
𝑛
𝑝 ,

1
𝑞 =

1
𝑝 − 𝛼

𝑛 , (𝜑1, 𝜑2) satisfy condition (5.1). Then 𝐿−𝛼/2 is bounded from 𝑀𝑝,𝜑1

to 𝑀𝑞,𝜑2 for 𝑝 > 1 and from 𝑀1,𝜑1 to 𝑊𝑀𝑞,𝜑2 for 𝑝 = 1.

Proof. Since the semigroup 𝑒−𝑡𝐿 has the kernel 𝑝𝑡(𝑥, 𝑦) which satisfies condition
(8.1), it follows that

∣𝐿−𝛼/2𝑓(𝑥)∣ ≲ 𝐼𝛼(∣𝑓 ∣)(𝑥)
(see [14]). Hence by the aforementioned theorems we have

∥𝐿−𝛼/2𝑓∥𝑀𝑞,𝜑2
≲ ∥𝐼𝛼(∣𝑓 ∣)∥𝑀𝑞,𝜑2

≲ ∥𝑓∥𝑀𝑝,𝜑1
. □

Corollary 8.10. Let condition (8.1) be satisfied. Moreover, let 1 ≤ 𝑝 < 𝑞 < ∞,
0 < 𝛼 < 𝑛

𝑝 , 𝜑 satisfy conditions (4.7) and (5.2). Then 𝐿−𝛼/2 is bounded from
𝑀
𝑝,𝜑

1
𝑝
to 𝑀

𝑞,𝜑
1
𝑞
for 𝑝 > 1 and from 𝑀1,𝜑1 to 𝑊𝑀

𝑞,𝜑
1
𝑞
for 𝑝 = 1.
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Let 𝑏 be a locally integrable function on ℝ𝑛, the commutator of 𝑏 and 𝐿−𝛼/2

is defined as follows

[𝑏, 𝐿−𝛼/2]𝑓(𝑥) = 𝑏(𝑥)𝐿−𝛼/2𝑓(𝑥)− 𝐿−𝛼/2(𝑏𝑓)(𝑥).

In [14] extended the result of [10] from (−Δ) to the more general operator
𝐿 defined above. More precisely, they showed that when 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛), then the
commutator operator [𝑏, 𝐿−𝛼/2] is bounded from 𝐿𝑝(ℝ

𝑛) to 𝐿𝑞(ℝ
𝑛) for 1 < 𝑝 < ∞

and 1
𝑞 =

1
𝑝 − 𝛼

𝑛 . Then from Theorems 7.12 and 7.13 we get

Corollary 8.11. Let condition (8.1) be satisfied. Moreover, let 1 < 𝑝 < ∞, 0 <
𝛼 < 𝑛

𝑝 ,
1
𝑞 = 1

𝑝 − 𝛼
𝑛 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛), and (𝜑1, 𝜑2) satisfy condition (7.3). Then

[𝑏, 𝐿−𝛼/2] is bounded from 𝑀𝑝,𝜑1 to 𝑀𝑞,𝜑2 .

Corollary 8.12. Let condition (8.1) be satisfied. Moreover, let 1 < 𝑝 < 𝑞 < ∞,
0 < 𝛼 < 𝑛

𝑝 , 𝑏 ∈ 𝐵𝑀𝑂(ℝ𝑛), and 𝜑 satisfy conditions (6.7) and (7.4). Then

[𝑏, 𝐿−𝛼/2] is bounded from 𝑀
𝑝,𝜑

1
𝑝
to 𝑀

𝑞,𝜑
1
𝑞
.
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Existence of Solutions of a Class of Nonlinear
Singular Equations in Lorentz Spaces

L. Huang, K. Murillo and E.M. Rocha

Abstract. We consider the following nonlinear elliptic Dirichlet problem in-
volving a Leray-Lions type differential operator

−div(𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))) + 𝑎(𝑥)𝑢(𝑥) = 𝑓(𝑥), in Ω, 𝑢 ∈ 𝑊 1,𝑝
0 (Ω),

where Ω ⊂ ℝ𝑁 is a bounded domain with smooth boundary, 2 ≤ 𝑝 < 𝑁 ,
𝑎 ∈ 𝐿∞

loc(Ω;ℝ
+
0 ) and 𝑓 ∈ 𝐿𝑞,𝑞1(Ω) is a function in a Lorentz space. We show

the existence of a solution 𝑢 ∈ 𝑊 1,𝑝
0 (Ω) ∩ 𝐿𝑟,𝑠(Ω) and an a priori estimate

for the solution with respect to the Lorentz space norm of 𝑓 ∈ 𝐿𝑞,𝑞1(Ω), for
suitable values 𝑝, 𝑞, 𝑞1, 𝑟 and 𝑠.

Mathematics Subject Classification (2010). Primary 35J60; Secondary 46E30.

Keywords. Elliptic equations, Leray-Lions operator, Lorentz spaces, existence
of solutions.

1. Introduction

Let Ω ⊂ ℝ𝑁 be a bounded domain with smooth boundary. Here we study the
existence of solutions 𝑢 ∈ 𝑊 1,𝑝

0 (Ω) for the Dirichlet nonlinear problem{
− div(𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))) + 𝑎(𝑥)𝑢 = 𝑓(𝑥) in Ω,

𝑢 = 0 on ∂Ω,
(𝑃Ω)

where 2 ≤ 𝑝 < 𝑁 , Ψ(𝑢) = − div(𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))) is a Leray-Lions type operator,
𝑎 ∈ 𝐿∞loc(Ω) with 𝑎(𝑥) ≥ 0 for all 𝑥 ∈ Ω, 𝑓 ∈ 𝐿𝑞,𝑞1(Ω) is a function in a Lorentz

space with 𝑝′ ≤ 𝑞 < 𝑁
𝑝 and 𝑞1 =

(𝑁−𝑝)𝑞
𝑁−𝑝𝑞 .

This work was supported by FEDER funds through COMPETE – Operational Programme Fac-
tors of Competitiveness (“Programa Operacional Factores de Competitividade”) and by Por-
tuguese funds through the Center for Research and Development in Mathematics and Ap-
plications (University of Aveiro) and the Portuguese Foundation for Science and Technology
(“FCT – Fundação para a Ciência e a Tecnologia”), within project PEst-C/MAT/UI4106/2011
with COMPETE number FCOMP-01-0124-FEDER-022690; and under the PhD fellowships
SFRH/BD/33401/2008 and SFRH/BD/51162/2010.
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The operator Ψ : 𝑋 → 𝑋∗ defined by Ψ(𝑢) = − div(𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))) is
called a Leray-Lions operator if satisfies the following conditions:

(i) Carathéodory function: the function 𝜓 : Ω× ℝ× ℝ𝑁 → ℝ𝑁 satisfies
– the function 𝑥 '→ 𝜓(𝑥, 𝑠, 𝜉) is measurable for all (𝑠, 𝜉) ∈ ℝ× ℝ𝑁 ;
– the function (𝑠, 𝜉) '→ 𝜓(𝑥, 𝑠, 𝜉) is continuous for almost all 𝑥 ∈ Ω;

(ii) Elliptic condition: there exists 𝛼 > 0 such that

𝜓(𝑥, 𝑠, 𝜉)𝜉 ≥ 𝛼∣𝜉∣𝑝
for all (𝑥, 𝑠, 𝜉) ∈ Ω× ℝ× ℝ𝑁 ;

(iii) Growth condition: there exist 𝛽 > 0 and 𝑐 ∈ 𝐿𝑝
′
(Ω) such that

∣𝜓(𝑥, 𝑠, 𝜉)∣ ≤ 𝑐(𝑥) + 𝛽(∣𝑠∣𝑝−1 + ∣𝜉∣𝑝−1)
for all (𝑥, 𝑠, 𝜉) ∈ Ω× ℝ× ℝ𝑁 ;

(iv) Monotonicity condition: for 𝜉, 𝜂 ∈ ℝ𝑁 , 𝜉 ∕= 𝜂 and a.e. for 𝑥 ∈ Ω

[𝜓(𝑥, 𝑠, 𝜉)− 𝜓(𝑥, 𝑠, 𝜂)](𝜉 − 𝜂) > 0.

Common examples of Leray-Lions operators are the generalized mean cur-
vature operator (i.e., 𝜓(𝑥, 𝑠, 𝜉) = (1 + ∣𝜉∣2)(𝑝−2)/2𝜉) and the 𝑝-Laplacian (i.e.,
𝜓(𝑥, 𝑠, 𝜉) = ∣𝜉∣𝑝−2𝜉), but weighted versions of this operators can also be consid-
ered, besides others.

Lorentz spaces 𝐿𝑝,𝑞(Ω), which are a generalization of Lebesgue spaces, were
introduced by G.G. Lorentz [17]. For a measurable function 𝑓 : Ω → ℝ, we define
the distribution function

𝑑𝑓Ω(𝑡) = ∣{𝑥 ∈ Ω; ∣𝑓(𝑥)∣ > 𝑡}∣
with 𝑡 ≥ 0 and the non-increasing rearrangement of 𝑓 to be

𝑓∗Ω(𝑠) = sup
{
𝑡 > 0 : 𝑑𝑓Ω(𝑡) > 𝑠

}
with 0 ≤ 𝑠 ≤ ∣Ω∣, then the Lorentz space 𝐿𝑝,𝑞(Ω) is the collection of measurable
functions 𝑓 on Ω such that ∥𝑓∥𝐿𝑝,𝑞(Ω) < ∞, where

∥𝑓∥𝐿𝑝,𝑞(Ω) =
⎧⎨⎩

(∫
0

∞ (
𝑠1/𝑝𝑓∗∗(𝑠)

)𝑞 𝑑𝑠
𝑠

) 1
𝑞

if 1 ≤ 𝑞 < ∞,

sup𝑠>0

{
𝑠

1
𝑝 𝑓∗∗(𝑠)

}
if 𝑞 = ∞;

with 1 ≤ 𝑝 < ∞ and 𝑓∗∗(𝑠) = 1
𝑠

∫
0

𝑠
𝑓∗Ω(𝑡)𝑑𝑡.

Problem (𝑃Ω) is well defined since (by standard arguments) the left-hand

side of (𝑃Ω) is in 𝑊−1,𝑝′(Ω) and, for 𝑓 ∈ 𝐿𝑞,𝑞1(Ω), 𝑓 ∈ 𝑊−1,𝑝′(Ω). In fact, since
𝑝′ ≤ 𝑞 ≤ 𝑞1, from the Lorentz spaces scale (see below Lemma 2.6), we have

𝐿𝑞,𝑞1(Ω) ⊂ 𝐿𝑞,𝑝
′
(Ω), for any 𝑞 < 𝑞, so for 𝑞 = 𝑝′ we get

𝑓 ∈ 𝐿𝑞,𝑞1(Ω) ⊂ 𝐿𝑝
′,𝑝′(Ω) ≡ 𝐿𝑝

′
(Ω) ≡ (𝐿𝑝(Ω))

∗ ⊂
(
𝑊 1,𝑝

0 (Ω)
)∗

≡ 𝑊−1,𝑝′(Ω).

Problem (𝑃Ω) has an additional difficulty since 𝑎 ∈ 𝐿∞loc(Ω), so the standard defi-

nition of weak solution may not make sense (i.e., with test functions in 𝑊 1,𝑝
0 (Ω)).



Nonlinear Singular Equations in Lorentz Spaces 203

Let (Ω𝑛)𝑛∈ℕ be a increasing sequence of open subsets of Ω, such that Ω𝑛 ⊆ Ω𝑛+1

and Ω =
∞∪
𝑛=1

Ω𝑛. We use the following notion of solution: 𝑢 ∈ 𝑊 1,𝑝
0 (Ω) is a weak

solution of problem (𝑃Ω) if satisfies∫
Ω

𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))∇𝜑 + 𝑎(𝑥)𝑢𝜑𝑑𝑥 =

∫
Ω

𝑓𝜑 𝑑𝑥 (1.1)

for all 𝜑 ∈ ∞∪
𝑛=1

𝑊 1,𝑝
0 (Ω𝑛). By problem (𝑃Ω𝑛) we mean the same problem as (𝑃Ω)

but defined on Ω𝑛.
The main result of this work is the following.

Theorem 1.1. Let 2 ≤ 𝑝 < 𝑁 , 𝑝′ ≤ 𝑞 < 𝑁
𝑝 , 𝜎 = (𝑁 − 𝑝𝑞)−1, 𝑞1 = 𝜎(𝑁 − 𝑝)𝑞,

𝑟 = 𝜎𝑁(𝑞 − 1)𝑞, 𝑠 = 𝜎(𝑁 − 𝑝)(𝑝− 1)𝑞, and 𝑎 ∈ 𝐿∞loc(Ω;ℝ
+
0 ). If 𝑓 ∈ 𝐿𝑞,𝑞1(Ω) then

there exists (at least) one solution 𝑢 ∈ 𝑊 1,𝑝
0 (Ω)∩𝐿𝑟,𝑠(Ω) of the problem (𝑃Ω) and

the solution satisfies the a priori estimate

∥𝑢∥𝐿𝑟,𝑠(Ω) ≤ 𝐶∥𝑓∥𝑝
′/𝑝
𝐿𝑞,𝑞1 (Ω) (for some 𝐶 > 0). (1.2)

If 𝑎 ∈ 𝐿∞(Ω;ℝ+
0 ) then the solution 𝑢 is unique and

∫
Ω 𝑓𝑢 𝑑𝑥 ≥ 0.

Lemma 1.2 (Approximation of the solution). Let 𝑢 ∈ 𝑊 1,𝑝
0 (Ω) be the solution

given in Theorem 1.1. For any 𝑛 ∈ ℕ, the problem (𝑃Ω𝑛) has a unique solution

𝑢𝑛 ∈ 𝑊 1,𝑝
0 (Ω𝑛) and the sequence (𝑢𝑛)𝑛∈ℕ ⊂ 𝑊 1,𝑝

0 (Ω) converges strongly to 𝑢.

Remark 1.3 (Linear case). Let 𝑁 > 4, 2 ≤ 𝑞 < 𝑁
2 , 𝜎 = (𝑁 − 2𝑞)−1, 𝜇1 = 𝜎𝑁𝑞,

𝜇2 = 𝜎(𝑁 − 2)𝑞, Ψ(𝑢) = −Δ𝑢, and 𝑎 ∈ 𝐿∞loc(Ω;ℝ
+
0 ). If 𝑓 ∈ 𝐿𝑞,𝜇2(Ω) then there

exists (at least) one solution 𝑢 ∈ 𝐻1
0 (Ω) ∩ 𝐿𝜇1,𝜇2(Ω) which satisfies the a priori

estimate

∥𝑢∥𝐿𝜇1,𝜇2 (Ω) ≤ 𝐶∥𝑓∥𝐿𝑞,𝜇2(Ω) (for some 𝐶 > 0).

There are many results concerning the existence of solutions to boundary
value problems for nonlinear second-order elliptic equations, here we are interested
in the special situation where singular terms and terms in Lorentz spaces appear.

Singular elliptic problems depend deeply on the type of singularities involved.
The best studied singular term in the literature is a negative power of the solu-
tion, i.e., considering the Dirichlet problem of the form −Δ𝑝𝑢(𝑥) = 𝛽(𝑥)𝑢(𝑥)−𝜂 +
𝑓(𝑥, 𝑢(𝑥)), with 𝜂 ≥ 0, which was first studied in the context of semilinear equa-
tions (𝑝 = 2). Among the first works in this direction are the papers of Crandall,
Rabinowitz, and Tártar [8] and Stuart [25]. Since then, there have been several
other papers on the subject. We mention the relevant works of Coclite and Palmieri
[7], Diaz, Morel, and Oswald [9], Lair and Shaker [15], Shaker [22], Shi and Yao
[23], Sun, Wu, and Long [26], and Zhang [28]. In particular, Lair and Shaker [15]
assumed that 𝑓 ≡ 0 and 𝛽 ∈ 𝐿2(Ω) and established the existence of a unique
positive weak solution. Their result was extended by Shi and Yao [23] to the case
of a “sublinear” reaction, namely when 𝑓(𝑥, 𝑢) = 𝜆𝑢𝑟−1 with 𝜆 > 0 and 1 < 𝑟 ≤ 2.
The case of a “superlinear-subcritical” reaction, i.e., when 2 < 𝑟 < 2∗, where 2∗ is
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the critical Sobolev exponent, was investigated by Coclite and Palmieri [7] under
the assumption that 𝛽 ≡ 1. In both works (i.e., [7] and [23]), it is shown that there
exists a critical value 𝜆∗ > 0 of the parameter, such that for every 𝜆 ∈ (0, 𝜆∗), the
problem admits a nontrivial positive solution. Subsequently, Sun, Wu, and Long
[26] using the Ekeland variational principle, obtained two nontrivial positive weak
solutions for more general functions 𝛽. The work of Zhang [28] extended their
result to more general nonnegative superlinear perturbations, using critical point
theory on closed convex sets. For the same problem but driven by the 𝑝-Laplacian,
we mention the works of Agarwal, Lü, and O’Regan [1], Agarwal and O’Regan [2],
where 𝑁 = 1 (ordinary differential equations), and Perera and Silva [19], Perera
and Zhang [20], where 𝑁 ≥ 2 (partial differential equations) and the reaction term
has the form 𝛽(𝑥)𝑢(𝑥)−𝜂 + 𝜆𝑓(𝑥, 𝑢(𝑥)) with 𝜆 > 0. For such a parametric non-
linearity, the authors prove existence and multiplicity results (two positive weak
solutions), valid for all 𝜆 ∈ (0, 𝜆∗). Moreover, the perturbation term 𝑓 exhibits
a strict (𝑝 − 1)-superlinear growth near +∞ and, more precisely, it satisfies on
[0,+∞), the well-known Ambrosetti-Rabinowitz condition. Chen, Papageorgiou
and Rocha [4] considered the reaction term nonparametric and the perturbation
as (𝑝− 1)-linear near +∞ and proved the existence of an ordered pair of smooth
positive strong solutions.

For other type of singularities, we mention the work of Giachetti and Segura
de Leon [12], where they obtained for a problem involving a Leray-Lions operator

plus the term sig(𝑢−1)
∣𝑢−1∣𝐾 ∣∇𝑢∣2 − 𝑓 the existence of a weak solution 𝑢 ∈ 𝐻1

0 (Ω) when

𝑓 ∈ 𝐿𝑚(Ω), where 𝑚 ≥ 2𝑁
𝑁+2 , by using Stampacchia theorem to show that the

gradient goes to zero faster than ∣𝑢 − 1∣𝐾 so, in fact, the term does not blow up.
Problems involving a Hardy-type singular term − 𝜆

∣𝑥∣2𝑢, where 0 ∈ Ω, a term with

critical Sobolev exponent (compactness loss) and other subcritical terms where
study by Chen and Rocha [5], showing the existence of four solutions where at
least one is sign changing. Moreover, if in the previous problem we add the sin-
gularity −𝜇𝑢−𝑞 with 0 < 𝑞 < 1, Chen and Rocha [6] proved the existence of two
positive solutions under adequate hypotheses. In both works, Nehari optimization
techniques and precise estimates of the energy of critical points are important
tools.

Elliptic problems with terms in Lorentz spaces are considerably less common,
mainly because of the use of non-increasing rearrangements in their definition
which are relevant for radially symmetric problems but limits the application of
other techniques. Consider the degenerate linear version of problem 𝑃Ω without
singularity, i.e., 𝑎 ≡ 0 and the Leray-Lions operator has the form 𝜓(𝑥, 𝜉) = 𝑀(𝑥)𝜉
with 𝑀 is a symmetric matrix in 𝐿∞(Ω)𝑁×𝑁 satisfying the ellipticity condition,
there exists 𝛼 > 0 such that 𝑀(𝑥)𝜉 ⋅ 𝜉 ≥ 𝛼∣𝜉∣2 for 𝑥 ∈ Ω and 𝜉 ∈ ℝ𝑁 . Karch and
Ricciardi [14], for the particular set of equations ∂

∂𝑥𝑖
𝜓(𝑥,∇(𝑥)) = ∂

∂𝑥𝑖
𝑓 showed

that weak solutions are differentiable almost everywhere when 𝑢 ∈ 𝐻1
loc(Ω) and

∂
∂𝑥𝑖

𝑓 ∈ 𝐿𝑛,1loc (Ω). For 𝑓 = div𝐹 with 𝐹 ∈ (𝐿2(Ω))𝑁 and 𝑎 ≡ 0, Napoli and

Mariani [18] using the Lax-Milgram Lemma obtained the existence of a unique
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solution in 𝐻1
0 (Ω) and for 𝐹 ∈ 𝐿𝑞(Ω), with 𝑞 > 2 used the Stampacchia result

(Theorem 4.2 [24]) to improve summability. For the nonlinear setting, still with

𝑎 ≡ 0, involving a Leray-Lions operator and 𝐹 ∈ (𝐿𝑝
′
(Ω))𝑁 , Napoli and Mariani

[18] using the Leray-Lions theorem [16], showed also the existence of a unique

solution in 𝑊 1,𝑝
0 (Ω).

This work generalizes some previous results, e.g., in Napoli and Mariani [18],
besides others. As far as we are aware, there are no results in the literature si-
multaneously combining 𝑎 ∈ 𝐿∞loc(Ω;ℝ

+
0 ) and 𝑓 in a Lorentz space. The main

point here is to take advantage of the best fitted embedding of the Sobolev space
𝑊 1,𝑝

0 (Ω) into a Lorentz space, compared with the standard Sobolev embedding
into a Lebesgue space.

The paper is organized as follows. Section 2 introduces basic notation and
results relevant in subsequence pages. In Section 3, we first prove the existence
of a solution for the problem (𝑃Ω) and then obtain the estimative and respective
inclusion of the solution in a Lorentz space.

From now on, we use =̇ to emphasize a new definition. By → (respectively,
⇀) we denoted strongly (respectively, weakly) convergence on a Banach space.

2. Preliminaries results

In this section, we give some preliminaries which play an important role in the
method used to study problem (𝑃Ω).

Let Ω ⊂ ℝ𝑁 be a bounded domain with smooth enough boundary, 𝑋 be a
separable reflexive Banach space and 𝑋∗ denote its dual space. The dual product
in𝑋∗×𝑋 is denoted by ⟨𝑥∗, 𝑥⟩

𝑋∗×𝑋
and, when𝑋∗×𝑋 is clear from the context, we

just write ⟨𝑥∗, 𝑥⟩ for 𝑥∗ ∈ 𝑋∗ and 𝑥 ∈ 𝑋 . For an exponent 𝑝 > 1, 𝑝′ =̇ 𝑝(𝑝− 1)−1

denotes its conjugate exponent and 𝑝∗ =̇ 𝑁𝑝(𝑁−𝑝)−1 its critical exponent in ℝ𝑁 .

Definition 2.1. Let 𝐵 : 𝑋 → 𝑋∗ be an operator, then 𝐵 is said to be

∙ Coercive: if lim
∥𝑢∥→∞

⟨𝐵𝑢,𝑢⟩
∥𝑢∥ = ∞;

∙ (strictly) Monotone: if ⟨𝐵𝑢−𝐵𝑣, 𝑢 − 𝑣⟩ ≥ 0 (respectively >), for all 𝑢, 𝑣 ∈
𝑋 ;

∙ Hemicontinuous : if 𝜆 ∈ ℝ '→ ⟨𝐵(𝑢+ 𝜆𝑣), 𝑤⟩ is continuous, for all 𝑢, 𝑣, 𝑤 ∈ 𝑋 ;
∙ Radially continuous : if 𝜆 ∈ ℝ '→ ⟨𝐵(𝑢+ 𝜆𝑣), 𝑣⟩ is continuous, for all 𝑢, 𝑣 ∈ 𝑋 ;
∙ Pseudo-monotone: if 𝑢𝑛 ⇀ 𝑢 and lim sup

𝑛→∞
⟨𝐵(𝑢𝑛), 𝑢𝑛 − 𝑢⟩ ≤ 0 imply

lim inf
𝑛→∞ ⟨𝐵𝑢𝑛, 𝑢𝑛 − 𝑣⟩ ≥ ⟨𝐵𝑢, 𝑢− 𝑣⟩

for all 𝑣 ∈ 𝑋 ;
∙ (𝑆+)-type operator : if 𝑢𝑛 ⇀ 𝑢 and

lim sup
𝑛→∞

⟨𝐵𝑢𝑛, 𝑢𝑛 − 𝑢⟩ ≤ 0

imply 𝑢𝑛 → 𝑢.
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Lemma 2.2 (see [29]). Any hemicontinuous and monotone operator is a pseudo-
monotone operator.

Definition 2.3. Let 𝑉 be a linear subspace of 𝑋 and 𝐴 : 𝑋 × 𝑉 → ℝ, then 𝐴 is
said to be of type 𝑀 with respect to 𝑉 if for any sequence (𝑣𝜆)𝜆∈Λ ⊂ 𝑉 , 𝑤 ∈ 𝑋
and 𝑣∗ ∈ 𝑉 ∗, we have
(a) 𝑣𝜆 ⇀ 𝑤;
(b) 𝐴(𝑣𝜆, 𝑣) → ⟨𝑣∗, 𝑣⟩ for all 𝑣 ∈ 𝑉 ;
(c) 𝐴(𝑣𝜆, 𝑣𝜆) → ⟨𝑣∗, 𝑤⟩, where 𝑣∗ is the extension of 𝑣∗ on the closure of 𝑉 ;

imply that 𝐴(𝑤, 𝑣) = ⟨𝑣∗, 𝑣⟩ for all 𝑣 ∈ 𝑉 .

Lemma 2.4 (see [29]). The operator Ψ is pseudo-monotone and a (𝑆+)-type oper-
ator.

The following is a version of the Browder-Minty theorem ([11], [21]).

Theorem 2.5. Let 𝑉 bet a reflexive Banach space, let 𝐴 : 𝑉 → 𝑉 ∗ be a radially
continuous, coercive and monotone operator, then 𝐴 is surjective.

Lemma 2.6 ([13], [27]). For Lorentz spaces, we have the following results:

(a) Using the definition above, it is possible to prove that 𝐿𝑝,𝑝(Ω) coincides with
the Lebesgue space 𝐿𝑝(Ω) and ∥𝑢∥𝐿𝑝,𝑝(Ω) = ∥𝑢∥𝐿𝑝(Ω) for 𝑢 ∈ 𝐿𝑝,𝑝(Ω).

(b) (Duality) Let 1 < 𝑝 < 𝑞 < ∞ then

(𝐿𝑝,𝑞(Ω))′ = 𝐿𝑝
′,𝑞′(Ω).

(c) Let 1 ≤ 𝑞1 < 𝑝 < 𝑞2 < ∞ and 𝑝1 < 𝑝, then the following inclusions hold:

𝐿𝑝,𝑞1(Ω) ⊊ 𝐿𝑝,𝑝(Ω) ≡ 𝐿𝑝(Ω) ⊊ 𝐿𝑝,𝑞2(Ω) ⊊ 𝐿𝑝,∞(Ω) ⊊ 𝐿𝑝1,𝑞1(Ω).

(d) We have the following (Hölder type) inequality

∥𝑓𝑔∥𝐿𝑝,𝑞(Ω) ≤ ∥𝑓∥𝐿𝑝1,𝑞1 (Ω)∥𝑔∥𝐿𝑝2,𝑞2 (Ω),
where 1

𝑝 =
1
𝑝1

+ 1
𝑝2
and 1

𝑞 =
1
𝑞1
+ 1

𝑞2
.

(e) If 𝑓 ∈ 𝐿𝑝𝑚,𝑞𝑚(Ω) with 𝑚 > 0, then ∣𝑓 ∣𝑚 ∈ 𝐿𝑝,𝑞(Ω) and

∥∣𝑓 ∣𝑚∥𝐿𝑝,𝑞(Ω) = ∥𝑓∥𝑚𝐿𝑝𝑚,𝑞𝑚(Ω) .

Lemma 2.7. Let 1 ≤ 𝑝 < 𝑁 then 𝑊 1,𝑝(𝑅𝑁 ) ⊂ 𝐿𝑝
∗,𝑝(𝑅𝑁 ) with continuous em-

bedding, 𝑊 1,𝑝
0 (Ω) ⊂ 𝐿𝑝

∗,𝑝(Ω) with continuous embedding, and when ∂Ω ∈ 𝐶1 the
same result applies to 𝑊 1,𝑝(Ω).

To obtain the a priori estimate for the solution, truncation functions will be
the main tool. For 𝑘 > 0 and 𝑥 ∈ 𝑅 define the truncating function 𝒯𝑘 : ℝ → ℝ as

𝒯𝑘 (𝑥) =̇
⎧⎨⎩

−𝑘 if 𝑥 < −𝑘,
𝑥 if −𝑘 ≤ 𝑥 ≤ 𝑘,
𝑘 if 𝑥 > 𝑘.

For any 𝑢 : Ω → ℝ, by 𝒯𝑘(𝑢) we denote the map 𝒯𝑘(𝑢) : Ω → ℝ defined by
𝑥 '→ 𝒯𝑘(𝑢(𝑥)).
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Lemma 2.8. The truncation function 𝒯𝑘 satisfies
(i) For any 𝑘 > 0, we have 𝑥𝒯𝑘(𝑥) ≥ 0;
(ii) If ∥𝒯𝑘 (𝑢)∥𝐿𝑝,𝑞(Ω) ≤ 𝐶 for any 𝑘 > 0, then 𝑢 ∈ 𝐿𝑝,𝑞 (Ω) and ∥𝑢∥𝐿𝑝,𝑞(Ω) ≤ 𝐶.

Remark 2.9. Note that if 𝑢 ∈ 𝑊 𝑗,𝑝(Ω) by the Sobolev embedding we have 𝑢 ∈
𝐿𝑝

∗
(Ω) ≡ 𝐿𝑝

∗,𝑝∗(Ω), but by the embedding to Lorentz spaces we have 𝑢 ∈ 𝐿𝑝
∗,𝑞(Ω)

with 𝑝 ≤ 𝑞 ≤ 𝑝∗. Hence there is an improvement in using the embedding to Lorentz
spaces.

3. Proof of Theorem 1.1

Here we prove Theorem 1.1 which we divide in two parts: (1) the existence of the
solution and (2) the a priori estimate (1.2). First part is mainly using ideas of An
et al. [3] and Drivaliaris and Yannakakis [10]. The proof of the estimate is inspired
by Napoli and Mariani [18].

3.1. Existence

Recall Ω ⊂ ℝ𝑁 be a bounded domain with smooth boundary, (Ω𝑛)𝑛∈ℕ is a in-

creasing sequence of open subsets of Ω, such that Ω𝑛 ⊆ Ω𝑛+1 and Ω =
∞∪
𝑛=1

Ω𝑛.

For presentation clarity, from now on, we fix 𝑋 =̇ 𝑊 1,𝑝
0 (Ω) and 𝑋𝑛 =̇ 𝑊 1,𝑝

0 (Ω𝑛)
for each 𝑛 ∈ ℕ. Each 𝑋𝑛 is a closed subspace of 𝑋 by extending its elements by

zero outside Ω𝑛 and let 𝑉 =̇
∞∪
𝑛=1

𝑋𝑛.

Define the map 𝑇 : 𝑋 → 𝑋∗ by

𝑇 (𝑢)(𝑥) =̇ Ψ(𝑢)(𝑥) + 𝑎(𝑥)𝑢(𝑥) = − div(𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥)) + 𝑎(𝑥)𝑢(𝑥),

for all 𝑥 ∈ Ω and 𝑢 ∈ 𝑋 , and the operator 𝐴 : 𝑋 × 𝑉 → ℝ by

𝐴(𝑢, 𝑣) =̇ ⟨𝑇 (𝑢), 𝑣⟩
𝑋∗×𝑋

=

∫
Ω

𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))∇𝑣(𝑥) + 𝑎(𝑥)𝑢(𝑥)𝑣(𝑥) 𝑑𝑥

for all 𝑢 ∈ 𝑋 and 𝑣 ∈ 𝑉 . We also consider the operators 𝐴𝑛 : 𝑋𝑛 ×𝑋𝑛 → ℝ, with
𝑛 ∈ ℕ, defined by

𝐴𝑛(𝑢, 𝑣) =̇ ⟨𝑇 (𝑢), 𝑣⟩
𝑋∗
𝑛×𝑋𝑛

=

∫
Ω𝑛

𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))∇𝑣(𝑥) + 𝑎(𝑥)𝑢(𝑥)𝑣(𝑥) 𝑑𝑥

for all 𝑢, 𝑣 ∈ 𝑋𝑛. Note that 𝐴 : 𝑋 × 𝑉 → ℝ is well defined but 𝐴 : 𝑋 ×𝑋 → ℝ is
not, since 𝑎 ∈ 𝐿∞loc(Ω;ℝ

+
0 ). In fact, for any 𝑣 ∈ 𝑉 there exists a 𝑘 ∈ ℕ such that

𝑣 ∈ 𝑋𝑘 and

𝐴(𝑢, 𝑣) =

∫
Ω𝑘

𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))∇𝑣(𝑥) + 𝑎(𝑥)𝑢(𝑥)𝑣(𝑥) 𝑑𝑥 < ∞.

Although 𝐴𝑘(𝑢, 𝜑) is not well defined, for 𝑢 ∈ 𝑋 and 𝑣 ∈ 𝑋𝑘.

Claim 1. The operators 𝐴𝑛 are coercive, for any 𝑛 ∈ ℕ.
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From the elliptic condition, we have for 𝑢 ∈ 𝑋𝑛

𝐴𝑛(𝑢, 𝑢) ≥ 𝛼

∫
Ω

∣∇𝑢∣𝑝 𝑑𝑥+
∫
Ω

𝑎 𝑢2 𝑑𝑥 ≥ 𝛼 ∥𝑢∥𝑝 +
∫
Ω

𝑎 𝑢2 𝑑𝑥.

Thus, since 𝑎 ≥ 0, we get

lim
∥𝑢∥→∞

𝐴𝑛(𝑢, 𝑢)

∥𝑢∥ ≥ lim
∥𝑢∥→∞

𝛼 ∥𝑢∥𝑝−1 = ∞.

Claim 2. We have 𝐴𝑛(𝑢, ⋅) ∈ 𝑋𝑛
∗ for all 𝑛 ∈ ℕ and all 𝑢 ∈ 𝑋𝑛.

From 𝑎 ∈ 𝐿∞(Ω𝑛), there exists a constant 𝑐𝑎 ≥ 0 such that

𝐴𝑛(𝑢, 𝑣) ≤
∫
Ω𝑛

∣𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))∇𝑣∣𝑑𝑥+ 𝑐𝑎

∫
Ω𝑛

∣𝑢𝑣∣𝑑𝑥.

Since 𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥)) ∈ 𝐿𝑝
′
(Ω𝑛) and ∇𝑣 ∈ 𝐿𝑝(Ω𝑛), we can apply the Hölder

inequality in the first term. For the second term, since 𝑝′ = 𝑝
𝑝−1 , 𝑝 ≥ 2, and

𝑝′ < 𝑝, we use the embedding 𝐿𝑝(Ω𝑛0) ⊂ 𝐿𝑝
′
(Ω𝑛0), i.e., if 𝑢 ∈ 𝐿𝑝(Ω𝑛0), we can

apply the Hölder inequality with 𝑢 ∈ 𝐿𝑝
′
(Ω𝑛) and 𝑣 ∈ 𝐿𝑝(Ω𝑛). Additionally from

the Poincaré inequality, we obtain

𝐴𝑛(𝑢, 𝑣) ≤ ∥𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))∥𝐿𝑝′ (Ω𝑛0)
∥𝑣∥𝐿𝑝(Ω𝑛0 )

+ 𝑐𝑎∥𝑢∥𝐿𝑝′(Ω𝑛0)
∥𝑣∥𝐿𝑝(Ω𝑛0)

≤
(
∥𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))∥𝐿𝑝′ (Ω𝑛0 )

+ 𝑐𝑎∥𝑢∥𝐿𝑝′(Ω𝑛0)

)
∥𝑣∥𝐿𝑝(Ω𝑛0)

≤ 𝑐1

(
∥𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥))∥𝐿𝑝′ (Ω𝑛0 )

+ 𝑐𝑎∥𝑢∥𝐿𝑝′(Ω𝑛0)

)
∥∇𝑣∥𝐿𝑝(Ω𝑛0)

≤ 𝑐2∥𝑣∥𝑊 1,𝑝
0 (Ω𝑛0)

for some 𝑐1, 𝑐2 ≥ 0. Hence, we get that 𝐴𝑛(𝑥, ⋅) are bounded linear functionals
on 𝑋𝑛

∗. Since each 𝐴𝑛(𝑥, ⋅) is a bounded linear functional on 𝑋𝑛
∗, the operators

𝑇 ∣𝑋𝑛
are well defined for all 𝑛 ∈ ℕ.

Claim 3. The operators 𝑇 ∣𝑋𝑛
are monotone and hemicontinuous for all 𝑛 ∈ ℕ.

This is clear from the fact that 𝑇 ∣𝑋𝑛
are the sum of a Leray-Lions operator and

a linear operator, i.e., each one is monotone and hemicontinuous.

Claim 4. There exists a solution 𝑢𝑛 ∈ 𝑋𝑛 for each problem (𝑃Ω𝑛).

Since any hemicontinuous operator is radially continuous and 𝑇 ∣𝑋𝑛
are mono-

tone and coercive operators, 𝑇 ∣𝑋𝑛
satisfy the conditions of the Browder-Minty

theorem, so

∃𝑢𝑛 ∈ 𝑋𝑛 s.t. ⟨𝑇 (𝑢𝑛), 𝑣⟩𝑋∗
𝑛×𝑋𝑛

= ⟨𝑓∗, 𝑣⟩
𝑋∗
𝑛×𝑋𝑛

for all 𝑣 ∈ 𝑋𝑛. (3.1)

Recall that for any 𝑣 ∈ 𝑉 =̇ ∪∞𝑛=1𝑋𝑛, there exists 𝑛̄ ∈ ℕ such that 𝑣 ∈ 𝑋𝑛̄. By
the definition of 𝑋𝑛, we know that (𝑋𝑛)𝑛∈ℕ is an upwards direct family of closed
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subspaces of 𝑋 and hence for any 𝑛 ≥ 𝑛̄, 𝑣 ∈ 𝑋𝑛. Hence, by (3.1), we consecutively
have

𝐴(𝑢𝑛, 𝑣) → ⟨𝑓∗, 𝑣⟩ for all 𝑛 ≥ 𝑛̄, (3.2)

𝐴(𝑢𝑛, 𝑣) → ⟨𝑓∗, 𝑣⟩ for all 𝑣 ∈ 𝑉, (3.3)

𝐴(𝑢𝑛, 𝑤) → ⟨𝑓∗, 𝑤⟩ for all 𝑤 ∈ 𝑋, (3.4)

since 𝑉 is dense in 𝑋 and
∫
Ω 𝑎𝑣𝑤 𝑑𝑥 =

∫
Ω𝑛

𝑎𝑣𝑤 𝑑𝑥 for all 𝑣 ∈ 𝑋𝑛 and 𝑤 ∈ 𝑋 .

Claim 5. The sequence of solutions 𝑢𝑛 of (𝑃Ω𝑛) converges weakly in 𝑋 , i.e., there
exists 𝑢 ∈ 𝑋 such 𝑢𝑛 ⇀ 𝑢.

From equation (3.4), setting 𝑣 = 𝑢𝑛, we have ⟨𝑇 (𝑢𝑛), 𝑢𝑛⟩ = ⟨𝑓∗, 𝑢𝑛⟩, which to-
gether with the coercivity of operator 𝑇 ∣𝑋𝑛

gives that the sequence (𝑢𝑛)𝑛∈ℕ is

bounded. If not, suppose that ∥𝑢𝑛∥ → ∞ then

lim
∥𝑢𝑛∥→∞

⟨𝑇 (𝑢𝑛), 𝑢𝑛⟩
∥𝑢𝑛∥ ≤ lim

∥𝑢𝑛∥→∞
∥𝑓∗∥∥𝑢𝑛∥

∥𝑢𝑛∥ = ∥𝑓∗∥ < ∞,

which is a contradiction with the operator to be coercive. Hence, since 𝑋 ≡
𝑊 1,𝑝

0 (Ω) is a separable reflexive Banach space, using Alaoglu’s lemma we have

that (𝑢𝑛)𝑛∈ℕ bounded implies 𝑢𝑛 ⇀ 𝑢 ∈ 𝑊 1,𝑝
0 (Ω).

Claim 6. The sequence (𝑢𝑛)𝑛∈ℕ converges strongly in 𝑋 .

By the weak convergence of the sequence (𝑢𝑛)𝑛∈ℕ to 𝑢 ∈ 𝑋 , we have ⟨𝑓∗, 𝑢𝑛⟩ →
⟨𝑓∗, 𝑢⟩. So, using (3.3) with 𝑣 = 𝑢𝑛, we have

𝐴(𝑢𝑛, 𝑢𝑛) → ⟨𝑓∗, 𝑢𝑛⟩ → ⟨𝑓∗, 𝑢⟩. (3.5)

Using the compactness of the embedding 𝑋 ≡ 𝑊 1,𝑝
0 (Ω) in 𝐿𝑝

′
(Ω), we conclude the

strong convergence of 𝑢𝑛 → 𝑢 in 𝑋 .
Alternatively the strong convergence of the sequence (𝑢𝑛)𝑛∈ℕ ⊂ 𝑋 is ensured

by the fact that the Leray-Lions operator Ψ is a (𝑆+)-type operator, 𝑢𝑛 ⇀ 𝑢 and,
by (3.4), we have

lim sup
𝑛→∞

⟨𝑇 (𝑢𝑛), 𝑢𝑛 − 𝑢⟩ = ⟨𝑓∗, 𝑢𝑛 − 𝑢⟩ = 0. (3.6)

Note also that, since the Leray-Lions operator Ψ is a pseudo-monotone operator
and (3.6), then Ψ(𝑢𝑛) ⇀ Ψ(𝑢) when 𝑢𝑛 ⇀ 𝑢.

Claim 7. The map 𝐴 : 𝑋 × 𝑉 → ℝ defined by 𝐴(𝑢, 𝑣) =̇ ⟨𝑇 (𝑢), 𝑣⟩
𝑋∗×𝑋

is of type
𝑀 in respect to 𝑉 .

Let (𝑣𝜆)𝜆∈Λ ⊂ 𝑉 , 𝑤 ∈ 𝑋 and 𝑣∗ ∈ 𝑉 ∗. Assume the conditions (a)–(c) of Defini-
tion 2.3, then

𝐴(𝑣𝜆, 𝑣) = ⟨Ψ(𝑣𝜆), 𝑣⟩+ ⟨𝑎 𝑣, 𝑣𝜆⟩ → ⟨Ψ(𝑤), 𝑣⟩ + ⟨𝑎 𝑣, 𝑤⟩ = 𝐴(𝑤, 𝑣)

since 𝑣𝜆 ⇀ 𝑤 and Ψ(𝑣𝜆) ⇀ Ψ(𝑤), which merging with (𝑏) gives 𝐴(𝑤, 𝑣) = ⟨𝑣∗, 𝑣⟩
for all 𝑣 ∈ 𝑉 .

Claim 8. If 𝑎 ∈ 𝐿∞(Ω;ℝ+
0 ) then the solution 𝑢 is unique and

∫
Ω 𝑓𝑢 𝑑𝑥 ≥ 0.



210 L. Huang, K. Murillo and E.M. Rocha

Let 𝐽 : 𝑊 1,𝑝
0 (Ω) → ℝ be defined by 𝐽(𝑢) =̇ Ψ(𝑢)+𝑎(𝑥)𝑢− 𝑓(𝑥). Suppose 𝑢1, 𝑢2 ∈

𝑊 1,𝑝
0 (Ω) are two solutions of problem 𝑃Ω. Thus ⟨𝐽(𝑢1), 𝑣⟩ = ⟨𝐽(𝑢2), 𝑣⟩ = 0 for all

𝑣 ∈ 𝑊 1,𝑝
0 (Ω). In particular, we have

⟨𝐽(𝑢2)− 𝐽(𝑢1), 𝑢2 − 𝑢1⟩ = 0

⇔ ⟨Ψ(𝑢2)−Ψ(𝑢1), 𝑢2 − 𝑢1⟩+ ⟨𝑎𝑢2 − 𝑎𝑢1, 𝑢2 − 𝑢1⟩ = 0,

and Ψ is a monotone operator, i.e., ⟨Ψ(𝑢2) − Ψ(𝑢1), 𝑢2 − 𝑢1⟩ ≥ 0, which implies
⟨𝑎 (𝑢2 − 𝑢1), 𝑢2 − 𝑢1⟩ ≤ 0, but 𝑎(𝑥) ≥ 0 and 𝑎 ∕≡ 0, hence 𝑢2 = 𝑢1. Moreover, by
the ellipticity condition, if 𝑢 is the solution of problem 𝑃Ω we have

⟨𝐽(𝑢), 𝑢⟩ = 0 ⇔
∫
Ω

𝑓𝑢− 𝑎𝑢2 𝑑𝑥 =

∫
Ω

𝜓(𝑥, 𝑢,∇𝑢)∇𝑢 𝑑𝑥

⇒
∫
Ω

𝑓𝑢− 𝑎𝑢2 𝑑𝑥 ≥ 𝛼

∫
Ω

∣∇𝑢∣𝑝 𝑑𝑥 ≥ 0.

So 𝑎 ≥ 0 implies
∫
Ω
𝑓𝑢 𝑑𝑥 ≥ 0.

Proof of Theorem 1.1. The existence of a solution 𝑢 ∈ 𝑋 is a direct consequence
of Claim 5, (3.3), (3.5), and Claim 7. Claim 8 proves the last statement of the
theorem and the a priori estimate will be shown in the next subsection.

Proof of Lemma 1.2. The statements are precisely Claims 4 and 6.

3.2. Estimate for the solution

In this subsection we will study an estimate for the solution of the problem (𝑃Ω).
Let 𝑢 be a solution of the problem (𝑃Ω) and set

𝜑𝑛 =̇
1

𝑝𝑚+ 1
∣𝒯𝑘(𝑢)∣𝑝𝑚 𝒯𝑘(𝑢)𝜒Ω𝑛 , for any 𝑛 ∈ ℕ and some 𝑚 ∈ ℕ,

where 𝜒𝒮 is the characteristic function of the subset 𝒮 ⊂ ℝ𝑁 , i.e.,

𝜒𝒮 =

{
1, 𝑥 ∈ 𝒮.
0, 𝑥 ∈ ℝ𝑁∖𝒮.

By the definition of 𝒯𝑘(𝑢) and 𝑢 ∈ 𝑊 1,𝑝
0 (Ω), we get that 𝜑𝑛 ∈ 𝑉 =̇

∞∪
𝑛=1

𝑋𝑛 and

∇𝜑𝑛 = ∣𝒯𝑘(𝑢)∣𝑝𝑚∇ (𝒯𝑘(𝑢))𝜒Ω𝑛 a.e. in Ω.

It follows from (1.1) that∫
Ω𝑛

(𝜓(𝑥, 𝑢(𝑥),∇𝑢(𝑥)) ∣𝒯𝑘(𝑢)∣𝑝𝑚∇ (𝒯𝑘(𝑢)) 𝑑𝑥

+
1

𝑝𝑚+ 1

∫
Ω𝑛

𝑎(𝑥)𝑢∣𝒯𝑘(𝑢)∣𝑝𝑚𝒯𝑘(𝑢)𝜒Ω𝑛𝑑𝑥

=
1

𝑝𝑚+ 1

∫
Ω𝑛

𝑓(𝑥) ∣𝒯𝑘(𝑢)∣𝑝𝑚 𝒯𝑘(𝑢)𝑑𝑥.

(3.7)
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We denote the first, second and last terms in (3.7), respectively, by 𝐼1, 𝐼2 and 𝐼3.
By the definition of 𝒯𝑘(𝑢) and the ellipticity condition, we have

𝐼1 =

∫
Ω𝑛

𝜓(𝑥, 𝑢(𝑥),∇𝒯𝑘(𝑢)) ∣𝒯𝑘(𝑢)∣𝑝𝑚∇𝒯𝑘(𝑢)𝑑𝑥 ≥ 𝛼

∫
Ω

∣∇𝒯𝑘(𝑢)∣𝑝 ∣𝒯𝑘(𝑢)∣𝑝𝑚 𝑑𝑥.

Note that

∣∇ (𝒯𝑘(𝑢))∣𝑝 ∣𝒯𝑘(𝑢)∣𝑝𝑚 =

∣∣∣∣∇( ∣𝒯𝑘(𝑢)∣𝑚 𝒯𝑘(𝑢)
𝑚+ 1

)∣∣∣∣𝑝 ,
and then

𝐼1 ≥ 𝛼

∫
Ω𝑛

∣∣∣∣∇( ∣𝒯𝑘(𝑢)∣𝑚 𝒯𝑘(𝑢)
𝑚+ 1

)∣∣∣∣𝑝 𝑑𝑥 = 𝛼

∥∥∥∥ ∣𝒯𝑘(𝑢)∣𝑚 𝒯𝑘(𝑢)
𝑚+ 1

∥∥∥∥𝑝
𝑊 1,𝑝

0 (Ω𝑛)

.

By the embedding of Sobolev spaces into Lorentz spaces (see Lemma 2.7), we
obtain ∥∥∥∥ ∣𝒯𝑘(𝑢)∣𝑚 𝒯𝑘(𝑢)

𝑚+ 1

∥∥∥∥𝑝
𝐿𝑝∗,𝑝(Ω𝑛)

≤ 𝐶

∥∥∥∥ ∣𝒯𝑘(𝑢)∣𝑚 𝒯𝑘(𝑢)
𝑚+ 1

∥∥∥∥𝑝
𝑊 1,𝑝

0 (Ω𝑛)

.

Thus

𝐼1 ≥ 𝛼̃

∥∥∥∥ ∣𝒯𝑘(𝑢)∣𝑚 𝒯𝑘(𝑢)
𝑚+ 1

∥∥∥∥𝑝
𝐿𝑝∗,𝑝(Ω𝑛)

=
𝛼̃

(𝑚+ 1)𝑝
∥𝒯𝑘(𝑢)∥𝑝(𝑚+1)

𝐿𝑝∗(𝑚+1),𝑝(𝑚+1)(Ω𝑛)
. (3.8)

It follows from Remark 2.8 that

𝐼2 =
1

𝑝𝑚+ 1

∫
Ω𝑛

𝑎(𝑥)𝑢 ∣𝒯𝑘(𝑢)∣𝑝𝑚 𝒯𝑘(𝑢)𝑑𝑥 ≥ 0.

Using (d) and (e) of Lemma 2.6, we have

𝐼3 ≤ 1

𝑝𝑚+ 1

∫
Ω𝑛

∣𝑓 ∣ ∣𝒯𝑘(𝑢)∣𝑝𝑚+1
𝑑𝑥

≤ 1

𝑝𝑚+ 1
∥𝑓∥𝐿𝑞,𝑞1 (Ω𝑛)

∥∥∥∣𝒯𝑘(𝑢)∣𝑝𝑚+1
∥∥∥
𝐿𝑞

′,𝑞′1 (Ω𝑛)

=
1

𝑝𝑚+ 1
∥𝑓∥𝐿𝑞,𝑞1 (Ω𝑛)

∥𝒯𝑘(𝑢)∥
𝐿𝑞

′(𝑝𝑚+1),𝑞′
1
(𝑝𝑚+1)𝑝𝑚+1

(Ω𝑛)
.

(3.9)

Combining (3.7)–(3.9) we arrive at

𝛼̃

(𝑚+ 1)𝑝
∥𝒯𝑘(𝑢)∥𝑝(𝑚+1)

𝐿𝑝∗(𝑚+1),𝑝(𝑚+1)(Ω𝑛)
≤ 1

𝑝𝑚+ 1
∥𝑓∥𝐿𝑞,𝑞1 (Ω𝑛)

∥𝒯𝑘(𝑢)∥𝑝𝑚+1
𝐿𝑟,𝑠(Ω𝑛)

.

(3.10)
Now we choose the exponents such that

(i) 𝑟
.
= 𝑝∗(𝑚+ 1) = 𝑞′ (𝑝𝑚+ 1),

(ii) 𝑠
.
= 𝑝(𝑚+ 1) = 𝑞′1(𝑝𝑚+ 1).

Since that 𝑝∗ = 𝑝𝑁
𝑁−𝑝 and 𝑞′ = 𝑞

𝑞−1 , from (i) we obtain

𝑚 = [𝑁𝑝(𝑞 − 1)− 𝑞(𝑁 − 𝑝)]𝜎𝑝−1
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where 𝜎 = (𝑁 − 𝑝𝑞)−1. Replacing the value of 𝑚, we obtain

𝑟 = 𝜎𝑁(𝑞 − 1)𝑞 and 𝑠 = 𝜎(𝑁 − 𝑝)(𝑝− 1)𝑞.

From (ii), we have
𝑞1 = 𝜎(𝑁 − 𝑝)𝑞.

Therefore, from (3.10), we get

𝛼̃

(𝑚+ 1)𝑝
∥𝒯𝑘(𝑢)∥𝑝(𝑚+1)

𝐿𝑟,𝑠(Ω𝑛)
≤ 1

𝑝𝑚+ 1
∥𝑓∥𝐿𝑞,𝑞1 (Ω𝑛)

∥𝒯𝑘(𝑢)∥𝑝𝑚+1
𝐿𝑟,𝑠(Ω𝑛)

,

then
∥𝒯𝑘(𝑢)∥𝑝−1𝐿𝑟,𝑠(Ω𝑛)

≤ 𝐶 ∥𝑓∥𝐿𝑞,𝑞1 (Ω𝑛)
.

By Remark 2.8, 𝑢 ∈ 𝐿𝑟,𝑠 (Ω𝑛) and

∥𝑢∥𝐿𝑟,𝑠(Ω𝑛)
≤ 𝐶 ∥𝑓∥𝑝′/𝑝𝐿𝑞,𝑞1 (Ω𝑛)

. (3.11)

For fixed 𝑠 ≥ 0, by monotone convergence properties of measures we obtain that

𝑑𝑢Ω𝑛
(𝑠) increasingly converges to 𝑑𝑢Ω(𝑠) as 𝑛 → ∞.

Therefore
𝑢∗∗Ω𝑛

(𝑠) increasingly converges to 𝑢∗∗Ω (𝑠) as 𝑛 → ∞.

Thus it follows from the Levi theorem that

lim
𝑛→∞ ∥𝑢∥𝐿𝑟,𝑠(Ω𝑛) = lim

𝑛→∞

(∫ ∞

0

(
𝑠1/𝑝𝑢∗∗Ω𝑛

(𝑠)
)𝑞 1

𝑠
𝑑𝑠

)1/𝑞

=

(∫ ∞

0

(
𝑠1/𝑝 lim

𝑛→∞𝑢∗∗Ω𝑛
(𝑠)

)𝑞 1
𝑠
𝑑𝑠

)1/𝑞

=

(∫ ∞

0

(
𝑠1/𝑝𝑢∗∗Ω (𝑠)

)𝑞 1
𝑠
𝑑𝑠

)1/𝑞

= ∥𝑢∥𝐿𝑟,𝑠(Ω).

(3.12)

From (3.11) and (3.12) we get that

∥𝑢∥𝐿𝑟,𝑠(Ω) ≤ 𝐶∥𝑓∥𝑝′/𝑝𝐿𝑞,𝑞1 (Ω).
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1. Introduction and statement of results

About a half-century ago V.I. Matsaev proved the following result.

Theorem M [14]. If an entire function 𝑓(𝑧), 𝑧 = 𝑟𝑒𝚤𝜃, admits a lower bound

log ∣𝑓(𝑧)∣ ≥ −𝐶
𝑟𝜌

∣ sin 𝜃∣𝑠 (1.1)

with some constants 𝐶 > 0, 𝜌 > 1, and 𝑠 ≥ 0, then 𝑓 is of order 𝜌 and finite type.

Throughout, 𝐶 stands for various insignificant constants, independent upon
the arguments, whose values can change from occurrence to occurrence.

The proof of TheoremM is based on another Matsaev’s result of independent
interest, which asserts that a certain upper bound of a subharmonic function can
be significantly improved.

The author is thankful to the referees for very careful reading of the manuscript and for point-
ing out Carleman’s note [2]. The author is also indebted to Professors P. Agranovich and
A. Rashkovskii for help and useful remarks and to The Center for Research and Development

in Mathematics and Applications (University of Aveiro) for their friendliness and hospitality at
IDOTA 2011. This work was partially supported by Bronx Community College/CUNY.
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Theorem M1 [14], [11, p. 212, Theor. 3]. Let 𝑢(𝑧) be a subharmonic function in
the complex plane, which satisfies the estimate

𝑢(𝑧) ≤ 𝐶
1 + 𝑟𝜌

∣ sin 𝜃∣𝑠 , 𝑧 = 𝑟𝑒𝚤𝜃, 𝜌 > 1, 𝑠 ≥ 0.

Then 𝑢(𝑧) is of order 𝜌 and finite type.

Remark 1.1. This result can be viewed as a far-reaching generalization of the
famous Liouville theorem on the bounded entire functions, see, e.g., Carleman’s
paper [2].

The inequalities like (1.1) are crucial in many problems, since they are in-
trinsically connected with the estimates of the Cauchy type integrals. Specifically,
Theorem M has found important applications in operator theory [4, 15], thus it is
of interest to extend these results onto more general classes of functions. It can be
easily verified though, that TheoremM1 fails for functions analytic in a half-plane
– see for instance examples in [9], therefore, some additional conditions are needed.
Indeed, Govorov and Zhuravleva proved that TheoremM1 can be extended to an-
alytic functions in a half-plane, which are continuous up to, and satisfy a similar
upper bound at the boundary.

Theorem GZ [6]. Let a function 𝑓(𝑧), analytic in the open half-plane ℑ𝑧 > 0 and
continuous in ℑ𝑧 ≥ 0, satisfy

log ∣𝑓(𝑟𝑒𝚤𝜃)∣ ≤ 𝐶
𝑟𝜌

(sin 𝜃)𝑠
, 0 < 𝜃 < 𝜋, 𝑟 > 𝑟0 > 0,

and log ∣𝑓(𝑡)∣ ≤ 𝐶∣𝑡∣𝜌 for real 𝑡 ∈ (−∞,−𝑟0) ∪ (𝑟0,∞), where 𝑠 ≥ 0, 𝜌 > 1, and
𝑟0 > 0 are various constants. Then asymptotically

max
0≤𝜃≤𝜋

log ∣𝑓(𝑟𝑒𝚤𝜃)∣ ≤ 𝐶𝑟𝜌.

Sergienko extended Matsaev’s theorem to meromorphic functions and the dif-
ferences of subharmonic functions in the complex plane or half-plane and noticed,
that in this case it was necessary to impose certain restrictions on the distribution
of the Riesz masses of the functions involved – see [18, 19, 20] or the survey by
I.V. Ostrovskii [16]. Let us remark that an entire function 𝑓 in Theorem M can
obviously have only real zeros, while a subharmonic function 𝑢 in Theorem M1
can have its Riesz associated masses distributed everywhere in the plane. Some
interesting relevant results have also been proven by Yoshida [22].

Assumptions (1.1) and alike in the papers cited above are stated in the uni-
form norm. Rashkovskii has recently proved a version of the Matsaev theorem for
subharmonic functions, where assumptions are imposed on the integral norm (1.2)
of the negative part 𝑢− of the function. Hereafter as usual, 𝑎+ = max{𝑎; 0} and
𝑎 = 𝑎+ − 𝑎−.
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Theorem R [17]. Let a function 𝑢, subharmonic in the complex plane ℂ and har-
monic in ℂ ∖ ℝ, satisfy the inequality∫ 𝜋

−𝜋
𝑢−(𝑟𝑒𝚤𝜃)Φ(∣ sin 𝜃∣)𝑑𝜃 ≤ 𝑉 (𝑟), ∀𝑟 ≥ 𝑟0, (1.2)

where the function 𝑟−1−𝛿𝑉 (𝑟) is increasing for some 𝛿 > 0 and Φ is a nonnegative

nondecreasing function such that the integral
∫ 1

0
log− Φ(𝑠)𝑑𝑠 is convergent. Then

there are constants 𝐶 > 0 and 𝐴 ≥ 1, independent of 𝑢, such that

𝑢(𝑟𝑒𝚤𝜃) ≤ 𝐶𝑉 (𝐴𝑟), ∀𝑟 ≥ 𝑟1 = 𝑟1(𝑢).

In this paper, inspired by [17], we extend the theorems cited above onto
functions subharmonic with respect to the stationary Schrödinger operator 𝐿𝑐,
that is, onto weak solutions of the inequality

−𝐿𝑐𝑢 ≡ Δ𝑢 − 𝑐(𝑥)𝑢 ≥ 0,

Δ being the Laplacian, in the Euclidean space ℝ𝑛, 𝑛 ≥ 2, and in the half-space

ℝ𝑛+ =
{
𝑥 = (𝑥1, . . . , 𝑥𝑛−1, 𝑥𝑛)

∣∣ 𝑥𝑛 > 0
}
.

These subsolutions are called hereafter 𝑐-subharmonic functions or subfunctions
for short. Solutions of the equation Δ𝑢−𝑐(𝑥)𝑢 = 0 are called 𝑐-harmonic functions.
We denote the class of 𝑐-subfunctions in a domain Ω by 𝑆𝑏𝐻𝑐(Ω) and the class of
𝑐-harmonic functions by 𝐻𝑐(Ω). Differences of the subfunctions will be considered
elsewhere.

Potential theory for the operator 𝐿𝑐 was developed for the Kato class po-
tentials by Cranston, Fabes, Zhao [3] and independently by Bramanti – see his
survey [1]. Under our assumptions the potential theory for 𝐿𝑐 was developed, also
independently, by B.Ya. Levin and the present author, [12, 13]. We formulate
here some necessary properties of the subfunctions; the reader can find a detailed
exposition in [13].

In what follows we assume that the potential 𝑐(𝑥) is a nonnegative function
such that 𝑐 ∈ 𝐿𝑝loc(Ω) with 𝑝 > 𝑛. Under our assumptions, the operator 𝐿𝑐 can be
extended in the standard way from the space 𝐶∞0 (Ω) to an essentially self-adjoint
operator in 𝐿2(Ω); we denote the extended operator 𝐿𝑐 as well. The 𝑐-Green func-
tion 𝐺(𝑥, 𝑦) with the Dirichlet boundary conditions for the latter operator exists
simultaneously with the harmonic Green function 𝑔(𝑥, 𝑦). The Green function van-
ishes almost everywhere at the boundary ∂Ω, is positive in Ω, and possesses all
the analytic properties, necessary in the subsequent proofs, see [13]. We normalize
𝐺 as the harmonic Green function 𝑔:

𝐺(𝑥, 𝑦) ∼ 𝛾𝑛𝜓𝑛(∣𝑥 − 𝑦 ∣) as ∣𝑥− 𝑦 ∣→ 0,

where 𝛾2 = 1/(2𝜋), 𝜓2(𝑟) = ln(1/𝑟), 𝛾𝑛 = 1/[(𝑛− 2)𝜎𝑛], 𝜓𝑛 = 𝑟2−𝑛 for 𝑛 ≥ 3, and
𝜎𝑛 is the area of the unit sphere 𝑆 in ℝ𝑛. The inner normal derivative

𝑃 (𝑥, 𝑦) ≡ ∂𝐺(𝑥, 𝑦)

∂𝑛(𝑦)
, 𝑥 ∈ Ω, 𝑦 ∈ ∂Ω,
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that is, the 𝑐-Poisson kernel for the domain Ω, is nonnegative. If the potential is
radial, the 𝑐-Poisson kernel for a half-ball is explicitly computed in Section 2.

Let a 𝑐-subfunction 𝑢 have a 𝑐-harmonic majorant in a domain Ω. Then
similarly to the harmonic case 𝑐 = 0, 𝑢 has the nonnegative Riesz associated
measure 𝜇 and the following Riesz decomposition is valid:

𝑢(𝑥) = ℎ(𝑥) − 𝛾−1𝑛

∫
Ω

𝐺Ω(𝑥, 𝑦)𝑑𝜇(𝑦), 𝑥 ∈ Ω,

where ℎ is the least harmonic majorant of 𝑢 and 𝐺Ω is the Green function of 𝐿𝑐
in Ω. The Riesz-Herglotz representation is also valid for subfunctions [10], and

ℎ(𝑥) =

∫
∂Ω

∂𝐺Ω(𝑥, 𝑦)

∂𝑛(𝑦)

∣∣∣∣
𝑦∈∂Ω

𝑑𝜈(𝑦), (1.3)

where 𝜈 is a finite Borel measure on ∂Ω. If 𝑢 ∈ 𝑆𝑏𝐻𝑐(Ω) and the surface ∂Ω is
sufficiently smooth (for example, if ∂Ω is a piecewise Lyapunov surface as in the
case under consideration) then

𝜈(𝑒) =

∫
𝑒

𝑢(𝑦)𝑑𝜎(𝑦), 𝑒 ⊂ ∂Ω,

here 𝑑𝜎 is the surface area measure on ∂Ω.
To state our results, we need more notation. Let 𝐵(𝑥, 𝑟) be an open ball

of radius 𝑟 centered at a point 𝑥 ∈ ℝ𝑛, 𝐵(𝑟) = 𝐵(0, 𝑟), 𝑆(𝑥, 𝑟) = ∂𝐵(𝑥, 𝑟),
𝑆(𝑟) = 𝑆(0, 𝑟), 𝑆 = 𝑆(1), 𝐵+(𝑟) = 𝐵(𝑟)

∩
ℝ𝑛+, 𝑆+(𝑟) = 𝑆(𝑟)

∩
ℝ𝑛+, 𝑆+ = 𝑆+(1).

Introduce in ℝ𝑛 spherical coordinates by

𝑥 = (𝑥1, . . . , 𝑥𝑛) = (𝑟, 𝜃), 𝜃 = (𝜃1, 𝜃2, . . . , 𝜃𝑛−1),

such that cos 𝜃1 = 𝑥𝑛/𝑟 for 0 ≤ 𝜃1 ≤ 𝜋. Let Δ∗ be the Laplace-Beltrami operator
on the unit sphere 𝑆 ⊂ ℝ𝑛. The eigenvalue problem on 𝑆,

Δ∗𝜑(𝜃) + 𝜆𝜑(𝜃) = 0 (1.4)

has the eigenvalues 𝜆𝑗 = 𝑗(𝑗+𝑛−2), 𝑗 = 0, 1, 2, . . .. Corresponding eigenfunctions

are the classical spherical functions 𝜑𝑗,𝜈 , 1 ≤ 𝜈 ≤ 𝜈𝑗 , where 𝜈𝑗 = (𝑛+2𝑗−2) (𝑛+𝑗−3)!𝑗!(𝑛−2)!
are the multiplicities of 𝜆𝑗 , 𝜈0 = 1.

Problem (1.4) on the half-sphere 𝑆+ has the same strictly positive eigenvalues

𝜆𝑗 = 𝑗(𝑗+𝑛−2), 𝑗 = 1, 2, . . ., however with the multiplicities 𝜈+𝑗 = (𝑛+𝑗−3)!
(𝑗−1)!(𝑛−2)! . On

the half-sphere, the eigenfunctions of the latter problem are the spherical functions
𝜑𝑗,𝜈 , which are even with respect to 𝑥𝑛, that is,

𝜑𝑗,𝜈(𝜃1, 𝜃2, . . . , 𝜃𝑛−1) = 𝜑𝑗,𝜈(𝜋 − 𝜃1, 𝜃2, . . . , 𝜃𝑛−1).

We usually suppress the subscript 0 or 1 and denote the principal eigenfunction by
𝜑; it is rotationally symmetric, that is, 𝜑(𝜃) = 𝜑(𝜃1). For the entire unit sphere 𝑆,
𝜆0 = 0 and 𝜑0(𝜃) = 𝜑(𝜃) = 𝑐𝑜𝑛𝑠𝑡; for the half-sphere 𝑆+ the principal eigenvalue
is 𝜆1 = 𝑛 − 1 and the principal eigenfunction is 𝜑(𝜃1) = cos 𝜃1, 0 ≤ 𝜃1 ≤ 𝜋/2.
Hence in our results the sin 𝜃, which appears in (1.1)–(1.2), is replaced by cos 𝜃1.
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Let 𝑞(𝑟) be any nonnegative continuous minorant of the potential 𝑐, 0 ≤
𝑞(𝑟) ≤ 𝑐(𝑥), where 𝑟 = ∣𝑥∣ is the Euclidean norm of 𝑥. Solutions of the ordinary
differential equation

−𝑦′′ − (𝑛− 1)𝑟−1𝑦′ + {𝜆𝑟−2 + 𝑞(𝑟)}𝑦(𝑟) = 0, 0 < 𝑟 < ∞, (1.5)

play an essential role in our study. It is known (see, for example, [7]) that if
𝜆 ≥ 0 and the potential 𝑞(𝑟) satisfies our assumptions, then equation (1.5) has a
fundamental system of positive solutions {𝑉, 𝑊} such that 𝑉 (𝑟) is non-decreasing,

0 ≤ 𝑉 (0+) ≤ 𝑉 (𝑟) as 0 < 𝑟 → +∞
and 𝑊 (𝑟) is monotonically decreasing,

+∞ = 𝑊 (0+) > 𝑊 (𝑟) ↘ 0 as 0 < 𝑟 → +∞.

We always norm them by 𝑉 (1) = 𝑊 (1) = 1. To study the asymptotic behavior
of the subfunctions, we suppose that the radial potential 𝑞(𝑟) has the following
asymptotic properties.

There exists the finite limit

lim
𝑟→+∞ 𝑟2𝑞(𝑟) = 𝑘 < ∞

and moreover, the integral ∫ ∞
∣𝑟2𝑞(𝑟) − 𝑘∣𝑑𝑟

𝑟
< ∞

is convergent.
The class of potentials 𝑐(𝑥) in a domain Ω satisfying all the above conditions,

is denoted hereafter by 𝒞 = 𝒞(Ω) and the class of the radial potentials by 𝒞𝑟 =
𝒞𝑟(Ω). For 𝑞 ∈ 𝒞𝑟(ℝ𝑛+), the asymptotic formulas in [21] imply that if in (1.5)
𝜆 = 𝑛− 1, then

𝑉 (𝑟) = 𝑉1(𝑟) = 𝐶 𝑟(2−𝑛+𝜒𝑘) / 2(1 + ¯̄𝑜(1)), 𝑟 → ∞ (1.6)

and
𝑊 (𝑟) = 𝑊1(𝑟) = 𝐶 𝑟(2−𝑛−𝜒𝑘) / 2(1 + ¯̄𝑜(1)), 𝑟 → ∞, (1.7)

where
𝜒𝑘 =

√
(𝑛− 2)2 + 4(𝑛− 1 + 𝑘) =

√
𝑛2 + 4𝑘. (1.8)

We also set

𝜌𝑘 ≡ 2− 𝑛+ 𝜒𝑘
2

≡ 2− 𝑛+
√
𝑛2 + 4𝑘

2
(1.9)

where 𝜒𝑘 is given by (1.8) and

𝛼2
𝑘 = (𝑛− 2)2 + 4𝑘. (1.10)

Remark 1.2. As follows from (1.9), if 𝑘 = 0, then the critical exponent 𝜌𝑘 = 1 not
only for 𝑛 = 2 as in Theorem M, but for any dimension 𝑛 of the space.

Remark 1.3. If 𝑘 = ∞ and the potential satisfies mild regularity conditions, then
the solutions 𝑉 and 𝑊 have the classical JWKB -asymptotics [7], and many con-
clusions of this paper remain valid as well, but we do not consider this case here.
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If in (1.5) 𝜆 = 0, then the decreasing solution 𝑊 = 𝑊0 of (1.5) is a funda-
mental solution of the operator 𝐿𝑐 and has the same singularity at 𝑟 = 0 as the
fundamental solution of the Laplacian.

Similarly to the case 𝑐 = 0 [11], we say that a subfunction 𝑢 is of a growth
order 𝜌 and normal type in an open cone, if in this cone asymptotically

𝑢(𝑥) ≤ 𝐶 (1 + ∣𝑥∣𝜌) .
Now we can state our results – analogs of the theorems above for subfunctions

in the half-space ℝ𝑛+ and in the entire space ℝ𝑛. Denote by

𝐾(𝑟) = ∂𝐵+(𝑟) ∖ 𝑆(𝑟), 1 ≤ 𝑟 < ∞,

the “horizontal” part of the boundary of the half-ball 𝐵+(𝑟) and set 𝐾(1, 𝑟) =

𝐾(𝑟) ∖𝐾(1). The next result extends a special case of Theorem R.

Theorem 1.4. Let a potential 𝑐 ∈ 𝒞(ℝ𝑛+), and 𝑢(𝑥) be a 𝑐-harmonic function in

ℝ𝑛+, 𝑛 ≥ 2, which is continuous up to the boundary ℝ𝑛−1 = ∂ℝ𝑛+. Let also ∣𝑢(𝑥)∣ ≤
𝐶 in the unit half-ball 𝐵+.

If the negative part of 𝑢 has an integral estimate∫
𝑆+

𝑢−(𝑟, 𝜃) cos 𝜃1𝑑𝜎(𝜃) ≤ 𝐶(1 + 𝑟𝜌), 𝑥 ∈ ℝ𝑛+

with 𝜌 > 𝜌𝑘, and its boundary values satisfy

𝑉1(𝑟)

∫
𝐾(1,𝑟)

𝑢−(𝑦∘)
𝑊1(𝑡)

𝑡
𝑑𝑦∘ ≤ 𝐶 (1 + 𝑟𝜌)

where 𝑦∘ = (𝑦1, . . . , 𝑦𝑛−1, 0) ∈ ∂ℝ𝑛+, 𝑡 = ∣𝑦∘∣, then everywhere in ℝ𝑛+

max
𝜃∈𝑆

𝑢(𝑥) ≤ 𝐶 (1 + ∣𝑥∣𝜌) ,
that is, 𝑢 has the growth of at most order 𝜌 and normal type in ℝ𝑛+.

Remark 1.5. If the function 𝑢 is positive, then the integral conditions are clearly
valid, thus max𝜃∈𝑆 𝑢(𝑥) ≤ 𝐶 (1 + ∣𝑥∣𝜌) for any 𝜌 ≥ 𝜌𝑘, and we see that a positive
𝑐-subfunction cannot grow faster than a certain specific rate (namely, 𝑟𝜌𝑘 in our
case) determined, through the principal eigenvalue, by the geometry of the domain,
exactly as in the case of classical Riesz subharmonic functions. However, unlike the
classical situation, in our case this limiting growth depends also on the potential
𝑐(𝑥) of the operator 𝐿𝑐.

Theorem 1.4 straightforwardly implies the next result.

Theorem 1.6. Let a potential 𝑐 ∈ 𝒞(ℝ𝑛) and 𝑢(𝑥) be a 𝑐-harmonic function in
ℝ𝑛+

∪
ℝ𝑛− and continuous in the entire space ℝ𝑛. Assume that ∣𝑢(𝑥)∣ ≤ 𝐶 in the

unit ball 𝐵. If the negative part 𝑢− satisfies∫
𝑆

𝑢−(𝑦)∣ cos 𝜃1∣𝑑𝜎(𝜃) ≤ 𝐶(1 + 𝑟𝜌), 1 ≤ 𝑟 < ∞,
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with 𝜌 > 𝜌𝑘 and its values at 𝑦
∘ ∈ 𝐾(1, 𝑟) (due to 𝑐-harmonicity, 𝑢 cannot have

the Riesz masses beyond ∂ℝ𝑛+) satisfy

𝑉1(𝑟)

∫
𝐾(1,𝑟)

𝑢−(𝑦∘)
𝑊1(𝑡)

𝑡
𝑑𝑦∘ ≤ 𝐶 (1 + 𝑟𝜌) , 1 < 𝑟 < ∞,

then everywhere in ℝ𝑛

max
𝜃∈𝑆

𝑢(𝑥) ≤ 𝐶 (1 + ∣𝑥∣𝜌) .

The next result is a generalization of Theorem 2 ([11, p. 209 ]). It is of
independent interest and is the major ingredient of our proofs.

Theorem 1.7. Let 𝑢 be a 𝑞-harmonic function in the half-space ℝ𝑛+, 𝑞-subharmonic

in ℝ𝑛+ or continuous up to the boundary ℝ
𝑛−1 = ∂ℝ𝑛+, where 𝑞 is a radial potential,

such that ∫
𝑆+

𝑢+(𝑟, 𝜃) cos 𝜃1𝑑𝜎(𝜃) ≤ 𝐶 (1 + 𝑟𝜌) , 1 ≤ 𝑟 < ∞, (1.11)

𝑉1(𝑟)

∫
𝐾(1,𝑟)

𝑢+(𝑦∘)
𝑊1(𝑡)

𝑡
𝑑𝑦∘ ≤ 𝐶(1 + 𝑟𝜌), 1 ≤ 𝑟 < ∞, (1.12)

and ∣𝑢(𝑥)∣ ≤ 𝐶 in 𝐵+(1). If 𝜌 > 𝜌𝑘, where 𝜌𝑘 is given by (1.9) and 𝛼𝑘 by (1.10),
then

𝑢(𝑥) ≥ −𝐶
1 + 𝑟𝜌

(cos 𝜃1)(𝑛+𝛼𝑘)/2

everywhere in ℝ𝑛+.

Corollary 1.8. Let 𝑢 be a 𝑞-harmonic function of order 𝜌 > 𝜌𝑘 and finite type in
the half-space ℝ𝑛+, 𝑐-subharmonic in ℝ𝑛+ or continuous up to the boundary, such
that ∣𝑢(𝑥)∣ ≤ 𝐶 in 𝐵+(1). Then

𝑢(𝑥) ≥ −𝐶
1 + 𝑟𝜌

(cos 𝜃1)(𝑛+𝛼𝑘)/2

everywhere in ℝ𝑛+.

Carleman’s formula (1.16) implies immediately (see Proposition 2.1 in Sec-
tion 2) that 𝑢+ in (1.11)–(1.12) can be replaced by 𝑢−.

Corollary 1.9. Let 𝑢 be a 𝑞-harmonic function in the half-space ℝ𝑛+ and 𝑞-sub-

function in the closed half-space ℝ𝑛+, or continuous up to the boundary ℝ𝑛−1 =
∂ℝ𝑛+. If ∫

𝑆+

𝑢−(𝑟, 𝜃) cos 𝜃1𝑑𝜎(𝜃) ≤ 𝐶 (1 + 𝑟𝜌) , 1 ≤ 𝑟 < ∞,

where 𝜌 > 𝜌𝑘,

𝑉1(𝑟)

∫
𝐾(1,𝑟)

𝑢−(𝑦∘)
𝑊1(𝑡)

𝑡
𝑑𝑦∘ ≤ 𝐶(1 + 𝑟𝜌), 1 ≤ 𝑟 < ∞,
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and ∣𝑢(𝑥)∣ ≤ 𝐶 in 𝐵+(1), then

𝑢(𝑥) ≥ −𝐶
1 + 𝑟𝜌

(cos 𝜃1)(𝑛+𝛼𝑘)/2

everywhere in ℝ𝑛+.

Remark 1.10. It should be mentioned that if 𝜌 > 𝜌𝑘, then 𝑟𝜌/𝑉1(𝑟) ↗ ∞ as
𝑟 → ∞; this follows from (1.6) and (1.8)–(1.9).

Now we state a generalization of Theorem GZ.

Theorem 1.11. Let 𝑢 be a 𝑐-harmonic function in ℝ𝑛+, 𝑐-subharmonic in the closed

half-space ℝ𝑛+ or continuous up to the boundary, such that

𝑢(𝑥) ≤ 𝐶
1 + 𝑟𝜌

(cos 𝜃1)𝑙
, ∀𝑥 ∈ ℝ𝑛+, (1.13)

and

𝑢(𝑥∘) ≤ 𝐶 (1 + ∣𝑥∘∣𝜌) , ∀𝑥∘ = (𝑥1, . . . , 𝑥𝑛−1, 0) ∈ ∂ℝ𝑛+, (1.14)

where 𝑙 ≥ 0 and 𝜌 > 𝜌𝑘. Then for all 𝑥 ∈ ℝ𝑛+,

𝑢(𝑥) ≤ 𝐶 (1 + 𝑟𝜌) .

The next result follows directly from Theorem 1.11.

Theorem 1.12. Let 𝑢 be 𝑐-harmonic in ℝ𝑛+
∪
ℝ𝑛−, 𝑐-subharmonic (or continuous)

in ℝ𝑛, such that

𝑢(𝑥) ≤ 𝐶
1 + 𝑟𝜌

∣ cos 𝜃1∣𝑙
where 𝑙 ≥ 0 and 𝜌 > 𝜌𝑘. Then

𝑢(𝑥) ≤ 𝐶 (1 + 𝑟𝜌) for all 𝑥 ∈ ℝ𝑛.

Remark 1.13. The results can be generalized by considering more flexible scales
of growth; for example, the classical orders 𝜌 can be replaced by the proximate
orders 𝜌(𝑟). Moreover, instead of half-spaces we can consider any smooth cones.

Proofs of Theorems 1.4, 1.7 and 1.11 are given in Section 2.

In reasoning we mostly follow [11], however, we need some results about
the subfunctions. First of all, we state a generalization of the Phragmén-Lindelöf
principle for the subsolutions of the operator 𝐿𝑐 [13]. The limit growth in this
theorem is given by the growing solution, 𝑉1(𝑟), of (1.5) with 𝜆 being the principal
eigenvalue of problem (1.4). We state it here only for the half-space. In the case
of a cone generated by any smooth spherical cap 𝐷 ⊂ 𝑆, cos 𝜃1 in (1.15) has to be
replaced by the principal eigenfunction 𝜑 of the Laplace-Beltrami operator in 𝐷,
and 𝜆 in (1.5) by the corresponding eigenvalue [13].
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Theorem LK1 [12], [13, Th. 11.3.1]. Let 𝑢 ∈ 𝑆𝑏𝐻𝑐(ℝ
𝑛
+) and 𝑉1 be a growing solution

of (1.5) with 𝜆 = 𝑛− 1. If

lim sup
ℝ𝑛+∋𝑥→𝑥0

𝑢(𝑥) ≤ 𝐴 = const, ∀𝑥0 ∈ ∂ℝ𝑛+

and

lim inf
𝑟→∞

1

𝑉1(𝑟)

∫
𝑆+

𝑢+(𝑟, 𝜃) cos 𝜃1𝑑𝜎(𝜃) = 0 (1.15)

then1

𝑢(𝑥) < 𝐴+, ∀𝑥 ∈ ℝ𝑛+.

We will also use the following extensions [13] of two well-known integral
formulas, namely the Carleman formula and Nevanlinna’s representation. Here,
we specialize these results for the case of half-balls and half-spaces.

Theorem LK2 [12], [13, Eq-n (11.54)]. Denote

𝐶𝑅(𝑟) = 𝑊1(𝑟) − 𝑊1(𝑅)

𝑉1(𝑅)
𝑉1(𝑟)

and consider a function

𝐶𝑅(𝑟) cos 𝜃1, 1 ≤ 𝑟 ≤ 𝑅, 0 ≤ 𝜃1 ≤ 𝜋/2,

which is 𝑞-harmonic in 𝐵+(𝑅). Then the following generalization of the classical

Carleman formula [11, p. 187] is valid for a 𝑞-subfunction 𝑢 in 𝐵+(𝑅′) ∖ 𝐵(1),
1 < 𝑅 < 𝑅′,

𝜃𝑛
∫
𝐵+(𝑅) 𝐶

𝑅(𝑟) cos 𝜃1𝑑𝜇(𝑥) =
𝜅

𝑉1(𝑅)

∫
𝑆+

𝑢(𝑅, 𝜃) cos 𝜃1𝑑𝜎(𝜃)

+
∫
𝐾(1,𝑅) 𝑢(𝑟, 𝜃)

1
𝑟𝑑𝜎(𝑟, 𝜃) +𝐴𝑢(𝑅).

(1.16)

Here 𝜇 is the Riesz associated measure of 𝑢 and

𝜅 = 𝑊1(1)𝑉
′
1(1)− 𝑉1(1)𝑊

′
1(1) = 𝑉 ′

1(1)−𝑊 ′
1(1) > 0

the Wronskian of the basic solutions 𝑉1 and 𝑊1 of (1.5) with 𝜆 = 𝑛 − 1. The
quantity 𝐴𝑢(𝑅) = 𝑂(1) as 𝑅 → ∞.

It should be noted that if 𝑢 is subharmonic or continuous in a closed domain,
then Carleman’s formula does not contain the terms with a boundary measure –
cf. [5, Chap. 1].

1The integral in (1.15) is called the Nevanlinna norm of 𝑢.
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2. Proofs

First we prove the following (almost obvious, in view of Carleman’s formula (1.16))
proposition, which connects the growth of the positive and the negative parts of a
subfunction in an integral norm.

Proposition 2.1. Let 𝑢 be a 𝑞-harmonic function in ℝ𝑛+, 𝑞-subharmonic or contin-
uous up to the boundary. Suppose that∫

𝑆+

𝑢+(𝑟, 𝜃) cos 𝜃1𝑑𝜎(𝜃) ≤ 𝐶(1 + 𝑟𝜌), 1 ≤ 𝑟 < ∞, (2.1)

and

𝑉1(𝑟)

∫
𝐾(1,𝑟)

𝑢+(𝑦∘)
𝑊1(𝑡)

𝑡
𝑑𝑦∘ ≤ 𝐶(1 + 𝑟𝜌), 1 ≤ 𝑟 < ∞, 𝑡 = ∣𝑦∘∣. (2.2)

Then the negative part 𝑢− of 𝑢 satisfies similar bounds,∫
𝑆+

𝑢−(𝑟, 𝜃) cos 𝜃1𝑑𝜎(𝜃) ≤ 𝐶(1 + 𝑟𝜌), 1 ≤ 𝑟 < ∞ (2.3)

and

𝑉1(𝑟)

∫
𝐾(1,𝑟)

𝑢−(𝑦∘)
𝑊1(𝑡)

𝑡
𝑑𝑦∘ ≤ 𝐶(1 + 𝑟𝜌), 1 ≤ 𝑟 < ∞, 𝑡 = ∣𝑦∘∣. (2.4)

Vice versa, under the same conditions, inequalities (2.3)–(2.4) imply (2.1)–
(2.2). Therefore, in either case, the function 𝑢 = 𝑢+ − 𝑢− verifies∫

𝑆+

∣𝑢(𝑟, 𝜃)∣ cos 𝜃1𝑑𝜎(𝜃) + 𝑉1(𝑟)

∫
𝐾(1,𝑟)

∣𝑢(𝑦∘)∣𝑊1(𝑡)

𝑡
𝑑𝑦∘ ≤ 𝐶 (1 + 𝑟𝜌) .

Proof. Fix an 𝑅 > 1 and apply Carleman’s formula (1.16) to the function 𝑢 in the
half-ball B+(𝑅); we notice that as in the harmonic case 𝑐(𝑟) = 0 (see above) the
Riesz associated measure of 𝑢 is zero and the singular part of the boundary measure
(1.3) vanishes as well (cf. [5, Chap. 1]). Separating the positive and negative parts
of 𝑢 = 𝑢+ − 𝑢−, we have

1

𝑉1(𝑅)

∫
𝑆+

𝑢−(𝑅, 𝜃) cos 𝜃1𝑑𝜎(𝜃) +
1

𝜅

∫
𝐾(1,𝑅)

𝑢−(𝑦∘)
(
𝑊1(𝑡)− 𝑊1(𝑅)

𝑉1(𝑅)
𝑉1(𝑡)

)
𝑑𝑦∘

𝑡

=
1

𝑉1(𝑅)

∫
𝑆+

𝑢+(𝑅, 𝜃) cos 𝜃1𝑑𝜎(𝜃) (2.5)

+
1

𝜅

∫
𝐾(1,𝑅)

𝑢+(𝑦∘)
(
𝑊1(𝑡)− 𝑊1(𝑅)

𝑉1(𝑅)
𝑉1(𝑡)

)
𝑑𝑦∘

𝑡
+𝐴(𝑅),

where 𝐴(𝑅) = 𝑂(1) as 𝑅 → ∞ and all integrals are positive.
Now by the assumptions,∫

𝑆+

𝑢+(𝑅, 𝜃) cos 𝜃1𝑑𝜎(𝜃) ≤ 𝐶 (1 +𝑅𝜌)
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and∫
𝐾(1,𝑅)

𝑢+(𝑦∘)
(
𝑊1(𝑡)− 𝑊1(𝑅)

𝑉1(𝑅)
𝑉1(𝑡)

)
𝑑𝑦∘

𝑡
≤

∫
𝐾(1,𝑅)

𝑢+(𝑦∘)
𝑊1(𝑡)

𝑡
𝑑𝑦∘ ≤ 𝐶

1 + 𝑅𝜌

𝑉1(𝑅)
.

Hence, (2.5) implies the inequalities∫
𝑆+

𝑢−(𝑅, 𝜃) cos 𝜃1𝑑𝜎(𝜃) ≤ 𝐶 (1 +𝑅𝜌)

and ∫
𝐾(1,𝑅)

𝑢−(𝑦∘)
(
𝑊1(𝑡)− 𝑊1(𝑅)

𝑉1(𝑅)
𝑉1(𝑡)

)
𝑑𝑦∘

𝑡
≤ 𝐶

1 +𝑅𝜌

𝑉1(𝑅)
.

Next we notice that if 𝑅0 is big enough, then for 𝑅 ≥ 𝑅0 > 1 and for all
𝑡, 1 ≤ 𝑡 ≤ 𝑅, due to the monotonicity of the solutions 𝑉1 and 𝑊1 the sequel
inequality is valid,

1

2
≤ 1− 𝑉1(𝑡)

𝑉1(2𝑅)

𝑊1(2𝑅)

𝑊1(𝑡)
≤ 1.

Therefore,∫
𝐾(1,𝑅)

𝑢−(𝑦∘)
𝑊1(𝑡)

𝑡
𝑑𝑦∘ ≤ 2

∫
𝐾(1,𝑅)

𝑢−(𝑦∘)
(
𝑊1(𝑡)− 𝑊1(2𝑅)

𝑉1(2𝑅)
𝑉1(𝑡)

)
∂𝑦∘

𝑡

≤ 2

∫
𝐾(1,2𝑅)

𝑢−(𝑦∘)
(
1− 𝑊1(2𝑅)

𝑉1(2𝑅)

𝑉1(𝑡)

𝑊1(𝑡)

)
𝑊1(𝑡)

𝑦∘

𝑡

≤ 𝐶
(2𝑅)𝜌

𝑉1(2𝑅)
≤ 𝐶

1 +𝑅𝜌

𝑉1(𝑅)
.

The conclusion follows since the term 𝐴𝑢(𝑅) is bounded as 𝑅 → ∞. □

Now we derive explicit formulas for the 𝑞-Poisson kernel 𝑃𝑞(𝑥, 𝑦) ≡ 𝑃 (𝑥, 𝑦) =
∂𝐺+(𝑥,𝑦)
∂𝑛(𝑦) in an 𝑛-dimensional half-ball. If 𝑞 = 0, these expressions can be found in

[11, Sect. 24.3] for 𝑛 = 2, and in [8, Eq-n (3.1.23)] for any 𝑛 ≥ 2.

Proposition 2.2. Let 𝑞(𝑟) ∈ 𝒞𝑟(𝐵+(𝑅)). Then

𝑃𝑞(𝑥, 𝑦) =
𝑅2 − ∣𝑥∣2

𝑅

{ ∣𝑊 ′
0(∣𝑥 − 𝑦∣)∣
∣𝑥− 𝑦∣ − ∣𝑊 ′

0(∣𝑥− 𝑦∣)∣
∣𝑥− 𝑦∣

}
for 𝑥 ∈ 𝐵+(𝑅) and 𝑦 ∈ 𝑆+(𝑅), and

𝑃𝑞(𝑥, 𝑦) = 2𝑥𝑛

{ ∣𝑊 ′
0(∣𝑥− 𝑦∘∣)∣
∣𝑥− 𝑦∘∣ − ∣𝑊 ′

0(∣𝑅𝑥−𝑅−1∣𝑥∣𝑦∘∣)∣
∣𝑅𝑥− 𝑅−1∣𝑥∣𝑦∘∣

}
for 𝑥 = ∣𝑥∣𝑥 ∈ 𝐵+(𝑅), ∣𝑥∣ = 1, and 𝑦 = 𝑦∘ ∈ 𝐾(𝑅).

Proof. The 𝑞-Green function in the ball 𝐵(𝑅) with zero boundary conditions and
the singularity at a point 𝑦 ∈ 𝐵(𝑅) is readily verified to be

𝐺𝑅(𝑥, 𝑦) = 𝑊0(∣𝑥− 𝑦∣)−𝑊0

( ∣𝑥∣
𝑅

∣∣𝑥′ − 𝑦
∣∣)
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where 𝑥′ = 𝑅2∣𝑥∣−2𝑥 is the inversion of a point 𝑥 in the sphere 𝑆(𝑅); here 𝑊0,
the decreasing solution of equation (1.5) with 𝜆 = 0, is a singular solution of
the operator −Δ𝑞. Now we can straightforwardly construct the Green function
𝐺+(𝑥, 𝑦) for 𝐿𝑞 in the half-ball 𝐵+(𝑅) by the reflection method as the difference

𝐺+(𝑥, 𝑦) = 𝐺𝑅(𝑥, 𝑦)−𝐺𝑅(𝑥, 𝑦),

where 𝑥 = (𝑥1, . . . , 𝑥𝑛−1,−𝑥𝑛). Denote 𝑊 ′
0(𝑠) = 𝑑𝑊0(𝑠)/𝑑𝑠. Now differentiation

with respect to the inward normal gives the 𝑞-Poisson kernel

𝑃𝑞(𝑥, 𝑦) =
∂𝐺+(𝑥, 𝑦)

∂𝑛(𝑦)
, 𝑥 ∈ 𝐵+(𝑅), 𝑦 ∈ ∂𝐵+(𝑅),

for the Dirichlet problem in the half-ball 𝐵+(𝑅) for the operator 𝐿𝑞, namely (we
remind that 𝑊 ′(𝑠) < 0)

𝑃𝑞(𝑥, 𝑦) =
𝑅2 − ∣𝑥∣2

𝑅

{ ∣𝑊 ′
0(∣𝑥 − 𝑦∣)∣
∣𝑥− 𝑦∣ − ∣𝑊 ′

0(∣𝑥− 𝑦∣)∣
∣𝑥− 𝑦∣

}
(2.6)

for 𝑥 ∈ 𝐵+(𝑅) and 𝑦 = 𝑦 ∈ 𝑆+(𝑅), and

𝑃𝑞(𝑥, 𝑦) = 2𝑥𝑛

{ ∣𝑊 ′
0(∣𝑥− 𝑦∘∣)∣
∣𝑥− 𝑦∘∣ − ∣𝑊 ′

0(∣𝑅𝑥−𝑅−1∣𝑥∣𝑦∘∣)∣
∣𝑅𝑥− 𝑅−1∣𝑥∣𝑦∘∣

}
(2.7)

for 𝑥 ∈ 𝐵+(𝑅) and 𝑦∘ ∈ 𝐾(𝑅). □

Now we prove our main results, starting with Theorem 1.7. In the proofs we
use the following generalization of the classical Riesz decomposition theorem.

Theorem K [10]. Let 𝑢 be a 𝑞-subfunction in 𝐵+(𝑅
′), 𝑅′ > 𝑅 > 0, having there a

positive 𝑞-harmonic majorant. Then for ∣𝑥∣ = 𝑟 < 𝑅, 𝑥𝑛 > 0,

𝑢(𝑥) =
1

𝜎𝑛

∫
𝐵+(𝑅)

𝐺(𝑥, 𝑦)𝑑𝜇(𝑦) +

∫
𝑆+(𝑅)

∂𝐺(𝑥, 𝑦)

∂𝑛(𝑦)
𝑢(𝑦)𝑑𝜎(𝑦)

+

∫
𝐾(𝑅)

∂𝐺(𝑥, 𝑦)

∂𝑛(𝑦)

∣∣∣∣
∣𝑦∣=𝑡

[𝑢(𝑡)𝑑𝑡+ 𝑑𝜈(𝑡)] ,

where 𝜈 is the measure in (1.3).

Proof of Theorem 1.7. Apply Theorem K to the function −𝑢(𝑥), keeping in mind
that 𝑢 is 𝑞-harmonic in ℝ𝑛+ and continuous up to the boundary, thus both measures
𝜇 and 𝜈 vanish:

−𝑢(𝑥) =

∫
𝑆+(𝑅)

(−𝑢(𝑦))𝑃 (𝑥, 𝑦)

∣∣∣∣
𝑦∈𝑆+(𝑅)

𝑑𝜎𝑅(𝑦)

+

∫
𝐾(1,𝑅)

(−𝑢(𝑦∘))𝑃 (𝑥, 𝑦∘)𝑑𝑦∘ +𝐴𝑢(𝑅),

where 𝑃𝑞(𝑥, 𝑦) is given by (2.6) or (2.7), respectively.
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From here, since 𝑃𝑞(𝑥, 𝑦) ≥ 0 and −𝑢 = 𝑢− − 𝑢+ ≤ 𝑢−, we have

−𝑢(𝑥) ≤
∫
𝑆+(𝑅)

𝑢−(𝑦)𝑃 (𝑥, 𝑦)
∣∣∣∣
∣𝑦∣=𝑅

𝑑𝜎(𝑦) +

∫
𝐾(1,𝑅)

𝑢−(𝑦∘)𝑃 (𝑥, 𝑦∘)𝑑𝑦∘ +𝑂(1)

≡ 𝑢1(𝑥) + 𝑢2(𝑥) + 𝑂(1), ∣𝑥∣ → ∞. (2.8)

We have to estimate the 𝑞-Poisson kernel 𝑃𝑞. If ∣𝑦∣ = 𝑅, we apply Lagrange’s
mean value theorem to the function (Cf. (2.6))

𝑙(𝑥𝑛) =
𝑊 ′

0(∣𝑥− 𝑦∣)
∣𝑥− 𝑦∣ ,

and get∣∣𝑙(𝑥𝑛)− 𝑙(𝑥𝑛)
∣∣= 2𝑥𝑛∣𝑥∗𝑛 − 𝑦𝑛∣

∣∣∣𝑥∗ − 𝑦∣𝑊 ′′
0 (∣𝑥∗ − 𝑦∣)−𝑊 ′

0(∣𝑥∗ − 𝑦∣)∣∣
∣𝑥∗ − 𝑦∣3 ,

where an intermediate value 𝑥∗𝑛 ∈ [−𝑥𝑛, 𝑥𝑛] and 𝑥∗ = (𝑥1, . . . , 𝑥𝑛−1, 𝑥∗𝑛). For the
singular solution 𝑊0 of (1.5) we have (here 𝛼𝑘 is given by (1.10))

𝑊0(𝑡) ≈ 𝐶𝑡(2−𝑛−𝛼𝑘)/2. (2.9)

Asymptotic formula (2.9) can be twice differentiated, so that

𝑡𝑊 ′′
0 (𝑡)−𝑊 ′

0(𝑡) ≈ 𝐶𝑡−(𝑛+𝛼𝑘)/2,

and the latter holds true also in the case 𝑛 = 2 and 𝑘 = 0, when 𝛼𝑘 = 0 and
𝑊 ′

0(𝑡) ≈ 𝐶𝑡−1. Therefore,∣∣𝑙(𝑥𝑛)− 𝑙(𝑥𝑛)
∣∣≤ 𝐶𝑥𝑛∣𝑥∗𝑛 − 𝑦𝑛∣∣𝑥∗ − 𝑦∣−(𝑛+6+𝛼𝑘)/2

and

𝑢1(𝑥) =

∫
𝑆+(𝑅)

𝑢−(𝑅, 𝜃)𝑃𝑞(𝑥, 𝑦)

∣∣∣∣
𝑦∈𝑆+(𝑅)

𝑑𝜎(𝜃)

≤ 𝐶𝑥𝑛
𝑅2 − 𝑟2

𝑅

∫
𝑆+(𝑅)

𝑢−(𝑅, 𝜃)∣𝑥∗𝑛 − 𝑦𝑛∣ 𝑑𝜎(𝜃)

∣𝑥∗ − 𝑦∣(𝑛+6+𝛼𝑘)/2

≤ 𝐶𝑥𝑛
𝑅2 − 𝑟2

𝑅

∫
𝑆+(𝑅)

𝑢−(𝑅, 𝜃)𝑅 cos 𝜃1
𝑑𝜎(𝜃)

∣𝑥∗ − 𝑦∣(𝑛+6+𝛼𝑘)/2
.

Given 𝑥 = (𝑟, 𝜙), we fix 𝑅 = 2𝑟, thus ∣𝑥∗ − 𝑦∣ ≥ 𝐶𝑅, and deduce

𝑢1(𝑥) ≤ 𝐶
cos𝜙1

𝑅(𝑛+𝛼𝑘)/2

∫
𝑆+(𝑅)

𝑢−(𝑅, 𝜃) cos 𝜃1𝑑𝜎(𝜃)

= 𝐶
cos𝜙1

𝑅(𝑛+𝛼𝑘)/2−𝑛+1

∫
𝑆+

𝑢−(𝑅, 𝜃) cos 𝜃1𝑑𝜎(𝜃).

Since 𝑛+𝛼𝑘
2 − 𝑛+ 1 ≥ 0, we get the required bound of 𝑢1,

𝑢1(𝑥) ≤ 𝐶

∫
𝑆+

𝑢−(𝑅, 𝜃) cos 𝜃1𝑑𝜎(𝜃) ≤ 𝐶𝑟𝜌. (2.10)
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Now we take up 𝑢2(𝑥). In this case

𝑃𝑞(𝑥, 𝑦)
∣∣
𝑦=𝑦∘∈𝐾(1,𝑅)

= 2𝑥𝑛

{∣∣𝑊 ′
0(∣𝑥 − 𝑦∘∣)∣∣
∣𝑥− 𝑦∘∣ −

∣∣𝑊 ′
0(∣𝑅𝑥− ∣𝑥∣𝑦∘

𝑅 ∣)∣∣
∣𝑅𝑥− ∣𝑥∣𝑦∘

𝑅 ∣

}
where 𝑥 = 𝑥/∣𝑥∣, ∣𝑥∣ = 1. From here,

𝑃𝑞(𝑥, 𝑦
∘) ≤ 2𝑥𝑛

∣∣𝑊 ′
0(∣𝑥− 𝑦∘∣)∣∣
∣𝑥− 𝑦∘∣ ≤ 𝐶𝑥𝑛

∣∣𝑊 ′
0(∣𝑦∘∣ cos 𝜃1)

∣∣
∣𝑦∘∣ cos 𝜃1 ,

since ∣𝑥 − 𝑦∘∣ ≥ ∣𝑦∘∣ cos 𝜃1. Recalling that 𝑥𝑛 = 𝑟 cos 𝜃1, 𝑟 = ∣𝑥∣, 𝑡 = ∣𝑦∘∣, and
applying the asymptotic formula (1.7), we have

𝑃𝑞(𝑥, 𝑦
∘)

∣∣
𝑦∘∈𝐾(1,𝑅)

≤ 𝐶
𝑥𝑛

(∣𝑦∘∣ cos 𝜃1)(𝑛+𝛼𝑘)/2+1
= 𝐶

𝑟

𝑡(𝑛+2+𝛼𝑘)/2 (cos 𝜃1)
(𝑛+𝛼𝑘)/2

.

(2.11)
It should be noticed that if 𝑛 = 2 and 𝑘 = 0, then in (1.5) 𝜆 = 0, thus 𝛼𝑘 = 0.
Therefore, the right-hand side of (2.11) becomes 𝐶𝑟/(𝑡2 cos 𝜃1) and coincides with
the estimate [11, p. 211, Eq-n (11)]. The same is valid for all other estimates above.

Finally we have

𝑢2(𝑥) ≤ 𝐶
𝑟

(cos 𝜃1)
(𝑛+𝛼𝑘)/2

∫
𝐾(1,𝑅)

𝑢−(𝑦∘)
𝑑𝑦∘

𝑡(𝑛+2+𝛼𝑘)/2

≤ 𝐶
𝑟

(cos 𝜃1)
(𝑛+𝛼𝑘)/2

∫
𝐾(1,𝑅)

𝑢−(𝑦∘)
𝑊1(𝑡)

𝑡2
𝑑𝑦∘

≤ 𝐶
𝑟

(cos 𝜃1)
(𝑛+𝛼𝑘)/2

∫
𝐾(1,𝑅)

𝑢−(𝑦∘)
𝑊1(𝑡)

𝑡2

(
1− 𝑉1(𝑡)

𝑉1(2𝑅)

𝑊1(2𝑅)

𝑊1(𝑡)

)
𝑑𝑦∘

≤ 𝐶
𝑟

(cos 𝜃1)
(𝑛+𝛼𝑘)/2

∫
𝐾(1,𝑅)

𝑢−(𝑦∘)
(
𝑊1(𝑡)− 𝑉1(𝑡)

𝑉1(2𝑅)
𝑊1(2𝑅)

)
𝑑𝑦∘

𝑡2

≤ 𝐶
𝑟

(cos 𝜃1)
(𝑛+𝛼𝑘)/2

∫
𝐾(1,2𝑅)

𝑢−(𝑦∘)
(
𝑊1(𝑡)− 𝑊1(2𝑅)

𝑉1(2𝑅)
𝑉1(𝑡)

)
𝑑𝑦∘

𝑡2

=

∫ 2𝑅

1

1

𝑡

{(∫
𝑆𝑡

𝑢−(𝑡, 𝜃)𝑑𝜎𝑡(𝜃)
) (

𝑊1(𝑡)− 𝑊1(2𝑅)

𝑉1(2𝑅)
𝑉1(𝑡)

)}
𝑑𝑡

𝑡
.

Integrating the latter by parts and employing asymptotic formulas (1.6)–
(1.7), we derive the estimate

𝑢2(𝑥) ≤ 𝐶
𝑅𝜌

(cos 𝜃1)(𝑛+𝛼𝑘)/2
. (2.12)

Inserting (2.10) and (2.12) into (2.8), we complete the proof of Theorem 1.7. □

To prove our next result, we need the following lemma, whose conclusion in
the classical case 𝑐(𝑟) = 0 is clear.
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Lemma 2.3. For any 𝑛 ≥ 2 and 𝑙 ≥ 0 there exists a negative subharmonic function
ℎ(𝑥) in the unit ball 𝐵(1) such that

ℎ(𝑥) ≤ − 𝐶

(cos 𝜃1)
2𝑙
.

Proof. If 𝑛 = 2, such a function (even harmonic one) is well known, see for example,
[11, sect. 24.6], therefore we consider only the case 𝑛 ≥ 3. For 𝑥 ∈ ℝ𝑛 and a vector
𝑎̄ = 𝑎(1, 0, . . . , 0) ∈ ℝ𝑛, where a scalar 𝑎 > 0 will be specified later, we set

ℎ±(𝑥) = ∣𝑥± 𝑎̄∣−2𝑙, and ℎ(𝑥) = −ℎ+(𝑥)ℎ−(𝑥).

We have to verify that Δℎ ≥ 0 in 𝐵(1). Indeed, a direct computation shows

Δℎ(𝑥) = 4𝑙
[
(𝑛− 2)𝑎2 − (4𝑙 − 𝑛+ 2)∣𝑥∣2] ∣∣𝑥+ 𝑎̄

∣∣−2(𝑙+1)∣∣𝑥− 𝑎̄
∣∣−2(𝑙+1)

.

From the latter we see that if 𝑙 ≤ (𝑛− 2)/4, then ℎ is subharmonic everywhere in
ℝ𝑛. If 𝑙 > (𝑛− 2)/4, then ℎ is subharmonic in a ball{

𝑥 ∈ ℝ𝑛 : ∣𝑥∣2 ≤ 𝑛− 2

2− 𝑛− 4𝑙
𝑎2

}
.

Thus, without loss of generality we assume 𝑙 > 𝑛−2
2 and if we fix 𝑎2 > 4𝑙−𝑛+2

𝑛−2 > 1,

then ℎ is subharmonic in 𝐵(1).
To find the estimate of ℎ, we assume that 𝑥 is at the lateral surface of the

cone of opening 𝜃1, 0 ≤ 𝜃1 ≤ 𝜋/2, with the vertex at the origin and the vertical
axis 𝜃1 = 0. Then ∣𝑥− 𝑎̄∣2 is the largest whenever 𝑥 is opposite to 𝑎̄. Hence

∣𝑥− 𝑎̄∣2∣𝑥+ 𝑎̄∣2 ≤ (2𝑎)2(𝑥1 sin𝛼)
2,

where 𝛼 is the angle between the vectors 𝑥 and −𝑎̄. Therefore,

∣𝑥− 𝑎̄∣2∣𝑥+ 𝑎̄∣2 ≤ (2𝑎)2 (cos 𝜃1 sin𝛼)
2 ≤ (2𝑎)2 cos2 𝜃1

and

ℎ+(𝑥)ℎ−(𝑥) ≥ 𝐶

∣ cos 𝜃1∣2𝑙 . □

Proof of Theorem 1.11. First we prove the statement for 𝑞-subfunctions with re-
spect to a radial potential 𝑞(𝑟). Consider a function

𝑢(𝑟𝑥) = −ℎ(𝑥) + [𝑢(𝑟𝑥) + ℎ(𝑥)] .

For ∣𝑥∣ ≤ 1, 𝑟 > 1 and 𝑥 ∈ 𝐵(1), we have by virtue of Lemma 2.3,

𝑢(𝑟𝑥) ≤ 𝐶 + 𝐶 max
0≤𝜃1≤𝜋

{
1 + 𝑟𝜌

(cos 𝜃1)
𝑙
− 1

(cos 𝜃1)
2𝑙

}
.

Since ℎ(𝑥) < 0, Δℎ − 𝑞1(𝑟)ℎ(𝑥) ≥ 0, hence ℎ ∈ 𝑆𝑏𝐻𝑞1 , where the potential
𝑞1(𝑟) = 𝑟−2𝑞(𝑟∣𝑥∣) with a fixed 𝑟 > 1, thus 𝑢(𝑟𝑥) ∈ 𝑆𝑏𝐻𝑞1 . The right-hand side of
the latter inequality has a maximum if

∣ cos 𝜃1∣𝑙 = 2

1 + 𝑟𝜌
,
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therefore by the maximum principle [13] applied to the 𝑞1-subfunction 𝑢(𝑟𝑥) in
the unit ball 𝐵(1) we conclude that 𝑢(𝑟𝑥) < 𝐶

(
1 + 𝑟2𝜌

)
.

Next, given a 𝜌 > 0, we choose 𝜃1 close enough to 𝜋/2, so that the smallest
eigenvalue 𝜆1 of the spherical domain 𝜋/2 − 𝜀 < 𝜃1 ≤ 𝜋/2 is as large as we wish;
we make 𝜆1 > 𝜒𝑘, thus 𝑉1(𝑟) > 𝑟2𝜌+𝛿, 𝛿 > 0 for all 𝑟 > 1, and by the Phragmén-
Lindelöf principle (Theorem LK1) we get

𝑢(𝑥) ≤ 𝐶 (1 + 𝑟𝜌)

for all 𝑥 ∈ ℝ𝑛+ with 𝜋/2 − 𝜀 < 𝜃1 ≤ 𝜋/2; the same estimate for 𝑥 with 0 ≤ 𝜃1 ≤
𝜋/2− 𝜀 is now obvious.

Finally, let 𝑢 be a 𝑐-subfunction with respect to any, not necessarily radial,
potential 𝑐(𝑥). Then it is easy to check (see [13]) that 𝑢+ ∈ 𝑆𝑏𝐻𝑐, therefore (ibid)
𝑢+ ∈ 𝑆𝑏𝐻𝑞, where 𝑞(𝑟) is any nonnegative continuous minorant of 𝑐(𝑥). It is now
clear that 𝑢+ satisfies (1.13)–(1.14), whence

𝑢(𝑥) ≤ 𝑢+(𝑥) ≤ 𝐶(1 + 𝑟𝜌). □

Proof of Theorem 1.4. Again, we first consider the case of radial potentials 𝑞.
Now the function −𝑢(𝑥) is 𝑞-harmonic in ℝ𝑛+ and continuous up to the boundary
ℝ𝑛−1 = ∂ℝ𝑛+. By Theorem 1.7 and Corollary 1.8 applied to −𝑢, we get

𝑢(𝑥) ≤ 𝐶
1 + 𝑟𝜌

(cos 𝜃1)(𝑛+𝛼𝑘)/2
.

Now Theorem 1.4 in the case of radial potentials follows from Theorem 1.11. In
the general case we proceed exactly as in the previous proof, that is, choose a
radial minorant 𝑞 and apply the already proven “radial” case of Theorem 1.4 to
the 𝑞-harmonic function 𝑢+. □
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Abstract. In Section 1, we present a solution of the following boundary value
problem: find an analytic function Φ on the plane cut along a closed piecewise-
smooth curve Γ which is represented by a Cauchy type integral with a density
from the Grand Lebesgue Space 𝐿𝑝),𝜃(Γ) (1 < 𝑝 <∞, 0 < 𝜃 <∞) and whose
boundary values satisfy the conjugacy condition

Φ+(𝑡) = 𝐺(𝑡)Φ−(𝑡) + 𝑔(𝑡), 𝑡 ∈ Γ.

Here 𝐺 and 𝑔 are functions defined on Γ such that 𝐺 is a piecewise continuous
function, 𝐺(𝑡) ∕= 0 and 𝑔 ∈ 𝐿𝑝),𝜃(Γ). The conditions for the problem to be
solvable are established and the solutions are constructed in explicit form.

In Section 2, the Dirichlet problem for harmonic functions, real parts
of Cauchy type integrals with densities from weighted generalized Grand
Lebesgue Spaces is studied when boundary data belong to the same space.

Mathematics Subject Classification (2010). 47B38, 30E20, 42B20, 42B25,
46E30, 26D15.

Keywords. Boundary value problem, analytic function, Cauchy type integral,
the Grand Lebesgue Space, piecewise smooth boundary, piecewise continuous
coefficient, Dirichlet problem, Lyapunov contour.

1. The Riemann boundary value problem for analytic functions

Let Γ be a simple closed rectifiable curve dividing the plane into two domains of
which𝐷+ is bounded and𝐷− unbounded, and 𝐴(Γ) be some set of complex-valued
analytic functions Φ on the plane cut along Γ and having boundary (in a certain
sense) functions Φ+(𝑡) and Φ−(𝑡), 𝑡 ∈ Γ. In the present paper in the capacity of
𝐴(Γ) is regarded the class of analytic functions represented by the Cauchy type
integral with density from the Grand Lebesgue Space. The functions Φ+ and Φ−
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are assumed to be non-tangential (angular) boundary values of function Φ(𝑧). It
is well known, that for arbitrary rectifiable curve Γ the Cauchy type integral

Φ(𝑧) =
1

2𝜋𝑖

∫
Γ

𝜑(𝜏)

𝜏 − 𝑡
𝑑𝜏

with 𝜑 ∈ 𝐿1(Γ) has almost everywhere the boundary values (see, e.g., [5], Section
6.2, Theorem 2.22).

According to the terminology used in [24], we call the following problem the
boundary value problem of linear conjugation: Define a function Φ ∈ 𝐴(Γ) for
which the condition

Φ+(𝑡) = 𝐺(𝑡)Φ−(𝑡) + 𝑔(𝑡), 𝑡 ∈ Γ, (1)

is fulfilled, where 𝐺(𝑡) and 𝑔(𝑡) are given functions on Γ.

The problem of linear conjugation for analytic functions was for the first time
encountered by B. Riemann [25]. Important results on which the posterior solution
of problem (1) was based, were obtained by Yu. Sokhotskǐı, D. Hilbert, I. Plemelj
and T. Carleman. The solution of the Riemann problem in a continuous setting
was given by F.D. Gakhov [8]. In the case when the continuity is violated only at
a finite number of boundary points a complete solution of the problem was given
by N. Muskhelishvili [24].

In [15], it is proposed to divide problems like (1) (and also other boundary
value problems of function theory) into three groups depending on a character of
the existence of boundary conditions: continuous when it is required that Φ(𝑧) be
continuously extendable on Γ both from 𝐷+ and from 𝐷−; piecewise-continuous
if the function to be defined is continuously extendable everywhere on Γ except
for a finite number of points on Γ near which it can be unbounded but of order
less than one, and discontinuous problems – these are all other problems.

Continuous and piecewise-continuous problems of type (1) have been studied
pretty well: the conditions of their solvability have been established and solutions
constructed when 𝐺(𝑡), 𝑔(𝑡) are Hölder-continuous functions and 𝐺(𝑡) ∕= 0 or these
conditions are not fulfilled at a finite number of boundary points. These and other
results associated with boundary value problems of function theory and the related
integral equations are presented in [8], [24].

Discontinuous problem of linear conjugation has been studied thoroughly
when of the sought for function it is required to be representable by a Cauchy
type integral with a density from the Lebesgue space 𝐿𝑝(Γ; 𝜌) with power weight
𝜌. In this context, there arise quite interesting problems on admissible boundary
curves and weights, oscillating coefficients and also some other problems. As to
the solutions of these problems we refer to [12], [14], [15].

In recent years, many problems of the theory of equations of mathematical
physics and boundary value problems of function theory have come to be investi-
gated in the framework of nonstandard function spaces, see, e.g., [3], [7], [16], [18],
[28], [29]. We have managed to investigate problem (1) and the Riemann–Hilbert
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problem

Re
[
𝑎(𝑡)Φ+(𝑡)

]
= 𝑏(𝑡)

under the assumption that the sought function belongs to the class 𝐾𝑝(⋅)(Γ, 𝜌),
i.e., it is representable by a Cauchy type integral with a density from the Lebesgue
class 𝐿𝑝(𝑡)(Γ; 𝜌) with a variable exponent 𝑝(𝑡). Moreover, we have introduced new
classes of analytic functions 𝐸𝑝(𝑡)(𝐷) that are generalizations of the Smirnov
classes 𝐸𝑝(𝐷) for variable exponents and obtained solutions of some boundary
value problems in these classes, too [13], [17], [22].

For some aspects of the Riemann and Riemann-Hilbert problems we refer the
reader also to [1] and [27].

In our present paper, the boundary value problem is investigated in the frame-
work of other nonstandard Banach functional spaces, namely Grand Lebesgue
Spaces. These spaces were introduced by T. Iwaniec and C. Sbordone in [11] and
were treated in more general terms in [10]. The study of these space is nowadays
one of the intensively developing directions of modern analysis. The necessity of
the study of Grand Lebesgue Spaces is based on the fact that they do play an
essential role in various areas of mathematics, in particular, in the PDE theory
they are right spaces in which some nonlinear equations have been considered.

1.1. The class 𝑳𝒑),𝜽(Γ;𝝎)

Let Γ be a simple closed rectifiable curve of finite length, 𝜔 be a measurable
function different from zero almost everywhere on Γ. We will say that a measurable
function 𝑓 on Γ belongs to the class 𝐿𝑝),𝜃(Γ;𝜔) (1 < 𝑝 < ∞, 𝜃 > 0) if

∥𝑓∥𝐿𝑝),𝜃(Γ;𝜔) = ∥𝑓𝜔∥𝐿𝑝),𝜃(Γ) = sup
0<𝜀<𝑝−1

(
𝜀𝜃

∣Γ∣
∫
Γ

∣𝑓(𝑡)𝜔(𝑡)∣𝑝−𝜀𝑑𝑠
) 1

𝑝−𝜀

< ∞, (2)

where ∣Γ∣ is the length of the curve Γ.

The space 𝐿𝑝),𝜃(Γ;𝜔) is a Banach functional space.
The following continuous embeddings are fulfilled:

𝐿𝑝(Γ;𝜔) ⊂ 𝐿𝑝),𝜃(Γ;𝜔) ⊂ 𝐿𝑝−𝜀(Γ;𝜔) .

It is well known [21] that, for instance, the function 𝑔𝜆(𝑡) = 𝑡−
1
𝑝 ln𝜆 2

𝑡 ∈
𝐿𝑝),1(0, 1) if and only if 𝜆 ≤ 0. Along with this, 𝑔𝜆 /∈ 𝐿𝑝(0, 1).

In the previous studies, the discontinuous boundary value problems were
studied under the assumption that the boundary function belongs to the class
𝐿𝑝(Γ) (1 < 𝑝 < ∞). Therefore functions of the form 𝑔𝜆(𝑡) were inadmissible for the
use as boundary functions. One of the novelties of the present paper is the solution
of the boundary value problem of linear conjugation when boundary functions are
taken from more wide functional classes, namely, from 𝐿𝑝),𝜃(Γ), 1 < 𝑝 < ∞, 𝜃 > 0.

In this paper the Riemann boundary value problem is solved in the frame of
more subtler scale of functional classes that it was known before. By our assump-
tion the boundary function 𝑔 is taken from the class 𝐿𝑝),𝜃(Γ) (1 < 𝑝 < ∞, 𝜃 > 0).
It is evident that, this condition implies belonging of 𝑔 to the class 𝐿𝑝−𝜖(Γ) and,



236 V. Kokilashvili and V. Paatashvili

therefore, basing on our previous research (see [13], Chapter 2, Theorem 1.1) we
are able to conclude the solvability in the class of analytic functions represented
by the Cauchy type integral with density from 𝐿𝑝−𝜖(Γ). While in the present pa-
per for 𝑔 ∈ 𝐿𝑝),𝜃(Γ) we solve the problem in the class 𝐾𝑝),𝜃, more narrower than
𝐾𝑝−𝜖(Γ) (Definitions of these classes will be given in what follows).

1.2. The classes 𝑾 𝒑),𝜽(Γ) and 𝑲𝒑),𝜽(Γ)

Let 𝜔 be a measurable function different from zero almost everywhere on Γ. We
will write 𝜔 ∈ 𝑊 𝑝),𝜃(Γ), 1 < 𝑝 < ∞, 𝜃 > 0, if the Cauchy singular operator

𝑆Γ : 𝑓 → 𝑆Γ𝑓, (𝑆Γ𝑓)(𝑡) =
1

𝜋𝑖

∫
Γ

𝑓(𝜏) 𝑑𝜏

𝜏 − 𝑡
, 𝑡 ∈ Γ,

is continuous in 𝐿𝑝),𝜃(Γ, 𝜔). This definition is equivalent to the following: 𝜔 ∈
𝑊 𝑝),𝜃(Γ) if and only if the operator

𝜔(𝑡)

𝜋𝑖

∫
Γ

𝑓(𝜏)

𝜔(𝜏)

𝑑𝜏

𝜏 − 𝑡
, 𝑡 ∈ Γ,

is continuous in 𝐿𝑝),𝜃(Γ). By 𝑊 𝑝(Γ) we denote a set of weights 𝜔 for which the

operator 𝜔𝑆Γ

(
𝑓
𝜔

)
is bounded in 𝐿𝑝(Γ).

Let
𝐷(𝑡, 𝑟) := Γ ∩𝐵(𝑡, 𝑟), 𝑟 > 0

where 𝐵(𝑡, 𝑟) = {𝑧 ∈ C : ∣𝑧 − 𝑡∣ < 𝑟}.
Let 𝜈 be the arc-length measure defined on Γ. We remind that a rectifiable

curve Γ is called Carleson curve (regular curve) if there exists a constant 𝑐0 > 0
such that

𝜈𝐷(𝑡, 𝑟) ≤ 𝑐0𝑟

for arbitrary 𝑡 ∈ Γ and 𝑟 > 0.

Theorem A ([20], [21]). If Γ is a simple closed rectifiable Carleson curve, 𝑡𝑘 ∈ Γ,
𝑘 = 1,𝑚, 𝛼𝑘 ∈ ℝ, 𝑝 > 1, then the function

𝜔(𝑡) =

𝑚∏
𝑘=1

∣𝑡− 𝑡𝑘∣𝛼𝑘 (3)

belongs to 𝑊 𝑝),𝜃(Γ), 𝜃 > 0, provided that the conditions

−1

𝑝
< 𝛼𝑘 <

1

𝑝′
, 𝑝′ =

𝑝

𝑝− 1
, (4)

are fulfilled.

To investigate the Riemann problem, we need to have a more general function
belonging to 𝑊 𝑝),𝜃, namely,

𝜌(𝑡) =
𝑛∏
𝑘=1

∣𝑡− 𝑡𝑘∣𝛼𝑘 exp
∫
Γ

𝜓(𝑡)

𝜏 − 𝑡
𝑑𝜏,

where − 1
𝑝 < 𝛼𝑘 < 1

𝑝′ and 𝜓(𝑡) is a real continuous function given on Γ.
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In Section 1.5 below we give two proofs of this fact, of which one rests on the
analysis of the boundary value problem and the other on the theory of weighted
singular integrals in the Lebesgue spaces with weights from Muckenhoupt type
classes. The investigation of each of the proofs of the above-mentioned facts is, in
our opinion, of independent interest.

Define

𝐾𝑝),𝜃(Γ;𝜔) =

{
Φ : Φ(𝑧) =

1

2𝜋𝑖

∫
Γ

𝜑(𝜏)

𝜏 − 𝑧
𝑑𝜏, 𝑧 /∈ Γ, 𝜑 ∈ 𝐿𝑝),𝜃(Γ;𝜔)

}
,

𝑝 > 1, 𝜃 > 0,

𝐾𝑝),𝜃(Γ) ≡ 𝐾𝑝),𝜃(Γ; 1), 𝐾𝑝(Γ) =

{
Φ : Φ(𝑧) =

1

2𝜋𝑖

∫
Γ

𝜑(𝜏)

𝜏 − 𝑧
𝑑𝜏, 𝜑 ∈ 𝐿𝑝(Γ)

}
.

We need also the definition of Smirnov classes analytic functions.
Let 𝐷+ be a simply connected internal domain bounded by a rectifiable curve

Γ. Then Φ ∈ 𝐸𝑝(𝐷+), 𝑝 > 0, if

sup
𝑟

∫
Γ𝑟

∣𝜙(𝑧)∣𝑝∣𝑑𝑧∣ < ∞,

where Γ𝑟 is the image of the circumference ∣𝑧∣ = 𝑟 under a conformal mapping of
𝑈 = {𝑤 : ∣𝑤∣ = 1} onto 𝐷+.

If 𝐷− is an external domain bounded by Γ, then 𝐸𝑝(𝐷−) is a set of analytic
in 𝐷− functions 𝜙 for which Ψ(𝑤) = Φ

(
1
𝑤 + 𝑧0

)
∈ 𝐸𝑝(𝐷1), Φ(∞) = 0, where 𝐷1

is the finite domain into which the function 𝑤 = 1
𝑧−𝑧0 , 𝑧0∈𝐷−, maps 𝐷− (this

class obviously does not depend on the choice of 𝑧0). (See [9, Ch. X].)
It is clear, that the class 𝐸𝑝(𝑈) coincides with the well-known Hardy class

𝐻𝑝. For these classes we refer the reader to the book [4].
As is known (see [12, p. 29]), if Γ is a Carleson curve and 𝜑 ∈ 𝐿𝑝(Γ), 𝑝 > 1,

then the function (𝐾Γ𝜑)(𝑧) =
1
2𝜋𝑖

∫
Γ
𝜑(𝜏)𝑑𝜏
𝜏−𝑧 belongs to the Smirnov class 𝐸𝑝(𝐷±).

Hence it follows that if 𝜑 ∈ 𝐿𝑝),𝜃(Γ), then (𝐾Γ𝜑) ∈ ∩
𝑝>𝜀>0

𝐸𝑝−𝜀(𝐷±). Through-

out this paper the following well-known fact will be used: the class 𝐸1 coincides
with the class of analytic functions represented by the Cauchy integral (see [9,
Chapter X]).

1.3. One property of the operator 𝑺Γ

Theorem 1. Let Γ be a simple rectifiable curve, 𝑝 > 1, 1/𝜔 ∈ 𝐿𝑝
′+𝜀(Γ), 𝜀 > 0, and

the operator 𝑆Γ map the space 𝐿𝑝),𝜃(Γ;𝜔) into 𝐿𝑝),𝜃(Γ;𝜔), then the operator 𝑆Γ is
continuous in 𝐿𝑝),𝜃(Γ;𝜔).

Proof. First we will show that the operator 𝑆Γ is measure-continuous, i.e., if 𝑓𝑛
tends to 𝑓0 in 𝐿𝑝),𝜃(Γ;𝜔), then 𝑆Γ𝑓𝑛 tends to 𝑆Γ𝑓0 with respect to measure. For
this, we observe that ∀𝑓 ∈ 𝐿𝑝),𝜃(Γ;𝜔) we have 𝑓 = 𝜑/𝜔 where

𝜑 ∈ 𝐿𝑝),𝜃(Γ) ⊂
∩

0<𝜀<𝑝−1
𝐿𝑝−𝜀(Γ).
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Since 1
𝜔 ∈ 𝐿𝑝

′+𝜀(Γ), it follows that 𝑓 ∈ 𝐿1(Γ), i.e., 𝐿𝑝),𝜃(Γ;𝜔) ⊂ 𝐿1(Γ). As the

sequence {𝑓𝑛}∞𝑛=1 converges to 𝑓0 in 𝐿𝑝),𝜃(Γ;𝜔), it converges to 𝑓0 in 𝐿1(Γ) as
well. Indeed, for 𝜂, 0 < 𝜂 < 𝑝− 1, we have∫

Γ

∣𝑓𝑛(𝑡)− 𝑓0(𝑡)∣∣𝑑𝑡∣ ≤ ∥𝑓𝑛 − 𝑓0∥𝐿𝑝−𝜂
𝜔 (Γ) ⋅

∥∥∥∥ 1𝜔
∥∥∥∥
𝐿(𝑝−𝜂)′ (Γ)

≤ 𝑐 ⋅ ∥𝑓𝑛 − 𝑓0∥𝐿𝑝),𝜃𝜔 (Γ)
⋅
∥∥∥∥ 1𝜔

∥∥∥∥
𝐿𝑝′+𝜖(Γ)

→ 0

when 𝑛 → ∞. Here we used the fact that (𝑝− 𝜂)′ > 𝑝′ and thus (𝑝− 𝜂)′ = 𝑝′ + 𝜖
for some 𝜖 > 0.

But the operator 𝑆Γ is continuous from 𝐿1(Γ) into the space of convergence
in measure ([12, Theorem 2.1, p. 21]). This implies the continuity of the operator
𝑆Γ from 𝐿𝑝),𝜃(Γ;𝜔) into the space of convergence in measure.

Let now 𝑆Γ(𝐿
𝑝),𝜃(Γ;𝜔)) ⊂ 𝐿𝑝),𝜃(Γ;𝜔). We will show that 𝑆Γ is a closed

operator in 𝐿𝑝),𝜃(Γ;𝜔). Indeed, if 𝑓𝑛
𝐿𝑝),𝜃(Γ;𝜔)−→ 𝑓0 and 𝑆Γ𝑓𝑛

𝐿𝑝),𝜃(Γ;𝜔)−→ 𝜓 and we
know that 𝑆Γ𝑓𝑛 converges in measure to 𝑆Γ𝑓0, then we conclude that 𝜓 = 𝑆Γ𝑓0.
This means the closure of the operator 𝑆Γ in 𝐿𝑝),𝜃(Γ;𝜔). Since 𝐿𝑝),𝜃(Γ;𝜔) is a
Banach space, by virtue of the well-known theorem on a closed graph we conclude
that 𝑆Γ is a continuous operator in 𝐿𝑝),𝜃(Γ;𝜔). □

1.4. Problem (1) in the class 𝑲𝒑),𝜽(Γ) for continuous 𝑮

The following theorem is proved in [18].

Theorem B. Let Γ be a simple closed rectifiable Carleson curve, 𝐺(𝑡) ∈ 𝐶(Γ),
𝐺(𝑡) ∕= 0, 𝑡 ∈ Γ, 𝑝 > 1, and 𝑔(𝑡) ∈ 𝐿𝑝),𝜃(Γ). If ϰ = ind𝐺(𝑡) = 1

2𝜋 [arg𝐺(𝑡)]Γ,
where by the symbol [arg𝐺(𝑡)]Γ is denoted the increment of argument along Γ.

Then

i) for ϰ ≥ 0, problem (1) is unconditionally solved in 𝐾𝑝),𝜃(Γ) and its general
solution is given by the equality

Φ(𝑧) =
𝑋(𝑧)

2𝜋𝑖

∫
Γ

𝑔(𝑡)

𝑋+(𝑡)(𝑡− 𝑧)
+𝑋(𝑧)𝑄ϰ−1(𝑧), (5)

where

𝑋(𝑧) =

{
expℎ(𝑧), 𝑧 ∈ 𝐷+,

(𝑡− 𝑧0)
−ϰ expℎ(𝑧), 𝑧 ∈ 𝐷−, 𝑧0 ∈ 𝐷+,

(6)

ℎ(𝑧) = 𝐾Γ

(
ln𝐺(𝑡)(𝑡− 𝑧0)

−ϰ
)
(𝑧), (7)

and 𝑄ϰ−1(𝑧) is an arbitrary polynomial of order ϰ − 1 (𝑄−1(𝑧) ≡ 0).

ii) for ϰ < 0, problem (1) is solvable in 𝐾𝑝),𝜃(Γ) if and only if∫
Γ

𝑔(𝑡)

𝑋+(𝑡)
𝑡𝑘𝑑𝑡 = 0, 𝑘 = 0, ∣ϰ∣ − 1. (8)
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When these conditions are fulfilled, problem (1) has a unique solution given by
equality (5) for 𝑄ϰ−1(𝑧) ≡ 0.

1.5. On a weight function from 𝑾 𝒑),𝜽(Γ)

Theorem 2. If Γ is a simple closed rectifiable Carleson curve, 𝜔 ∈ 𝑊 𝑝),𝜃(Γ), 𝑝 > 1,
1
𝜔(𝑡) ∈ 𝐿𝑝

′+𝜀(Γ), 𝜀 > 0, and 𝜓 is a real continuous function on Γ, then

𝜌(𝑡) = 𝜔(𝑡) exp

∫
Γ

𝜓(𝜏) 𝑑𝜏

𝜏 − 𝑡
∈ 𝑊 𝑝),𝜃(Γ). (9)

Proof. Consider problem (1) in the class 𝐾𝑝),𝜃(Γ;𝜔) when 𝐺(𝑡) = exp 2𝜋𝑖𝜓(𝑡).

The function 𝐺 is continuous on Γ and ϰ(𝐺) = 0. Choose a rational function 𝐺̃(𝑧)
such that

sup
𝑡∈Γ

∣∣∣∣𝐺(𝑡)
𝐺̃(𝑡)

− 1

∣∣∣∣ < 1

2

(
1 + ∥𝑆Γ∥𝐿𝑝),𝜃(Γ;𝜔)

)−1
. (10)

It is obvious that ind 𝐺̃(𝑡) = 0. Consider the function

𝑋̃(𝑧) = exp
{(

𝐾Γ(ln 𝐺̃(𝑡))
)
(𝑧)

}
, 𝑧 /∈ Γ.

This function is continuous in the domains 𝐷±-bounded by Γ and 𝑋̃(𝑧) ∕= 0,

𝑋̃(∞) = 1. Since 𝑋̃+(𝑡)[𝑋̃−(𝑡)]−1 = 𝐺̃(𝑡), condition (1) can be written in the
form (

Φ

𝑋̃

)+

=
𝐺

𝐺̃

(
Φ

𝑋̃

)−
+

𝑔

𝑋̃+
, (11)

i.e.,

𝐹+ =
𝐺

𝐺̃
𝐹− +

𝑔

𝑋̃+
,

where

𝐹 (𝑧) =
Φ(𝑧)

𝑋̃(𝑧)
.

Since Φ ∈ 𝐾𝑝),𝜃(Γ;𝜔), we have

Φ(𝑧) =
1

2𝜋𝑖

∫
Γ

𝜑(𝑡) 𝑑𝑡

𝑡− 𝑧
, 𝜑 ∈ 𝐿𝑝),𝜃(Γ;𝜔),

i.e., 𝜑 = 𝜇/𝜔, where 𝜇 ∈ 𝐿𝑝),𝜃(Γ) and, by assumption, 1
𝜔 ∈ 𝐿𝑝

′+𝜀(Γ).

Since 𝐿𝑝),𝜃(Γ) ⊂ ∩
0<𝛿<𝑝−1

𝐿𝑝−𝛿(Γ), 𝑝 > 1, it is easy to establish that for

some 𝛼 > 1, 𝜑 ∈ 𝐿𝛼(Γ). Since Γ is a Carleson curve, we have Φ ∈ 𝐸𝛼(𝐷±)
and, consequently, 𝐹 ∈ 𝐸𝛼(𝐷±) (see Section 1.2). From the condition 𝛼 > 1 it

follows that 𝐹 (𝑧) = 𝐾Γ(𝐹
+−𝐹−)(𝑧) = 1

2𝜋𝑖

∫
Γ
𝑓(𝑡) 𝑑𝑡
𝑡−𝑧 , 𝑓 = 𝐹+−𝐹−. The functions

𝐹± belong to 𝐿𝑝),𝜃(Γ). Indeed, by the Sokhotski–Plemelj formulas (see, e.g., [2],
Theorem 6.7) we obtain

Φ± = ±1

2
𝜑+

1

2
𝑆Γ𝜑, 𝜑 ∈ 𝐿𝑝),𝜃(Γ;𝜔)
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and since 𝜔 ∈ 𝑊 𝑝),𝜃(Γ), we conclude that Φ± ∈ 𝐿𝑝),𝜃(Γ;𝜔), whereas by virtue of
the boundedness of the function 1

∼
𝑋(𝑧)

the more so 𝐹± ∈ 𝐿𝑝),𝜃(Γ;𝜔). Thus 𝐹 is a

solution of problem (1) from the class 𝐾𝑝),𝜃(Γ;𝜔). Let us write (11) in the form

𝐹+ − 𝐹− =

(
𝐺

𝐺̃
− 1

)
𝐹− + 𝑔1, 𝑔1 =

𝑔

𝑋̃+
,

i.e.,

𝑓 =

(
𝐺

𝐺̃
− 1

) (
−1

2
𝑓 +

1

2
𝑆Γ𝑓

)
+ 𝑔1. (12)

By virtue of condition (10), the right-hand part of (12) is the contracting operator
in 𝐿𝑝),𝜃(Γ;𝜔) and therefore equation (12) is uniquely solvable in 𝐿𝑝),𝜃(Γ;𝜔). There-
fore problem (11) and thereby problem (1) have a unique solution in 𝐾𝑝),𝜃(Γ;𝜔).
According to Theorem B, it is given by equality (5) where 𝑄ϰ−1 = 0. This means
that the function

Φ(𝑧) =
𝑋(𝑧)

2𝜋𝑖

∫
Γ

𝑔(𝜏)

𝑋+(𝜏)

𝑑𝜏

𝜏 − 𝑧
,

where 𝑋(𝑧) is given by equalities (6)–(7), belongs to 𝐾𝑝),𝜃(Γ;𝜔) for any 𝑔 ∈
𝐿𝑝),𝜃(Γ;𝜔). Hence it follows that the operator 𝑋+𝑆Γ

𝑔
𝑋+ acts from 𝐿𝑝),𝜃(Γ;𝜔) into

𝐿𝑝),𝜃(Γ;𝜔). Therefore

(𝑇𝑓)(𝑡) =
𝜔(𝑡)𝑋+(𝑡)

𝜋𝑖

∫
Γ

𝑓(𝜏)

𝜔(𝜏)𝑋+(𝜏)

𝑑𝜏

𝜏 − 𝑡
∈ 𝐿𝑝),𝜃(Γ) (13)

for any 𝑓 ∈ 𝐿𝑝),𝜃(Γ).

By Theorem 1 we conclude that 𝑇 is continuous in 𝐿𝑝),𝜃(Γ). Since 𝐺(𝑡) =

exp 2𝜋𝑖𝜓(𝑡), we have𝑋+(𝑡) ∼ exp
∫
Γ
𝜓(𝜏) 𝑑𝜏
𝜏−𝑡 , 𝑡 ∈ Γ (𝑓 ∼ 𝑔 means that 0 < inf

∣∣∣ 𝑓𝑔 ∣∣∣ ≤
sup

∣∣∣𝑓𝑔 ∣∣∣ < ∞). Now the validity of Theorem 2 follows from (13) and Theorem 1.

□

As has been mentioned earlier, we are going to give another proof of the fact
that a certain function belongs to the class 𝑊 𝑝),𝜃(Γ). We begin with

Definition 1. Let Γ be a rectifiable curve. We say that 𝜔 ∈ 𝐴𝑝(Γ) if the condition

sup
𝑧∈Γ
𝑟>0

1

𝑟

∫
𝐷(𝑧,𝑟)

𝜔(𝑡) 𝑑𝑠

(
1

𝑟

∫
𝐷(𝑧,𝑟)

𝜔1−𝑝′(𝑡)𝑑𝑠
)𝑝−1

< ∞ (𝐴𝑝(Γ) condition)

is fulfilled, where 𝐷(𝑧, 𝑟) = 𝐵(𝑧, 𝑟) ∩ Γ and 𝐵(𝑧, 𝑟) is a circle with center at the
point 𝑧 and radius 𝑟.

The following theorem is the known one.

Theorem C ([2], [12]). Let 1 < 𝑝 < ∞. For a function 𝜌 to belong to the class
𝑊 𝑝(Γ) it is necessary and sufficient that Γ be Carleson curve and the condition
𝜌𝑝 ∈ 𝐴𝑝(Γ) be fulfilled.
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In particular the function

𝜔(𝑡) =

𝑛∏
𝑘=1

∣𝑡− 𝑡𝑘∣𝛼𝑘

belongs to the class 𝑊 𝑝(Γ) if and only if Γ is Carleson curve and the condition

−1

𝑝
< 𝛼𝑘 <

1

𝑝′

is fulfilled.

Remark. Theorem C can be reformulated as follows: a Cauchy singular operator
is bounded in the space 𝐿𝑝𝜔(Γ) for 1 < 𝑝 < ∞ if and only if Γ is a Carleson curve
and 𝜔 ∈ 𝐴𝑝(Γ). Here the norm in the space 𝐿𝑝𝜔(Γ) is understood in the sense

∥𝑓∥𝐿𝑝𝜔(Γ) =
( ∫

Γ

∣𝑓(𝑡)∣𝑝𝜔(𝑡) 𝑑𝑠
) 1

𝑝

.

A generalization of Theorem C in the latter formulation for the spaces

𝐿
𝑝),𝜃
𝜔 (Γ), where the norm is understood in the sense

∥𝑓∥
𝐿
𝑝),𝜃
𝜔 (Γ)

= sup
0<𝜀<𝑝−1

(
𝜀𝜃

∣Γ∣
∫
Γ

∣𝑓(𝑡)∣𝑝−𝜀𝜔(𝑡) 𝑑𝑠
) 1

𝑝−𝜀

,

is obtained in [19].

Let now return to the classes 𝑊 𝑝),𝜃. Note that the equivalency

𝑔 ∈ 𝐿𝑝),𝜃𝜔 ⇐⇒ 𝑔𝜔
1
𝑝 ∈ 𝐿𝑝),𝜃

does not hold for the Grand Lebesgue Spaces (see, e.g., [6]).

Theorem 3. Let for some sublinear operator 𝑇 the weighted operator

𝑇𝜌 : 𝑓 → 𝜌𝑇

(
𝑓

𝜌

)
be bounded in 𝐿𝑝(Γ) (1 < 𝑝 < ∞) for some 𝜌, 𝜌𝑝 ∈ 𝐴𝑝(Γ) and at the same time 𝑇𝜌
be bounded in 𝐿𝑝−𝜎(Γ) for 𝜌𝑝−𝜎 ∈ 𝐴𝑝−𝜎(Γ) for some small 𝜎. Then 𝑇𝜌 is bounded

in 𝐿𝑝),𝜃(Γ), i.e., 𝜌 ∈ 𝑊 𝑝),𝜃(Γ).

Proof. We will use an idea developed in [6]. First we will prove that there exist
numbers 𝜎 ∈ (0, 𝑝− 1) and 𝑀 > 0 such that

∥𝑇𝜌∥𝐿𝑝−𝜀(Γ)→𝐿𝑝−𝜀(Γ) ≤ 𝑀 (14)

for any 𝜀 ∈ (0, 𝜎).
As is known, if 𝜌𝑝 ∈ 𝐴𝑝(Γ), then there exists a number 𝜎 ∈ (0, 𝑝 − 1) such

that 𝜌𝑝 ∈ 𝐴𝑝−𝜎(Γ), and also 𝜌𝑝𝛼 ∈ 𝐴𝑝−𝜎(Γ) for arbitrary 𝛼, 0 < 𝛼 < 1. Assume

now 𝛼 = 𝑝−𝜎
𝑝 . Then 0 < 𝛼 < 1 and 𝜌𝑝−𝜎 ∈ 𝐴𝑝−𝜎(Γ).

By virtue of the condition of the theorem we have

∥𝑇𝜌𝑓∥𝐿𝑝(Γ) ≤ 𝑀1∥𝑓∥𝐿𝑝(Γ)
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and

∥𝑇𝜌𝑓∥𝐿𝑝−𝜎(Γ) ≤ 𝑀2∥𝑓∥𝐿𝑝−𝜎(Γ) .

For 𝑝− 𝜀 with the condition 𝜀 ∈ (0, 𝜎) there exists 𝑡𝜀 ∈ (0, 1) such that

1

𝑝− 𝜀
=

𝑡𝜀
𝑝
+

1− 𝑡𝜀
𝑝− 𝜎

.

By the Riesz–Thorin interpolation theorem, the inequality

∥𝑇𝜌𝑓∥𝐿𝑝−𝜀(Γ) ≤ 𝑀 𝑡𝜀
1 𝑀1−𝑡𝜀

2 ∥𝑓∥𝐿𝑝−𝜀(Γ)

is fulfilled for arbitrary 𝜀 ∈ (0, 𝜎). From the latter inequality we get (14).

We have

∥𝑇𝜌𝑓∥𝐿𝑝),𝜃(Γ) ≤ max{𝐴,𝐵}, (15)

where

𝐴 = sup
0<𝜀≤𝜎

𝜀
𝜃

𝑝−𝜀 ∥𝑇𝜌𝑓∥𝐿𝑝−𝜀(Γ)

and

𝐵 = sup
𝜎<𝜀≤𝑝−1

𝜀
𝜃

𝑝−𝜀 ∥𝑇𝜌𝑓∥𝐿𝑝−𝜀(Γ).

Fix 𝜀 ∈ (𝜎, 𝑝− 1). Then 𝑝−𝜎
𝑝−𝜀 > 1.

Using the Hölder inequality with the exponent 𝑝−𝜎
𝑝−𝜀 and observing that(

𝑝− 𝜎

𝑝− 𝜀

)′
=

𝑝− 𝜎

𝜀− 𝜎
,

we find that

∥𝑇𝜌𝑓∥𝐿𝑝−𝜀(Γ) ≤ ∥𝑇𝜌𝑓∥𝐿𝑝−𝜎(Γ)∣Γ∣
𝜀−𝜎

(𝑝−𝜀)(𝑝−𝜎) ≤ 𝑐∥𝑇𝜌𝑓∥𝐿𝑝−𝜎(Γ), (16)

where 𝑐 is a constant not depending on 𝑓 and 𝜀. Thus

𝐵 ≤ 𝑐 sup
𝜎<𝜀<𝑝−1

𝜀
𝜃

𝑝−𝜀𝜎−
𝜃

𝑝−𝜎 𝜎
𝜃

𝑝−𝜎 ∥𝑇𝜌𝑓∥𝐿𝑝−𝜎(Γ).

Further, since 𝜀 ∈ (𝜎, 𝑝− 1), we have

0 <
𝜀− 𝜎

(𝑝− 𝜎)(𝑝− 𝜀)
<

𝑝− 1− 𝜎

𝑝− 𝜎
, (𝑝− 1)𝜎−

1
𝑝−𝜎 > 1.

Then

∥𝑇𝜌𝑓∥𝐿𝑝),𝜃(Γ) ≤ 𝑐𝐴max
{
1, 𝜀

𝜃
𝑝−𝜀𝜎−

𝜃
𝑝−𝜎

}
= sup

0<𝜀≤𝜎

(
𝜀

𝜃
𝑝−𝜀 ∥𝑇𝜌𝑓∥𝐿𝑝−𝜀(Γ)max

{
1, 𝜀

𝜃
𝑝−𝜀𝜎−

𝜃
𝑝−𝜎

})
.

Taking advantage of (14), from (15) and (16) we finally get

∥𝑇𝜌𝑓∥𝐿𝑝),𝜃(Γ) ≤ 𝑐max
{
1, (𝑝− 1)𝜎−

𝜃
𝑝−𝜎

}
∥𝑓∥𝐿𝑝),𝜃(Γ). □
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On the other hand, applying the well-known extrapolation theorem due to
Rubio de Francia [26] based on the proof of Theorem 3 we conclude that the
following assertion is true.

Theorem 3′. Let for some sublinear operator 𝑇 the weighted operator

𝑇𝜌 : 𝑓 → 𝜌𝑇

(
𝑓

𝜌

)
be bounded in 𝐿𝑝(Γ) (1 < 𝑝 < ∞) for arbitrary 𝜌, 𝜌𝑝 ∈ 𝐴𝑝(Γ). Then 𝑇𝜌 is bounded

in 𝐿𝑝),𝜃(Γ) for all 𝜌, 𝜌𝑝 ∈ 𝐴𝑝(Γ).

Corollary 1. Let 1 < 𝑝 < ∞, 𝜃 > 0. Let, further, 𝜓 be a real continuous function
given on Γ.

If Γ is a Carleson curve, then

𝜌(𝑡) =
𝑛∏
𝑘=1

∣𝑡− 𝑡𝑘∣𝛼𝑘 exp
∫
Γ

𝜓(𝜏) 𝑑𝜏

𝜏 − 𝑡
,

where − 1
𝑝 < 𝛼𝑘 < 1

𝑝′ , belongs to the class 𝑊
𝑝),𝜃(Γ).

Proof. We know [16] that 𝜌 ∈ 𝑊 𝑝(Γ), i.e., 𝜌𝑝 ∈ 𝐴𝑝(Γ). Then Theorem 3 implies

that 𝜌𝑝 ∈ 𝑊 𝑝),𝜃(Γ). □

1.6. Problem (1) with a piecewise-continuous coefficient 𝑮(𝒕) and 𝒈 ∈ 𝑳𝒑),𝜽(Γ)

First we give the condition with respect to the curve Γ which is assumed to be
fulfilled when considering problem (1) in 𝐾𝑝),𝜃(Γ). Let Γ be a simple Carleson
curve bounding the domain 𝐷+. We assume that if arg(𝑧 − 𝑡0), 𝑧 ∈ 𝐷+, changes
continuously for any point 𝑡0 ∈ Γ, then there exists a positive number 𝑀 such
that

∣ arg(𝑧 − 𝑡0)∣ < 𝑀 (17)

for arbitrary 𝑧 ∈ 𝐷+ and 𝑡0 ∈ Γ.
Below we give one more requirement for Γ.
Now we introduce conditions for 𝐺. It is assumed that 𝐺 ∈ 𝐶(Γ; 𝑡1, . . . , 𝑡𝑚),

i.e., 𝐺 is continuous on the closed arcs [𝑡𝑘, 𝑡𝑘+1], 𝑡𝑚+1 = 𝑡1. It is assumed that the
points 𝑡𝑘 are numbered according to the growth of the arc abscissa. Suppose that

inf
𝑡∈Γ

∣𝐺(𝑡)∣ > 0. (18)

We will show that the method adopted in [8], [24], [15] for factorization
of piecewise-continuous functions can be successfully applied in the case under
consideration if the theorems proved above are used.

Let
𝐺(𝑡𝑘−)
𝐺(𝑡𝑘+)

= 𝑒2𝜋𝑖𝜆𝑘 , 𝑘 = 1,𝑚, (19)

where 𝜆𝑘 = 𝛼𝑘+𝑖𝛽𝑘 is a complex number whose real part is defined to an accuracy
of an integer summand.
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Assume that

𝛼𝑘 ∕= 1

𝑝′
(mod 1). (20)

Then 𝛼𝑘 can be chosen so that

−1

𝑝
< 𝛼𝑘 <

1

𝑝′
. (21)

Choose in 𝐷+ a point 𝑧0 and draw from it a simple smooth curve 𝛾𝑘 connecting it
with 𝑧 = ∞ and having only one common point 𝑡𝑘 with Γ. The function (𝑧−𝑧0)

𝜆𝑘

is analytic in the plane cut along 𝛾𝑘 and

(𝑡𝑘 − 𝑧0)
𝜆𝑘
+ = (𝑡𝑘 − 𝑧0)

𝜆𝑘− exp(2𝜋𝑖𝜆𝑘),

where (𝑡𝑘 − 𝑧0)
𝜆𝑘± = lim

𝑡→𝑡𝑘±, 𝑡∈Γ
(𝑡− 𝑧0)

𝜆𝑘 . This and (19) imply that the function

𝐺1(𝑡) =
𝐺(𝑡)

𝑚∏
𝑘=1

(𝑡− 𝑧0)𝜆𝑘
(22)

is continuous on Γ ([24, p. 432]) and 𝐺1(𝑡) ∕= 0, 𝑡 ∈ Γ.
Let

𝜌𝑘(𝑧) =

⎧⎨⎩(𝑧 − 𝑧0)
𝜆𝑘 , 𝑧 ∈ 𝐷+,(

𝑧−𝑡𝑘
𝑧−𝑧0

)𝜆𝑘
= (𝑧−𝑡𝑘)𝜆𝑘

(𝑧−𝑧0)𝜆𝑘 , 𝑧 ∈ 𝐷−,
𝑘 = 1,𝑚, (23)

where the branch of functions
(
𝑧−𝑡𝑘
𝑧−𝑧0

)𝜆𝑘
is chosen so that it tends to 1 as 𝑧 → ∞.

These functions are analytic in the domains 𝐷±.
We have

𝜌𝑘(𝑧) = 𝑒𝛼𝑘 ln ∣𝑧−𝑡𝑘∣−𝛽𝑘 arg(𝑧−𝑡𝑘)𝑒𝑖(𝛽𝑘 ln ∣𝑧−𝑡𝑘∣+𝛼𝑘 arg(𝑧−𝑡𝑘)).

By virtue of condition (17) we conclude that

∣𝜌𝑘(𝑧)∣ ∼ ∣𝑧 − 𝑡𝑘∣𝛼𝑘 .
Let us now require that

(𝜌𝑘(𝑧)− 1) ∈
∪
𝛿>0

𝐸𝛿(𝐷±). (24)

Since Γ has the Carleson property and using (21) the function 𝑟(𝑡) = ∣𝑡 − 𝑡𝑘∣𝛼𝑘
belongs to 𝑊 𝑝(Γ) (i.e., the operator 𝑇𝑓 = 𝑟𝑆Γ

1
𝑟 𝑓 is continuous in 𝐿𝑝(Γ)). Hence

it follows that from some 𝜂 > 0

𝜌±𝑘 ∈ 𝐿𝑝+𝜂(Γ),
1

𝜌±𝑘
∈ 𝐿𝑝

′+𝜂(Γ). (25)

Since Γ is a Carleson curve, the domains 𝐷± are Smirnov domains (see, e.g.,
[12, p. 22]) and therefore to the functions 𝜌𝑘(𝑧) we can apply the well-known
Smirnov’s theorem which states that if Φ ∈ 𝐸𝑝1(𝐷+) and Φ+ ∈ 𝐿𝑝2(Γ), 𝑝2 > 𝑝1,
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then Φ ∈ 𝐸𝑝2(𝐷+) ([9], Ch. X). An analogous statement is true for 𝐷−. By virtue
of (24) and (25) we obtain

(𝜌𝑘(𝑧)− 1) ∈ 𝐸𝑝+𝜂(𝐷±),
(

1

𝜌𝑘(𝑧)
− 1

)
∈ 𝐸𝑝

′+𝜂(𝐷±). (26)

Now assuming

𝜌(𝑧) =

𝑚∏
𝑘=1

𝜌𝑘(𝑧), (27)

by virtue of (24) we obtain

(𝜌(𝑧)− 1) ∈ 𝐸𝑝+𝜂(𝐷+),

(
1

𝜌(𝑧)
− 1

)
∈ 𝐸𝑝

′+𝜂(𝐷−). (28)

Consider the function

𝑋1(𝑧) = exp {(𝐾Γ ln𝐺1(𝑡))(𝑧)} (29)

and let
𝑋(𝑧) = 𝜌(𝑧)𝑋1(𝑧). (30)

Since 𝐺1 is continuous, we have (𝑋1 − 1) ∈ ∩
𝛿>1

𝐸𝛿(𝐷±) (see [12, p. 96]) and

therefore from (24) and (30) it follows that for some 𝛿0 > 0,

(𝑋 − 1) ∈ 𝐸𝑝+𝛿0(𝐷±),
(
1

𝑋
− 1

)
∈ 𝐸𝑝

′+𝛿0(𝐷±). (31)

Let us introduce a new unknown function

Φ1(𝑧) =
Φ(𝑧)

𝜌(𝑧)
.

Since Φ = 𝐾Γ𝜑, 𝜑 ∈ ∩
0<𝛿<𝑝−1

𝐿𝑝−𝛿, 𝑝 > 1, and Γ is a Carleson curve, we have

Φ ∈ ∩
0<𝛿<𝑝−1

𝐸𝑝−𝛿(𝐷±). This and (28) imply that Φ1 ∈ 𝐸𝛿1(𝐷±), for some 𝛿1 >

0. Moreover, Φ±1 (𝑡) ∈ 𝐿1+𝜂1(Γ), 𝜂1 > 0. Thus, by virtue of Smirnov’s theorem
mentioned above, we obtain Φ1 ∈ 𝐸1+𝜂1(𝐷±) for some 𝜂1 > 0 and in that case
the representation Φ1(𝑧) = 𝐾Γ(Φ

+
1 −Φ−1 ) implies Φ1 ∈ 𝐾1+𝜂1(Γ). Therefore Φ1 is

a solution of the class 𝐾1+𝜂1(Γ) for the following boundary value problem

Φ+
1 = 𝐺1Φ

−
1 + 𝑔/𝜌+ .

If ϰ = ind𝐺1 ≥ 0, then all solutions of this problem are given by the equality

Φ1(𝑧) = 𝑋1(𝑧)𝐾Γ

(
𝑔

𝜌+𝑋+
1

)
(𝑧) +𝑋1(𝑧)𝑄ϰ−1(𝑧)

(see, e.g., [15, p. 113]).
Hence, taking the equality Φ(𝑧) = Φ1(𝑧)𝜌(𝑧) into account, we obtain that all

solutions of problem (1) of the class 𝐾𝑝),𝜃(Γ) lie in the set of functions

Φ(𝑧) = 𝜌(𝑧)𝑋1(𝑧)𝐾Γ

(
𝑔

𝜌+𝑋+
1

)
(𝑧) + 𝜌(𝑧)𝑋1(𝑧)𝑄ϰ−1(𝑧). (32)
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Let us show that all functions given by equality (32) belong to the class
𝐾𝑝),𝜃(Γ).

In the first place we note that 𝜌(𝑧)𝑋1(𝑧) = 𝑋(𝑧) and from (31) it follows that
𝑋(𝑧)𝑄ϰ−1(𝑧) ∈ 𝐸𝑝(𝐷±) and [𝑋+(𝑡) − 𝑋−(𝑡)]𝑄ϰ−1(𝑡) ∈ 𝐿𝑝(Γ). So, the second
summands from (32) 𝜌(𝑧)𝑋1(𝑧)𝑄ϰ−1(𝑧) are contained in 𝐾𝑝(Γ) and thereby in
𝐾𝑝),𝜃(Γ), too.

For the first summand 𝐹 (𝑧) = 𝜌(𝑧)𝑋1(𝑧)𝐾Γ

(
𝑔

𝜌+𝑋+
1

)
(𝑧) from (32) we have

𝐹±(𝑡) = ±1

2
𝑔(𝑡) +

1

2
𝜌+(𝑡)𝑋+

1 (𝑡)𝑆Γ

(
𝑔

𝜌+𝑋+
1

)
(𝑡), 𝑔 ∈ 𝐿𝑝)(Γ). (33)

Here 𝜌+ ∈ 𝑊 𝑝),𝜃(Γ) since 𝜌(𝑡) ∼
𝑚∏
𝑘=1

∣𝑡− 𝑡𝑘∣𝛼𝑘 and, for the numbers 𝛼𝑘, conditions
(21) are fulfilled (this is one of the claims of Theorem A). Hence, by assumption

(22), it follows that 1
𝜌+ ∈ 𝐿𝑝

′+𝜀(Γ), 𝜀 > 0. Moreover, using the Sokhotski-Plemelj

formulas (see, e.g., [2], Theorem 6.7), we get

𝑋+
1 (𝑡) =

√
∣𝐺(𝑡)∣ exp 1

2𝜋

∫
Γ

arg𝐺1(𝜏)(𝜏 − 𝑧0)
−ϰ

𝜏 − 𝑟
𝑑𝜏 =

√
∣𝐺(𝑡)∣ exp

∫
Γ

𝜓(𝜏) 𝑑𝜏

𝜏 − 𝑡
,

where 𝜓(𝜏) = 2𝜋 arg𝐺1(𝜏)(𝜏 − 𝑧0)
−ϰ is a real continuous function. Thus 𝑋+

1 ∼
exp

∫
Γ
𝜓(𝜏)𝑑𝜏
𝜏−𝑡 . Therefore by Theorem 2 we conclude that 𝜌+𝑋+

1 ∈ 𝑊 𝑝),𝜃(Γ). By

virtue of this fact, (33) implies that 𝐹 (𝑧) ∈ 𝐾𝑝),𝜃(Γ).

As a result we obtain that the functions Φ given by equality (32) belong to
𝐾𝑝),𝜃(Γ) for ϰ ≥ 0.

For ϰ < 0, a function Φ given by equality (32) belongs to 𝐾1+𝜂1(Γ) if and
only if 𝑄ϰ−1(𝑧) ≡ 0 and the conditions∫

Γ

𝑔(𝜏)

𝜌+(𝜏)𝑋+
1 (𝜏)

𝜏𝑘𝑑𝜏 = 0, 𝑘 = 0, ∣ϰ∣ − 1, (34)

are fulfilled.

Assuming that these conditions are fulfilled, in the same manner as above we
will show that Φ ∈ 𝐾𝑝),𝜃(Γ).

So, if conditions (17) and (24) (for Γ) and conditions (18) and (20) (for 𝐺)
are fulfilled, then we have the situation in which problem (1) is solvable.

We observe that any piecewise-smooth curve is a Carleson one and for such
curves condition (17) is fulfilled. As to condition (24), it is fulfilled at least for
those curves which do not have internal cusps.

Lemma 1. If a domain 𝐷 is bounded by a simple piecewise smooth closed curve Γ
with one angular point 𝑡0 where an angle value with respect to 𝐷 is equal to 𝜈𝜋,

0 < 𝜈 ≤ 2, then the function 1
(𝑧−𝑡0)𝜆 , 𝜆 = 𝛼+ 𝑖𝛽, 𝛼 ∈

(
− 1
𝑝 ,

1
𝑝′

)
, belongs to some

class 𝐸𝛿(𝐷).
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Proof. Let Γ𝑟 be the images of circumferences ∣𝑤∣ = 𝑟 < 1 for the conformal
mapping 𝑧 = 𝑧(𝑤) of the unit circle U = {w : ∣w∣ < 1} onto 𝐷. To prove the
lemma, it suffices to show that

𝐼 = sup
0<𝑟<1

∫
Γ𝑟

∣𝑑𝑧∣
∣𝑧 − 𝑡0∣𝛼𝛿 < ∞, 𝛼 ∈

(
−1

𝑝
,
1

𝑝′

)
, 𝛿 > 0.

Assuming 𝑧(𝑐) = 𝑡0, we obtain

𝐼 = sup
0<𝑟<1

∫ 2𝜋

0

∣𝑧′(𝑤)∣ ∣𝑑𝑤∣
∣𝑧(𝑤)− 𝑧(𝑐)∣𝛼𝛿 .

If 𝛼 ≤ 0, then 𝐼 < ∞ since 𝑧′ ∈ 𝐻1 (see, e.g., [9, Ch. X]). So we should consider

the case 𝛼 ∈
(
0, 1
𝑝′

)
. Using the relations ([12, p. 153])

𝑧′(𝑤) = (𝑤−𝑐)𝜈−1𝑧0(𝑤), 𝑧(𝑤)−𝑧(𝑐) = (𝑤−𝑐)𝜈𝑧1(𝑤), 𝑧±1𝑘 ∈
∩
𝛿>0

𝐻𝛿, 𝑘 = 0, 1,

we obtain

𝐼 = sup
𝑟

∫ 2𝜋

0

∣𝑤 − 𝑐∣𝜈−1−𝜈𝛼𝛿∣𝑧0(𝑤)∣ ∣𝑧1(𝑤)∣−𝛼𝛿 ∣𝑑𝑤∣ .
Hence we see that 𝐼 < ∞ if 𝜈(1 − 𝛼𝛿) − 1 > −1, i.e., if 1 − 𝛼𝛿 > 0. Now, for 𝛿
we obtain the inequality 𝛿 < 1

𝛼 and since 1
𝛼 > 𝑝′, we finally have that 𝐼 < ∞ for

𝛿 < 𝑝′. □
Thus the following theorem is valid.

Theorem 4. Let Γ be a piecewise-smooth simple closed curve without a zero internal
angle and 𝐺(𝑡) be a function of the class 𝐶(Γ; 𝑡1, . . . , 𝑡𝑚), 𝑡𝑘 ∈ Γ, given on Γ and
being such that conditions (18)–(20) are fulfilled for it. Assume that 𝑔 ∈ 𝐿𝑝),𝜃(Γ),
𝑝 > 1, 𝜃 > 0. Let further the function 𝜌(𝑧) be given by equalities (23) and (27),
the function 𝐺1 by equality (22), 𝑋1(𝑧) by formula (29) and ϰ = ind𝐺1.

Then for ϰ ≥ 0, problem (1) is solvable in the class 𝐾𝑝),𝜃(Γ) and its general
solution is given by equality (32) where 𝑄ϰ−1(𝑧) is an arbitrary polynomial of
order ϰ − 1 (𝑄−1(𝑧) ≡ 0). If however ϰ < 0, then the problem is solvable if and
only if conditions (34) are fulfilled and in that case it is solvable uniquely. Then a
solution is given by equality (32) where 𝑄ϰ−1(𝑧) ≡ 0.

2. The Dirichlet problem

In this section it is assumed that 𝐷 is the internal domain bounded by a simple
closed Lyapunov curve Γ. Put

𝐾𝑝),𝜃(𝐷;𝜔)=

{
Φ:Φ(𝑧)=

1

2𝜋𝑖

∫
Γ

𝜑(𝑡)𝑑𝑡

𝑡−𝑧
, 𝑧∈𝐷, 𝜑∈𝐿𝑝),𝜃(Γ;𝜔)

}
, 𝑝>1, 𝜃>0,

𝑒𝑝),𝜃(𝐷;𝜔) =
{
𝑢 : 𝑢 = ReΦ, Φ ∈ 𝐾𝑝),𝜃(Γ;𝜔)

}
and

ℎ𝛿(𝑈) =
{
𝑢 : 𝑢 = ReΦ, Φ ∈ 𝐻𝛿

}
, 𝛿 > 0.
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Assume that the weight function

𝜔(𝑡) =

𝑛∏
𝑘=1

(𝑡− 𝑡𝑘)
𝛼𝑘 , 𝑡𝑘 ∈ Γ, 𝛼𝑘 ∈

(
1

𝑝
,
1

𝑝′

)
.

Here we will solve the Dirichlet problem formulated as follows

Δ𝒰 = 0, 𝒰 ∈ 𝑒𝑝),𝜃(𝐷;𝜔),

𝒰∣Γ = 𝑓(𝑡), 𝑓 ∈ 𝐿𝑝),𝜃(Γ;𝜔).
(35)

As in the preceding section, 𝑧 = 𝑧(𝑤) denotes the conformal mapping of the
unit circle U onto the domain 𝐷, and 𝑤 = 𝑤(𝑧) is its inverse mapping. Consider
the function

𝜌(𝜏) =

𝑛∏
𝑘=1

∣𝜏 − 𝜏𝑘∣𝛼𝑘 , 𝜏𝑘 = 𝑤(𝑡𝑘). (36)

Since Γ is a Lyapunov curve, by virtue of the well-known theorem due to Kellog
(see, for example, [9], p.411) we have

∣𝑧(𝜏)− 𝑧(𝜏𝑘)∣ ≈ ∣𝜏 − 𝜏𝑘∣ and inf
𝜏∈𝛾 ∣𝑧

′(𝜏)∣ > 0, sup
𝜏∈𝛾

∣𝑧′(𝜏)∣ < ∞. (37)

Hence it readily follows that

∣𝜔(𝑧(𝜏))∣ ∼ ∣𝜌(𝜏)∣ and ∣𝜌(𝑤(𝑡))∣ ∼ ∣𝜔(𝑡)∣. (38)

Along with the function 𝒰(𝑧), we will consider the harmonic function 𝑢(𝑤) =
𝒰(𝑧(𝑤)).
Lemma 2. If 𝒰 ∈ 𝑒𝑝),𝜃(𝐷;𝜔) and 𝑢(𝑤) = 𝒰(𝑧(𝑤)), then 𝑢 ∈ 𝑒𝑝),𝜃(U; 𝜌). Con-
versely, if 𝑢 ∈ 𝑒𝑝),𝜃(U, 𝜌), then 𝒰(𝑧) = 𝑢(𝑤(𝑧)) ∈ 𝑒𝑝),𝜃(𝐷;𝜔).

Proof. It suffices to establish that if 𝒰(𝑧) = ReΦ(𝑧), Φ ∈ 𝐾𝑝),𝜃(𝐷;𝜔), then the
function Ψ(𝑤) = Φ(𝑧(𝑤)) belongs to the class 𝐾𝑝),𝜃(U; 𝜌). Since Φ ∈ 𝐾𝑝),𝜃(𝐷;𝜔),
we have Φ(𝑧) = (𝐾Γ𝜑)(𝑧), 𝜑 ∈ 𝐿𝑝),𝜃(Γ;𝜔). But then 𝜑𝜔 ∈ ∩

0<𝜀<𝑝
𝐿𝑝−𝜀(Γ) and

since 1
𝜔 ∈ 𝐿𝑝

′+𝛿(Γ), 𝛿 > 0, there exists 𝜂 > 0 such that 𝜑 ∈ 𝐿1+𝜂(Γ). Therefore

Φ ∈ 𝐸1+𝜂(𝐷) (see [12, p. 29]). Thus Φ(𝑧(𝑤)) 1+𝜂
√
𝑧′(𝑤) belongs to the class 𝐻1+𝜂.

Furthermore, by (37) we conclude that Ψ(𝑤) = Φ(𝑧(𝑤)) ∈ 𝐻1 and therefore
Ψ(𝑤) = (𝐾𝛾Ψ

+)(𝑤).
For the function Ψ+ we have∫

𝛾

∣Ψ+(𝜏)𝜌(𝜏)∣𝑝−𝜀∣𝑑𝜏 ∣ =
∫
Γ

∣∣∣∣Φ+(𝑧(𝜏))𝜔(𝑧(𝜏))
𝜌(𝜏)

𝜔(𝑧(𝜏))

∣∣∣∣𝑝−𝜀∣𝑑𝜏 ∣
≤ 𝑀

∫
𝛾

∣Φ+(𝑧(𝜏))𝜔(𝑧(𝜏))∣𝑝−𝜀∣𝑑𝜏 ∣

= 𝑀

∫
Γ

∣Φ+(𝑡)𝜔(𝑡)∣𝑝−𝜀 ∣𝑑𝑡∣
∣𝑧′(𝑡)∣ ≤ 𝑀1

∫
Γ

∣Φ+(𝑡)𝜔(𝑡)∣𝑝−𝜀𝑑𝑠.
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Since a Cauchy singular integral operator is continuous in the space 𝐿𝑝),𝜃(Γ;𝜔),
the inclusion 𝐾Γ𝜑 ∈ 𝐾𝑝),𝜃(𝐷;𝜔) implies that Φ+ ∈ 𝐿𝑝),𝜃(𝐷;𝜔). Now from the
above estimates we establish that Ψ+ ∈ 𝐿𝑝),𝜃(𝛾; 𝜌), whereas from the equality
Ψ(𝑤) = (𝐾𝛾Ψ

+)(𝑤) we obtain Ψ ∈ 𝐾𝑝),𝜃(U; 𝜌).
The converse statement is proved analogously. □

By virtue of this lemma we have that problem (35) is equivalent to the prob-
lem

Δ𝑢 = 0, 𝑢 ∈ 𝑒𝑝),𝜃(U; 𝜌),

𝑢∣Γ = 𝑓(𝑧(𝜏)), 𝑓(𝑧(𝜏)) = 𝑔(𝜏) ∈ 𝐿𝑝),𝜃(𝛾; 𝜌).
(39)

As easily seen, 𝑔 ∈ 𝐿1+𝜂(𝛾), for some 𝜂 > 0, whereas from the proof of the
lemma it follows that 𝑒𝑝),𝜃(U; 𝜌) ⊂ h1+𝜂(U). Therefore if the solution 𝑢(𝑤) of
problem (39) exists, it belongs to ℎ1+𝜂(U), too. But the function

𝑢(𝑤) = Re
1

2𝜋

∫
𝛾

𝑓(𝑧(𝜏))

𝜏

𝜏 + 𝑤

𝜏 − 𝑤
𝑑𝜏 (40)

is the only solution of such kind (see [23]).
Furthermore,

Ψ(𝑤) =
1

2𝜋

∫
𝛾

𝑓(𝑧(𝜏))

𝜏

𝜏 + 𝑤

𝜏 − 𝑤
𝑑𝜏

=
1

2𝜋

∫
𝛾

𝑓(𝑧(𝜏))

𝜏 − 𝑤
𝑑𝜏 +

𝑤

2𝜋

∫
𝛾

𝑓(𝑧(𝜏))

𝜏

𝑑𝜏

𝜏 − 𝑤
𝑑𝜏

= Ψ1(𝑤) + Ψ2(𝑤).

The function Ψ(𝑤) belongs to 𝐾𝑝),𝜃(𝛾; 𝜌) since both summands belong to the
Hardy class 𝐻1, and, by the continuity of the operator 𝑆Γ in the space 𝐿𝑝),𝜃(𝛾; 𝜌),
their boundary values belong to the class 𝐿𝑝),𝜃(Γ; 𝜌). Hence it follows that the
function defined by equality (40) belongs to 𝑒𝑝),𝜃(U; 𝜌).

Thus we have proved

Theorem 5. If 𝐷 is the internal domain bounded by a closed Lyapunov curve,
then the Dirichlet problem (35) is uniquely solvable and its solution is given by the
equality

𝒰(𝑧) = Re
1

2𝜋

∫
𝛾

𝑓(𝑧(𝜏))

𝜏

𝜏 + 𝑤(𝑧)

𝜏 − 𝑤(𝑧)
𝑑𝜏,

where 𝑤 = 𝑤(𝑧) is the conformal mapping of 𝐷 onto U.
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Overview of Fractional 𝒉-difference Operators

Dorota Mozyrska and Ewa Girejko

Abstract. Fractional difference operators and their properties are discussed.
We give a characterization of three operators that we call Grünwald-Letnikov,
Riemann-Liouville and Caputo like difference operators. We show relations
among them. In the paper, linear fractional h-difference equations are de-
scribed. We give formulas of solutions to initial value problems. Crucial for-
mulas are gathered in the tables presented in the last section of the paper.
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tional derivative.

1. Introduction

The fractional calculus is a generalization of differential/integral calculus of inte-
ger order [2, 8, 17, 21]. The calculus is a very important mathematical research
field that has its applications in such areas as engineering, in particular electronic
devices, economics and physics [3, 7, 16, 18, 23]. One can consider different types
of fractional operators that are associated with different fractional derivatives,
namely Grünwald-Letnikov, Riemann-Liouville and Caputo ones. Similarly as in
the continuous case there are various ways to introduce the fractional operators
as a generalization of the corresponding derivatives/differences or integrals/sums.
The most known fractional operators are: sum operator introduced by Miller and
Ross in [16], Riemann-Liouville like difference operator explored by Atici and Eloe
in [5, 6], Caputo like difference operator introduced in [1, 4, 11] and the last one,
Grünwald-Letnikov like difference operator examined by Podlubny, Kaczorek, Os-
talczyk (see [14, 19, 20]) and by many others. However, there are only few papers,
like the ones by Bastos, Ferreira and Torres (see [9, 12]) that concern the de-
velopment of ℎ-sum and ℎ-difference operators (namely Riemann-Liouville like
difference operators). The variety of operators was the motivation for us to de-
scribe and to characterize three of them: Grünwald-Letnikov, Riemann-Liouville
and Caputo like difference operators.
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Recently one can find in the literature one more approach in this scientific area,
namely in [10] authors present advanced results for linear fractional difference
initial value problems on general time scale. They use a different definition of ℎ-
factorial functions from the one we use in this paper. Our approach arises from
[1, 6, 9, 12]. Since these two approaches lead to different definitions, we decided
not to compare them. We follow the notations introduced in [1, 6, 9, 12].

Researchers from the area of fractional differences can find the presentation of
relations among the listed above operators useful. Moreover, the results presented
in the paper can be applied to the theory of discrete fractional systems as well as to
discrete control fractional systems. In the present paper we focus on the overview
of the mentioned operators: we summarize but also develop what was done in this
area so far. To our knowledge, there was a gap in the literature concerning the
description of these three operators. To make it more general and flexible in the
sense to get freedom in choosing a step, we decided to present all results on ℎℤ.
Moreover, the case with different step ℎ that is taken under our consideration gives
us a task for the future: to examine the case when ℎ tends to zero.

The manuscript consists of six sections. In the second one we gather all
preliminary definitions and notations that are needed in the sequel. In this section
we introduce the definition of Caputo like difference operator for any ℎ > 0. We
also develop some properties of this operator in Proposition 2.9. Section 3 concerns
power rule formulas and all results presented in this section, besides Lemma 3.1
are due to the authors. In the fourth section we prove results on properties of the
three mentioned operators. In Section 5, which is devoted to initial value problems
and exponentials, almost all stated results are original excluding Proposition 5.4.
The last section summarizes the paper gathering some crucial facts in tables.

2. Preliminaries

Let us denote by ℱ𝐷 the set of real-valued functions defined on 𝐷. Let ℎ > 0 and
put (ℎℕ)𝑎 := {𝑎, 𝑎+ ℎ, . . . }, with 𝑎 ∈ ℝ. Let 𝜎(𝑡) = 𝑡+ ℎ for 𝑡 ∈ (ℎℕ)𝑎.

Definition 2.1. For a function 𝜑 ∈ (ℎℕ)𝑎 the forward ℎ-difference operator is
defined as

(Δℎ𝜑)(𝑡) =
𝜑(𝜎(𝑡)) − 𝜑(𝑡)

ℎ
, 𝑡 ∈ (ℎℕ)𝑎 = {𝑎, 𝑎+ ℎ, 𝑎+ 2ℎ, . . . }

while the ℎ-difference sum is given by

(
𝑎Δ

−1
ℎ 𝜑

)
(𝑡) =

𝑡
ℎ−1∑
𝑘= 𝑎

ℎ

𝜑(𝑘ℎ)ℎ, 𝑡 ∈ (ℎℕ)𝑎 = {𝑎, 𝑎+ ℎ, 𝑎+ 2ℎ, . . . }.

Definition 2.2. [9] For arbitrary 𝑡, 𝛼 ∈ ℝ the ℎ-factorial function is defined by

𝑡
(𝛼)
ℎ := ℎ𝛼

Γ( 𝑡ℎ + 1)

Γ( 𝑡ℎ + 1− 𝛼)
,



Overview of Fractional ℎ-difference Operators 255

where Γ is the Euler gamma function with 𝑡
ℎ + 1 /∈ ℤ− ∪ {0}, and we use the

convention that division at a pole yields zero.

Remark 2.3. [12] For 𝑡 ≥ 0 and 𝛼 ∈ ℝ, limℎ→0 𝑡
(𝛼)
ℎ = 𝑡𝛼.

Definition 2.4. [9] For a function 𝜑 ∈ ℱ(ℎℕ)𝑎 the fractional ℎ-sum of order 𝛼 > 0
is given by

(
𝑎Δ

−𝛼
ℎ 𝜑

)
(𝑡) =

ℎ

Γ(𝛼)

𝑡
ℎ−𝛼∑
𝑘= 𝑎

ℎ

(𝑡− 𝜎(𝑘ℎ))
(𝛼−1)
ℎ 𝜑(𝑘ℎ),

with
(
𝑎Δ

0
ℎ𝜑

)
(𝑡) = 𝜑(𝑡) and 𝜎(𝑘ℎ) = (𝑘 + 1)ℎ.

Remark 2.5. Note that 𝑎Δ
−𝛼
ℎ : ℱ(ℎℕ)𝑎 → ℱ(ℎℕ)𝑎+𝛼ℎ .

As the first we present fractional ℎ-difference Riemann-Liouville like operator.
The definition of the operator can be found, for example, in [6] (for ℎ = 1) or in
[9] (for any ℎ > 0).

Definition 2.6. Let 𝛼 ∈ (𝑛− 1, 𝑛] and set 𝜇 = 𝑛− 𝛼, where 𝑛 ∈ ℕ. The Riemann-
Liouville like fractional ℎ-difference operator 𝑎Δ

𝛼
ℎ𝜑 of order 𝛼 for a function 𝜑 ∈

ℱ(ℎℕ)𝑎 is defined by

(𝑎Δ
𝛼
ℎ𝜑) (𝑡) =

(
Δ𝑛
ℎ

(
𝑎Δ

−𝜇
ℎ 𝜑

))
(𝑡) =

ℎ

Γ(𝜇)
Δ𝑛
ℎ

𝑡
ℎ−𝜇∑
𝑘= 𝑎

ℎ

(𝑡− 𝜎(𝑘ℎ))
(𝜇−1)
ℎ 𝜑(𝑘ℎ). (2.1)

Remark 2.7. Note that 𝑎Δ
𝛼
ℎ : ℱ(ℎℕ)𝑎 → ℱ(ℎℕ)𝑎+𝜈 , where 𝛼 ∈ (𝑛−1, 𝑛] and 𝜈 = 𝜇ℎ.

Theorem 2.8. Let 𝜑 : (ℎℕ)𝑎 → ℝ and 𝛼 > 0 be given, with 𝛼 ∈ (𝑛 − 1, 𝑛],
𝜇 = 𝑛−𝛼 and 𝜈 = 𝜇ℎ, 𝜇, 𝜈 > 0. The following formula for the fractional difference

𝑎Δ
𝛼
ℎ𝜑 : (ℎℕ)𝑎+𝜈 → ℝ is equivalent to (2.1):

(𝑎Δ
𝛼
ℎ𝜑) (𝑡) =

{
ℎ

Γ(−𝛼)
∑ 𝑡

ℎ+𝛼

𝑠= 𝑎
ℎ
(𝑡− 𝜎(𝑘ℎ))

(−𝛼−1)
ℎ 𝜑(𝑘ℎ), 𝛼 ∈ (𝑛− 1, 𝑛)

(Δ𝑛
ℎ𝜑)(𝑡), 𝛼 = 𝑛.

(2.2)

Proof. Let 𝜑 and 𝛼 be as in the statement of the theorem. We show that (2.1) is
equivalent to (2.2) on (ℎℕ)𝑎+𝜈 for 𝜇 = 𝑛− 𝛼 and 𝜈 = 𝜇ℎ, 𝜇, 𝜈 > 0.
The case 𝛼 = 𝑛 is obvious, since

(𝑎Δ
𝛼
ℎ𝜑) (𝑡) = (Δ𝑛

ℎ(𝑎Δ
−𝜇
ℎ 𝜑))(𝑡) =

(
Δ𝑛
ℎ

(
𝑎Δ

−0
ℎ 𝜑

))
(𝑡) = (Δ𝑛

ℎ𝜑)(𝑡).

If 𝛼 ∈ (𝑛− 1, 𝑛), then the direct application of (2.1) yields:

(𝑎Δ
𝛼
ℎ𝜑) (𝑡) =

(
Δ𝑛
ℎ

(
𝑎Δ

−𝜇
ℎ 𝜑

))
(𝑡) =

⎛⎝Δ𝑛−1
ℎ

Γ(𝜇)
Δℎ

⎛⎝ 𝑡
ℎ−𝜇∑
𝑘= 𝑎

ℎ

(𝑡− 𝜎(𝑘ℎ))
(𝜇−1)
ℎ 𝜑(𝑘ℎ)ℎ

⎞⎠⎞⎠ .
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Let us denote by 𝑔(𝑡, 𝑘) = (𝑡−𝜎(𝑘ℎ))
(𝜇−1)
ℎ 𝜑(𝑘ℎ)ℎ. Then taking the difference with

respect to 𝑡 of the function 𝑓(𝑡, 𝑘) =
∑ 𝑡

ℎ−𝜇
𝑘= 𝑎

ℎ
𝑔(𝑡, 𝑘) we get

Δℎ(𝑓(⋅,𝑘))(𝑡)=
𝑡
ℎ+1−𝜇∑
𝑘= 𝑎

ℎ

𝑔(𝑡+ℎ,𝑘)−
𝑡
ℎ−𝜇∑
𝑘= 𝑎

ℎ

𝑔(𝑡,𝑘)=ℎ

𝑡
ℎ−𝜇∑
𝑘= 𝑎

ℎ

Δℎ𝑔(𝑡,𝑘)+𝑔(𝑡+ℎ,𝑡/ℎ+1−𝜇).

The ℎ-difference Δℎ of 𝑔 with respect to 𝑡 has the following form

(Δℎ𝑔(⋅, 𝑘))(𝑡) = (𝜇− 1)(𝑡− 𝜎(𝑘ℎ))𝜇−2ℎ 𝜑(𝑘ℎ)ℎ

and

𝑔(𝑡+ ℎ, 𝑡/ℎ+ 1− 𝜇) = (𝑡+ ℎ− 𝜎(𝑡+ ℎ− 𝜇ℎ))
(𝜇−1)
ℎ 𝜑(𝑡+ ℎ− 𝜇ℎ)ℎ .

In particular, we receive

Δℎ (𝑓(⋅, 𝑘)) (𝑡) =
𝑡
ℎ−𝜇∑
𝑘= 𝑎

ℎ

(𝜇− 1)(𝑡− 𝜎(𝑘ℎ))
(𝜇−2)
ℎ 𝜑(𝑘ℎ)ℎ+ ℎ𝜇−1Γ(𝜇)𝜑(𝑡+ ℎ− 𝜇ℎ)ℎ .

Now we easily see that

(𝑎Δ
𝛼
ℎ𝜑) (𝑡) = Δ𝑛−1

ℎ

(
Δℎ𝑓(⋅, 𝑘)
Γ(𝜇)

)
(𝑡)

= Δ𝑛−1
ℎ

⎛⎝ 𝑡
ℎ+1−𝜇∑
𝑘= 𝑎

ℎ

ℎ

Γ(𝜇− 1)
(𝑡− 𝜎(𝑘ℎ))

(𝜇−2)
ℎ 𝜑(𝑘ℎ)

⎞⎠ .

Repeating the similar procedure 𝑛− 2 times we get

(𝑎Δ
𝛼
ℎ𝜑) (𝑡) = Δ𝑛−𝑛

ℎ

⎛⎝ 𝑡
ℎ+𝑛−𝜇∑
𝑘= 𝑎

ℎ

ℎ

Γ(𝜇− 𝑛)
(𝑡− 𝜎(𝑘ℎ))

(𝜇−(𝑛+1))
ℎ 𝜑(𝑘ℎ)

⎞⎠
=

ℎ

Γ(−𝛼)

𝑡
ℎ+𝛼∑
𝑘= 𝑎

ℎ

(𝑡− 𝜎(𝑘ℎ))
(−𝛼−1)
ℎ 𝜑(𝑘ℎ) . □

The next definition concerns the fractional ℎ-difference Caputo like operator
and for the case ℎ = 1 one can find it, for example, in [11].

Definition 2.9. Let 𝛼 ∈ (𝑛− 1, 𝑛] and set 𝜇 = 𝑛−𝛼, where 𝑛 ∈ ℕ. The Caputo like
ℎ-difference operator 𝑎Δ

𝛼
ℎ,∗𝜑 of order 𝛼 for a function 𝜑 ∈ ℱ(ℎℕ)𝑎 is defined by

(
𝑎Δ

𝛼
ℎ,∗𝜑

)
(𝑡) =

(
𝑎Δ

−𝜇
ℎ (Δ𝑛

ℎ𝜑)
)
(𝑡) =

ℎ

Γ(𝜇)

𝑡
ℎ−𝜇∑
𝑘= 𝑎

ℎ

(𝑡− 𝜎(𝑘ℎ))
(𝜇−1)
ℎ (Δ𝑛

ℎ𝜑)(𝑘ℎ), (2.3)

for 𝑡 ∈ (ℎℕ)𝑎+𝜈 .

Remark 2.10. Note that 𝑎Δ
𝛼
ℎ,∗ : ℱ(ℎℕ)𝑎 → ℱ(ℎℕ)𝑎+𝜈 , where 𝛼 ∈ (0, 1] and 𝜈 = 𝜇ℎ.



Overview of Fractional ℎ-difference Operators 257

Since

(Δ𝑛
ℎ𝜑)(𝑘ℎ) =

1

ℎ𝑛

𝑛∑
𝑟=0

(−1)𝑟+1

(
𝑛

𝑟

)
𝜑(𝑟 + 𝑘)ℎ

we get the following proposition:

Proposition 2.11. Let 𝛼 ∈ (𝑛−1, 𝑛] and set 𝜇 = 𝑛−𝛼, where 𝑛 ∈ ℕ. The following
formula is equivalent to (2.3):

(
𝑎Δ

𝛼
ℎ,∗𝜑

)
(𝑡) =

⎧⎨⎩
ℎ1−𝑛

Γ(𝑛−𝛼)
∑ 𝑡

ℎ−(𝑛−𝛼)
𝑘= 𝑎

ℎ
(𝑡− 𝜎(𝑘ℎ))

(𝑛−𝛼−1)
ℎ

×∑𝑛
𝑟=0(−1)𝑟+1

(
𝑛
𝑟

)
𝜑(𝑟 + 𝑘)ℎ, 𝛼 ∈ (𝑛− 1, 𝑛)

(Δ𝑛
ℎ𝜑)(𝑡), 𝛼 = 𝑛.

The last operator that we take under our consideration is the fractional ℎ-
difference Grünwald-Letnikov like operator and the definition of the operator can
be found, for example, in [14].

Definition 2.12. Let 𝛼 ∈ ℝ. The Grünwald-Letnikov like ℎ-difference operator 𝑎Δ̃
𝛼
ℎ

of order 𝛼 for a function 𝜑 ∈ ℱ(ℎℕ)𝑎 is defined by

(
𝑎Δ̃

𝛼
ℎ𝜑

)
(𝑡) =

𝑡−𝑎
ℎ∑
𝑠=0

𝑎(𝛼)𝑠 𝜑(𝑡− 𝑠ℎ) (2.4)

where

𝑎(𝛼)𝑠 = (−1)𝑠
(
𝛼

𝑠

)
1

ℎ𝛼

with (
𝛼

𝑠

)
=

{
1 for 𝑠 = 0
𝛼(𝛼−1)...(𝛼−𝑠+1)

𝑠! for 𝑠 ∈ ℕ.

Remark 2.13. Note that: 𝑎Δ̃
𝛼
ℎ : ℱ(ℎℕ)𝑎 → ℱ(ℎℕ)𝑎 , whatever 𝛼 is used.

In [1] we find the following definition of the discrete Mittag-Leffler functions
for scalar case.

Definition 2.14. For 𝜆 ∈ ℝ and 𝛼, 𝛽, 𝑧 ∈ ℂ with Re(𝛼) > 0, the discrete Mittag-
Leffler functions are defined by

𝐸(𝛼,𝛽) (𝜆, 𝑧) =

∞∑
𝑘=0

𝜆𝑘
(𝑧 + (𝑘 − 1)(𝛼− 1))(𝑘𝛼)(𝑧 + 𝑘(𝛼− 1))(𝛽−1)

Γ(𝛼𝑘 + 𝛽)
.

For 𝛽 = 1 we write 𝐸(𝛼) = 𝐸(𝛼,1).
We need in the sequel the following form for the Mittag-Leffler two-parameters

function:

𝐸(𝛼,𝛼) (𝜆, 𝑧) =
∞∑
𝑘=0

𝜆𝑘
(𝑧 + 𝑘(𝛼− 1))(𝑘𝛼+𝛼−1)

Γ((𝑘 + 1)𝛼)
.
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3. Power rule formulas

Now our goal is to prove formulas for fractional operators acting on power func-
tions. Firstly we easily notice that for 𝑝 ∕= 0 it holds

Δℎ(𝑡− 𝑎)
(𝑝)
ℎ = 𝑝(𝑡− 𝑎)

(𝑝−1)
ℎ .

If 𝛼 ∕= 1 and 𝑝 be such that 𝑝+𝛼+1 ∕∈ ℤ− (is not nonpositive integer), then from

[5, 11, 13], for ℎ = 1 and the function 𝜑(𝑠) = (𝑠− 𝑎+ 𝑝)
(𝑝)
ℎ=1 it holds(

𝑎Δ
−𝛼
ℎ=1𝜑

)
(𝑡) =

Γ(𝑝+ 1)

Γ(𝑝+ 𝛼+ 1)
(𝑡− 𝑎)(𝑝+𝛼) , (3.1)

where 𝑡 ∈ ℕ𝑎+𝑝+𝛼.
In particular, if 𝜑(𝑠) ≡ constant = 𝜆, then (3.1) implies that(

𝑎Δ
−𝛼
ℎ=1𝜆

)
(𝑡) =

𝜆

Γ(𝛼+ 1)
(𝑡− 𝑎)(𝛼)

for 𝑡 ∈ ℕ𝑎+𝛼. The formula (3.1) can be also presented, see [13], as

𝑎+𝑝Δ
−𝛼
ℎ=1(𝑡− 𝑎)(𝑝) = 𝑝(−𝛼)(𝑡− 𝑎)(𝑝+𝛼)

for 𝑡 ∈ ℕ𝑎+𝑝+𝛼. In [12] the authors prove the following lemma that gives transition
between fractional summation operators for any ℎ > 0 and ℎ = 1.

Lemma 3.1. Let 𝜑 ∈ ℱ(ℎℕ)𝑎 and 𝛼 > 0. Then,(
𝑎Δ

−𝛼
ℎ 𝜑

)
(𝑡) = ℎ𝛼

(
𝑎
ℎ
Δ−𝛼

1 𝜑
) (

𝑡

ℎ

)
,

where 𝑡 ∈ (ℎℕ)𝑎+𝛼ℎ and 𝜑(𝑠) = 𝜑(𝑠ℎ).

Proposition 3.2. Let 𝑎 ∈ ℝ, 𝛼 > 0 be given. Then,

𝑎+𝑝ℎΔ
−𝛼
ℎ (𝑡− 𝑎)

(𝑝)
ℎ = 𝑝(−𝛼)(𝑡− 𝑎)

(𝑝+𝛼)
ℎ (3.2)

for 𝑡 ∈ (ℎℕ)𝑎+𝑝ℎ+𝛼ℎ.

Proof. Let 𝜑(𝑠) = (𝑠ℎ− 𝑎)
(𝑝)
ℎ = ℎ𝑝(𝑠− 𝑎

ℎ )
(𝑝). We use Lemma 3.1 and write

𝑎+𝑝ℎΔ
−𝛼
ℎ (𝑡− 𝑎)

(𝑝)
ℎ = ℎ𝛼

(
𝑎
ℎ+𝑝

Δ−𝛼
1 𝜑

) (
𝑡

ℎ

)
= ℎ𝛼+𝑝

(
𝑎
ℎ
+𝑝Δ

−𝛼
1

(
𝑠− 𝑎

ℎ

)(𝑝)
) (

𝑡

ℎ

)
= ℎ𝛼ℎ𝑝𝑝(−𝛼)

(
𝑡− 𝑎

ℎ

)(𝑝+𝛼)

= 𝑝(−𝛼)(𝑡− 𝑎)
(𝑝+𝛼)
ℎ . □

The formula (3.2) can be also presented, according to the case ℎ = 1 in
[13], as (

𝑎Δ
−𝛼
ℎ 𝜓

)
(𝑡) = 𝑝(−𝛼)(𝑡− 𝑎)

(𝑝+𝛼)
ℎ , (3.3)

for 𝜓(𝑠) = (𝑠− 𝑎+ 𝑝ℎ)
(𝑝)
ℎ and 𝑡 ∈ ℕ𝑎+𝑝ℎ+𝛼ℎ.
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From the application of the power rule (3.2) follows the rule for composing
two fractional ℎ-sums. The proof for the case ℎ = 1 can be found in [13].

Proposition 3.3. Let 𝜑 be a real-valued function defined on (ℎℕ)𝑎, where 𝑎, ℎ ∈
ℝ, ℎ > 0 and 𝛼, 𝛽 > 0. Then the following equalities hold(

𝑎+𝛽ℎΔ
−𝛼
ℎ

(
𝑎Δ

−𝛽
ℎ 𝜑

))
(𝑡) =

(
𝑎Δ

−(𝛼+𝛽)
ℎ 𝜑

)
(𝑡) =

(
𝑎+𝛼ℎΔ

−𝛽
ℎ

(
𝑎Δ

−𝛼
ℎ 𝜑

))
(𝑡) , (3.4)

where 𝑡 ∈ (ℎℕ)𝑎+(𝛼+𝛽)ℎ.

Proof. Let 𝜑 : (ℎℕ)𝑎 → ℝ and 𝛼, 𝛽 > 0. Then for 𝑡 ∈ (ℎℕ)𝑎+(𝛼+𝛽)ℎ holds

𝜓(𝑡) :=
(
𝑎+𝛽ℎΔ

−𝛼
ℎ

(
𝑎Δ

−𝛽
ℎ 𝜑

))
(𝑡)

=
ℎ2

Γ(𝛼)Γ(𝛽)

𝑡/ℎ−𝛼∑
𝑠= 𝑎

ℎ+𝛽

(𝑡− 𝜎ℎ(𝑠ℎ))
(𝛼−1)
ℎ

⎛⎝𝑠−𝛽∑
𝑟= 𝑎

ℎ

(𝑠ℎ− 𝜎ℎ(𝑟ℎ))
(𝛽−1)
ℎ 𝜑(𝑟ℎ)

⎞⎠
=

ℎ2

Γ(𝛼)Γ(𝛽)

𝑡/ℎ−𝛼−𝛽∑
𝑟= 𝑎

ℎ

𝑡/ℎ−𝛼∑
𝑠=𝑟+𝛽

(𝑡− 𝜎ℎ(𝑠ℎ))
(𝛼−1)
ℎ (𝑠ℎ− 𝜎ℎ(𝑟ℎ))

(𝛽−1)
ℎ 𝜑(𝑟ℎ) .

Let 𝑥ℎ = (𝑠ℎ− 𝜎ℎ(𝑟ℎ)) = (𝑠− 𝑟 − 1)ℎ, then

𝜓(𝑡) :=
ℎ

Γ(𝛽)

𝑡/ℎ−𝛼−𝛽∑
𝑟= 𝑎

ℎ

⎛⎝ ℎ

Γ(𝛼)

𝑡/ℎ−𝛼−𝑟−1∑
𝑥=𝛽−1

(𝑡− 𝑥ℎ− 𝑟ℎ− 2ℎ)
(𝛼−1)
ℎ (𝑥ℎ)

(𝛽−1)
ℎ

⎞⎠𝜑(𝑟ℎ)

=
ℎ

Γ(𝛽)

𝑡/ℎ−𝛼−𝛽∑
𝑟= 𝑎

ℎ

⎛⎝ ℎ

Γ(𝛼)

(𝑡−𝑟ℎ−ℎ)/ℎ−𝛼∑
𝑥=𝛽−1

(𝑡− 𝑟ℎ− ℎ− 𝜎ℎ(𝑥ℎ))
(𝛼−1)
ℎ (𝑥ℎ)

(𝛽−1)
ℎ

⎞⎠𝜑(𝑟ℎ)

=
ℎ

Γ(𝛽)

𝑡/ℎ−𝛼−𝛽∑
𝑟= 𝑎

ℎ

((
(𝛽−1)ℎΔ−𝛼

ℎ

(
𝑡
(𝛽−1)
ℎ

)
(𝑡− 𝑟ℎ− ℎ)

)
𝜑(𝑟ℎ)

)
and using formula (3.2)

𝜓(𝑡) =
ℎ

Γ(𝛽)

𝑡/ℎ−𝛼−𝛽∑
𝑟= 𝑎

ℎ

Γ(𝛽)

Γ(𝛼+ 𝛽)
(𝑡− 𝑟ℎ− ℎ)

(𝛼+𝛽−1)
ℎ 𝜑(𝑟ℎ)

=
ℎ

Γ(𝛼+ 𝛽)

𝑡/ℎ−𝛼−𝛽∑
𝑟= 𝑎

ℎ

(𝑡− 𝜎ℎ(𝑟ℎ))
(𝛼+𝛽−1)
ℎ 𝜑(𝑟ℎ)

=
(
𝑎Δ

−(𝛼+𝛽)
ℎ 𝜑

)
(𝑡) .

Since 𝛼 and 𝛽 were chosen arbitrary, the last equality in the thesis also holds. □
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In the sequel we use equalities (3.4) for 𝑎 = −(1− 𝛼)ℎ and 𝛽 = 1− 𝛼. Then
we have 𝑎+ 𝛽ℎ = 0 and(

0Δ
−𝛼
ℎ

(
(𝛼−1)ℎΔ

−(1−𝛼)
ℎ 𝜑

))
(𝑡) =

(
(𝛼−1)ℎΔ

−1
ℎ 𝜑

)
(𝑡) , (3.5)

where 𝑡 ∈ (ℎℕ)𝛼ℎ = {𝛼ℎ, 𝛼ℎ+ ℎ, . . .}.
The important part of studying properties of operators is to describe their

kernels. It is obvious that each of operators 𝑎Δ
−𝛼
ℎ , 𝑎Δ

𝛼
ℎ,∗, 𝑎Δ̃

𝛼
ℎ is linear. Hence

kernels of the operators are nonempty.

Proposition 3.4. Let 𝜑 be a real-valued function defined on (ℎℕ)𝑎, where 𝑎, ℎ ∈
ℝ, ℎ > 0 and 𝛼 ∈ (𝑛− 1, 𝑛] where 𝑛 ∈ ℕ. Then the following relations hold.

(i) For 𝑡 ∈ (ℎℕ)𝑎+𝜈 and 𝜈 = (1 − 𝛼)ℎ, (𝑎Δ
𝛼
ℎ𝜑) (𝑡) = 0 if and only if 𝜑(𝑡) =

𝜆
Γ(𝛼) (𝑡 − (1 − 𝛼)ℎ − 𝑎)

(𝛼−1)
ℎ , 𝑡 ∈ {𝑎, 𝑎 + ℎ, . . . } where 𝜆 is an arbitrary

constant.

(ii)
(
𝑎
Δ𝛼
ℎ,∗𝜑

)
(𝑡) = 0 ⇔ 𝜑(𝑡) = 0.

(iii)
(
𝑎
Δ̃𝛼
ℎ𝜑

)
(𝑡) = 0 ⇔ 𝜑(𝑡) = 0.

Proof. (i) The relation was proved in [9].
(ii) The relation is obvious since the operator is Caputo-like one.
(iii) Let 𝜑 and 𝛼 be defined as in the statement of the theorem. A direct application
of (2.4) yields: (

𝑎Δ̃𝛼
ℎ𝜑

)
(𝑎) =

1

ℎ𝛼
𝜑(𝑎) = 0 ⇔ 𝜑(𝑎) = 0(

𝑎Δ̃𝛼
ℎ𝜑

)
(𝑎+ ℎ) =

1

ℎ𝛼
(𝜑(𝑎 + ℎ)− 𝛼𝜑(𝑎)) = 0 ⇔ 𝜑(𝑎+ ℎ) = 0.

And finally we get 𝜑(𝑡) = 𝜑(𝑎+ 𝑘ℎ) = 0. □
Proposition 3.5. Let 𝛼 ∈ (𝑛 − 1, 𝑛], where 𝑛 ∈ ℕ and 𝜈 = (𝑛 − 𝛼)ℎ. Set 𝑝 ∈
ℤ∖{0, 1, . . . , 𝑛 − 1} and 𝑝 − 𝛼 + 1 ∕∈ ℤ. Then for the function 𝜑(𝑠) = (𝑠 − 𝑎)

(𝑝)
ℎ ,

𝑠 ∈ ℕ𝑎 holds

(𝑎+𝑝ℎΔ
𝛼
ℎ𝜑) (𝑡) = 𝑝(𝛼)(𝑡− 𝑎)

(𝑝−𝛼)
ℎ , (3.6)

where 𝑡 ∈ ℕ𝑎+𝑝ℎ+𝜈 .

Proof. We can easily show that

Δℎ(𝑡− 𝑎)
(𝑝)
ℎ = 𝑝(𝑡− 𝑎)

(𝑝−1)
ℎ

and further that
Δ𝑛
ℎ(𝑡− 𝑎)

(𝑝)
ℎ = 𝑝(𝑛)(𝑡− 𝑎)

(𝑝−𝑛)
ℎ . (3.7)

Then from Definition 2.6 and formulas (3.3), (3.7) it follows

(𝑎+𝑝ℎΔ
𝛼
ℎ𝜑) (𝑡) = Δ𝑛

ℎ

(
𝑎+𝑝ℎΔ

−𝜈
ℎ 𝜑

)
(𝑡)

= 𝑝(−𝜈)Δ𝑛
ℎ(𝑡− 𝑎)

(𝑝+𝜈)
ℎ = 𝑝(−𝜈)(𝑝+ 𝜈)(𝑛)(𝑡− 𝑎)

(𝑝+𝜈−𝑛)
ℎ

= 𝑝(𝛼)(𝑡− 𝑎)
(𝑝+𝛼)
ℎ . □
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Remark 3.6. The power rule formula (3.6) we can also rewrite in the following
way

(𝑎Δ
𝛼
ℎ𝜓) (𝑡) = 𝑝(𝛼)(𝑡− 𝑎)

(𝑝−𝛼)
ℎ ,

where 𝜓(𝑠) = (𝑠− 𝑎+ 𝑝ℎ)
(𝑝)
ℎ and 𝑡 ∈ ℕ𝑎+𝑝ℎ+𝜈 .

With formulas (3.3) and (3.7) one can easily prove the following.

Proposition 3.7. Let 𝛼 ∈ (𝑛 − 1, 𝑛], where 𝑛 ∈ ℕ and 𝜈 = (𝑛 − 𝛼)ℎ. Set 𝑝 ∈
ℤ∖{0, 1, . . . , 𝑛 − 1} and 𝑝 − 𝛼 + 1 ∕∈ ℤ. Then for the function 𝜑(𝑠) = (𝑠 − 𝑎)

(𝑝)
ℎ ,

𝑠 ∈ ℕ𝑎 holds (
𝑎+(𝑝−𝑛)ℎΔ𝛼

ℎ,∗𝜑
)
(𝑡) = 𝑝(𝛼)(𝑡− 𝑎)

(𝑝−𝛼)
ℎ , (3.8)

where 𝑡 ∈ (ℎℕ)𝑎+𝑝ℎ−𝛼ℎ.

Proof. From Definition 2.9 and formulas (3.3), (3.7) follows(
𝑎+(𝑝−𝑛)ℎΔ𝛼

ℎ,∗𝜑
)
(𝑡) =𝑎+(𝑝−𝑛)ℎ Δ

−(𝑛−𝛼)
ℎ 𝑝(𝑛)(𝑡− 𝑎)

(𝑝−𝑛)
ℎ

= 𝑝(𝑛)(𝑝− 𝑛)−(𝑛−𝛼)(𝑡− 𝑎)
(𝑝−𝑛+𝑛−𝛼)
ℎ

= 𝑝(𝛼)(𝑡− 𝑎)
(𝑝−𝛼)
ℎ . □

Remark 3.8. The power rule formula (3.8) we can also rewrite in the following
way

(𝑎Δ
𝛼
ℎ𝜓) (𝑡) = 𝑝(𝛼)(𝑡− 𝑎)

(𝑝−𝛼)
ℎ ,

where

𝜓(𝑠) = (𝑠− 𝑎+ (𝑝− 𝑛)ℎ)
(𝑝)
ℎ and 𝑡 ∈ ℕ𝑎+𝑝ℎ−𝛼ℎ.

4. Properties of the operators

Theorem 4.1. For any 𝛼 > 0 and any positive integer 𝑝, the following equality
holds:

(
𝑎Δ

−𝛼
ℎ Δ𝑝

ℎ𝜑
)
(𝑡) = Δ𝑝

ℎ

(
𝑎Δ

−𝛼
ℎ 𝜑

)
(𝑡)−

𝑝−1∑
𝑘=0

(𝑡− 𝑎)
(𝛼−𝑝+𝑘)
ℎ

Γ(𝛼+ 𝑘 − 𝑝+ 1)
(Δ𝑘

ℎ𝜑)(𝑎) (4.1)

where 𝜑 is defined on (ℎℕ)𝑎.

Proof. We prove the thesis by induction. Firstly, we should check if it works for
𝑝 = 1 but it was proved already by Bastos et al. in [9] that the following formula
holds (

𝑎Δ
−𝛼
ℎ Δℎ𝜑

)
(𝑡) = Δℎ

(
𝑎Δ

−𝛼
ℎ 𝜑

)
(𝑡)− 𝛼

Γ(𝛼+ 1)
(𝑡− 𝑎)

(𝛼−1)
ℎ 𝜑(𝑎). (4.2)



262 D. Mozyrska and E. Girejko

Next, we assume that for 𝑝 ∈ {1, 2, . . . , 𝑛} thesis holds. Then we prove that it is
also true for 𝑝 = 𝑛+ 1. We replace 𝜑 by Δ𝑛

ℎ𝜑 in (4.2):(
𝑎Δ

−𝛼
ℎ Δ𝑛+1

ℎ 𝜑
)
(𝑡) =

(
𝑎Δ

−𝛼
ℎ (Δℎ(Δ

𝑛
ℎ𝜑))

)
(𝑡)

=
(
Δℎ

(
𝑎Δ

−𝛼
ℎ (Δ𝑛

ℎ𝜑)
))
(𝑡)− 1

Γ(𝛼)
(𝑡− 𝑎)

(𝛼−1)
ℎ (Δ𝑛

ℎ𝜑)(𝑎)

= Δℎ

{
Δ𝑛
ℎ(𝑎Δ

−𝛼
ℎ 𝜑)(𝑡)−

𝑛−1∑
𝑘=0

(𝑡− 𝑎)
(𝛼−𝑛+𝑘)
ℎ

Γ(𝛼+ 𝑘 − 𝑛+ 1)
(Δ𝑘

ℎ𝜑)(𝑎)

}

− 1

Γ(𝛼)
(𝑡− 𝑎)

(𝛼−1)
ℎ (Δ𝑛

ℎ𝜑)(𝑎)

= Δ𝑛+1
ℎ (𝑎Δ

−𝛼
ℎ 𝜑)(𝑡)−

𝑛−1∑
𝑘=0

(𝑡− 𝑎)
(𝛼−𝑛+𝑘−1)
ℎ

Γ(𝛼+ 𝑘 − 𝑛)
(Δ𝑘

ℎ𝜑)(𝑎)

− 1

Γ(𝛼)
(𝑡− 𝑎)

(𝛼−1)
ℎ (Δ𝑛

ℎ𝜑)(𝑎)

= Δ𝑛+1
ℎ (𝑎Δ

−𝛼
ℎ 𝜑)(𝑡)−

𝑛∑
𝑘=0

(𝑡− 𝑎)
(𝛼−𝑛+𝑘−1)
ℎ

Γ(𝛼+ 𝑘 − 𝑛)
(Δ𝑘

ℎ𝜑)(𝑎). □

Corollary 4.2. It is quite easy to notice that for 𝑝 = 𝑛 and 𝛼 ∈ (𝑛 − 1, 𝑛] with
𝑛 ∈ ℕ the formula (4.1) can be rewritten as:(

𝑎Δ
𝛼
ℎ,∗𝜑

)
(𝑡) = (𝑎Δ

𝛼
ℎ𝜑) (𝑡)−

𝑝−1∑
𝑘=0

(𝑡− 𝑎)
(𝛼−𝑝+𝑘)
ℎ

Γ(𝛼+ 𝑘 − 𝑝+ 1)
(Δ𝑘

ℎ𝜑)(𝑎)

for 𝜑 defined on (ℎℕ)𝑎. In particular, for 𝑝 = 1 and 𝛼 ∈ (0, 1] one can get(
𝑎Δ

𝛼
ℎ,∗𝜑

)
(𝑡) = (𝑎Δ

𝛼
ℎ𝜑) (𝑡)−

1− 𝛼

Γ(2− 𝛼)
(𝑡− 𝑎)

(−𝛼)
ℎ 𝜑(𝑎) ,

where 𝑡 ∈ (ℎℕ)𝑎 and (𝑡− 𝑎)
(−𝛼)
ℎ = ℎ−𝛼

Γ( 𝑡−𝑎
ℎ +1)

Γ( 𝑡−𝑎
ℎ +1+𝛼)

.

Remark 4.3. We can simplify the formula 1−𝛼
Γ(2−𝛼) and get 1

Γ(1−𝛼) , but the current

form gives immediately the equality
(
𝑎Δ

1
ℎ,∗𝜑

)
(𝑡) =

(
𝑎Δ

1
ℎ𝜑

)
(𝑡).

The next propositions give useful identities of transforming fractional differ-
ence equations into fractional summations.

Proposition 4.4. Let 𝛼 ∈ (0, 1], ℎ > 0, 𝜈 = (1−𝛼)ℎ and 𝑥 be a real-valued function
defined on (ℎℕ)−𝜈 . The following formula holds(

0Δ
−𝛼
ℎ (−𝜈Δ𝛼

ℎ𝑥)
)
(𝑡) = 𝑥(𝑡)− ℎ1−𝛼

Γ(𝛼)
𝑡
(𝛼−1)
ℎ 𝑥(−𝜈), 𝑡 ∈ (ℎℕ)𝛼ℎ .

Proof. Directly from definition of the operator −𝜈Δ𝛼
ℎ we have

𝜓(𝑡) :=
(
0Δ

−𝛼
ℎ (−𝜈Δ𝛼

ℎ𝑥)
)
(𝑡) =

(
0Δ

−𝛼
ℎ

(
Δℎ

(
−𝜈Δ

−(1−𝛼)
ℎ 𝑥

)))
(𝑡) .
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Next using equation (4.2) we can state

𝜓(𝑡) = Δℎ

(
0Δ

−𝛼
ℎ 𝜑

)
(𝑡)− 𝑡

(𝛼−1)
ℎ

Γ(𝛼)
𝜑(0) ,

where 𝜑(𝑡) =
(
−𝜈Δ

−(1−𝛼)
ℎ 𝑥

)
(𝑡). The value 𝜑(0) we calculate in the following

way. Firstly observe that 𝜑 : (ℎℕ)0 → ℝ. Then from the definition of the ℎ-sum
operator we have

𝜑(0) =
(
−𝜈Δ

−(1−𝛼)
ℎ 𝑥

)
(0) =

ℎ

Γ(1− 𝛼)

−(1−𝛼)∑
𝑘=− 𝜈

ℎ

(−𝜎ℎ(𝑘ℎ))
(−𝛼)
ℎ 𝑥(𝑘ℎ) = ℎ1−𝛼𝑥(−𝜈) .

Further, from Proposition 3.3 and equation (3.5) we get

𝜓(𝑡) =
(
Δℎ

(
0Δ

−𝛼
ℎ

(
−𝜈Δ

−(1−𝛼)
ℎ 𝑥

)))
(𝑡)− ℎ1−𝛼

Γ(𝛼)
𝑡
(𝛼−1)
ℎ 𝑥(−𝜈)

=
(
Δℎ

(
−𝜈Δ−1

ℎ 𝑥
))
(𝑡)− ℎ1−𝛼

Γ(𝛼)
𝑡
(𝛼−1)
ℎ 𝑥(−𝜈)

= 𝑥(𝑡) − ℎ1−𝛼

Γ(𝛼)
𝑡
(𝛼−1)
ℎ 𝑥(−𝜈) = 𝑥(𝑡)− 1

Γ(𝛼)

(
𝑡

ℎ

)(𝛼−1)
𝑥(−𝜈) . □

Proposition 4.5. Let 𝛼 ∈ (0, 1], ℎ > 0, 𝜈 = (1−𝛼)ℎ and 𝑥 be a real-valued function
defined on (ℎℕ)−𝜈 . The following formula holds(

0Δ
−𝛼
ℎ

(
−𝜈Δ𝛼

ℎ,∗𝑥
))
(𝑡) = 𝑥(𝑡) − 𝑥(−𝜈), 𝑡 ∈ (ℎℕ)𝛼ℎ .

Proof. From definition of the operator −𝜈Δ𝛼
ℎ,∗ we have

𝜓(𝑡) :=
(
0Δ

−𝛼
ℎ

(
−𝜈Δ𝛼

ℎ,∗𝑥
))
(𝑡) =

(
0Δ

−𝛼
ℎ

(
−𝜈Δ

−(1−𝛼)
ℎ (Δℎ𝑥)

))
(𝑡) .

From Proposition 3.3 and equation (3.5) we write

𝜓(𝑡) =
(
−𝜈Δ−1

ℎ (Δℎ𝑥)
)
(𝑡) = ℎ

𝑡/ℎ−1∑
𝑘=𝛼−1

(Δℎ𝑥) (𝑘ℎ)

=

𝑡/ℎ−1∑
𝑘=𝛼−1

(𝑥(𝑘ℎ+ ℎ)− 𝑥(𝑘ℎ)) = 𝑥(𝑡) − 𝑥(−𝜈) . □

5. Initial value problems and exponentials

In this Section we discuss initial value problem for orders 𝛼 ∈ (0, 1] that define
fractional type of exponentials in the meaning of the solution of particular initial
value problem of fractional order.

For the Riemann-Liouville type fractional difference, similarly as it is stated
in case ℎ = 1 in [13], we can formulate the following. Let 𝛼 ∈ (0, 1] and 𝜈 = (1−𝛼)ℎ,
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then using Lemma 4.4 we can write that the initial value problem

(−𝜈Δ𝛼
ℎ𝑥) (𝑡) = 𝜆𝑥(𝑡 − 𝜈) , 𝑡 ∈ (ℎℕ)0 (5.1)

𝑥(−𝜈) = 𝑎0 , 𝑎0 ∈ ℝ (5.2)

has the unique solution given by the recurrence formula

𝑥(𝑡) =
ℎ1−𝛼𝑡(𝛼−1)ℎ

Γ(𝛼)
𝑎0 +

ℎ𝜆

Γ(𝛼)

𝑡/ℎ−𝛼∑
𝑠=0

(𝑡− 𝜎(𝑠ℎ))
(𝛼−1)
ℎ 𝑥(𝑠ℎ− 𝜈) , (5.3)

where 𝑡 ∈ (ℎℕ)−𝜈 .

Proposition 5.1. The linear initial value problem (5.1) has the unique solution
given by the formula

𝑥(𝑡) = 𝐸(𝛼,𝛼) (𝜆ℎ
𝛼, 𝑡/ℎ)𝑎0 ,

where 𝑡 ∈ (ℎℕ)−𝜈 .

Proof. We adopt the proof for scalar case that one can find in [5]. Starting with the

recurrence formula (5.3) we define the following sequence. Let 𝑥0(𝑡) =
ℎ1−𝛼𝑡

(𝛼−1)
ℎ

Γ(𝛼) 𝑎0 ,

and for 𝑚 ∈ ℕ we set

𝑥𝑚(𝑡) = 𝑥0(𝑡) + 𝜆
(
0Δ

−𝛼
ℎ 𝑥𝑚−1

)
(𝑡− 𝜈) .

Then using the power rule (3.3) we see that

𝑥1(𝑡) = ℎ1−𝛼𝑎0

(
𝑡
(𝛼−1)
ℎ

Γ(𝛼)
+

𝜆

Γ(2𝛼)
(𝑡− 𝜈)

(2𝛼−1)
ℎ

)
.

Applying the same power rule𝑚-times it follows inductively that for 𝑚 ∈ ℕ0 holds

𝑥𝑚(𝑡) = ℎ1−𝛼𝑎0
𝑚∑
𝑠=0

𝜆𝑠

Γ((𝑠+ 1)𝛼)
(𝑡− 𝑠𝜈)

((𝑠+1)𝛼−1)
ℎ .

Moreover, we can write that

𝑥𝑚(𝑡) = ℎ1−𝛼ℎ𝛼−1𝑎0
𝑚∑
𝑠=0

(𝜆ℎ𝛼)
𝑠

Γ((𝑠+ 1)𝛼)
(𝑡/ℎ+ 𝑠(𝛼− 1))((𝑠+1)𝛼−1) .

Now taking the limit with 𝑚 → ∞ we obtain

𝑥(𝑡) = 𝑎0

∞∑
𝑠=0

(𝜆ℎ𝛼)𝑠

Γ((𝑠+ 1)𝛼)
(𝑡/ℎ+ 𝑠(𝛼 − 1))((𝑠+1)𝛼−1) .

Finally, using Definition 2.14 we have the thesis. □
For the Caputo type fractional difference we use the following form of systems,

similarly as it is stated in case ℎ = 1 in [1, 11].

Proposition 5.2. Let 𝛼 ∈ (0, 1] and 𝜈 = (1 − 𝛼)ℎ. The initial value problem(
−𝜈Δ𝛼

ℎ,∗𝑥
)
(𝑡) = 𝜆𝑥(𝑡 − 𝜈) , 𝑡 ∈ ℕ0 (5.4)

𝑥(−𝜈) = 𝑎0 , 𝑎0 ∈ ℝ (5.5)
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has the unique solution given by the recurrence formula

𝑥(𝑡) = 𝑎0 +
ℎ𝜆

Γ(𝛼)

𝑡/ℎ−𝛼∑
𝑠=0

(𝑡− 𝜎(𝑠ℎ))
(𝛼−1)
ℎ 𝑥(𝑠ℎ− 𝜈) ,

where 𝑡 ∈ (ℎℕ)−𝜈 .

Proposition 5.3. The linear initial value problem (5.4) has the unique solution
given by the formula

𝑥(𝑡) = 𝐸(𝛼) (𝜆ℎ
𝛼, 𝑡/ℎ)𝑎0 ,

where 𝑡 ∈ (ℎℕ)−𝜈 .

Proof. To get the thesis one can apply the method of successive approximations
as it was done in [1, Example 20] using the crucial power rule formula. □

For the Grünwald-Letnikov type fractional difference we use the following
form, see [14, 19, 22].

Proposition 5.4. Let 𝛼 ∈ (0, 1]. The initial value problem(
0Δ̃

𝛼
ℎ𝑥

)
(𝑡+ ℎ) = 𝜆𝑥(𝑡), 𝑡 ∈ (ℎℕ)0 (5.6)

𝑥(0) = 𝑎0 , 𝑎0 ∈ ℝ (5.7)

has the unique solution given by the recurrence formula

𝑥(𝑡+ ℎ) = 𝜆𝑥(𝑡) −
𝑡/ℎ+1∑
𝑠=1

(−1)𝑠
(
𝛼

𝑠

)
𝑥(𝑡− 𝑠ℎ+ ℎ) ,

where 𝑡 ∈ (ℎℕ)0.

Similarly as it was proved for the case ℎ = 1 in, for example, [14] we can get
the following result.

Proposition 5.5. The linear initial value problem (5.6) has the unique solution
given by the formula

𝑥(𝑡) = Φ(𝑡)𝑎0 ,

where 𝑡 ∈ (ℎℕ)0 and the transition function Φ is determined by the recurrence
formula

Φ(𝑡+ ℎ) = 𝜆Φ(𝑡) +

𝑡/ℎ+1∑
𝑠=1

(−1)𝑠+1

(
𝛼

𝑠

)
Φ(𝑡− 𝑠ℎ+ ℎ)

with Φ(0) = 1.

Remark 5.6. To the authors knowledge there is unknown the exact formula for
the transition function Φ described for example by a power series. The authors do
not know how to derive it. The transition function Φ is widely used in the control
theory by many authors, see for example [14, 15, 22].
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6. Summary

Operator From To the Kernel 𝛼 = 1

𝑎Δ
−𝛼
ℎ ℱ(ℎℕ)𝑎 ℱ(ℎℕ)𝑎+𝛼ℎ It is not finitely generated

∑𝑡−ℎ
𝑠=𝑎 𝜑(𝑠)ℎ

𝑎Δ
𝛼
ℎ ℱ(ℎℕ)𝑎 ℱ(ℎℕ)𝑎+𝜈

𝑐
Γ(𝛼)

(𝑡− (1− 𝛼)ℎ− 𝑎)(𝛼−1)
ℎ Δ𝜑

𝑎Δ
𝛼
ℎ,∗ ℱ(ℎℕ)𝑎 ℱ(ℎℕ)𝑎+𝜈 0 Δ𝜑

𝑎Δ̃
𝛼
ℎ ℱ(ℎℕ)𝑎 ℱ(ℎℕ)𝑎 0 ∇𝜑

Table 1. Domains and kernels of the operators for 𝛼 ∈ (0, 1] and 𝜈 = (1− 𝛼)ℎ.

The operator the IVP

−𝜈Δ𝛼ℎ

{
(−𝜈Δ𝛼ℎ𝑥) (𝑡) = 𝜆𝑥(𝑡− 𝜈),
𝑥(−𝜈) = 𝑎0

−𝜈Δ𝛼ℎ,∗

{(
−𝜈Δ𝛼ℎ,∗𝑥

)
(𝑡) = 𝜆𝑥(𝑡− 𝜈),

𝑥(−𝜈) = 𝑎0

0Δ̃
𝛼
ℎ

{(
0Δ̃

𝛼
ℎ𝑥

)
(𝑡+ ℎ) = 𝜆𝑥(𝑡),

𝑥(0) = 𝑎0

Table 2. ℎ-difference IVP problems for 𝛼 ∈ (0, 1], 𝜈 = (1− 𝛼)ℎ and 𝑡 ∈ (ℎℕ)0.

The operator the solution to IVP

−𝜈Δ𝛼ℎ 𝑥(𝑡) =
ℎ1−𝛼𝑡

(𝛼−1)
ℎ

Γ(𝛼)
𝑎0 +

ℎ𝜆
Γ(𝛼)

𝑡/ℎ−𝛼∑
𝑠=0

(𝑡− 𝜎(𝑠ℎ))(𝛼−1)
ℎ 𝑥(𝑠ℎ− 𝜈)

−𝜈Δ𝛼ℎ,∗ 𝑥(𝑡) = 𝑎0 +
ℎ𝜆

Γ(𝛼)

𝑡/ℎ−𝛼∑
𝑠=0

(𝑡− 𝜎(𝑠ℎ))(𝛼−1)
ℎ 𝑥(𝑠ℎ− 𝜈)

0Δ̃
𝛼
ℎ 𝑥(𝑡) = Φ(𝑡)𝑎0,

where Φ(𝑡+ ℎ) = 𝜆Φ(𝑡) +
𝑡/ℎ+1∑
𝑠=1

(−1)𝑠+1
(
𝛼
𝑠

)
Φ(𝑡− 𝑠ℎ+ ℎ),

Φ(0) = 1

Table 3. Recurrence solution to ℎ-difference IVP problems for 𝛼 ∈ (0, 1]

and 𝜈 = (1− 𝛼)ℎ.
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The operator The exponential 𝛼 = 1

−𝜈Δ𝛼ℎ 𝐸(𝛼,𝛼) (𝜆ℎ
𝛼, 𝑡/ℎ)

−𝜈Δ𝛼ℎ,∗ 𝐸(𝛼) (𝜆ℎ
𝛼, 𝑡/ℎ) (1 + 𝜆ℎ)

𝑡
ℎ

0Δ̃
𝛼
ℎ The exact formula is unknown.

Table 4. Fractional exponentials for 𝛼 ∈ (0, 1] and 𝜈 = (1− 𝛼)ℎ.
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A Singularly Perturbed Dirichlet Problem
for the Poisson Equation in a Periodically
Perforated Domain.
A Functional Analytic Approach

Paolo Musolino

Abstract. Let Ω be a sufficiently regular bounded open connected subset of ℝ𝑛

such that 0 ∈ Ω and that ℝ𝑛 ∖clΩ is connected. Then we take (𝑞11, . . . , 𝑞𝑛𝑛) ∈
]0,+∞[𝑛 and 𝑝 ∈ 𝑄 ≡ ∏𝑛

𝑗=1]0, 𝑞𝑗𝑗 [. If 𝜖 is a small positive number, then

we define the periodically perforated domain 𝕊[Ω𝑝,𝜖]
− ≡ ℝ𝑛 ∖ ∪𝑧∈ℤ𝑛cl

(
𝑝 +

𝜖Ω +
∑𝑛
𝑗=1(𝑞𝑗𝑗𝑧𝑗)𝑒𝑗

)
, where {𝑒1, . . . , 𝑒𝑛} is the canonical basis of ℝ𝑛. For 𝜖

small and positive, we introduce a particular Dirichlet problem for the Poisson
equation in the set 𝕊[Ω𝑝,𝜖]

−. Namely, we consider a Dirichlet condition on the
boundary of the set 𝑝 + 𝜖Ω, together with a periodicity condition. Then we
show real analytic continuation properties of the solution as a function of
𝜖, of the Dirichlet datum on 𝑝 + 𝜖∂Ω, and of the Poisson datum, around a
degenerate triple with 𝜖 = 0.

Mathematics Subject Classification (2010). 35J25; 31B10; 45A05; 47H30.

Keywords. Dirichlet problem; singularly perturbed domain; Poisson equation;
periodically perforated domain; real analytic continuation in Banach space.

1. Introduction

In this article, we consider a Dirichlet problem for the Poisson equation in a peri-
odically perforated domain with small holes. We fix once for all a natural number

𝑛 ∈ ℕ ∖ {0, 1} and (𝑞11, . . . , 𝑞𝑛𝑛) ∈]0,+∞[𝑛

and a periodicity cell

𝑄 ≡ Π𝑛𝑗=1]0, 𝑞𝑗𝑗 [ .

Then we denote by meas(𝑄) the measure of the fundamental cell 𝑄, and by 𝜈𝑄
the outward unit normal to ∂𝑄, where it exists. We denote by 𝑞 the 𝑛×𝑛 diagonal
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matrix defined by 𝑞 ≡ (𝛿𝑖,𝑗𝑞𝑗𝑗)𝑖,𝑗=1,...,𝑛, where 𝛿𝑖,𝑗 = 1 if 𝑖 = 𝑗 and 𝛿𝑖,𝑗 = 0

if 𝑖 ∕= 𝑗, for all 𝑖, 𝑗 ∈ {1, . . . , 𝑛}. Clearly, 𝑞ℤ𝑛 ≡ {𝑞𝑧 : 𝑧 ∈ ℤ𝑛} is the set of
vertices of a periodic subdivision of ℝ𝑛 corresponding to the fundamental cell 𝑄.
Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Then we take a point 𝑝 ∈ 𝑄 and a bounded open
connected subset Ω of ℝ𝑛 of class 𝐶𝑚,𝛼 such that Ω− ≡ ℝ𝑛 ∖ clΩ is connected and
that 0 ∈ Ω. Here ‘cl’ denotes the closure. If 𝜖 ∈ ℝ, then we set

Ω𝑝,𝜖 ≡ 𝑝+ 𝜖Ω .

Then we take 𝜖0 > 0 such that clΩ𝑝,𝜖 ⊆ 𝑄 for ∣𝜖∣ < 𝜖0, and we introduce the
periodically perforated domain

𝕊[Ω𝑝,𝜖]
− ≡ ℝ𝑛 ∖

∪
𝑧∈ℤ𝑛

cl(Ω𝑝,𝜖 + 𝑞𝑧) ,

for 𝜖 ∈] − 𝜖0, 𝜖0[. Let 𝜌 > 0. Next we fix a function 𝑔0 in the Schauder space
𝐶𝑚,𝛼(∂Ω) and a function 𝑓0 in the Roumieu class 𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛)0 of real analytic

periodic functions with vanishing integral on 𝑄 (see (2.1) and (2.3) in Section 2.)
For each triple (𝜖, 𝑔, 𝑓) ∈]0, 𝜖0[×𝐶𝑚,𝛼(∂Ω)×𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛)0 we consider the Dirichlet

problem ⎧⎨⎩
Δ𝑢(𝑥) = 𝑓(𝑥) ∀𝑥 ∈ 𝕊[Ω𝑝,𝜖]

− ,
𝑢(𝑥+ 𝑞𝑒𝑗) = 𝑢(𝑥) ∀𝑥 ∈ cl𝕊[Ω𝑝,𝜖]

− , ∀𝑗 ∈ {1, . . . , 𝑛} ,
𝑢(𝑥) = 𝑔

(
(𝑥 − 𝑝)/𝜖

) ∀𝑥 ∈ ∂Ω𝑝,𝜖 ,
(1.1)

where {𝑒1, . . . , 𝑒𝑛} is the canonical basis of ℝ𝑛. If (𝜖, 𝑔, 𝑓) ∈]0, 𝜖0[×𝐶𝑚,𝛼(∂Ω) ×
𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛)0, then problem (1.1) has a unique solution in 𝐶𝑚,𝛼(cl𝕊[Ω𝑝,𝜖]
−), and we

denote it by 𝑢[𝜖, 𝑔, 𝑓 ](⋅) (cf. Proposition 2.2.)
Then we pose the following questions.

(i) Let 𝑥 be fixed in ℝ𝑛 ∖ (𝑝 + 𝑞ℤ𝑛). What can be said on the map (𝜖, 𝑔, 𝑓) '→
𝑢[𝜖, 𝑔, 𝑓 ](𝑥) when (𝜖, 𝑔, 𝑓) approaches (0, 𝑔0, 𝑓0)?

(ii) What can be said on the map (𝜖, 𝑔, 𝑓) '→ ∫
𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑢[𝜖, 𝑔, 𝑓 ](𝑥)∣2 𝑑𝑥 when

(𝜖, 𝑔, 𝑓) approaches (0, 𝑔0, 𝑓0)?
(iii) What can be said on the map (𝜖, 𝑔, 𝑓) '→ ∫

𝑄∖clΩ𝑝,𝜖
𝑢[𝜖, 𝑔, 𝑓 ](𝑥) 𝑑𝑥when (𝜖, 𝑔, 𝑓)

approaches (0, 𝑔0, 𝑓0)?

Questions of this type have long been investigated with the methods of As-
ymptotic Analysis, which aim at computing, for example, an asymptotic expansion
of the value of the solution at a fixed point in terms of the parameter 𝜖. Here, we
mention, e.g., Ammari and Kang [1, Ch. 5], Kozlov, Maz’ya, and Movchan [13],
Maz’ya, Nazarov, and Plamenewskij [26], Ozawa [30], Ward and Keller [36]. We
also mention the vast literature of Calculus of Variations and of Homogenization
Theory, where the interest is focused on the limiting behaviour as the singular
perturbation parameter degenerates (cf., e.g., Cioranescu and Murat [4, 5].)

Here instead we wish to characterize the behaviour of 𝑢[𝜖, 𝑔, 𝑓 ](⋅) at (𝜖, 𝑔, 𝑓) =
(0, 𝑔0, 𝑓0) by a different approach. Thus for example, if we consider a certain func-
tion, say 𝐹 (𝜖, 𝑔, 𝑓), relative to the solution such as, for example, one of those
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considered in questions (i)–(iii) above, we would try to prove that 𝐹 (⋅, ⋅, ⋅) can
be continued real analytically around (𝜖, 𝑔, 𝑓) = (0, 𝑔0, 𝑓0). We observe that our
approach does have its advantages. Indeed, if we know that 𝐹 (𝜖, 𝑔, 𝑓) equals, for
𝜖 > 0, a real analytic operator of the variable (𝜖, 𝑔, 𝑓) defined on a whole neighbor-
hood of (0, 𝑔0, 𝑓0), then, for example, we could infer the existence of a sequence of
real numbers {𝑎𝑗}∞𝑗=0 and of a positive real number 𝜖′ ∈]0, 𝜖0[ such that

𝐹 (𝜖, 𝑔0, 𝑓0) =

∞∑
𝑗=0

𝑎𝑗𝜖
𝑗 ∀𝜖 ∈]0, 𝜖′[ ,

where the power series in the right-hand side converges absolutely on the whole
of ] − 𝜖′, 𝜖′[. Such a project has been carried out by Lanza de Cristoforis in sev-
eral papers for problems in a bounded domain with a small hole (cf., e.g., Lanza
[16, 17, 20, 21].) In the frame of linearized elastostatics, we mention, e.g., Dalla
Riva and Lanza [7, 8], and for a boundary value problem for the Stokes system in
a singularly perturbed exterior domain we refer to Dalla Riva [6]. Instead, for peri-
odic problems, we mention [24, 29], where Dirichlet and nonlinear Robin problems
for the Laplace equation have been considered.

As far as problems in periodically perforated domains are concerned, we
mention, for instance, Ammari and Kang [1, Ch. 8]. We also observe that boundary
value problems in domains with periodic inclusions can be analysed, at least for the
two-dimensional case, with the method of functional equations. Here we mention,
e.g., Castro and Pesetskaya [2], Castro, Pesetskaya, and Rogosin [3], Drygas and
Mityushev [10], Mityushev and Adler [28], Rogosin, Dubatovskaya, and Pesetskaya
[34]. In connection with doubly periodic problems for composite materials, we
mention the monograph of Grigolyuk and Fil’shtinskij [12].

We now briefly outline our strategy. By means of a periodic analog of the
Newtonian potential, we can convert problem (1.1) into an auxiliary Dirichlet
problem for the Laplace equation. Next we analyze the dependence of the solution
of the auxiliary problem upon the triple (𝜖, 𝑔, 𝑓) by exploiting the results of [29] on
the homogeneous Dirichlet problem and of Lanza [18] on the Newtonian potential
in the Roumieu classes, and then we deduce the representation of 𝑢[𝜖, 𝑔, 𝑓 ](⋅) in
terms of 𝜖, 𝑔, and 𝑓 , and we prove our main results.

This article is organized as follows. Section 2 is a section of preliminaries. In
Section 3, we formulate the auxiliary Dirichlet problem for the Laplace equation
and we show that the solutions of the auxiliary problem depend real analytically
on 𝜖, 𝑔, and 𝑓 . In Section 4, we show that the results of Section 3 can be exploited
to prove Theorem 4.1 on the representation of 𝑢[𝜖, 𝑔, 𝑓 ](⋅), Theorems 4.2 and 4.4
on the representation of the energy integral and of the integral of the solution,
respectively. At the end of the paper, we have included an Appendix on a slight
variant of a result on composition operators of Preciso (cf. Preciso [31, Prop. 4.2.16,
p. 51], Preciso [32, Prop. 1.1, p. 101]), which belongs to a different flow of ideas
and which accordingly we prefer to discuss separately.
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2. Notation and preliminaries

We denote the norm on a normed space 𝒳 by ∥⋅∥𝒳 . Let 𝒳 and 𝒴 be normed spaces.
We endow the space 𝒳 ×𝒴 with the norm defined by ∥(𝑥, 𝑦)∥𝒳×𝒴 ≡ ∥𝑥∥𝒳 + ∥𝑦∥𝒴
for all (𝑥, 𝑦) ∈ 𝒳 × 𝒴, while we use the Euclidean norm for ℝ𝑛. For standard def-
initions of Calculus in normed spaces, we refer to Prodi and Ambrosetti [33]. The
symbol ℕ denotes the set of natural numbers including 0. A dot “⋅” denotes the
inner product in ℝ𝑛. Let 𝐴 be a matrix. Then 𝐴𝑖𝑗 denotes the (𝑖, 𝑗)-entry of 𝐴, and
the inverse of the matrix 𝐴 is denoted by 𝐴−1. Let 𝔻 ⊆ ℝ𝑛. Then cl𝔻 denotes the
closure of 𝔻 and ∂𝔻 denotes the boundary of 𝔻. For all 𝑅 > 0, 𝑥 ∈ ℝ𝑛, 𝑥𝑗 denotes
the 𝑗th coordinate of 𝑥, ∣𝑥∣ denotes the Euclidean modulus of 𝑥 in ℝ𝑛, and 𝔹𝑛(𝑥,𝑅)
denotes the ball {𝑦 ∈ ℝ𝑛 : ∣𝑥 − 𝑦∣ < 𝑅}. Let Ω be an open subset of ℝ𝑛. The
space of 𝑚 times continuously differentiable real-valued functions on Ω is denoted
by 𝐶𝑚(Ω,ℝ), or more simply by 𝐶𝑚(Ω). 𝒟(Ω) denotes the space of functions of
𝐶∞(Ω) with compact support. The dual 𝒟′(Ω) denotes the space of distributions
in Ω. Let 𝑟 ∈ ℕ ∖ {0}. Let 𝑓 ∈ (𝐶𝑚(Ω))

𝑟
. The 𝑠th component of 𝑓 is denoted 𝑓𝑠,

and 𝐷𝑓 denotes the Jacobian matrix
(
∂𝑓𝑠
∂𝑥𝑙

)
𝑠=1,...,𝑟,
𝑙=1,...,𝑛

. Let 𝜂 ≡ (𝜂1, . . . , 𝜂𝑛) ∈ ℕ𝑛,

∣𝜂∣ ≡ 𝜂1 + ⋅ ⋅ ⋅ + 𝜂𝑛. Then 𝐷𝜂𝑓 denotes ∂∣𝜂∣𝑓
∂𝑥

𝜂1
1 ...∂𝑥𝜂𝑛𝑛

. The subspace of 𝐶𝑚(Ω) of

those functions 𝑓 whose derivatives 𝐷𝜂𝑓 of order ∣𝜂∣ ≤ 𝑚 can be extended with
continuity to clΩ is denoted 𝐶𝑚(clΩ). The subspace of 𝐶𝑚(clΩ) whose functions
have 𝑚th order derivatives that are Hölder continuous with exponent 𝛼 ∈]0, 1]
is denoted 𝐶𝑚,𝛼(clΩ) (cf., e.g., Gilbarg and Trudinger [11].) The subspace of
𝐶𝑚(clΩ) of those functions 𝑓 such that 𝑓∣cl(Ω∩𝔹𝑛(0,𝑅)) ∈ 𝐶𝑚,𝛼(cl(Ω ∩ 𝔹𝑛(0, 𝑅)))
for all 𝑅 ∈]0,+∞[ is denoted 𝐶𝑚,𝛼loc (clΩ). Let 𝔻 ⊆ ℝ𝑟. Then 𝐶𝑚,𝛼(clΩ,𝔻) denotes
{𝑓 ∈ (𝐶𝑚,𝛼(clΩ))

𝑟
: 𝑓(clΩ) ⊆ 𝔻}.

Now let Ω be a bounded open subset of ℝ𝑛. Then 𝐶𝑚(clΩ) and 𝐶𝑚,𝛼(clΩ) are
endowed with their usual norm and are well known to be Banach spaces (cf., e.g.,
Troianiello [35, §1.2.1].) We say that a bounded open subset Ω of ℝ𝑛 is of class
𝐶𝑚 or of class 𝐶𝑚,𝛼, if its closure is a manifold with boundary imbedded in ℝ𝑛

of class 𝐶𝑚 or 𝐶𝑚,𝛼, respectively (cf., e.g., Gilbarg and Trudinger [11, §6.2].) We
denote by 𝜈Ω the outward unit normal to ∂Ω. For standard properties of functions
in Schauder spaces, we refer the reader to Gilbarg and Trudinger [11] and to
Troianiello [35] (see also Lanza [14, §2, Lem. 3.1, 4.26, Thm. 4.28], Lanza and
Rossi [25, §2].)

If 𝕄 is a manifold imbedded in ℝ𝑛 of class 𝐶𝑚,𝛼, with 𝑚 ≥ 1, 𝛼 ∈]0, 1], one
can define the Schauder spaces also on 𝕄 by exploiting the local parametrizations.
In particular, one can consider the spaces 𝐶𝑘,𝛼(∂Ω) on ∂Ω for 0 ≤ 𝑘 ≤ 𝑚 with Ω a
bounded open set of class 𝐶𝑚,𝛼, and the trace operator of 𝐶𝑘,𝛼(clΩ) to 𝐶𝑘,𝛼(∂Ω)
is linear and continuous. We denote by 𝑑𝜎 the area element of a manifold imbedded
in ℝ𝑛.

We note that throughout the paper “analytic” means “real analytic”. For
the definition and properties of real analytic operators, we refer to Prodi and
Ambrosetti [33, p. 89]. In particular, we mention that the pointwise product in
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Schauder spaces is bilinear and continuous, and thus analytic (cf., e.g., Lanza and
Rossi [25, p. 141].)

For all bounded open subsets Ω of ℝ𝑛 and 𝜌 > 0, we set

𝐶0
𝜔,𝜌(clΩ) ≡

{
𝑢 ∈ 𝐶∞(clΩ): sup

𝛽∈ℕ𝑛
𝜌∣𝛽∣

∣𝛽∣! ∥𝐷
𝛽𝑢∥𝐶0(clΩ) < +∞

}
,

and

∥𝑢∥𝐶0
𝜔,𝜌(clΩ)

≡ sup
𝛽∈ℕ𝑛

𝜌∣𝛽∣

∣𝛽∣! ∥𝐷
𝛽𝑢∥𝐶0(clΩ) ∀𝑢 ∈ 𝐶0

𝜔,𝜌(clΩ) ,

where ∣𝛽∣ ≡ 𝛽1 + ⋅ ⋅ ⋅ + 𝛽𝑛, for all 𝛽 ≡ (𝛽1, . . . , 𝛽𝑛) ∈ ℕ𝑛. As is well known, the
Roumieu class

(
𝐶0
𝜔,𝜌(clΩ), ∥ ⋅ ∥𝐶0

𝜔,𝜌(clΩ)

)
is a Banach space.

A straightforward computation based on the inequality
(
𝛽
𝛼

) ≤ (∣𝛽∣
∣𝛼∣

)
, which

holds for 𝛼, 𝛽 ∈ ℕ𝑛, 0 ≤ 𝛼 ≤ 𝛽, shows that the pointwise product is bilinear and

continuous from
(
𝐶0
𝜔,𝜌(clΩ)

)2
to 𝐶0

𝜔,𝜌′(clΩ) for all 𝜌
′ ∈]0, 𝜌[.

Let 𝔻 ⊆ ℝ𝑛 be such that 𝑞𝑧+𝔻 ⊆ 𝔻 for all 𝑧 ∈ ℤ𝑛. We say that a function 𝑓
from 𝔻 to ℝ is 𝑞-periodic if 𝑓(𝑥+𝑞𝑒𝑗) = 𝑓(𝑥) for all 𝑥 ∈ 𝔻 and for all 𝑗 ∈ {1, . . . , 𝑛}.
If 𝑘 ∈ ℕ, then we set

𝐶𝑘𝑞 (ℝ
𝑛) ≡ {𝑢 ∈ 𝐶𝑘(ℝ𝑛) : 𝑢 is 𝑞 − periodic} .

We also set

𝐶∞𝑞 (ℝ𝑛) ≡ {𝑢 ∈ 𝐶∞(ℝ𝑛) : 𝑢 is 𝑞 − periodic} .
Similarly, if 𝜌 > 0, we set

𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛) ≡
{
𝑢 ∈ 𝐶∞𝑞 (ℝ𝑛) : sup

𝛽∈ℕ𝑛
𝜌∣𝛽∣

∣𝛽∣! ∥𝐷
𝛽𝑢∥𝐶0(cl𝑄) < +∞

}
, (2.1)

and

∥𝑢∥𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛) ≡ sup
𝛽∈ℕ𝑛

𝜌∣𝛽∣

∣𝛽∣! ∥𝐷
𝛽𝑢∥𝐶0(cl𝑄) ∀𝑢 ∈ 𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛) .

As can be easily seen, the periodic Roumieu class
(
𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛), ∥ ⋅ ∥𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛)

)
is a

Banach space. Obviously, the restriction operator from 𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛) to 𝐶0
𝜔,𝜌(cl𝔻) is

linear and continuous for all bounded open subsets 𝔻 of ℝ𝑛 and 𝜌 > 0. Similarly, if
𝜌 > 0, if 𝔻 is a bounded open subset of ℝ𝑛 such that cl𝑄 ⊆ 𝔻, and if 𝑓 ∈ 𝐶0

𝑞 (ℝ
𝑛)

is such that 𝑓∣cl𝔻 ∈ 𝐶0
𝜔,𝜌(cl𝔻), then clearly 𝑓 ∈ 𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛).

If Ω is an open subset of ℝ𝑛, 𝑘 ∈ ℕ, 𝛽 ∈]0, 1], we set
𝐶𝑘,𝛽𝑏 (clΩ) ≡ {𝑢 ∈ 𝐶𝑘,𝛽(clΩ) : 𝐷𝛾𝑢 is bounded ∀𝛾 ∈ ℕ𝑛 such that ∣𝛾∣ ≤ 𝑘} ,

and we endow 𝐶𝑘,𝛽𝑏 (clΩ) with its usual norm

∥𝑢∥𝐶𝑘,𝛽
𝑏 (clΩ) ≡

∑
∣𝛾∣≤𝑘

sup
𝑥∈clΩ

∣𝐷𝛾𝑢(𝑥)∣ +
∑
∣𝛾∣=𝑘

∣𝐷𝛾𝑢 : clΩ∣𝛽 ∀𝑢 ∈ 𝐶𝑘,𝛽𝑏 (clΩ) ,

where ∣𝐷𝛾𝑢 : clΩ∣𝛽 denotes the 𝛽-Hölder constant of 𝐷𝛾𝑢.
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Next we turn to periodic domains. If 𝕀 is an arbitrary subset of ℝ𝑛 such that
cl𝕀 ⊆ 𝑄, then we set

𝕊[𝕀] ≡
∪
𝑧∈ℤ𝑛

(𝑞𝑧 + 𝕀) = 𝑞ℤ𝑛 + 𝕀 , 𝕊[𝕀]− ≡ ℝ𝑛 ∖ cl𝕊[𝕀] .

We note that if ℝ𝑛 ∖ cl𝕀 is connected, then 𝕊[𝕀]− is connected.
If 𝕀 is an open subset of ℝ𝑛 such that cl𝕀 ⊆ 𝑄 and if 𝑘 ∈ ℕ, 𝛽 ∈]0, 1], then

we set

𝐶𝑘,𝛽𝑞 (cl𝕊[𝕀]) ≡
{
𝑢 ∈ 𝐶𝑘,𝛽𝑏 (cl𝕊[𝕀]) : 𝑢 is 𝑞 − periodic

}
,

which we regard as a Banach subspace of 𝐶𝑘,𝛽𝑏 (cl𝕊[𝕀]), and

𝐶𝑘,𝛽𝑞 (cl𝕊[𝕀]−) ≡
{
𝑢 ∈ 𝐶𝑘,𝛽𝑏 (cl𝕊[𝕀]−) : 𝑢 is 𝑞 − periodic

}
,

which we regard as a Banach subspace of 𝐶𝑘,𝛽𝑏 (cl𝕊[𝕀]−).
The Laplace operator is well known to have a {0}-analog of a 𝑞-periodic

fundamental solution, i.e., a 𝑞-periodic tempered distribution 𝑆𝑞,𝑛 such that

Δ𝑆𝑞,𝑛 =
∑
𝑧∈ℤ𝑛

𝛿𝑞𝑧 − 1

meas(𝑄)
,

where 𝛿𝑞𝑧 denotes the Dirac measure with mass in 𝑞𝑧 (cf., e.g., [22, Thm. 3.1].) As
is well known, 𝑆𝑞,𝑛 is determined up to an additive constant, and we can take

𝑆𝑞,𝑛(𝑥) = −
∑

𝑧∈ℤ𝑛∖{0}

1

meas(𝑄)4𝜋2∣𝑞−1𝑧∣2 𝑒
2𝜋𝑖(𝑞−1𝑧)⋅𝑥 in 𝒟′(ℝ𝑛)

(cf., e.g., Ammari and Kang [1, p. 53], [22, Thm. 3.1].) Clearly 𝑆𝑞,𝑛 is even. More-
over, 𝑆𝑞,𝑛 is real analytic in ℝ𝑛 ∖ 𝑞ℤ𝑛 and is locally integrable in ℝ𝑛.

Let 𝑆𝑛 be the function from ℝ𝑛 ∖ {0} to ℝ defined by

𝑆𝑛(𝑥) ≡
{ 1

𝑠𝑛
log ∣𝑥∣ ∀𝑥 ∈ ℝ𝑛 ∖ {0}, if 𝑛 = 2 ,
1

(2−𝑛)𝑠𝑛 ∣𝑥∣2−𝑛 ∀𝑥 ∈ ℝ𝑛 ∖ {0}, if 𝑛 > 2 ,

where 𝑠𝑛 denotes the (𝑛− 1)-dimensional measure of ∂𝔹𝑛. 𝑆𝑛 is well known to be
the fundamental solution of the Laplace operator.

Then the function 𝑆𝑞,𝑛−𝑆𝑛 is analytic in (ℝ𝑛 ∖ 𝑞ℤ𝑛)∪{0} (cf., e.g., Ammari
and Kang [1, Lemma 2.39, p. 54], [22, Thm. 3.5].) Then we find convenient to set

𝑅𝑛 ≡ 𝑆𝑞,𝑛 − 𝑆𝑛 in (ℝ𝑛 ∖ 𝑞ℤ𝑛) ∪ {0} .
We now introduce the periodic simple layer potential. Let 𝛼 ∈]0, 1[, 𝑚 ∈

ℕ ∖ {0}. Let 𝕀 be a bounded open subset of ℝ𝑛 of class 𝐶𝑚,𝛼 such that cl𝕀 ⊆ 𝑄. If
𝜇 ∈ 𝐶0,𝛼(∂𝕀), we set

𝑣𝑞[∂𝕀, 𝜇](𝑥) ≡
∫
∂𝕀

𝑆𝑞,𝑛(𝑥− 𝑦)𝜇(𝑦) 𝑑𝜎𝑦 ∀𝑥 ∈ ℝ𝑛 .

As is well known, if 𝜇 ∈ 𝐶𝑚−1,𝛼(∂𝕀), then the function 𝑣+𝑞 [∂𝕀, 𝜇] ≡ 𝑣𝑞[∂𝕀, 𝜇]∣cl𝕊[𝕀]
belongs to 𝐶𝑚,𝛼𝑞 (cl𝕊[𝕀]), and the function 𝑣−𝑞 [∂𝕀, 𝜇] ≡ 𝑣𝑞[∂𝕀, 𝜇]∣cl𝕊[𝕀]− belongs to
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𝐶𝑚,𝛼𝑞 (cl𝕊[𝕀]−). Similarly, we introduce the periodic double layer potential. If 𝜇 ∈
𝐶0,𝛼(∂𝕀), we set

𝑤𝑞[∂𝕀, 𝜇](𝑥) ≡ −
∫
∂𝕀

(𝐷𝑆𝑞,𝑛(𝑥− 𝑦))𝜈𝕀(𝑦)𝜇(𝑦) 𝑑𝜎𝑦 ∀𝑥 ∈ ℝ𝑛 .

If 𝜇 ∈ 𝐶𝑚,𝛼(∂𝕀), then the restriction 𝑤𝑞[∂𝕀, 𝜇]∣𝕊[𝕀] can be extended uniquely to

an element 𝑤+
𝑞 [∂𝕀, 𝜇] of 𝐶

𝑚,𝛼
𝑞 (cl𝕊[𝕀]), and the restriction 𝑤𝑞[∂𝕀, 𝜇]∣𝕊[𝕀]− can be ex-

tended uniquely to an element 𝑤−𝑞 [∂𝕀, 𝜇] of 𝐶
𝑚,𝛼
𝑞 (cl𝕊[𝕀]−), and we have 𝑤±𝑞 [∂𝕀, 𝜇] =

± 1
2𝜇+ 𝑤𝑞[∂𝕀, 𝜇] on ∂𝕀. Moreover, if 𝜇 ∈ 𝐶0,𝛼(∂𝕀), then we have

𝑤𝑞[∂𝕀, 𝜇](𝑥) = −
𝑛∑
𝑗=1

∂

∂𝑥𝑗

∫
∂𝕀

𝑆𝑞,𝑛(𝑥− 𝑦)(𝜈𝕀(𝑦))𝑗𝜇(𝑦) 𝑑𝜎𝑦 , (2.2)

for all 𝑥 ∈ ℝ𝑛 ∖ ∂𝕊[𝕀] (cf., e.g., [22, Thm. 3.18].)
As we have done for the periodic layer potentials, we now introduce a periodic

analog of the Newtonian potential. If 𝑓 ∈ 𝐶0
𝑞 (ℝ

𝑛), then we set

𝑃𝑞[𝑓 ](𝑥) ≡
∫
𝑄

𝑆𝑞,𝑛(𝑥 − 𝑦)𝑓(𝑦) 𝑑𝑦 ∀𝑥 ∈ ℝ𝑛 .

Clearly, 𝑃𝑞[𝑓 ] is a 𝑞-periodic function on ℝ𝑛.
In the following theorem, we collect some elementary properties of the peri-

odic Newtonian potential. A proof can be effected by splitting 𝑆𝑞,𝑛 into the sum
of 𝑆𝑛 and 𝑅𝑛, and by exploiting the results of Lanza [18] on the (classical) Newto-
nian potential in the Roumieu classes and standard properties of integral operators
with real analytic kernels and with no singularity (cf., e.g., [23, §3] and [9].)

Theorem 2.1. The following statements hold.

(i) Let 𝛽 ∈]0, 1]. Let 𝑓 ∈ 𝐶0,𝛽
𝑞 (ℝ𝑛). Then 𝑃𝑞[𝑓 ] ∈ 𝐶2

𝑞 (ℝ
𝑛) and

Δ𝑃𝑞[𝑓 ](𝑥) = 𝑓(𝑥)− 1

meas(𝑄)

∫
𝑄

𝑓(𝑦) 𝑑𝑦 ∀𝑥 ∈ ℝ𝑛 .

(ii) Let 𝜌 > 0. Then there exists 𝜌′ ∈]0, 𝜌] such that 𝑃𝑞[𝑓 ] ∈ 𝐶0
𝑞,𝜔,𝜌′(ℝ

𝑛) for all

𝑓 ∈ 𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛) and such that 𝑃𝑞[⋅] is linear and continuous from 𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛)

to 𝐶0
𝑞,𝜔,𝜌′(ℝ

𝑛).

Let 𝑚 ∈ ℕ∖{0}, 𝛼 ∈]0, 1[. If Ω is a bounded open subset of ℝ𝑛 of class 𝐶𝑚,𝛼,
we find convenient to set

𝐶𝑚,𝛼(∂Ω)0 ≡
{
𝜙 ∈ 𝐶𝑚,𝛼(∂Ω):

∫
∂Ω

𝜙𝑑𝜎 = 0

}
.

If 𝜌 > 0, we also set

𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛)0 ≡
{
𝑓 ∈ 𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛) :

∫
𝑄

𝑓 𝑑𝑥 = 0

}
. (2.3)

As the following proposition shows, a periodic Dirichlet boundary value problem
for the Poisson equation in the perforated domain 𝕊[𝕀]− has a unique solution in
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𝐶𝑚,𝛼𝑞 (cl𝕊[𝕀]−), which can be represented as the sum of a periodic double layer
potential, of a constant, and of a periodic Newtonian potential.

Proposition 2.2. Let 𝑚 ∈ ℕ∖{0}, 𝛼 ∈]0, 1[. Let 𝜌 > 0. Let 𝕀 be a bounded connected
open subset of ℝ𝑛 of class 𝐶𝑚,𝛼 such that ℝ𝑛∖cl𝕀 is connected and that cl𝕀 ⊆ 𝑄. Let
Γ ∈ 𝐶𝑚,𝛼(∂𝕀). Let 𝑓 ∈ 𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛)0. Then the following boundary value problem⎧⎨⎩

Δ𝑢(𝑥) = 𝑓(𝑥) ∀𝑥 ∈ 𝕊[𝕀]− ,
𝑢 is q−periodic in cl𝕊[𝕀]− ,
𝑢(𝑥) = Γ(𝑥) ∀𝑥 ∈ ∂𝕀 ,

has a unique solution 𝑢 ∈ 𝐶𝑚,𝛼𝑞 (cl𝕊[𝕀]−). Moreover,

𝑢(𝑥) = 𝑤−𝑞 [∂𝕀, 𝜇](𝑥) + 𝜉 + 𝑃𝑞[𝑓 ](𝑥) ∀𝑥 ∈ cl𝕊[𝕀]− ,

where (𝜇, 𝜉) is the unique solution in 𝐶𝑚,𝛼(∂𝕀)0×ℝ of the following integral equa-
tion

−1

2
𝜇(𝑥) + 𝑤𝑞[∂𝕀, 𝜇](𝑥) + 𝜉 = Γ(𝑥)− 𝑃𝑞[𝑓 ](𝑥) ∀𝑥 ∈ ∂𝕀 .

Proof. A proof can be effected by considering the difference 𝑢−𝑃𝑞[𝑓 ] and by solving
the corresponding homogeneous problem (cf. [29, Prop. 2.10] and Theorem 2.1.)

□

3. Formulation and analysis of an auxiliary problem

We shall consider the following assumptions for some 𝛼 ∈]0, 1[ and for some natural
𝑚 ≥ 1.

Let Ω be a bounded connected open subset of ℝ𝑛 of class 𝐶𝑚,𝛼

such that ℝ𝑛 ∖ clΩ is connected and that 0 ∈ Ω.

Let 𝑝 ∈ 𝑄.

(3.1)

If 𝜖 ∈ ℝ and (3.1) holds, we set

Ω𝑝,𝜖 ≡ 𝑝+ 𝜖Ω .

Now let 𝜖0 be such that

𝜖0 > 0 and clΩ𝑝,𝜖 ⊆ 𝑄 ∀𝜖 ∈]− 𝜖0, 𝜖0[ . (3.2)

A simple topological argument shows that if (3.1) holds, then 𝕊[Ω𝑝,𝜖]
− is connected,

for all 𝜖 ∈]− 𝜖0, 𝜖0[. We also note that

𝜈Ω𝑝,𝜖(𝑝+ 𝜖𝑡) = sgn(𝜖)𝜈Ω(𝑡) ∀𝑡 ∈ ∂Ω ,

for all 𝜖 ∈]− 𝜖0, 𝜖0[∖{0}, where sgn(𝜖) = 1 if 𝜖 > 0, sgn(𝜖) = −1 if 𝜖 < 0. Let 𝜌 > 0.
Then we shall consider also the following assumptions.

Let 𝑔0 ∈ 𝐶𝑚,𝛼(∂Ω). (3.3)

Let 𝑓0 ∈ 𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛)0. (3.4)
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If (𝜖, 𝑔, 𝑓) ∈]0, 𝜖0[×𝐶𝑚,𝛼(∂Ω)×𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛)0, then we denote by 𝑢[𝜖, 𝑔, 𝑓 ] the unique

solution in 𝐶𝑚,𝛼𝑞 (cl𝕊[Ω𝑝,𝜖]
−) of problem (1.1), and by 𝑢#[𝜖, 𝑔, 𝑓 ] the unique solution

in 𝐶𝑚,𝛼𝑞 (cl𝕊[Ω𝑝,𝜖]
−) of the following auxiliary boundary value problem⎧⎨⎩
Δ𝑢(𝑥) = 0 ∀𝑥 ∈ 𝕊[Ω𝑝,𝜖]

− ,
𝑢 is q−periodic in cl𝕊[Ω𝑝,𝜖]

− ,
𝑢(𝑥) = 𝑔

(
(𝑥 − 𝑝)/𝜖

)− 𝑃𝑞[𝑓 ](𝑥) ∀𝑥 ∈ ∂Ω𝑝,𝜖 .
(3.5)

Clearly,

𝑢[𝜖, 𝑔, 𝑓 ] = 𝑢#[𝜖, 𝑔, 𝑓 ] + 𝑃𝑞[𝑓 ] on cl𝕊[Ω𝑝,𝜖]
− . (3.6)

Let 𝑓 ∈ 𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛), 𝜖 ∈]0, 𝜖0[. We note that

𝑃𝑞[𝑓 ](𝑥) = 𝑃𝑞[𝑓 ]
(
𝑝+ 𝜖

(
(𝑥 − 𝑝)/𝜖

)) ∀𝑥 ∈ ∂Ω𝑝,𝜖 .

Accordingly, the Dirichlet condition in problem (3.5) can be rewritten as

𝑢(𝑥) =
(
𝑔 − 𝑃𝑞[𝑓 ] ∘ (𝑝+ 𝜖id∂Ω)

)(
(𝑥 − 𝑝)/𝜖

) ∀𝑥 ∈ ∂Ω𝑝,𝜖 ,

where id∂Ω denotes the identity map in ∂Ω. As a consequence, in order to study
the dependence of 𝑢#[𝜖, 𝑔, 𝑓 ] upon (𝜖, 𝑔, 𝑓) around (0, 𝑔0, 𝑓0), we can exploit the
results of [29], concerning the dependence of the solution of the Dirichlet problem
for the Laplace equation upon 𝜖 and the Dirichlet datum. In order to do so, we
need to study the regularity of the map from ] − 𝜖0, 𝜖0[×𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛) to 𝐶𝑚,𝛼(∂Ω)

which takes (𝜖, 𝑓) to the function 𝑃𝑞[𝑓 ] ∘ (𝑝+ 𝜖id∂Ω).

Lemma 3.1. Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Let 𝜌 > 0. Let (3.1)–(3.4) hold. Let id∂Ω,
idclΩ denote the identity map in ∂Ω and in clΩ, respectively. Then the following
statements hold.

(i) The map from ]−𝜖0, 𝜖0[×𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛) to 𝐶𝑚,𝛼(clΩ) which takes (𝜖, 𝑓) to 𝑃𝑞[𝑓 ]∘
(𝑝+ 𝜖idclΩ) is real analytic.

(ii) The map from ]−𝜖0, 𝜖0[×𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛) to 𝐶𝑚,𝛼(∂Ω) which takes (𝜖, 𝑓) to 𝑃𝑞[𝑓 ]∘
(𝑝+ 𝜖id∂Ω) is real analytic.

Proof. We first prove statement (i). By Theorem 2.1 (ii), there exists 𝜌′ ∈]0, 𝜌] such
that the linear map from 𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛) to 𝐶0

𝜔,𝜌′(cl𝑄) which takes 𝑓 to 𝑃𝑞[𝑓 ]∣cl𝑄 is
continuous. As a consequence, by Proposition A.1 of the Appendix, we immediately
deduce that the map from ] − 𝜖0, 𝜖0[×𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛) to 𝐶𝑚,𝛼(clΩ) which takes (𝜖, 𝑓)

to 𝑃𝑞[𝑓 ] ∘ (𝑝+ 𝜖idclΩ) is real analytic. By the continuity of the trace operator from
𝐶𝑚,𝛼(clΩ) to 𝐶𝑚,𝛼(∂Ω) and statement (i), we deduce the validity of (ii). □

Then we have the following lemma (cf. [29, Lem. 3.8].)

Lemma 3.2. Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Let 𝜌 > 0. Let (3.1)–(3.4) hold. Let 𝜏0 be
the unique solution in 𝐶𝑚−1,𝛼(∂Ω) of the following problem{ − 1

2𝜏(𝑡) +
∫
∂Ω
(𝐷𝑆𝑛(𝑡− 𝑠))𝜈Ω(𝑡)𝜏(𝑠) 𝑑𝜎𝑠 = 0 ∀𝑡 ∈ ∂Ω ,∫

∂Ω 𝜏 𝑑𝜎 = 1 .
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Then equation

−1

2
𝜃(𝑡) −

∫
∂Ω

(𝐷𝑆𝑛(𝑡− 𝑠))𝜈Ω(𝑠)𝜃(𝑠) 𝑑𝜎𝑠 + 𝜉 = 𝑔0(𝑡)− 𝑃𝑞[𝑓0](𝑝) ∀𝑡 ∈ ∂Ω ,

which we call the limiting equation, has a unique solution in 𝐶𝑚,𝛼(∂Ω)0×ℝ, which

we denote by (𝜃, 𝜉). Moreover,

𝜉 =

∫
∂Ω

𝑔0𝜏0 𝑑𝜎 − 𝑃𝑞[𝑓0](𝑝) ,

and the function 𝑢̃ ∈ 𝐶𝑚,𝛼loc (ℝ𝑛 ∖ clΩ), defined by

𝑢̃(𝑡) ≡ −
∫
∂Ω

(𝐷𝑆𝑛(𝑡− 𝑠))𝜈Ω(𝑠)𝜃(𝑠)𝑑𝜎𝑠 ∀𝑡 ∈ ℝ𝑛 ∖ clΩ ,

has a unique continuous extension to ℝ𝑛 ∖Ω, which we still denote by 𝑢̃, and such
an extension is the unique solution in 𝐶𝑚,𝛼loc (ℝ𝑛 ∖ Ω) of the following problem⎧⎨⎩

Δ𝑢(𝑡) = 0 ∀𝑡 ∈ ℝ𝑛 ∖ clΩ ,
𝑢(𝑡) = 𝑔0(𝑡)−

∫
∂Ω 𝑔0𝜏0 𝑑𝜎 ∀𝑡 ∈ ∂Ω ,

lim𝑡→∞ 𝑢(𝑡) = 0 .

In [29], we have shown that the solutions of a periodic Dirichlet problem for
the Laplace equation in 𝕊[Ω𝑝,𝜖]

− depend analytically upon 𝜖 and upon (a rescaling
of) the Dirichlet datum. By Lemma 3.1 (ii), we know that (a rescaling of) the
Dirichlet datum of the auxiliary problem (3.5) depends analytically upon (𝜖, 𝑔, 𝑓).
Then we deduce that the solution of problem (3.5) depends analytically on (𝜖, 𝑔, 𝑓),
and we have the following.

Proposition 3.3. Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Let 𝜌 > 0. Let (3.1)–(3.4) hold.
Then there exist 𝜖1 ∈]0, 𝜖0], an open neighborhood 𝒰 of 𝑔0 in 𝐶𝑚,𝛼(∂Ω), an open
neighborhood 𝒱 of 𝑓0 in 𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛)0, and a real analytic map (Θ[⋅, ⋅, ⋅],Ξ[⋅, ⋅, ⋅])

from ]− 𝜖1, 𝜖1[×𝒰 × 𝒱 to 𝐶𝑚,𝛼(∂Ω)0 × ℝ such that

𝑢#[𝜖, 𝑔, 𝑓 ] = 𝑤−𝑞 [∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)] + Ξ[𝜖, 𝑔, 𝑓 ] on cl𝕊[Ω𝑝,𝜖]
− ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖1[×𝒰 × 𝒱. Moreover, (Θ[0, 𝑔0, 𝑓0],Ξ[0, 𝑔0, 𝑓0]) = (𝜃, 𝜉), where

𝜃, 𝜉 are as in Lemma 3.2.

Then we have the following representation theorem for 𝑢#[⋅, ⋅, ⋅].
Theorem 3.4. Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Let 𝜌 > 0. Let (3.1)–(3.4) hold. Let 𝜖1,
𝒰 , 𝒱, Ξ be as in Proposition 3.3. Then the following statements hold.

(i) Let 𝑉 be a bounded open subset of ℝ𝑛 such that cl𝑉 ⊆ ℝ𝑛 ∖ (𝑝 + 𝑞ℤ𝑛).
Let 𝑟 ∈ ℕ. Then there exist 𝜖#,2 ∈]0, 𝜖1] and a real analytic map 𝑈# from
]− 𝜖#,2, 𝜖#,2[×𝒰 × 𝒱 to 𝐶𝑟(cl𝑉 ) such that the following statements hold.
(j) cl𝑉 ⊆ 𝕊[Ω𝑝,𝜖]

− for all 𝜖 ∈]− 𝜖#,2, 𝜖#,2[.
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(jj) 𝑢#[𝜖, 𝑔, 𝑓 ](𝑥) = 𝜖𝑛−1𝑈#[𝜖, 𝑔, 𝑓 ](𝑥) + Ξ[𝜖, 𝑔, 𝑓 ] ∀𝑥 ∈ cl𝑉 ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖#,2[×𝒰 × 𝒱. Moreover,

𝑈#[0, 𝑔0, 𝑓0](𝑥) =−
∫
∂Ω

(𝐷𝑆𝑞,𝑛(𝑥 − 𝑝))𝜈Ω(𝑠)𝜃(𝑠) 𝑑𝜎𝑠

=𝐷𝑆𝑞,𝑛(𝑥− 𝑝)

∫
∂Ω

𝜈Ω(𝑠)𝑢̃(𝑠) 𝑑𝜎𝑠

−𝐷𝑆𝑞,𝑛(𝑥 − 𝑝)

∫
∂Ω

𝑠
∂𝑢̃

∂𝜈Ω
(𝑠) 𝑑𝜎𝑠 ∀𝑥 ∈ cl𝑉 ,

where 𝜃, 𝑢̃ are as in Lemma 3.2.

(ii) Let 𝑉 be a bounded open subset of ℝ𝑛 ∖ clΩ. Then there exist 𝜖#,2 ∈]0, 𝜖1] and
a real analytic map 𝑈# from ] − 𝜖#,2, 𝜖#,2[×𝒰 × 𝒱 to 𝐶𝑚,𝛼(cl𝑉 ) such that
the following statements hold.

(j′) 𝑝+ 𝜖cl𝑉 ⊆ 𝑄 ∖Ω𝑝,𝜖 for all 𝜖 ∈]− 𝜖#,2, 𝜖#,2[∖{0}.
(jj′) 𝑢#[𝜖, 𝑔, 𝑓 ](𝑝+ 𝜖𝑡) = 𝑈#[𝜖, 𝑔, 𝑓 ](𝑡) + Ξ[𝜖, 𝑔, 𝑓 ] ∀𝑡 ∈ cl𝑉 ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖#,2[×𝒰 × 𝒱. Moreover,
𝑈#[0, 𝑔0, 𝑓0](𝑡) = 𝑢(𝑡) ∀𝑡 ∈ cl𝑉 .

where 𝑢 is as in Lemma 3.2.

Proof. We follow the argument of the proof of [29, Thm. 4.1]. We first consider
statement (i). By taking 𝜖#,2 ∈]0, 𝜖1] small enough, we can clearly assume that (j)
holds. Consider now (jj). By Proposition 3.3, if (𝜖, 𝑔, 𝑓) ∈]0, 𝜖#,2[×𝒰 ×𝒱 , we have

𝑢#[𝜖, 𝑔, 𝑓 ](𝑥) = −𝜖𝑛−1
∫
∂Ω

(𝐷𝑆𝑞,𝑛(𝑥− 𝑝− 𝜖𝑠))𝜈Ω(𝑠)Θ[𝜖, 𝑔, 𝑓 ](𝑠) 𝑑𝜎𝑠 + Ξ[𝜖, 𝑔, 𝑓 ]

∀𝑥 ∈ cl𝑉 .

Thus it is natural to set

𝑈#[𝜖, 𝑔, 𝑓 ](𝑥) ≡ −
∫
∂Ω

(𝐷𝑆𝑞,𝑛(𝑥− 𝑝− 𝜖𝑠))𝜈Ω(𝑠)Θ[𝜖, 𝑔, 𝑓 ](𝑠) 𝑑𝜎𝑠 ∀𝑥 ∈ cl𝑉 ,

for all (𝜖, 𝑔, 𝑓) ∈] − 𝜖#,2, 𝜖#,2[×𝒰 × 𝒱 . Then Proposition 3.3, standard properties
of integral operators with real analytic kernels and with no singularity (cf., e.g.,
[23, §4]), and classical potential theory (cf., e.g., Miranda [27], Lanza and Rossi
[25, Thm. 3.1]) imply that 𝑈# is a real analytic map from ]− 𝜖#,2, 𝜖#,2[×𝒰 ×𝒱 to
𝐶𝑟(cl𝑉 ) such that (jj) holds (see also the proof of [29, Thm. 4.1].)

Consider now (ii). Let 𝑅 > 0 be such that (cl𝑉 ∪ clΩ) ⊆ 𝔹𝑛(0, 𝑅). By the

continuity of the restriction operator from 𝐶𝑚,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω) to 𝐶𝑚,𝛼(cl𝑉 ),

it suffices to prove statement (ii) with 𝑉 replaced by 𝔹𝑛(0, 𝑅) ∖ clΩ. By taking
𝜖#,2 ∈]0, 𝜖1] small enough, we can assume that

𝑝+ 𝜖cl𝔹𝑛(0, 𝑅) ⊆ 𝑄 ∀𝜖 ∈]− 𝜖#,2, 𝜖#,2[ .
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If (𝜖, 𝑔, 𝑓) ∈]0, 𝜖#,2[×𝒰 ×𝒱 , a simple computation based on the theorem of change
of variables in integrals shows that

𝑢#[𝜖, 𝑔, 𝑓 ](𝑝+ 𝜖𝑡) =−
∫
∂Ω

(𝐷𝑆𝑛(𝑡− 𝑠))𝜈Ω(𝑠)Θ[𝜖, 𝑔, 𝑓 ](𝑠) 𝑑𝜎𝑠

− 𝜖𝑛−1
∫
∂Ω

(𝐷𝑅𝑛(𝜖(𝑡− 𝑠)))𝜈Ω(𝑠)Θ[𝜖, 𝑔, 𝑓 ](𝑠) 𝑑𝜎𝑠 + Ξ[𝜖, 𝑔, 𝑓 ]

for all 𝑡 ∈ cl𝔹𝑛(0, 𝑅) ∖ clΩ. If (𝜖, 𝑔, 𝑓) ∈] − 𝜖#,2, 𝜖#,2[×𝒰 × 𝒱 , classical potential
theory implies that the function

−
∫
∂Ω

(𝐷𝑆𝑛(𝑡− 𝑠))𝜈Ω(𝑠)Θ[𝜖, 𝑔, 𝑓 ](𝑠) 𝑑𝜎𝑠

of the variable 𝑡 ∈ cl𝔹𝑛(0, 𝑅) ∖ clΩ admits an extension to cl𝔹𝑛(0, 𝑅) ∖ Ω of class
𝐶𝑚,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω), which we denote by 𝑤−[∂Ω,Θ[𝜖, 𝑔, 𝑓 ]]∣cl𝔹𝑛(0,𝑅)∖Ω (cf., e.g.,
Miranda [27], Lanza and Rossi [25, Thm. 3.1].) Then classical potential theory and
Proposition 3.3 imply that the map from ]−𝜖#,2, 𝜖#,2[×𝒰×𝒱 to 𝐶𝑚,𝛼(cl𝔹𝑛(0, 𝑅)∖
Ω) which takes (𝜖, 𝑔, 𝑓) to 𝑤−[∂Ω,Θ[𝜖, 𝑔, 𝑓 ]]∣cl𝔹𝑛(0,𝑅)∖Ω is real analytic (cf., e.g.,
Miranda [27], Lanza and Rossi [25, Thm. 3.1].) Therefore, if we set

𝑈#[𝜖, 𝑔, 𝑓 ](𝑡) ≡ 𝑤−[∂Ω,Θ[𝜖, 𝑔, 𝑓 ]]∣cl𝔹𝑛(0,𝑅)∖Ω(𝑡)

− 𝜖𝑛−1
∫
∂Ω

(𝐷𝑅𝑛(𝜖(𝑡− 𝑠)))𝜈Ω(𝑠)Θ[𝜖, 𝑔, 𝑓 ](𝑠) 𝑑𝜎𝑠 ∀𝑡 ∈ cl𝔹𝑛(0, 𝑅) ∖ Ω ,

for all (𝜖, 𝑔, 𝑓) ∈] − 𝜖#,2, 𝜖#,2[×𝒰 × 𝒱 , Proposition 3.3, standard properties of
integral operators with real analytic kernels and with no singularity (cf., e.g.,

[23, §4]), and classical potential theory imply that 𝑈# is a real analytic map

from ] − 𝜖#,2, 𝜖#,2[×𝒰 × 𝒱 to 𝐶𝑚,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω) such that (jj′) holds with 𝑉
replaced by 𝔹𝑛(0, 𝑅) ∖ clΩ (see also the proof of [29, Thm. 4.1].) Thus the proof is
complete. □

Then we analyze the behaviour of the energy integral by means of the fol-
lowing.

Theorem 3.5. Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Let (3.1)–(3.4) hold. Let 𝜖1, 𝒰 , 𝒱 be as
in Proposition 3.3. Then there exist 𝜖#,3 ∈]0, 𝜖1] and a real analytic map 𝐺# from
]− 𝜖#,3, 𝜖#,3[×𝒰 × 𝒱 to ℝ, such that∫

𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑢#[𝜖, 𝑔, 𝑓 ](𝑥)∣2 𝑑𝑥 = 𝜖𝑛−2𝐺#[𝜖, 𝑔, 𝑓 ] ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖#,3[×𝒰 × 𝒱. Moreover,

𝐺#[0, 𝑔0, 𝑓0] =

∫
ℝ𝑛∖clΩ

∣𝐷𝑢(𝑡)∣2 𝑑𝑡 ,

where 𝑢 is as in Lemma 3.2.
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Proof. We follow the argument of the proof of [29, Thm. 4.6]. Let (𝜖, 𝑔, 𝑓) ∈
]0, 𝜖1[×𝒰 × 𝒱 . By the Green Formula and by the periodicity of 𝑢#[𝜖, 𝑔, 𝑓 ](⋅), we
have∫

𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑢#[𝜖, 𝑔, 𝑓 ](𝑥)∣2 𝑑𝑥 (3.7)

= −𝜖𝑛−1
∫
∂Ω

𝐷𝑥𝑢#[𝜖, 𝑔, 𝑓 ](𝑝+ 𝜖𝑡)𝜈Ω(𝑡)𝑢#[𝜖, 𝑔, 𝑓 ](𝑝+ 𝜖𝑡) 𝑑𝜎𝑡

= −𝜖𝑛−2
∫
∂Ω

𝐷
(
𝑢#[𝜖, 𝑔, 𝑓 ] ∘ (𝑝+ 𝜖id𝑛)

)
(𝑡)𝜈Ω(𝑡)

(
𝑔(𝑡)− 𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)

)
𝑑𝜎𝑡 ,

where id𝑛 denotes the identity in ℝ𝑛. Let 𝑅 > 0 be such that clΩ ⊆ 𝔹𝑛(0, 𝑅). By
Proposition 3.3 and Theorem 3.4 (ii), there exist 𝜖#,3 ∈]0, 𝜖1] and a real analytic

map 𝑈# from ]− 𝜖#,3, 𝜖#,3[×𝒰 × 𝒱 to 𝐶𝑚,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω), such that

𝑝+ 𝜖cl(𝔹𝑛(0, 𝑅) ∖ clΩ) ⊆ 𝑄 ∖ Ω𝑝,𝜖 ∀𝜖 ∈]− 𝜖#,3, 𝜖#,3[∖{0} ,
and that

𝑈#[𝜖, 𝑔, 𝑓 ](𝑡) = 𝑢#[𝜖, 𝑔, 𝑓 ] ∘ (𝑝+ 𝜖id𝑛)(𝑡) ∀𝑡 ∈ cl𝔹𝑛(0, 𝑅) ∖ Ω ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖#,3[×𝒰 × 𝒱 , and that

𝑈#[0, 𝑔0, 𝑓0](𝑡) = 𝑢̃(𝑡) + 𝜉 ∀𝑡 ∈ cl𝔹𝑛(0, 𝑅) ∖ Ω ,

where 𝑢̃, 𝜉 are as in Lemma 3.2. By equality (3.7), we have∫
𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑢#[𝜖, 𝑔, 𝑓 ](𝑥)∣2 𝑑𝑥

= −𝜖𝑛−2
∫
∂Ω

𝐷𝑡𝑈#[𝜖, 𝑔, 𝑓 ](𝑡)𝜈Ω(𝑡)
(
𝑔(𝑡)− 𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)

)
𝑑𝜎𝑡 ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖#,3[×𝒰 × 𝒱 . Thus it is natural to set

𝐺#[𝜖, 𝑔, 𝑓 ] ≡ −
∫
∂Ω

𝐷𝑡𝑈#[𝜖, 𝑔, 𝑓 ](𝑡)𝜈Ω(𝑡)
(
𝑔(𝑡)− 𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)

)
𝑑𝜎𝑡 ,

for all (𝜖, 𝑔, 𝑓) ∈]− 𝜖#,3, 𝜖#,3[×𝒰 ×𝒱 . Then by continuity of the partial derivatives
from 𝐶𝑚,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω) to 𝐶𝑚−1,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω), and by continuity of the
trace operator on ∂Ω from 𝐶𝑚−1,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω) to 𝐶𝑚−1,𝛼(∂Ω), and by the
continuity of the pointwise product in Schauder spaces, and by Lemma 3.1 (ii),
and by classical potential theory, we conclude that 𝐺# is a real analytic map from
]− 𝜖#,3, 𝜖#,3[×𝒰 × 𝒱 to ℝ and that the Theorem holds (see also the proof of [29,
Thm. 4.6].) □

Finally, we consider the integral of 𝑢#[⋅, ⋅, ⋅], and we prove the following.

Theorem 3.6. Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Let (3.1)–(3.4) hold. Let 𝜖1, 𝒰 , 𝒱 be as
in Proposition 3.3. Then there exists a real analytic map 𝐽# from ]− 𝜖1, 𝜖1[×𝒰 ×𝒱
to ℝ, such that ∫

𝑄∖clΩ𝑝,𝜖

𝑢#[𝜖, 𝑔, 𝑓 ](𝑥) 𝑑𝑥 = 𝐽#[𝜖, 𝑔, 𝑓 ] , (3.8)
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for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖1[×𝒰 × 𝒱. Moreover,
𝐽#[0, 𝑔0, 𝑓0] = 𝜉meas(𝑄) , (3.9)

where 𝜉 is as in Lemma 3.2.

Proof. Let (𝜖, 𝑔, 𝑓) ∈]0, 𝜖1[×𝒰 × 𝒱 . Clearly,∫
𝑄∖clΩ𝑝,𝜖

𝑢#[𝜖, 𝑔, 𝑓 ](𝑥) 𝑑𝑥 =

∫
𝑄∖clΩ𝑝,𝜖

𝑤−𝑞
[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)

]
(𝑥) 𝑑𝑥

+ Ξ[𝜖, 𝑔, 𝑓 ]
(
meas(𝑄)− 𝜖𝑛meas(Ω)

)
,

where meas(𝑄) and meas(Ω) denote the 𝑛-dimensional measure of 𝑄 and of Ω,
respectively. By equality (2.2), we have

𝑤−𝑞
[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)

]
(𝑥)

= −
𝑛∑
𝑗=1

∂

∂𝑥𝑗
𝑣−𝑞

[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)(𝜈Ω𝑝,𝜖(⋅))𝑗

]
(𝑥) ∀𝑥 ∈ cl𝑄 ∖ clΩ𝑝,𝜖 .

Let 𝑗 ∈ {1, . . . , 𝑛}. By the Divergence Theorem and the periodicity of the periodic
simple layer potential, we have∫
𝑄∖clΩ𝑝,𝜖

∂

∂𝑥𝑗
𝑣−𝑞

[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)(𝜈Ω𝑝,𝜖(⋅))𝑗

]
(𝑥) 𝑑𝑥

=

∫
∂𝑄

𝑣−𝑞
[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)(𝜈Ω𝑝,𝜖(⋅))𝑗

]
(𝑥)(𝜈𝑄(𝑥))𝑗 𝑑𝜎𝑥

−
∫
∂Ω𝑝,𝜖

𝑣−𝑞
[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)(𝜈Ω𝑝,𝜖(⋅))𝑗

]
(𝑥)(𝜈Ω𝑝,𝜖(𝑥))𝑗 𝑑𝜎𝑥

=− 𝜖𝑛−1
∫
∂Ω

𝑣−𝑞
[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)(𝜈Ω𝑝,𝜖(⋅))𝑗

]
(𝑝+ 𝜖𝑡)(𝜈Ω(𝑡))𝑗 𝑑𝜎𝑡 .

Then we note that

𝑣−𝑞
[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)(𝜈Ω𝑝,𝜖(⋅))𝑗

]
(𝑝+ 𝜖𝑡)

=𝜖𝑛−1
∫
∂Ω

𝑆𝑛(𝜖(𝑡− 𝑠))Θ[𝜖, 𝑔, 𝑓 ](𝑠)(𝜈Ω(𝑠))𝑗 𝑑𝜎𝑠

+ 𝜖𝑛−1
∫
∂Ω

𝑅𝑛(𝜖(𝑡− 𝑠))Θ[𝜖, 𝑔, 𝑓 ](𝑠)(𝜈Ω(𝑠))𝑗 𝑑𝜎𝑠 ∀𝑡 ∈ ∂Ω .

We now observe that if 𝜖 > 0 and 𝑥 ∈ ℝ𝑛 ∖ {0} then we have

𝑆𝑛(𝜖𝑥) = 𝜖2−𝑛𝑆𝑛(𝑥) + 𝛿2,𝑛
1

2𝜋
log 𝜖 . (3.10)

Moreover, by the Divergence Theorem, it is immediate to see that∫
∂Ω

(∫
∂Ω

Θ[𝜖, 𝑔, 𝑓 ](𝑠)(𝜈Ω(𝑠))𝑗 𝑑𝜎𝑠

)
(𝜈Ω(𝑡))𝑗 𝑑𝜎𝑡

=
(∫

∂Ω

Θ[𝜖, 𝑔, 𝑓 ](𝑠)(𝜈Ω(𝑠))𝑗 𝑑𝜎𝑠

)(∫
∂Ω

(𝜈Ω(𝑡))𝑗 𝑑𝜎𝑡

)
= 0 .

(3.11)
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Hence, by equalities (3.10) and (3.11), if (𝜖, 𝑔, 𝑓) ∈]0, 𝜖1[×𝒰 × 𝒱 , we have∫
𝑄∖clΩ𝑝,𝜖

𝑤−𝑞
[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)

]
(𝑥) 𝑑𝑥

=
𝑛∑
𝑗=1

𝜖𝑛
[∫
∂Ω

(∫
∂Ω

𝑆𝑛(𝑡− 𝑠)Θ[𝜖, 𝑔, 𝑓 ](𝑠)(𝜈Ω(𝑠))𝑗 𝑑𝜎𝑠

)
(𝜈Ω(𝑡))𝑗 𝑑𝜎𝑡

+ 𝜖𝑛−2
∫
∂Ω

(∫
∂Ω

𝑅𝑛(𝜖(𝑡− 𝑠))Θ[𝜖, 𝑔, 𝑓 ](𝑠)(𝜈Ω(𝑠))𝑗 𝑑𝜎𝑠

)
(𝜈Ω(𝑡))𝑗 𝑑𝜎𝑡

]
.

Thus we set

𝐽#[𝜖, 𝑔, 𝑓 ] ≡
𝑛∑
𝑗=1

[∫
∂Ω

(∫
∂Ω

𝑆𝑛(𝑡− 𝑠)Θ[𝜖, 𝑔, 𝑓 ](𝑠)(𝜈Ω(𝑠))𝑗 𝑑𝜎𝑠

)
(𝜈Ω(𝑡))𝑗 𝑑𝜎𝑡

+ 𝜖𝑛−2
∫
∂Ω

(∫
∂Ω

𝑅𝑛(𝜖(𝑡− 𝑠))Θ[𝜖, 𝑔, 𝑓 ](𝑠)(𝜈Ω(𝑠))𝑗 𝑑𝜎𝑠

)
(𝜈Ω(𝑡))𝑗 𝑑𝜎𝑡

]
,

for all (𝜖, 𝑔, 𝑓) ∈]− 𝜖1, 𝜖1[×𝒰 × 𝒱 . Clearly, if (𝜖, 𝑔, 𝑓) ∈]0, 𝜖1[×𝒰 × 𝒱 , then∫
𝑄∖clΩ𝑝,𝜖

𝑤−𝑞
[
∂Ω𝑝,𝜖,Θ[𝜖, 𝑔, 𝑓 ]((⋅ − 𝑝)/𝜖)

]
(𝑥) 𝑑𝑥 = 𝜖𝑛𝐽#[𝜖, 𝑔, 𝑓 ] .

Then the analyticity of Θ, the continuity of the linear map from 𝐶𝑚−1,𝛼(∂Ω)
to 𝐶𝑚,𝛼(∂Ω) which takes 𝑓 to the function

∫
∂Ω 𝑆𝑛(𝑡 − 𝑠)𝑓(𝑠) 𝑑𝜎𝑠 of the variable

𝑡 ∈ ∂Ω (cf., e.g., Miranda [27], Lanza and Rossi [25, Thm. 3.1]), the continuity of
the pointwise product in Schauder spaces, standard properties of integral operators
with real analytic kernels and with no singularity (cf., e.g., [23, §4]), and standard

calculus in Banach spaces imply that the map 𝐽# is real analytic from ]−𝜖1, 𝜖1[×𝒰×
𝒱 to ℝ. Hence, if we set

𝐽#[𝜖, 𝑔, 𝑓 ] ≡ 𝜖𝑛𝐽#[𝜖, 𝑔, 𝑓 ] + Ξ[𝜖, 𝑔, 𝑓 ]
(
meas(𝑄)− 𝜖𝑛meas(Ω)

)
for all (𝜖, 𝑔, 𝑓) ∈]− 𝜖1, 𝜖1[×𝒰×𝒱 , we immediately deduce that 𝐽# is a real analytic
map from ] − 𝜖1, 𝜖1[×𝒰 × 𝒱 to ℝ such that equalities (3.8), (3.9) hold, and thus
the proof is complete. □

4. A functional analytic representation theorem
for the solution of problem (1.1)

In this Section, we deduce by the results of Section 3 for 𝑢#[⋅, ⋅, ⋅] the corresponding
results for 𝑢[⋅, ⋅, ⋅]. By formula (3.6) and by Theorem 3.4, we immediately deduce
the following.

Theorem 4.1. Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Let 𝜌 > 0. Let (3.1)–(3.4) hold. Let 𝜖1,
𝒰 , 𝒱 be as in Proposition 3.3. Then the following statements hold.

(i) Let 𝑉 be a bounded open subset of ℝ𝑛 such that cl𝑉 ⊆ ℝ𝑛 ∖ (𝑝+𝑞ℤ𝑛). Let 𝑟 ∈
ℕ. Then there exist 𝜖2 ∈]0, 𝜖1] and a real analytic map 𝑈 from ]−𝜖2, 𝜖2[×𝒰×𝒱
to 𝐶𝑟(cl𝑉 ) such that the following statements hold.
(j) cl𝑉 ⊆ 𝕊[Ω𝑝,𝜖]

− for all 𝜖 ∈]− 𝜖2, 𝜖2[.
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(jj) 𝑢[𝜖, 𝑔, 𝑓 ](𝑥) = 𝑈 [𝜖, 𝑔, 𝑓 ](𝑥) + 𝑃𝑞[𝑓 ](𝑥) ∀𝑥 ∈ cl𝑉 ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖2[×𝒰 × 𝒱. Moreover,
𝑈 [0, 𝑔0, 𝑓0](𝑥) = 𝜉 ∀𝑥 ∈ cl𝑉 ,

where 𝜉 is as in Lemma 3.2.

(ii) Let 𝑉 be a bounded open subset of ℝ𝑛 ∖ clΩ. Then there exist 𝜖2 ∈]0, 𝜖1] and
a real analytic map 𝑈 from ] − 𝜖2, 𝜖2[×𝒰 × 𝒱 to 𝐶𝑚,𝛼(cl𝑉 ) such that the
following statements hold.

(j′) 𝑝+ 𝜖cl𝑉 ⊆ 𝑄 ∖Ω𝑝,𝜖 for all 𝜖 ∈]− 𝜖2, 𝜖2[∖{0}.
(jj′) 𝑢[𝜖, 𝑔, 𝑓 ](𝑝+ 𝜖𝑡) = 𝑈 [𝜖, 𝑔, 𝑓 ](𝑡) + 𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡) ∀𝑡 ∈ cl𝑉 ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖2[×𝒰 × 𝒱. Moreover,
𝑈 [0, 𝑔0, 𝑓0](𝑡) = 𝑢̃(𝑡) + 𝜉 ∀𝑡 ∈ cl𝑉 .

where 𝑢, 𝜉 are as in Lemma 3.2.

As far as the energy integral of the solution is concerned, we have the following.

Theorem 4.2. Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Let (3.1)–(3.4) hold. Let 𝜖1, 𝒰 , 𝒱 be
as in Proposition 3.3. Then there exist 𝜖3 ∈]0, 𝜖1] and a real analytic map 𝐺 from
]− 𝜖3, 𝜖3[×𝒰 × 𝒱 to ℝ, such that∫

𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑢[𝜖, 𝑔, 𝑓 ](𝑥)∣2 𝑑𝑥 = 𝜖𝑛−2𝐺[𝜖, 𝑔, 𝑓 ] +
∫
𝑄

∣𝐷𝑥𝑃𝑞[𝑓 ](𝑥)∣2 𝑑𝑥 , (4.1)

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖3[×𝒰 × 𝒱. Moreover,
𝐺[0, 𝑔0, 𝑓0] =

∫
ℝ𝑛∖clΩ

∣𝐷𝑢(𝑡)∣2 𝑑𝑡 , (4.2)

where 𝑢 is as in Lemma 3.2.

Proof. Let 𝜖#,3, 𝐺# be as in Theorem 3.5. If (𝜖, 𝑔, 𝑓) ∈]0, 𝜖#,3[×𝒰 × 𝒱 , then we
have∫
𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑢[𝜖, 𝑔, 𝑓 ](𝑥)∣2 𝑑𝑥 =

∫
𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑢#[𝜖, 𝑔, 𝑓 ](𝑥)∣2 𝑑𝑥

+2

∫
𝑄∖clΩ𝑝,𝜖

𝐷𝑥𝑢#[𝜖, 𝑔, 𝑓 ](𝑥) ⋅𝐷𝑥𝑃𝑞[𝑓 ](𝑥) 𝑑𝑥 +

∫
𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑃𝑞[𝑓 ](𝑥)∣2 𝑑𝑥 .

By the Divergence Theorem, by the harmonicity of 𝑢#[𝜖, 𝑔, 𝑓 ], and by the period-
icity of 𝑢#[𝜖, 𝑔, 𝑓 ] and 𝑃𝑞[𝑓 ], we have

2

∫
𝑄∖clΩ𝑝,𝜖

𝐷𝑥𝑢#[𝜖, 𝑔, 𝑓 ](𝑥) ⋅𝐷𝑥𝑃𝑞[𝑓 ](𝑥) 𝑑𝑥

= −2𝜖𝑛−1
∫
∂Ω

𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)
(∂𝑢#[𝜖, 𝑔, 𝑓 ]

∂𝜈Ω𝑝,𝜖

)
(𝑝+ 𝜖𝑡) 𝑑𝜎𝑡

= −2𝜖𝑛−2
∫
∂Ω

𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)𝐷
(
𝑢#[𝜖, 𝑔, 𝑓 ] ∘ (𝑝+ 𝜖id𝑛)

)
(𝑡)𝜈Ω(𝑡) 𝑑𝜎𝑡 ,
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where id𝑛 denotes the identity map in ℝ𝑛. Let 𝑅 > 0 be such that clΩ ⊆ 𝔹𝑛(0, 𝑅).
By Proposition 3.3 and Theorem 3.4 (ii), there exist 𝜖3 ∈]0, 𝜖#,3] and a real analytic
map 𝑈# from ]− 𝜖3, 𝜖3[×𝒰 × 𝒱 to 𝐶𝑚,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω), such that

𝑝+ 𝜖cl(𝔹𝑛(0, 𝑅) ∖ clΩ) ⊆ 𝑄 ∖ Ω𝑝,𝜖 ∀𝜖 ∈]− 𝜖3, 𝜖3[∖{0} ,
and that

𝑈#[𝜖, 𝑔, 𝑓 ](𝑡) = 𝑢#[𝜖, 𝑔, 𝑓 ] ∘ (𝑝+ 𝜖id𝑛)(𝑡) ∀𝑡 ∈ cl𝔹𝑛(0, 𝑅) ∖ Ω ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖3[×𝒰 × 𝒱 , and that

𝑈#[0, 𝑔0, 𝑓0](𝑡) = 𝑢̃(𝑡) + 𝜉 ∀𝑡 ∈ cl𝔹𝑛(0, 𝑅) ∖ Ω ,

where 𝑢̃, 𝜉 are as in Lemma 3.2. Then we have

2

∫
𝑄∖clΩ𝑝,𝜖

𝐷𝑥𝑢#[𝜖, 𝑔, 𝑓 ](𝑥) ⋅𝐷𝑥𝑃𝑞[𝑓 ](𝑥) 𝑑𝑥

= −2𝜖𝑛−2
∫
∂Ω

𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)𝐷𝑡𝑈#[𝜖, 𝑔, 𝑓 ](𝑡)𝜈Ω(𝑡) 𝑑𝜎𝑡 .

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖3[×𝒰 × 𝒱 . Thus it is natural to set

𝐺1[𝜖, 𝑔, 𝑓 ] ≡ −2
∫
∂Ω

𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)𝐷𝑡𝑈#[𝜖, 𝑔, 𝑓 ](𝑡)𝜈Ω(𝑡) 𝑑𝜎𝑡 ,

for all (𝜖, 𝑔, 𝑓) ∈] − 𝜖3, 𝜖3[×𝒰 × 𝒱 . Then by continuity of the partial derivatives
from 𝐶𝑚,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω) to 𝐶𝑚−1,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω), and by continuity of the
trace operator on ∂Ω from 𝐶𝑚−1,𝛼(cl𝔹𝑛(0, 𝑅) ∖ Ω) to 𝐶𝑚−1,𝛼(∂Ω), and by the
continuity of the pointwise product in Schauder spaces, and by Lemma 3.1 (ii), we
conclude that 𝐺1[⋅, ⋅, ⋅] is a real analytic map from ]−𝜖3, 𝜖3[×𝒰×𝒱 to ℝ. Moreover,
by classical potential theory, we have

𝐺1[0, 𝑔0, 𝑓0] = −2
∫
∂Ω

𝑃𝑞[𝑓0](𝑝)
∂𝑢̃

∂𝜈Ω
(𝑡) 𝑑𝜎𝑡 = 0

(see also the proof of [29, Thm. 4.6].) If (𝜖, 𝑓) ∈]0, 𝜖0[×𝒱 , then clearly∫
𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑃𝑞[𝑓 ](𝑥)∣2 𝑑𝑥 =

∫
𝑄

∣𝐷𝑥𝑃𝑞[𝑓 ](𝑥)∣2 𝑑𝑥− 𝜖𝑛
∫
Ω

∣𝐷𝑥𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)∣2 𝑑𝑡 .

By standard properties of functions in the Roumieu class, there exists 𝜌′ ∈]0, 𝜌]
such that the map from 𝐶0

𝑞,𝜔,𝜌(ℝ
𝑛) to 𝐶0

𝑞,𝜔,𝜌′(ℝ
𝑛) which takes 𝑓 to ∣𝐷𝑥𝑃𝑞[𝑓 ](⋅)∣2

is real analytic (cf., e.g., the proof of Lanza [18, Prop. 2.25].) By arguing as in the
proof of Lemma 3.1, one can show that the map from ]− 𝜖0, 𝜖0[×𝒱 to 𝐶𝑚,𝛼(clΩ)
which takes (𝜖, 𝑓) to the function ∣𝐷𝑥𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)∣2 of the variable 𝑡 ∈ clΩ is real
analytic. Then, by the continuity of the linear operator from 𝐶𝑚,𝛼(clΩ) to ℝ which
takes ℎ to

∫
Ω
ℎ(𝑦) 𝑑𝑦, we immediately deduce that the map from ] − 𝜖0, 𝜖0[×𝒱 to

ℝ which takes (𝜖, 𝑓) to
∫
Ω
∣𝐷𝑥𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)∣2 𝑑𝑡 is real analytic. Thus if we set

𝐺[𝜖, 𝑔, 𝑓 ] ≡ 𝐺#[𝜖, 𝑔, 𝑓 ] +𝐺1[𝜖, 𝑔, 𝑓 ]− 𝜖2
∫
Ω

∣𝐷𝑥𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡)∣2 𝑑𝑡
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for all (𝜖, 𝑔, 𝑓) ∈] − 𝜖3, 𝜖3[×𝒰 × 𝒱 , we deduce that 𝐺 is a real analytic map from
]− 𝜖3, 𝜖3[×𝒰 × 𝒱 to ℝ such that equalities (4.1), (4.2) hold. □

Remark 4.3. We note that the map from 𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛) to ℝ which takes 𝑓 to∫
𝑄
∣𝐷𝑥𝑃𝑞[𝑓 ](𝑥)∣2 𝑑𝑥 is real analytic.

Finally, we consider the integral of 𝑢[⋅, ⋅, ⋅] and we prove the following.

Theorem 4.4. Let 𝑚 ∈ ℕ ∖ {0}, 𝛼 ∈]0, 1[. Let (3.1)–(3.4) hold. Let 𝜖1, 𝒰 , 𝒱 be as
in Proposition 3.3. Then there exists a real analytic map 𝐽 from ]− 𝜖1, 𝜖1[×𝒰 ×𝒱
to ℝ, such that∫

𝑄∖clΩ𝑝,𝜖

𝑢[𝜖, 𝑔, 𝑓 ](𝑥) 𝑑𝑥 = 𝐽 [𝜖, 𝑔, 𝑓 ] +

∫
𝑄

𝑃𝑞[𝑓 ](𝑥) 𝑑𝑥 ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖1[×𝒰 × 𝒱. Moreover,
𝐽 [0, 𝑔0, 𝑓0] = 𝜉meas(𝑄) , (4.3)

where 𝜉 is as in Lemma 3.2.

Proof. Let 𝐽# be as in Theorem 3.6. If we set

𝐽 [𝜖, 𝑔, 𝑓 ] ≡ 𝐽#[𝜖, 𝑔, 𝑓 ]− 𝜖𝑛
∫
Ω

𝑃𝑞[𝑓 ](𝑝+ 𝜖𝑡) 𝑑𝑡

for all (𝜖, 𝑔, 𝑓) ∈]− 𝜖1, 𝜖1[×𝒰 × 𝒱 , then clearly∫
𝑄∖clΩ𝑝,𝜖

𝑢[𝜖, 𝑔, 𝑓 ](𝑥) 𝑑𝑥 = 𝐽 [𝜖, 𝑔, 𝑓 ] +

∫
𝑄

𝑃𝑞[𝑓 ](𝑥) 𝑑𝑥 ,

for all (𝜖, 𝑔, 𝑓) ∈]0, 𝜖1[×𝒰×𝒱 . By Lemma 3.1 (i) and by the continuity of the linear
operator from 𝐶𝑚,𝛼(clΩ) to ℝ which takes ℎ to

∫
Ω ℎ(𝑦) 𝑑𝑦, we immediately deduce

that 𝐽 is a real analytic map from ]− 𝜖1, 𝜖1[×𝒰 ×𝒱 to ℝ and that (4.3) holds. □

Remark 4.5. We note that the map from 𝐶0
𝑞,𝜔,𝜌(ℝ

𝑛) to ℝ which takes 𝑓 to∫
𝑄 𝑃𝑞[𝑓 ](𝑥) 𝑑𝑥 is linear and continuous.

Remark 4.6. Let the assumptions of Proposition 3.3 hold. Let 𝑢̃, 𝜉 be as in Lemma
3.2. We observe that if 𝑉 is a bounded open subset of ℝ𝑛 such that cl𝑉 ⊆ ℝ𝑛 ∖
(𝑝+ 𝑞ℤ𝑛) and if 𝑟 ∈ ℕ, then Theorem 4.1 (i) implies that

lim
(𝜖,𝑔,𝑓)→(0,𝑔0,𝑓0)

𝑢[𝜖, 𝑔, 𝑓 ] = 𝜉 + 𝑃𝑞[𝑓0] in 𝐶𝑟(cl𝑉 ) ,

for all 𝑛 ∈ ℕ ∖ {0, 1}. Similarly, by Theorem 4.4, we have

lim
(𝜖,𝑔,𝑓)→(0,𝑔0,𝑓0)

∫
𝑄∖clΩ𝑝,𝜖

𝑢[𝜖, 𝑔, 𝑓 ](𝑥) 𝑑𝑥 = 𝜉meas(𝑄) +

∫
𝑄

𝑃𝑞[𝑓0](𝑥) 𝑑𝑥 ,

for all 𝑛 ∈ ℕ ∖ {0, 1}. Instead, Theorem 4.2 implies that

lim
(𝜖,𝑔,𝑓)→(0,𝑔0,𝑓0)

∫
𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑢[𝜖, 𝑔, 𝑓 ](𝑥)∣2 𝑑𝑥 =

∫
𝑄

∣𝐷𝑥𝑃𝑞[𝑓0](𝑥)∣2 𝑑𝑥 ,
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if 𝑛 ∈ ℕ ∖ {0, 1, 2}, whereas
lim

(𝜖,𝑔,𝑓)→(0,𝑔0,𝑓0)

∫
𝑄∖clΩ𝑝,𝜖

∣𝐷𝑥𝑢[𝜖, 𝑔, 𝑓 ](𝑥)∣2 𝑑𝑥

=

∫
ℝ𝑛∖clΩ

∣𝐷𝑢(𝑡)∣2 𝑑𝑡+
∫
𝑄

∣𝐷𝑥𝑃𝑞[𝑓0](𝑥)∣2 𝑑𝑥 ,

if 𝑛 = 2.

Appendix A. A real analyticity result for a composition operator

In this Appendix, we introduce a slight variant of Preciso [31, Prop. 4.2.16, p. 51],
Preciso [32, Prop. 1.1, p. 101] on the real analyticity of a composition operator.
See also Lanza [15, Prop. 2.17, Rem. 2.19] and the slight variant of the argument
of Preciso of the proof of Lanza [19, Prop. 9, p. 214].

Proposition A.1. Let 𝑚, ℎ, 𝑘 ∈ ℕ, ℎ, 𝑘 ≥ 1. Let 𝛼 ∈]0, 1], 𝜌 > 0. Let Ω, Ω′

be bounded open connected subsets of ℝℎ, ℝ𝑘, respectively. Let Ω′ be of class 𝐶1.
Then the operator 𝑇 defined by

𝑇 [𝑢, 𝑣] ≡ 𝑢 ∘ 𝑣
for all (𝑢, 𝑣) ∈ 𝐶0

𝜔,𝜌(clΩ) × 𝐶𝑚,𝛼(clΩ′,Ω) is real analytic from the open subset

𝐶0
𝜔,𝜌(clΩ)× 𝐶𝑚,𝛼(clΩ′,Ω) of 𝐶0

𝜔,𝜌(clΩ)× 𝐶𝑚,𝛼(clΩ′,ℝℎ) to 𝐶𝑚,𝛼(clΩ′).
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Abstract. We study the fundamental problem of the calculus of variations
with variable order fractional operators. Fractional integrals are considered in
the sense of Riemann–Liouville while derivatives are of Caputo type.
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1. Introduction

Fractional calculus is a discipline that studies integrals and derivatives of non-
integer (real or complex) order [13, 18, 27, 34]. The subject is nowadays very
active due to its many applications in mechanics, chemistry, biology, economics,
and control theory [36]. In 1993, Samko and Ross proposed an interesting gen-
eralization to fractional calculus [35] (see also Samko’s paper [33] of 1995). They
introduced the study of fractional integration and differentiation when the order
is not a constant but a function. More precisely, they considered an extension of
Riemann–Liouville and Fourier definitions [32, 33, 35]. Afterwards, several works
were dedicated to variable order fractional operators, their applications and in-
terpretations (see, e.g., [1, 7, 19]). In particular, Samko’s variable order fractional
calculus turns out to be very useful in mechanics and in the theory of viscous
flows [7, 9, 19, 26, 28, 29]. Indeed, many physical processes exhibit fractional-order
behavior that may vary with time or space [19]. The paper [7] is devoted to the
study of a variable-order fractional differential equation that characterizes some
problems in the theory of viscoelasticity. In [9] the authors analyze the dynamics
and control of a nonlinear variable viscoelasticity oscillator, and two controllers

Part of the first author’s Ph.D., which is carried out at the University of Aveiro under the
Doctoral Programme in Mathematics and Applications of Universities of Aveiro and Minho.
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are proposed for the variable order differential equations that track an arbitrary
reference function. The work [26] investigates the drag force acting on a particle
due to the oscillatory flow of a viscous fluid. The drag force is determined using
the variable order fractional calculus, where the order of derivative vary according
to the dynamics of the flow. In [29] a variable order differential equation for a
particle in a quiescent viscous liquid is developed. For more on the application of
variable order fractional operators to the modeling of dynamic systems, we refer
the reader to the recent review article [28].

In this note we develop the fractional calculus of variations via a variable
order approach. The fractional variational calculus was born in 1996-1997 with
the works of Riewe in mechanics [30, 31], and is now under strong current research
(see [2, 3, 5, 6, 8, 10, 11, 14–17, 20–25] and references therein). However, to the
best of the authors knowledge, results for the variable order case are a rarity and
reduce to those in [4]. Motivated by the advancements of [3, 23], and in contrast
with [4], we consider here fractional problems of the calculus of variations where
the Lagrangian depends on classical integer order derivatives and both on variable
order fractional derivatives and integrals.

The paper is organized as follows. In §2 a brief review to the variable order
fractional calculus is given. Our results are then formulated and proved in §3: we
show the boundedness of the variable order Riemann–Liouville fractional integral
in the space 𝐿1[𝑎, 𝑏] (Theorem 3.1); integration by parts formulas for variable order
fractional operators (Theorems 3.2 and 3.3); and a necessary optimality condition
for our general fundamental problem of the variable order fractional variational
calculus (Theorem 3.5). Two illustrative examples are discussed in §4.

2. Preliminaries

The reference book for fractional analysis and its applications is [34]. Here we recall
the necessary definitions for the variable order fractional calculus (see, e.g., [19]).

Definition 2.1 (Left and right Riemann–Liouville integrals of variable order). Let
0 < 𝛼(𝑡, 𝜏) < 1 for all 𝑡, 𝜏 ∈ [𝑎, 𝑏] and 𝑓 ∈ 𝐿1[𝑎, 𝑏]. Then,

𝑎I
𝛼(⋅,⋅)
𝑡 𝑓(𝑡) =

𝑡∫
𝑎

1

Γ(𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1𝑓(𝜏)𝑑𝜏 (𝑡 > 𝑎)

is called the left Riemann–Liouville integral of variable fractional order 𝛼(⋅, ⋅),
while

𝑡I
𝛼(⋅,⋅)
𝑏 𝑓(𝑡) =

𝑏∫
𝑡

1

Γ(𝛼(𝜏, 𝑡))
(𝜏 − 𝑡)𝛼(𝜏,𝑡)−1𝑓(𝜏)𝑑𝜏 (𝑡 < 𝑏)

denotes the right Riemann–Liouville integral of variable fractional order 𝛼(⋅, ⋅).
Definition 2.2 (Left and right Riemann–Liouville derivatives of variable order).

Let 0 < 𝛼(𝑡, 𝜏) < 1 for all 𝑡, 𝜏 ∈ [𝑎, 𝑏]. If 𝑎I
1−𝛼(⋅,⋅)
𝑡 𝑓 ∈ 𝐴𝐶[𝑎, 𝑏], then the left
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Riemann–Liouville derivative of variable fractional order 𝛼(⋅, ⋅) is defined by

𝑎D
𝛼(⋅,⋅)
𝑡 𝑓(𝑡) =

𝑑

𝑑𝑡
𝑎I

1−𝛼(⋅,⋅)
𝑡 𝑓(𝑡) =

𝑑

𝑑𝑡

𝑡∫
𝑎

1

Γ(1 − 𝛼(𝑡, 𝜏))
(𝑡− 𝜏)−𝛼(𝑡,𝜏)𝑓(𝜏)𝑑𝜏 (𝑡 > 𝑎)

while the right Riemann–Liouville derivative of variable fractional order 𝛼(⋅, ⋅) is
defined for functions 𝑓 such that 𝑡I

1−𝛼(⋅,⋅)
𝑏 𝑓 ∈ 𝐴𝐶[𝑎, 𝑏] by

𝑡D
𝛼(⋅,⋅)
𝑏 𝑓(𝑡) = − 𝑑

𝑑𝑡
𝑡I
1−𝛼(⋅,⋅)
𝑏 𝑓(𝑡) =

𝑑

𝑑𝑡

𝑏∫
𝑡

−1
Γ(1− 𝛼(𝜏, 𝑡))

(𝜏−𝑡)−𝛼(𝜏,𝑡)𝑓(𝜏)𝑑𝜏 (𝑡 < 𝑏).

Definition 2.3 (Left and right Caputo derivatives of variable fractional order). Let
0 < 𝛼(𝑡, 𝜏) < 1 for all 𝑡, 𝜏 ∈ [𝑎, 𝑏]. If 𝑓 ∈ 𝐴𝐶[𝑎, 𝑏], then the left Caputo derivative
of variable fractional order 𝛼(⋅, ⋅) is defined by

𝐶
𝑎 D

𝛼(⋅,⋅)
𝑡 𝑓(𝑡) =

𝑡∫
𝑎

1

Γ(1− 𝛼(𝑡, 𝜏))
(𝑡− 𝜏)−𝛼(𝑡,𝜏)

𝑑

𝑑𝜏
𝑓(𝜏)𝑑𝜏 (𝑡 > 𝑎)

while the right Caputo derivative of variable fractional order 𝛼(⋅, ⋅) is given by

𝐶
𝑡 D

𝛼(⋅,⋅)
𝑏 𝑓(𝑡) =

𝑏∫
𝑡

−1
Γ(1 − 𝛼(𝜏, 𝑡))

(𝜏 − 𝑡)−𝛼(𝜏,𝑡)
𝑑

𝑑𝜏
𝑓(𝜏)𝑑𝜏 (𝑡 < 𝑏).

The following result will be useful in the proof of Theorems 3.1 and 3.2.

Theorem 2.4 (cf. [12]). Let 𝑥 ∈ [0, 1]. The Gamma function satisfies the inequalities

𝑥2 + 1

𝑥+ 1
≤ Γ(𝑥+ 1) ≤ 𝑥2 + 2

𝑥+ 2
. (2.1)

3. Main results

In §3.1 we prove that the variable fractional order Riemann–Liouville integral

𝑎I
𝛼(⋅,⋅)
𝑡 is bounded on the space 𝐿1[𝑎, 𝑏] (Theorem 3.1). In §3.2 we obtain a formula

of integration by parts for Riemann–Liouville integrals of variable order (Theo-
rem 3.2) and a formula of integration by parts for derivatives of variable fractional
order (Theorem 3.3). Finally, in §3.3 we use the obtained formulas of integration
by parts to derive a necessary optimality condition for a general problem of the
calculus of variations involving variable order fractional operators (Theorem 3.5).

3.1. Boundedness

The following result allow us to consider problems of the calculus of variations with
a Lagrangian depending on left Riemann–Liouville integrals of variable order.
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Theorem 3.1. Let 1
𝑛 < 𝛼(𝑡, 𝜏) < 1 for all 𝑡, 𝜏 ∈ [𝑎, 𝑏] and a certain 𝑛 ∈ ℕ greater

or equal than two. The Riemann–Liouville integral 𝑎I
𝛼(⋅,⋅)
𝑡 : 𝐿1[𝑎, 𝑏] → 𝐿1[𝑎, 𝑏] of

variable fractional order 𝛼(⋅, ⋅) is a linear and bounded operator.
Proof. The operator is obviously linear. Let 1

𝑛 < 𝛼(𝑡, 𝜏) < 1, 𝑓 ∈ 𝐿1[𝑎, 𝑏], and
define

𝐹 (𝜏, 𝑡) :=

{∣∣∣ 1
Γ(𝛼(𝑡,𝜏))(𝑡− 𝜏)𝛼(𝑡,𝜏)−1

∣∣∣ ⋅ ∣𝑓(𝜏)∣ if 𝜏 < 𝑡;

0 if 𝜏 ≥ 𝑡

for all (𝜏, 𝑡) ∈ Δ = [𝑎, 𝑏]× [𝑎, 𝑏]. Since 1
𝑛 < 𝛼(𝑡, 𝜏) < 1, then

1. for 𝜏 + 1 ≤ 𝑡 we have ln(𝑡− 𝜏) ≥ 0 and (𝑡− 𝜏)𝛼(𝑡,𝜏)−1 < 1;

2. for 𝜏 < 𝑡 < 𝜏 + 1 we have ln(𝑡− 𝜏) < 0 and (𝑡− 𝜏)𝛼(𝑡,𝜏)−1 < (𝑡− 𝜏)
1
𝑛−1.

Therefore,∫ 𝑏

𝑎

(∫ 𝑏

𝑎

𝐹 (𝜏, 𝑡)𝑑𝑡

)
𝑑𝜏 =

∫ 𝑏

𝑎

∣𝑓(𝜏)∣
(∫ 𝑏

𝜏

∣∣∣∣ 1

Γ(𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1

∣∣∣∣ 𝑑𝑡
)
𝑑𝜏

=

∫ 𝑏

𝑎

∣𝑓(𝜏)∣
(∫ 𝜏+1

𝜏

∣∣∣∣ (𝑡− 𝜏)𝛼(𝑡,𝜏)−1

Γ(𝛼(𝑡, 𝜏))

∣∣∣∣ 𝑑𝑡+ ∫ 𝑏

𝜏+1

∣∣∣∣ (𝑡− 𝜏)𝛼(𝑡,𝜏)−1

Γ(𝛼(𝑡, 𝜏))

∣∣∣∣ 𝑑𝑡
)
𝑑𝜏

<

∫ 𝑏

𝑎

∣𝑓(𝜏)∣
(∫ 𝜏+1

𝜏

∣∣∣∣∣ (𝑡− 𝜏)
1
𝑛−1

Γ(𝛼(𝑡, 𝜏))

∣∣∣∣∣ 𝑑𝑡+
∫ 𝑏

𝜏+1

∣∣∣∣ 1

Γ(𝛼(𝑡, 𝜏))

∣∣∣∣ 𝑑𝑡
)
𝑑𝜏.

Moreover, by inequality (2.1), one has∫ 𝑏

𝑎

∣𝑓(𝜏)∣
(∫ 𝜏+1

𝜏

∣∣∣∣ 1

Γ(𝛼(𝑡,𝜏))
(𝑡−𝜏)

1
𝑛−1

∣∣∣∣𝑑𝑡+∫ 𝑏

𝜏+1

∣∣∣∣ 1

Γ(𝛼(𝑡,𝜏))

∣∣∣∣𝑑𝑡
)
𝑑𝜏

<

∫ 𝑏

𝑎

∣𝑓(𝜏)∣
(∫ 𝜏+1

𝜏

𝛼2(𝑡,𝜏)+𝛼(𝑡,𝜏)

𝛼2(𝑡,𝜏)+1
(𝑡−𝜏)

1
𝑛−1𝑑𝑡+

∫ 𝑏

𝜏+1

𝛼2(𝑡,𝜏)+𝛼(𝑡,𝜏)

𝛼2(𝑡,𝜏)+1
𝑑𝑡

)
𝑑𝜏

<

∫ 𝑏

𝑎

∣𝑓(𝜏)∣
(∫ 𝜏+1

𝜏

(𝑡−𝜏)
1
𝑛−1𝑑𝑡+𝑏−𝜏−1

)
𝑑𝜏=

∫ 𝑏

𝑎

∣𝑓(𝜏)∣(𝑛+𝑏−𝜏−1)𝑑𝜏

<(𝑛+𝑏−𝑎)∥𝑓∥<∞.

It follows from Fubini’s theorem that 𝐹 is integrable in the square Δ and∥∥∥𝑎I𝛼(⋅,⋅)𝑡 𝑓
∥∥∥ =

∫ 𝑏

𝑎

∣∣∣∣∫ 𝑡

𝑎

1

Γ(𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1𝑓(𝜏)𝑑𝜏

∣∣∣∣ 𝑑𝑡
≤

∫ 𝑏

𝑎

(∫ 𝑡

𝑎

∣∣∣∣ 1

Γ(𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1𝑓(𝜏)

∣∣∣∣ 𝑑𝜏)
𝑑𝑡

=

∫ 𝑏

𝑎

(∫ 𝑏

𝑎

𝐹 (𝜏, 𝑡)𝑑𝜏

)
𝑑𝑡 < (𝑛+ 𝑏− 𝑎) ∥𝑓∥ .

Therefore, 𝑎I
𝛼(⋅,⋅)
𝑡 : 𝐿1[𝑎, 𝑏] → 𝐿1[𝑎, 𝑏] and

∥∥∥𝑎I𝛼(⋅,⋅)𝑡

∥∥∥ < 𝑛+ 𝑏− 𝑎. □
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3.2. Integration by parts formulas

The integration by parts formulas, we now obtain, have an important role in the
proof of the generalized Euler–Lagrange equation (3.5). We note that in Theo-
rem 3.2 the left-hand side of (3.1) involves a left integral of variable order while
on the right-hand side it appears a right integral.

Theorem 3.2. Let 1
𝑛 < 𝛼(𝑡, 𝜏) < 1 for all 𝑡, 𝜏 ∈ [𝑎, 𝑏] and a certain 𝑛 ∈ ℕ greater

or equal than two, and 𝑓, 𝑔 ∈ 𝐶 ([𝑎, 𝑏];ℝ). Then,∫ 𝑏

𝑎

𝑔(𝑡)𝑎I
𝛼(⋅,⋅)
𝑡 𝑓(𝑡)𝑑𝑡 =

∫ 𝑏

𝑎

𝑓(𝑡)𝑡I
𝛼(⋅,⋅)
𝑏 𝑔(𝑡)𝑑𝑡. (3.1)

Proof. Define

𝐹 (𝜏, 𝑡) :=

{ ∣∣∣ 1
Γ(𝛼(𝑡,𝜏))(𝑡− 𝜏)𝛼(𝑡,𝜏)−1𝑔(𝑡)𝑓(𝜏)

∣∣∣ if 𝜏 < 𝑡;

0 if 𝜏 ≥ 𝑡

for all (𝜏, 𝑡) ∈ Δ = [𝑎, 𝑏]× [𝑎, 𝑏]. Since 𝑓 and 𝑔 are continuous functions on [𝑎, 𝑏],
they are bounded on [𝑎, 𝑏], i.e., there exist 𝐶1, 𝐶2 > 0 such that ∣𝑔(𝑡)∣ ≤ 𝐶1 and
∣𝑓(𝑡)∣ ≤ 𝐶2, 𝑡 ∈ [𝑎, 𝑏]. Therefore,∫ 𝑏

𝑎

(∫ 𝑏

𝑎

𝐹 (𝜏, 𝑡)𝑑𝜏

)
𝑑𝑡 =

∫ 𝑏

𝑎

(∫ 𝑡

𝑎

∣∣∣∣ 1

Γ(𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1𝑔(𝑡)𝑓(𝜏)

∣∣∣∣ 𝑑𝜏)
𝑑𝑡

≤ 𝐶1𝐶2

∫ 𝑏

𝑎

(∫ 𝑡

𝑎

∣∣∣∣ 1

Γ (𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1

∣∣∣∣ 𝑑𝜏)
𝑑𝑡

= 𝐶1𝐶2

∫ 𝑏

𝑎

(∫ 𝑡

𝑎

1

Γ(𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1𝑑𝜏

)
𝑑𝑡.

Since 1
𝑛 < 𝛼(𝑡, 𝜏) < 1, then

1. for 1 ≤ 𝑡− 𝜏 we have ln(𝑡− 𝜏) ≥ 0 and (𝑡− 𝜏)𝛼(𝑡,𝜏)−1 < 1;

2. for 1 > 𝑡− 𝜏 we have ln(𝑡− 𝜏) < 0 and (𝑡− 𝜏)𝛼(𝑡,𝜏)−1 < (𝑡− 𝜏)
1
𝑛−1.

Therefore,

𝐶1𝐶2

∫ 𝑏

𝑎

(∫ 𝑡

𝑎

1

Γ (𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1𝑑𝜏

)
𝑑𝑡

< 𝐶1𝐶2

∫ 𝑏

𝑎

(∫ 𝑡−1

𝑎

1

Γ (𝛼(𝑡, 𝜏))
𝑑𝜏 +

∫ 𝑡

𝑡−1

1

Γ (𝛼(𝑡, 𝜏))
(𝑡− 𝜏)

1
𝑛−1𝑑𝜏

)
𝑑𝑡.

Moreover, by (2.1), one has

𝐶1𝐶2

∫ 𝑏

𝑎

(∫ 𝑡−1

𝑎

1

Γ (𝛼(𝑡, 𝜏))
𝑑𝜏 +

∫ 𝑡

𝑡−1

1

Γ (𝛼(𝑡, 𝜏))
(𝑡− 𝜏)

1
𝑛−1𝑑𝜏

)
𝑑𝑡

≤ 𝐶1𝐶2

∫ 𝑏

𝑎

(∫ 𝑡−1

𝑎

𝛼2(𝑡, 𝜏) + 𝛼(𝑡, 𝜏)

𝛼2(𝑡, 𝜏) + 1
𝑑𝜏 +

∫ 𝑡

𝑡−1

𝛼2(𝑡, 𝜏) + 𝛼(𝑡, 𝜏)

𝛼2(𝑡, 𝜏) + 1
(𝑡− 𝜏)

1
𝑛−1𝑑𝜏

)
𝑑𝑡
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< 𝐶1𝐶2

∫ 𝑏

𝑎

(∫ 𝑡−1

𝑎

𝑑𝜏 +

∫ 𝑡

𝑡−1
(𝑡− 𝜏)

1
𝑛−1𝑑𝜏

)
𝑑𝑡

= 𝐶1𝐶2(𝑏− 𝑎)

(
𝑏 + 𝑎

2
− 1 + 𝑛− 𝑎

)
< ∞.

Hence, one can use the Fubini theorem to change the order of integration:∫ 𝑏

𝑎

𝑔(𝑡)𝑎I
𝛼(⋅,⋅)
𝑡 𝑓(𝑡)𝑑𝑡 =

∫ 𝑏

𝑎

(∫ 𝑡

𝑎

𝑔(𝑡)𝑓(𝜏)
1

Γ (𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1𝑑𝜏

)
𝑑𝑡

=

∫ 𝑏

𝑎

(∫ 𝑏

𝜏

𝑔(𝑡)𝑓(𝜏)
1

Γ (𝛼(𝑡, 𝜏))
(𝑡− 𝜏)𝛼(𝑡,𝜏)−1𝑑𝑡

)
𝑑𝜏 =

∫ 𝑏

𝑎

𝑓(𝜏)𝜏 I
𝛼(⋅,⋅)
𝑏 𝑔(𝜏)𝑑𝜏.

□

In our second formula (3.2) of fractional integration by parts, the left-hand
side contains a left Caputo derivative of variable fractional order 𝛼(⋅, ⋅), while on
the right-hand side it appears a right Riemann–Liouville integral of variable order
1− 𝛼(⋅, ⋅) and a right Riemann–Liouville derivative of variable order 𝛼(⋅, ⋅).
Theorem 3.3. Let 0 < 𝛼(𝑡, 𝜏) < 1− 1

𝑛 for all 𝑡, 𝜏 ∈ [𝑎, 𝑏] and a certain 𝑛 ∈ ℕ greater

or equal than two. If 𝑓 ∈ 𝐶1 ([𝑎, 𝑏];ℝ), 𝑔 ∈ 𝐶 ([𝑎, 𝑏];ℝ), and 𝑡I
1−𝛼(⋅,⋅)
𝑏 𝑔 ∈ 𝐴𝐶[𝑎, 𝑏],

then ∫ 𝑏

𝑎

𝑔(𝑡)𝐶𝑎 D
𝛼(⋅,⋅)
𝑡 𝑓(𝑡)𝑑𝑡 = 𝑓(𝑡)𝑡I

1−𝛼(⋅,⋅)
𝑏 𝑔(𝑡)

∣∣∣𝑏
𝑎
+

∫ 𝑏

𝑎

𝑓(𝑡)𝑡D
𝛼(⋅,⋅)
𝑏 𝑔(𝑡)𝑑𝑡. (3.2)

Proof. By Definition 2.3, it follows that 𝐶𝑎 D
𝛼(⋅,⋅)
𝑡 𝑓(𝑡) = 𝑎I

1−𝛼(⋅,⋅)
𝑡

𝑑
𝑑𝑡𝑓(𝑡). Applying

Theorem 3.2 and integration by parts for classical (integer) derivatives, we obtain∫ 𝑏

𝑎

𝑔(𝑡)𝐶𝑎 D
𝛼(⋅,⋅)
𝑡 𝑓(𝑡)𝑑𝑡 =

∫ 𝑏

𝑎

𝑔(𝑡)𝑎I
1−𝛼(⋅,⋅)
𝑡

𝑑

𝑑𝑡
𝑓(𝑡)𝑑𝑡 =

∫ 𝑏

𝑎

𝑑

𝑑𝑡
𝑓(𝑡)𝑡I

1−𝛼(⋅,⋅)
𝑏 𝑔(𝑡)𝑑𝑡

= 𝑓(𝑡)𝑡I
1−𝛼(⋅,⋅)
𝑏 𝑔(𝑡)

∣∣∣𝑏
𝑎
−

∫ 𝑏

𝑎

𝑓(𝑡)
𝑑

𝑑𝑡
𝑡I
1−𝛼(⋅,⋅)
𝑏 𝑔(𝑡)𝑑𝑡

= 𝑓(𝑡)𝑡I
1−𝛼(⋅,⋅)
𝑏 𝑔(𝑡)

∣∣∣𝑏
𝑎
+

∫ 𝑏

𝑎

𝑓(𝑡)𝑡D
𝛼(⋅,⋅)
𝑏 𝑔(𝑡)𝑑𝑡. □

3.3. A fundamental variational problem of variable fractional order

We consider the problem of extremizing (minimizing or maximizing) a functional

𝒥 [𝑦(⋅)] =
𝑏∫
𝑎

𝐹
(
𝑡, 𝑦(𝑡), 𝑦′(𝑡),𝐶𝑎 D

𝛼(⋅,⋅)
𝑡 𝑦(𝑡), 𝑎I

𝛽(⋅,⋅)
𝑡 𝑦(𝑡)

)
𝑑𝑡 (3.3)

subject to boundary conditions

𝑦(𝑎) = 𝑦𝑎, 𝑦(𝑏) = 𝑦𝑏, (3.4)
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where 𝛼, 𝛽 : [𝑎, 𝑏] × [𝑎, 𝑏] → ℝ are given functions taking values in (0, 1 − 1
𝑛 )

and ( 1𝑛 , 1), respectively, with 𝑛 ∈ ℕ greater or equal than two. For simplicity of
notation, we introduce the operator {⋅, ⋅, ⋅} defined by

{𝑦, 𝛼, 𝛽} (𝑡) =
(
𝑡, 𝑦(𝑡), 𝑦′(𝑡),𝐶𝑎 D

𝛼(⋅,⋅)
𝑡 𝑦(𝑡), 𝑎I

𝛽(⋅,⋅)
𝑡 𝑦(𝑡)

)
.

We assume that 𝐹 ∈ 𝐶1
(
[𝑎, 𝑏]× ℝ4;ℝ

)
; 𝑡 '→ ∂4𝐹 {𝑦, 𝛼, 𝛽} (𝑡) is continuous and

has absolutely continuous integral 𝑡I
1−𝛼(⋅,⋅)
𝑏 and continuous derivative 𝑡D

𝛼(⋅,⋅)
𝑏 ; 𝑡 '→

∂5𝐹 {𝑦, 𝛼, 𝛽} (𝑡) is continuous and has continuous variable order fractional integral
𝑡I
𝛽(⋅,⋅)
𝑏 ; and 𝑡 '→ ∂3𝐹 {𝑦, 𝛼, 𝛽} (𝑡) has continuous usual derivative 𝑑

𝑑𝑡 .

Definition 3.4. A continuously differentiable function 𝑦 ∈ 𝐶1 ([𝑎, 𝑏];ℝ) is said to

be admissible for the variational problem (3.3)–(3.4), if 𝐶𝑎 D
𝛼(⋅,⋅)
𝑡 𝑦 and 𝑎I

𝛽(⋅,⋅)
𝑡 𝑦 ex-

ist and are continuous on the interval [𝑎, 𝑏], and 𝑦 satisfies the given boundary
conditions (3.4).

Theorem 3.5. Let 𝑦 be a solution to problem (3.3)–(3.4). Then, 𝑦 satisfies the
generalized Euler–Lagrange equation

∂2𝐹 {𝑦, 𝛼, 𝛽} (𝑡)− 𝑑

𝑑𝑡
∂3𝐹 {𝑦, 𝛼, 𝛽} (𝑡) + 𝑡I

𝛽(⋅,⋅)
𝑏 ∂5𝐹 {𝑦, 𝛼, 𝛽} (𝑡)

+ 𝑡D
𝛼(⋅,⋅)
𝑏 ∂4𝐹 {𝑦, 𝛼, 𝛽} (𝑡) = 0

(3.5)

for all 𝑡 ∈ [𝑎, 𝑏].

Proof. Suppose that 𝑦 is an extremizer of 𝒥 . Consider the value of 𝒥 at a nearby
function 𝑦(𝑡) = 𝑦(𝑡)+𝜀𝜂(𝑡), where 𝜀 ∈ ℝ is a small parameter and 𝜂 ∈ 𝐶1 ([𝑎, 𝑏];ℝ)

is an arbitrary function satisfying 𝜂(𝑎) = 𝜂(𝑏) = 0 and such that 𝐶𝑎 D
𝛼(⋅,⋅)
𝑡 𝑦(𝑡) and

𝑎I
𝛽(⋅,⋅)
𝑡 𝑦(𝑡) are continuous. Let

𝐽(𝜀) = 𝒥 [𝑦(⋅)] =
∫ 𝑏

𝑎

𝐹 {𝑦, 𝛼, 𝛽} (𝑡)𝑑𝑡.

A necessary condition for 𝑦 to be an extremizer is given by

𝑑𝐽

𝑑𝜀

∣∣∣∣
𝜀=0

= 0 ⇔
𝑏∫
𝑎

(
∂2𝐹 {𝑦, 𝛼, 𝛽} (𝑡) ⋅ 𝜂(𝑡) + ∂3𝐹 {𝑦, 𝛼, 𝛽} (𝑡) 𝑑

𝑑𝑡
𝜂(𝑡)

+ ∂4𝐹 {𝑦, 𝛼, 𝛽} (𝑡)𝐶𝑎 D𝛼(⋅,⋅)𝑡 𝜂(𝑡) + ∂5𝐹 {𝑦, 𝛼, 𝛽} (𝑡) ⋅ 𝑎I𝛽(⋅,⋅)𝑡 𝜂(𝑡)

)
𝑑𝑡 = 0. (3.6)

Using the classical and the generalized fractional integration by parts formulas of
Theorems 3.2 and 3.3, we obtain∫ 𝑏

𝑎

∂3𝐹
𝑑𝜂

𝑑𝑡
𝑑𝑡 = ∂3𝐹𝜂∣𝑏𝑎 −

∫ 𝑏

𝑎

(
𝜂
𝑑

𝑑𝑡
∂3𝐹

)
𝑑𝑡,
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𝑏∫
𝑎

∂4𝐹
𝐶
𝑎 D

𝛼(⋅,⋅)
𝑡 𝜂𝑑𝑡 = 𝜂𝑡I

1−𝛼(⋅,⋅)
𝑏 ∂4𝐹

∣∣∣𝑏
𝑎
+

𝑏∫
𝑎

𝜂𝑡D
𝛼(⋅,⋅)
𝑏 ∂4𝐹𝑑𝑡,

and
𝑏∫
𝑎

∂5𝐹 𝑎I
𝛽(⋅,⋅)
𝑡 𝜂𝑑𝑡 =

𝑏∫
𝑎

𝜂𝑡I
𝛽(⋅,⋅)
𝑏 ∂5𝐹𝑑𝑡.

Because 𝜂(𝑎) = 𝜂(𝑏) = 0, (3.6) simplifies to∫ 𝑏

𝑎

𝜂(𝑡)

(
∂2𝐹 {𝑦, 𝛼, 𝛽} (𝑡)− 𝑑

𝑑𝑡
∂3𝐹 {𝑦, 𝛼, 𝛽} (𝑡) + 𝑡D

𝛼(⋅,⋅)
𝑏 ∂4𝐹 {𝑦, 𝛼, 𝛽} (𝑡)

+ 𝑡I
𝛽(⋅,⋅)
𝑏 ∂5𝐹 {𝑦, 𝛼, 𝛽} (𝑡)

)
𝑑𝑡 = 0.

One obtains (3.5) by the fundamental lemma of the calculus of variations (see,
e.g., [37]). □

4. Illustrative examples

Let 𝛽(𝑡, 𝜏) = 𝛽(𝑡) be a function depending only on variable 𝑡, 1
𝑛 < 𝛽(𝑡) < 1 for all

𝑡 ∈ [𝑎, 𝑏] and a certain 𝑛 ∈ ℕ greater or equal than two, and 𝛾 > −1. We make
use of the identity

𝑎I
𝛽(⋅)
𝑡 (𝑡− 𝑎)𝛾 =

Γ(𝛾 + 1)(𝑡− 𝑎)𝛾+𝛽(𝑡)

Γ(𝛾 + 𝛽(𝑡) + 1)
(4.1)

that one can find in the Samko and Ross paper [35].

Example 1. Let 𝒥 be the functional defined by

𝒥 [𝑦(⋅)] =
𝑏∫
𝑎

√
1 +

Γ(𝛽(𝑡) + 3)

2Γ(3)(𝑡− 𝑎)2+𝛽(𝑡)

(
𝑎I
𝛽(⋅)
𝑡 𝑦(𝑡))

)2

− 𝑎I
𝛽(⋅)
𝑡 𝑦(𝑡) 𝑑𝑡

with endpoint conditions 𝑦(𝑎) = 0 and 𝑦(𝑏) = (𝑏− 𝑎)2. If 𝑦 is an extremizer for 𝒥 ,
then the necessary optimality condition of Theorem 3.5 gives

𝑡I
𝛽(⋅)
𝑏

⎛⎜⎜⎝ Γ(𝛽(𝑡)+3)
Γ(3)(𝑡−𝑎)2+𝛽(𝑡) 𝑎I

𝛽(⋅)
𝑡 𝑦(𝑡)− 1

2

√
1 + Γ(𝛽(𝑡)+3)

2Γ(3)(𝑡−𝑎)2+𝛽(𝑡)

(
𝑎I
𝛽(⋅)
𝑡 𝑦(𝑡)

)2

− 𝑎I
𝛽(⋅)
𝑡 𝑦(𝑡)

⎞⎟⎟⎠ = 0. (4.2)

By identity (4.1), function

𝑦(𝑡) = (𝑡− 𝑎)2 (4.3)

is a solution to the variable order fractional differential equation

𝑎I
𝛽(⋅)
𝑡 𝑦(𝑡) =

Γ(3)(𝑡− 𝑎)2+𝛽(𝑡)

Γ(𝛽(𝑡) + 3)
.
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Therefore, (4.3) is a solution to the Euler–Lagrange equation (4.2) and an extremal
of 𝒥 .

In the next example 𝛼(𝑡, 𝜏) is a function taking values in the set (0, 1− 1
𝑛 ).

Example 2. Consider the following problem:

𝒥 [𝑦(⋅)] =
𝑏∫
𝑎

(
𝐶
𝑎 D

𝛼(⋅,⋅)
𝑡 𝑦(𝑡)

)2

+

(
𝑎I
𝛽(⋅)
𝑡 𝑦(𝑡)− 𝜉(𝑡− 𝜏)𝛽(𝑡)

Γ(𝛽(𝑡) + 1)

)2

𝑑𝑡 −→ min,

𝑦(𝑎) = 𝜉, 𝑦(𝑏) = 𝜉,

for a given real 𝜉. Because 𝒥 [𝑦(⋅)] ≥ 0 for any function 𝑦 and 𝒥 [𝑦(⋅)] = 0 for the
admissible function 𝑦 = 𝜉 (use relation (4.1) for 𝛾 = 0, the linearity of operator

𝑎I
𝛽(⋅)
𝑡 , and the definition of left Caputo derivative of a variable fractional order),

we conclude that 𝑦 is the global minimizer to the problem. It is straightforward to
check that 𝑦 satisfies our variable order fractional Euler–Lagrange equation (3.5).
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Abstract. In this expository article we collect and discuss some recent re-
sults on different consequences of a Sharp Reverse Hölder Inequality for 𝐴∞
weights. For two given operators 𝑇 and 𝑆, we study 𝐿𝑝(𝑤) bounds of Coifman-
Fefferman type:

∥𝑇𝑓∥𝐿𝑝(𝑤) ≤ 𝑐𝑛,𝑤,𝑝∥𝑆𝑓∥𝐿𝑝(𝑤),

that can be understood as a way to control 𝑇 by 𝑆.
We will focus on a quantitative analysis of the constants involved and

show that we can improve classical results regarding the dependence on the
weight 𝑤 in terms of Wilson’s 𝐴∞ constant

[𝑤]𝐴∞ := sup
𝑄

1

𝑤(𝑄)

∫
𝑄

𝑀(𝑤𝜒𝑄).

We will also exhibit recent improvements on the problem of finding sharp
constants for weighted norm inequalities involving several singular operators.
In the same spirit as in [10], we obtain mixed 𝐴1–𝐴∞ estimates for the com-

mutator [𝑏, 𝑇 ] and for its higher-order analogue 𝑇 𝑘𝑏 . A common ingredient
in the proofs presented here is a recent improvement of the Reverse Hölder
Inequality for 𝐴∞ weights involving Wilson’s constant from [10].
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1. Introduction

The purpose of this survey is to exhibit and discuss some recent results involving
improvements in two closely related topics in weight theory: Coifman–Fefferman
type inequalities for weighted 𝐿𝑝 spaces and boundedness of Calderón–Zygmund
(C–Z) operators and their commutators with BMO functions. More generally, we
present several examples of the so-called “Calderón–Zygmund Principle” which
says, essentially, that any C–Z operator is controlled (in some sense) by an adequate
maximal operator. Typically, those inequalities provide control over an operator
𝑇 with some singularity, like a singular integral operator, by means of a “better”
operator 𝑆, like a maximal operator. As a model example of this phenomenon, we
can take the classical Coifman–Fefferman inequality involving a C–Z operator and
the usual Hardy-Littlewood maximal function 𝑀 (see [5], [6]). Throughout this
paper, we will denote 𝐿𝑝(ℝ𝑛, 𝑤) as 𝐿𝑝(𝑤). As usual, for 1 < 𝑝 < ∞, we will denote
with 𝑝′ the dual index of 𝑝, defined by the equation 1

𝑝 +
1
𝑝′ = 1.

Theorem 1.1 (Coifman–Fefferman). For any weight 𝑤 in the Muckenhoupt class
𝐴∞, the following norm inequality holds:

∥𝑇𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑀𝑓∥𝐿𝑝(𝑤), (1.1)

where 0 < 𝑝 < ∞ and 𝑐 = 𝑐𝑛,𝑤,𝑝 is a positive constant depending on the dimension
𝑛, the exponent 𝑝 and on the weight 𝑤.

Let us recall that a weight 𝑤 is a non-negative measurable function. Such a
function 𝑤 belongs to the Muckenhoupt class 𝐴𝑝, 1 < 𝑝 < ∞ if

[𝑤]𝐴𝑝 := sup
𝑄

(
1

∣𝑄∣
∫
𝑄

𝑤(𝑦) 𝑑𝑦

) (
1

∣𝑄∣
∫
𝑄

𝑤(𝑦)1−𝑝
′
𝑑𝑦

)𝑝−1
< ∞,

where the supremum is taken over all the cubes in ℝ𝑛. This number is called the
𝐴𝑝 constant or characteristic of the weight 𝑤. For 𝑝 = 1, the condition is that
there exists a constant 𝑐 > 0 such that the Hardy–Littlewood maximal function
𝑀 satisfies the bound

𝑀𝑤(𝑥) ≤ 𝑐𝑤(𝑥) a.e. 𝑥 ∈ ℝ𝑛.

In that case, [𝑤]𝐴1 will denote the smallest of these constants. Since the 𝐴𝑝 classes
are increasing with respect to 𝑝, we can define the 𝐴∞ class in the natural way by

𝐴∞ :=
∪
𝑝>1

𝐴𝑝.

For any weight in this larger class, the 𝐴∞ constant can be defined as follows:

∥𝑤∥𝐴∞ := sup
𝑄

( 1

∣𝑄∣
∫
𝑄

𝑤
)
exp

( 1

∣𝑄∣
∫
𝑄

log𝑤−1
)
.

This constant was introduced by Hruščev [9] (see also [8]) and has been the
standard 𝐴∞ constant until very recently when a “new” 𝐴∞ constant was found
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to be better suited. This new constant is defined as

[𝑤]𝐴∞ := sup
𝑄

1

𝑤(𝑄)

∫
𝑄

𝑀(𝑤𝜒𝑄).

However, this constant was introduced by M. Wilson a long time ago (see [26,
27, 28]) with a different notation. This constant is more relevant since there are
examples of weights 𝑤 ∈ 𝐴∞ so that [𝑤]𝐴∞ is much smaller than ∥𝑤∥𝐴∞ . Indeed,
first it can be shown that

𝑐𝑛 [𝑤]𝐴∞ ≤ ∥𝑤∥𝐴∞ ≤ [𝑤]𝐴𝑝 , 1 < 𝑝 < ∞, (1.2)

where 𝑐𝑛 is a constant depending only on the dimension. The first inequality is the
only nontrivial part and can be found in [10] where a more interesting fact is also
shown, namely that this inequality can be strict. More precisely, the authors exhibit
a family of weights {𝑤𝑡} such that [𝑤𝑡]𝐴∞ ≤ 4 log(𝑡) and ∥𝑤𝑡∥𝐴∞ ∼ 𝑡/ log(𝑡) for
𝑡 ≫ 1.

It should be mentioned that this constant has also been used by Lerner [14,
Section 5.5] (see also [12]) where the term “𝐴∞ constant” was coined.

Going back to Theorem 1.1, we can see that the result is, in the way that
it is stated, a qualitative result. It says that the maximal operator 𝑀 acts as a
“control operator” for C–Z operators, but the dependence of the constant 𝑐 on
both 𝑤 and 𝑝 is not precise enough for some applications. For instance, let us
mention that a precise knowledge of the behavior of this constant was crucial in
the proof of the following theorems from [16] where the authors address a problem
due to Muckenhoupt and Wheeden.

Theorem 1.2. Let 𝑇 be a C–Z operator and let 1 < 𝑝 < ∞. Let 𝑤 be a weight in
𝐴1. Then

∥𝑇 ∥𝐿𝑝(𝑤) ≤ 𝑐 𝑝𝑝′ [𝑤]𝐴1 ,

where 𝑐 = 𝑐𝑛,𝑇 .

As an application of this result, the following sharp endpoint estimate can
be proven.

Theorem 1.3. Let 𝑇 be a C–Z operator. Let 𝑤 be a weight in 𝐴1. Then

∥𝑇 ∥𝐿1,∞(𝑤) ≤ 𝑐 [𝑤]𝐴1(1 + log[𝑤]𝐴1 ),

where 𝑐 = 𝑐𝑛,𝑇 .

An important point in the proof of these theorems was the use of a special
instance of (1.1) with a gain in the constant 𝑐𝑛,𝑤,𝑝. To be more precise the following
𝐿1 estimate was needed:

∥𝑇𝑓∥𝐿1(𝑤) ≤ 𝑐𝑛,𝑇 [𝑤]𝐴𝑞 ∥𝑀𝑓∥𝐿1(𝑤) 𝑤 ∈ 𝐴𝑞 (1.3)

where there is an improvement in the constant appearing in (1.1), because 𝑐𝑛,𝑇 is
a structural constant.
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The same kind of qualitative and quantitative Coifman–Fefferman type re-
sults are known or can be proved for a variety of singular operators, namely com-
mutators of C–Z operators with BMO functions, vector-valued extensions and
square functions. In addition, there are also weak type estimates. In that direc-
tion, there is also a notion of singularity that can be assigned to these operators.
Roughly, these commutators are “more singular” than C–Z operators, and these
are “more singular” than, for example, square functions. This notion of singularity
is reflected in the kind of maximal operators involved in the norm inequalities. For
the commutator, we have from [24] (see also [23]) that, for any weight 𝑤 ∈ 𝐴∞,

∥[𝑏, 𝑇 ]𝑓∥𝐿𝑝(𝑤) ≤ 𝑐𝑛,𝑤,𝑝 ∥𝑏∥𝐵𝑀𝑂∥𝑀2𝑓∥𝐿𝑝(𝑤),
where 𝑀2 = 𝑀 ∘𝑀 . This result is sharp on the BMO norm of 𝑏 but not on the
weight 𝑤. More generally, for the iterated commutator 𝑇 𝑘𝑏 , the control operator
is 𝑀𝑘+1. We will show that in this case the constant depends on a (𝑘 + 1)th
power of [𝑤]𝐴∞ . Therefore, as our first main purpose, we will show how to obtain
the above-mentioned Coifman–Fefferman type inequalities involving Wilson’s 𝐴∞
constant [𝑤]𝐴∞ , which is, in light of the chain of inequalities (1.2), the good one.

We will also address the problem of finding sharp operator bounds for a vari-
ety of singular operators. The improvement here will be reflected in a mixed bound
in terms of the 𝐴1 and 𝐴∞ constant of the weight 𝑤 ∈ 𝐴1. This approach is taken
from [10], where the authors prove a new sharp Reverse Hölder Inequality (RHI)
for 𝐴∞ weights with the novelty of involving Wilson’s constant. It is important to
note that this RHI for 𝐴𝑞 weights, 1 ≤ 𝑞 ≤ ∞, was already known. Moreover, the
same proof as in the case of 𝐴1, which can be found in [15] with minor modifica-
tions, also works for 𝐴∞ weights but with the “older” ∥𝑤∥𝐴∞ constant. However,
the proof of the same property for Wilson’s constant [𝑤]𝐴∞ is more difficult and
requires a different approach.

Recall that if 𝑤 ∈ 𝐴𝑝 there are constants 𝑟 > 1 and 𝑐 ≥ 1 such that for any
cube 𝑄, the RHI holds: (

1

∣𝑄∣
∫
𝑄

𝑤𝑟𝑑𝑥

)1/𝑟

≤ 𝑐

∣𝑄∣
∫
𝑄

𝑤. (1.4)

In the standard proofs both constants 𝑐, 𝑟 depend upon the 𝐴𝑝 constant of the
weight. A more precise version of (1.4) is the following result that can be found,
for instance, in [21].

Lemma 1.4. Let 𝑤 ∈ 𝐴𝑝, 1 < 𝑝 < ∞ and let

𝑟𝑤 = 1 +
1

22𝑝+𝑛+1[𝑤]𝐴𝑝

.

Then for any cube 𝑄, (
1

∣𝑄∣
∫
𝑄

𝑤𝑟𝑤𝑑𝑥

)1/𝑟𝑤

≤ 2

∣𝑄∣
∫
𝑄

𝑤.
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Here we present the new result of T. Hytönen and the second author (see
[10]). This sharper version of the RHI plays a central role in the proofs of all the
results presented in this article.

Theorem 1.5 (A new sharp reverse Hölder inequality). Define 𝑟𝑤 := 1+
1

𝜏𝑛 [𝑤]𝐴∞
,

where 𝜏𝑛 is a dimensional constant that we may take to be 𝜏𝑛 = 211+𝑛. Note that
𝑟′𝑤 ≈ [𝑤]𝐴∞ .

a) If 𝑤 ∈ 𝐴∞, then (
1

∣𝑄∣
∫
𝑄

𝑤𝑟𝑤
)1/𝑟𝑤

≤ 2
1

∣𝑄∣
∫
𝑄

𝑤.

b) Furthermore, the result is optimal up to a dimensional factor: There exists a
dimensional constant 𝑐 = 𝑐𝑛 such that, if a weight 𝑤 satisfies the RHI, i.e.,
there exists a constant 𝐾 such that(

1

∣𝑄∣
∫
𝑄

𝑤𝑟
)1/𝑟

≤ 𝐾
1

∣𝑄∣
∫
𝑄

𝑤,

for all cubes 𝑄, then [𝑤]𝐴∞ ≤ 𝑐𝑛𝐾 𝑟′.

Among other important results, in [10] the authors derive mixed 𝐴1–𝐴∞ type
results of A. Lerner, S. Ombrosi and the second author in [16] of the form:

∥𝑇𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 𝑝𝑝′ [𝑤]1/𝑝𝐴1
[𝑤]

1/𝑝′

𝐴∞ , 𝑤 ∈ 𝐴1, 1 < 𝑝 < ∞,

which is an improvement of Theorem 1.2. They also derive weak type estimates
like

∥𝑇𝑓∥𝐿1,∞(𝑤) ≤ 𝑐[𝑤]𝐴1 log(𝑒+ [𝑤]𝐴∞)∥𝑓∥𝐿1(𝑤).

As another main purpose in the present work, we will show how to extend this
results on mixed 𝐴1–𝐴∞ bounds to the case of the commutator and its higher-order
analogue. The analogues of Theorem 1.2 and Theorem 1.3 for the commutators
we consider were already proved by the first author in [18]:

Theorem 1.6 (Quadratic 𝑨1 bound for commutators). Let 𝑇 be a Calderón–
Zygmund operator and let 𝑏 be in 𝐵𝑀𝑂. Also let 1 < 𝑝, 𝑟 < ∞. Then there
exists a constant 𝑐 = 𝑐𝑛,𝑇 such that for any weight 𝑤, the following inequality
holds

∥[𝑏, 𝑇 ]𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑏∥𝐵𝑀𝑂 (𝑝𝑝′)2 (𝑟′)1+
1
𝑝′ ∥𝑓∥𝐿𝑝(𝑀𝑟𝑤). (1.5)

In particular if 𝑤 ∈ 𝐴1, we have

∥[𝑏, 𝑇 ]𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑏∥𝐵𝑀𝑂(𝑝𝑝
′)2[𝑤]2𝐴1

∥𝑓∥𝐿𝑝(𝑀𝑟𝑤). (1.6)

Furthermore this result is sharp in both 𝑝 and the exponent of [𝑤]𝐴1 .
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Theorem 1.7. Let 𝑇 and 𝑏 as above. Then there exists a constant 𝑐 = 𝑐𝑛,𝑇 such
that for any weight

𝑤({𝑥 ∈ ℝ𝑛 : ∣[𝑏, 𝑇 ]𝑓(𝑥)∣ > 𝜆}) ≤ 𝑐 (𝑝𝑝′)2𝑝(𝑟′)2𝑝−1
∫
ℝ𝑛

Φ

(
∥𝑏∥𝐵𝑀𝑂

∣𝑓 ∣
𝜆

)
𝑀𝑟𝑤𝑑𝑥,

(1.7)
where Φ(𝑡) = 𝑡(1 + log+ 𝑡).

As a consequence, if 𝑤 ∈ 𝐴1

𝑤({𝑥 ∈ ℝ𝑛 : ∣[𝑏, 𝑇 ]𝑓(𝑥)∣ > 𝜆}) ≤ 𝑐Φ([𝑤]𝐴1 )
2

∫
ℝ𝑛

Φ

( ∣𝑓(𝑥)∣
𝜆

)
𝑤(𝑥) 𝑑𝑥 (1.8)

where Φ(𝑡) = 𝑡(1 + log+ 𝑡).

In this article we present an improvement of these theorems in terms of mixed
𝐴1–𝐴∞ norms for the commutator and for its iterations, proved by the first author
in her dissertation (2011). For any 𝑘 ∈ ℕ, the 𝑘th iterated commutator 𝑇 𝑘𝑏 of a
BMO function 𝑏 and a C–Z operator 𝑇 is defined by

𝑇 𝑘𝑏 := [𝑏, 𝑇 𝑘−1𝑏 ].

This paper is organized as follows. In Section 2 we formulate the precise
statements of the results announced in the introduction. In Section 3 we present
some background and auxiliary results for the proofs and finally, in Section 4, we
describe the main features of the proofs.

2. Main results

In this section we will present the precise statements of the results discussed in
the introduction. First, we present several Coifman–Fefferman inequalities for a
variety of singular operators. Our purpose is to emphasize that there is a notion
of order of singularity that allows us to distinguish them. This higher or lower
singularity can be seen in the power of the maximal functions involved and also
in the dependence of the constant of the weight. Next, we present our results on
strong and weak norm inequalities for commutator and for its iterations. In this
latter case, we study in detail how the iterations affects on each part of the weight,
namely the 𝐴1 and the 𝐴∞ fractions of the constant.

2.1. Coifman–Fefferman inequalities

Theorem 2.1 (C–Z operators). Let 𝑇 be a C–Z operator and let 𝑤 ∈ 𝐴∞. Then
there is constant 𝑐 = 𝑐𝑛,𝑇 such that, for any 0 < 𝑝 < ∞,

∥𝑇𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 max{1, 𝑝}[𝑤]𝐴∞∥𝑀𝑓∥𝐿𝑝(𝑤)
whenever 𝑓 is a function satisfying the condition ∣{𝑥 : ∣𝑇𝑓(𝑥)∣ > 𝑡}∣ < ∞ for all
𝑡 > 0.
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We need some additional notation for the following theorem. Let 1 < 𝑞 < ∞
and define, for any sequence of functions 𝑓 = {𝑓𝑗}𝑗∈ℕ, ∣𝑓 ∣𝑞 :=

(∑
𝑗 ∣𝑓𝑗 ∣𝑞

) 1
𝑞

. Also

define, for a C–Z operator 𝑇 , the vector-valued extension 𝑇𝑓 = {𝑇𝑓𝑗}𝑗∈ℕ.
Theorem 2.2 (C–Z operators – vector-valued extensions). Let 𝑇 be a C–Z operator
and let 𝑤 ∈ 𝐴∞. Then there is constant 𝑐 = 𝑐𝑛,𝑇 such that, for any 0 < 𝑝 < ∞,
1 < 𝑞 < ∞ and for any sequence of compactly supported functions {𝑓𝑗}𝑗∈ℕ,∥∥∣𝑇𝑓 ∣𝑞∥∥𝐿𝑝(𝑤) ≤ 𝑐max{1, 𝑝}[𝑤]𝐴∞ ∥𝑀 (∣𝑓 ∣𝑞)∥𝐿𝑝(𝑤) .

We also have the following result on multilinear C–Z operators. For the precise
definitions and properties, see [17]. Let 𝑇 be an 𝑚-linear C–Z operator acting on a

vector 𝑓 of 𝑚 functions 𝑓 = (𝑓1, . . . , 𝑓𝑚). Define also the maximal function ℳ by

ℳ(𝑓 )(𝑥) = sup
𝑄∋𝑥

𝑚∏
𝑖=1

1

∣𝑄∣
∫
𝑄

∣𝑓𝑖(𝑦𝑖)∣ 𝑑𝑦𝑖.

The following theorem is a refinement of [17, Corollary 3.8].

Theorem 2.3 (Multilinear C–Z operators). Let 𝑇 be an 𝑚-linear C–Z operator, let
𝑤 ∈ 𝐴∞ and let 𝑝 > 0. Then there exists a constant 𝑐 = 𝑐𝑛,𝑚,𝑇 such that

∥𝑇 (𝑓 )∥𝐿𝑝(𝑤) ≤ 𝑐 max{1, 𝑝}[𝑤]𝐴∞∥ℳ(𝑓 )∥𝐿𝑝(𝑤),
whenever 𝑓 is a vector of compactly supported functions.

Theorem 2.4 (Commutators). Let 𝑇 be a C–Z operator, 𝑏 ∈ 𝐵𝑀𝑂 and let 𝑤 ∈ 𝐴∞.
Then there is a constant 𝑐 = 𝑐𝑛,𝑇 such that for 0 < 𝑝 < ∞,

∥[𝑏, 𝑇 ]∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑏∥𝐵𝑀𝑂max{1, 𝑝2}[𝑤]2𝐴∞∥𝑀2𝑓∥𝐿𝑝(𝑤)
More generally, we have the following result for the iterated commutator.

Theorem 2.5 (𝒌th iterated commutator). Let 𝑇 be a C–Z operator, 𝑏 ∈ 𝐵𝑀𝑂 and
let 𝑤 ∈ 𝐴∞. For the 𝑘th (𝑘 ≥ 2) commutator 𝑇 𝑘𝑏 , there is a constant 𝑐 = 𝑐𝑛,𝑇 such
that, for 0 < 𝑝 < ∞,

∥𝑇 𝑘𝑏 𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 2𝑘max{1, 𝑝𝑘+1}[𝑤]𝑘+1
𝐴∞ ∥𝑏∥𝑘𝐵𝑀𝑂∥𝑀𝑘+1𝑓∥𝐿𝑝(𝑤).

2.2. Mixed 𝑨1–𝑨∞ strong and weak norm inequalities for commutators

Theorem 2.6. Let 𝑇 be a C–Z operator, 𝑏 ∈ 𝐵𝑀𝑂 and let 1 < 𝑝 < ∞. Then there
is a constant 𝑐 = 𝑐𝑛,𝑇 such that, for any 𝑤 ∈ 𝐴1,

∥[𝑏, 𝑇 ]∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑏∥𝐵𝑀𝑂(𝑝𝑝
′)2[𝑤]1/𝑝𝐴1

[𝑤]
1+1/𝑝′

𝐴∞ .

Theorem 2.7. Let 𝑇 and 𝑏 as above. Then there exists a constant 𝑐 = 𝑐𝑛,𝑇 such
that for any weight 𝑤 ∈ 𝐴1

𝑤({𝑥 ∈ ℝ𝑛 : ∣[𝑏, 𝑇 ]𝑓 ∣ > 𝜆}) ≤ 𝑐 𝛽

∫
ℝ𝑛

Φ

(
∥𝑏∥𝐵𝑀𝑂

∣𝑓 ∣
𝜆

)
𝑤(𝑥)𝑑𝑥,

where 𝛽 = [𝑤]𝐴1 [𝑤]𝐴∞(1 + log+[𝑤]𝐴∞)2 and Φ(𝑡) = 𝑡(1 + log+ 𝑡).
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More generally, we have the following generalization for the 𝑘th iterated
commutator.

Theorem 2.8. Let 𝑇 be a C–Z operator, 𝑏 ∈ 𝐵𝑀𝑂 and 1 < 𝑝, 𝑟 < ∞. Consider the
higher-order commutators 𝑇 𝑘𝑏 , 𝑘 = 1, 2, . . . . Then there exists a constant 𝑐 = 𝑐𝑛,𝑇
such that for any weight 𝑤 the following inequality holds

∥𝑇 𝑘𝑏 𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑏∥𝑘𝐵𝑀𝑂 (𝑝𝑝′)𝑘+1
(𝑟′)𝑘+1/𝑝′ ∥𝑓∥𝐿𝑝(𝑀𝑟𝑤). (2.1)

In particular if 𝑤 ∈ 𝐴1, we have that

∥𝑇 𝑘𝑏 ∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑏∥𝑘𝐵𝑀𝑂(𝑝𝑝
′)𝑘+1[𝑤]

1/𝑝
𝐴1

[𝑤]
𝑘+1/𝑝′

𝐴∞ .

Theorem 2.9. Let 𝑇 and 𝑏 as above, and let 1 < 𝑝, 𝑟 < ∞. Then there exists a
constant 𝑐 = 𝑐𝑛,𝑇 such that for any 𝑤

𝑤({𝑥 ∈ ℝ𝑛 : ∣𝑇 𝑘𝑏 𝑓 ∣ > 𝜆}) ≤ 𝑐 (𝑝𝑝′)(𝑘+1)𝑝(𝑟′)(𝑘+1)𝑝−1
∫
ℝ𝑛

Φ

(
∥𝑏∥𝐵𝑀𝑂

∣𝑓 ∣
𝜆

)
𝑀𝑟𝑤 𝑑𝑥,

(2.2)
where Φ(𝑡) = 𝑡(1 + log+ 𝑡)𝑘.

If 𝑤 ∈ 𝐴1 we obtain that

𝑤({𝑥 ∈ ℝ𝑛 : ∣𝑇 𝑘𝑏 𝑓(𝑥)∣ > 𝜆}) ≤ 𝑐𝑛 𝛽

∫
ℝ𝑛

Φ

(
∥𝑏∥𝐵𝑀𝑂

∣𝑓(𝑥)∣
𝜆

)
𝑤(𝑥)𝑑𝑥,

where 𝛽 = [𝑤]𝐴1 [𝑤]
𝑘
𝐴∞(1 + log+[𝑤]𝐴∞)𝑘+1 and Φ(𝑡) = 𝑡(1 + log+ 𝑡)𝑘.

3. Background and preliminaries

3.1. Rearrangement type estimates

In this section we present an important tool based on rearrangements of functions.
The main lemma is the following about the control of 𝐿𝑝 norms by a sharp maximal
function. We start by recalling some standard definitions. Given a locally integrable
function 𝑓 on ℝ𝑛, the Hardy–Littlewood maximal operator 𝑀 is defined by

𝑀𝑓(𝑥) = sup
𝑄∋𝑥

1

∣𝑄∣
∫
𝑄

𝑓(𝑦), 𝑑𝑦,

where the supremum is taken over all cubes 𝑄 containing the point 𝑥. We will also
use the following operator:

𝑀𝛿𝑓(𝑥) = (𝑀(∣𝑓 ∣𝛿)(𝑥))1/𝛿 , 𝛿 > 0.

Recall that the Fefferman–Stein sharp maximal function is defined as

𝑀#(𝑓)(𝑥) = sup
𝑄∋𝑥

1

∣𝑄∣
∫
𝑄

∣𝑓(𝑦)− 𝑓𝑄∣ 𝑑𝑦,

where

𝑓𝑄 =
1

∣𝑄∣
∫
𝑄

𝑓(𝑦) 𝑑𝑦.
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If we only consider dyadic cubes, we obtain the dyadic sharp maximal func-
tion, denoted by 𝑀#,𝑑.

Define also, for 0 < 𝛿 < 1,

𝑀#
𝛿 𝑓(𝑥) = 𝑀#(∣𝑓 ∣𝛿)(𝑥)1/𝛿.

and

𝑀#,𝑑
𝛿 𝑓(𝑥) = 𝑀#,𝑑(∣𝑓 ∣𝛿)(𝑥)1/𝛿 .

Lemma 3.1. Let 0 < 𝑝 < ∞, 0 < 𝛿 < 1 and let 𝑤 ∈ 𝐴∞. Then

∥𝑓∥𝐿𝑝(𝑤) ≤ 𝑐max{1, 𝑝}[𝑤]𝐴∞ ∥𝑀#,𝑑
𝛿 (𝑓)∥𝐿𝑝(𝑤) (3.1)

for any function 𝑓 such that ∣{𝑥 : ∣𝑓(𝑥)∣ > 𝑡}∣ < ∞ for all 𝑡 > 0.

The proof of Lemma 3.1 will follow from an analogous inequality for the non-

increasing rearrangements of 𝑓 and 𝑀#,𝑑
𝛿 with respect to the weight 𝑤. Recall

that the non-increasing rearrangement 𝑓∗𝑤 of a measurable function 𝑓 with respect
to a weight 𝑤 is defined by

𝑓∗𝑤(𝑡) = inf
{
𝜆 > 0 : 𝑤𝑓 (𝜆) < 𝑡

}
, 𝑡 > 0,

where

𝑤𝑓 (𝜆) = 𝑤({𝑥 ∈ ℝ𝑛 : ∣𝑓(𝑥)∣ > 𝜆}), 𝜆 > 0,

is the distribution function of 𝑓 associated to 𝑤. An important fact is that∫
ℝ𝑛

∣𝑓 ∣𝑝 𝑤𝑑𝑥 =

∫ ∞

0

𝑓∗𝑤(𝑡)
𝑝 𝑑𝑡.

The key rearrangement lemma is the following.

Lemma 3.2. Let and 𝑤 ∈ 𝐴∞, 0 < 𝛿 < 1 and 0 < 𝛾 < 1. There is a constant
𝑐 = 𝑐𝑛,𝛾,𝛿, such that for any measurable function:

𝑓∗𝑤(𝑡) ≤ 𝑐[𝑤]𝐴∞
(
𝑀#,𝑑
𝛿 𝑓

)∗
𝑤
(𝛾 𝑡) + 𝑓∗𝑤(2𝑡) 𝑡 > 0. (3.2)

This sort of estimates goes back to the work of R. Bagby and D. Kurtz in the
middle of the 80s (see [2] and [3]). The proof of Lemma 3.2 can be found in [21] but
with 𝐴𝑞 instead of 𝐴∞ weights. This improvement to 𝐴∞ weights and, moreover,
with the smaller [𝑤]∞ constant, is a consequence of the sharp RHI for 𝐴∞ weights
from [10]. We will sketch the proof in the next section. With this lemma, we can
prove Lemma 3.1. If we iterate (3.2) we have:

𝑓∗𝑤(𝑡) ≤ 𝑐 [𝑤]𝐴∞

∞∑
𝑘=0

(𝑀#
𝛿 𝑓)∗𝑤(2

𝑘𝛾𝑡) + 𝑓∗𝑤(+∞)

≤ [𝑤]𝐴∞

log 2

∫ ∞

𝑡𝛾/2

(𝑀#
𝛿 𝑓)∗𝑤(𝑠)

𝑑𝑠

𝑠
+ 𝑓∗𝑤(+∞).

Hence if we assume that

𝑓∗𝑤(+∞) = 0,
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the inequality we obtain is

𝑓∗𝑤(𝑡) ≤ 𝑐 [𝑤]𝐴∞

∫ ∞

𝑡𝛾/2

(𝑀#
𝛿 𝑓)∗𝑤(𝑠)

𝑑𝑠

𝑠
.

We continue using the Hardy operator. Recall that if 𝑓 : (0,∞) → [0,∞)

𝐴𝑓(𝑥) =
1

𝑥

∫ 𝑥

0

𝑓(𝑡)𝑑𝑡, 𝑥 > 0

is called the Hardy operator. The dual operator is given by

𝑆𝑓(𝑥) =

∫ ∞

𝑥

𝑓(𝑠)
𝑑𝑠

𝑠
.

Hence the above estimate can be expressed as:

𝑓∗𝑤(𝑡) ≤ 𝑐 [𝑤]𝐴∞ 𝑆((𝑀#
𝛿 𝑓)∗𝑤)(𝑡𝛾/2).

Finally since it is well known that these operators are bounded on 𝐿𝑝(0,∞)
and furthermore, it is known that if 𝑝 ≥ 1, then ∥𝑆∥𝐿𝑝(0,∞) = 𝑝, we have that

∥𝑓∥𝐿𝑝(𝑤) = ∥𝑓∗𝑤∥𝐿𝑝(0,∞)

≤ 𝑐 [𝑤]𝐴∞ ∥𝑆((𝑀#
𝛿 𝑓)∗𝑤)∥𝐿𝑝(0,∞)

≤ 𝑐 𝑝 [𝑤]𝐴∞ ∥(𝑀#
𝛿 𝑓)∗𝑤∥𝐿𝑝(0,∞)

= 𝑐 𝑝 [𝑤]𝐴∞ ∥𝑀#
𝛿 𝑓∥𝐿𝑝(𝑤).

This concludes the strong estimate in the case 𝑝 ≥ 1. For 0 < 𝑝 < 1, use the
triangle inequality and 𝐿1 boundedness of the operator 𝑆 (we get no 𝑝 here, so we
just get max{1, 𝑝} for general 𝑝). This concludes the proof of Lemma 3.1.

3.2. Pointwise inequalities

Once we have the result of the previous subsection, i.e., the Fefferman–Stein in-

equality involving 𝑀#,𝑑
𝛿 with a sharp dependence on the weight, we can then

deduce sharp Coifman–Fefferman weighted inequalities for any pair of operators
𝑇 and 𝑆 satisfying a pointwise inequality like

𝑀#
𝛿 (𝑇𝑓)(𝑥) ≤ 𝑐𝛿𝑆𝑓(𝑥) a.e. 𝑥 ∈ ℝ𝑛.

We will elaborate on this in the next section. Here we want to collect those
inequalities that involve the operators under study (we refer the interested reader
to [7, Chapter 9] for a deeper treatment of this subject). The inequalities that are
going to be used are:

∙ For 0 < 𝛿 < 1 and 𝑇 any C–Z operator (see [1]),

𝑀#
𝛿 (𝑇𝑓)(𝑥) ≤ 𝑐𝛿𝑀𝑓(𝑥). (3.3)

∙ We have the following vector-valued extension from [25]: Let 1 < 𝑞 < ∞ and
0 < 𝛿 < 1. Let 𝑇 be a C–Z operator and consider the vector-valued extension
𝑇 . There exists a constant 𝑐𝛿 such that

𝑀#
𝛿

(∣𝑇𝑓 ∣𝑞) (𝑥) ≤ 𝑐𝛿𝑀(∣𝑓 ∣𝑞)(𝑥).



Improving Bounds for Singular Operators via RHI for 𝐴∞ 313

∙ We also have a pointwise inequality for multilinear C–Z operators. Let 𝑇 be

an 𝑚-linear C–Z operator. Then for all 𝑓 in any product of 𝐿𝑞𝑗 (ℝ𝑛) spaces,
with 1 ≤ 𝑞𝑗 < ∞,

𝑀#
𝛿 (𝑇 (𝑓 ))(𝑥) ≤ 𝑐𝛿ℳ(𝑓 )(𝑥) for 0 < 𝛿 < 1/𝑚.

∙ The following result is from [18]. If 0 < 𝛿 < 𝜀 < 1, there is a constant 𝑐 = 𝑐𝜀,𝛿
such that

𝑀#,𝑑
𝛿 (𝑀𝑑

𝜀 (𝑓))(𝑥) ≤ 𝑐𝑀#,𝑑
𝜀 𝑓(𝑥).

What we really need, for the proof of the Coifman–Fefferman inequality in
the case of the commutator, is a consequence of this inequality, which is a
subtle improvement of Lemma 3.1: for 0 < 𝑝 < ∞ and 0 < 𝛿 < 1,

∥𝑀𝑑
𝛿 𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 max{1, 𝑝}[𝑤]𝐴∞ ∥𝑀#,𝑑

𝛿 (𝑓)∥𝐿𝑝(𝑤). (3.4)

∙ Another related and very important pointwise inequality for iterated com-
mutators is the following result from [24]. For each 𝑏 ∈ 𝐵𝑀𝑂, 0 < 𝛿 < 𝜀 < 1,
there exists 𝑐 = 𝑐𝛿,𝜀 such that, for all smooth functions 𝑓 , we have that

𝑀#
𝛿 (𝑇

𝑘
𝑏 𝑓)(𝑥) ≤ 𝑐 ∥𝑏∥𝐵𝑀𝑂

𝑘−1∑
𝑗=0

𝑀𝑑
𝜀 (𝑇

𝑗
𝑏 𝑓)(𝑥) + ∥𝑏∥𝑘𝐵𝑀𝑂𝑀

𝑘+1𝑓(𝑥). (3.5)

3.3. Building 𝑨1 weights from duality

The following lemma gives a way to produce 𝐴1 weights with special control on
the constant. It is based on the so-called Rubio de Francia iteration scheme or
algorithm.

Lemma 3.3. [16] Let 1 < 𝑠 < ∞, and let 𝑣 be a weight. Then, there exists a non-
negative sublinear operator 𝑅 bounded in 𝐿𝑠(𝑣) satisfying the following properties:

(i) ℎ ≤ 𝑅(ℎ);
(ii) ∥𝑅ℎ∥𝐿𝑠(𝑣) ≤ 2∥ℎ∥𝐿𝑠(𝑣);
(iii) 𝑅ℎ𝑣1/𝑠 ∈ 𝐴1 with [𝑅ℎ𝑣1/𝑠]𝐴1 ≤ 𝑐𝑠′.

4. About the proofs

4.1. Coifman–Fefferman inequalities

We begin this section with a brief description of how to obtain Coifman–Fefferman
inequalities for all the operators presented in the previous section. These inequali-
ties will follow from a general scheme involving pointwise control of the singular op-
erator by an appropriate maximal function and the key inequality from Lemma 3.1.
Suppose that we have, for a pair of operators 𝑇 and 𝑆, a pointwise inequality like

𝑀#
𝛿 (𝑇𝑓)(𝑥) ≤ 𝑐𝛿 𝑆𝑓(𝑥) a.e. 𝑥 ∈ ℝ𝑛.
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Then, for any 𝑓 such that ∣{𝑥 : ∣𝑇𝑓(𝑥)∣ > 𝑡}∣ < ∞ for all 𝑡 > 0 and any 𝑤 ∈ 𝐴∞,
we have that

∥𝑇 (𝑓)∥𝐿𝑝(𝑤) ≤ 𝑐 max{1, 𝑝}[𝑤]𝐴∞ ∥𝑀#,𝑑
𝛿 (𝑇 (𝑓))∥𝐿𝑝(𝑤)

≤ 𝑐𝛿 max{1, 𝑝}[𝑤]𝐴∞ ∥𝑆(𝑓)∥𝐿𝑝(𝑤).
This argument completes the proof of Theorem 2.1, Theorem 2.2 and Theorem 2.3.

For the case of the commutator and its iterations, we need an extra step for
each iteration. More precisely, for the commutator we have the following estimate.
Let 𝑤 be any 𝐴∞ weight and let 𝑝 > 0. For 0 < 𝜀 < 𝛿 < 1, we have that

∥[𝑏, 𝑇 ]𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 max{1, 𝑝}[𝑤]𝐴∞ ∥𝑀#,𝑑
𝜀 ([𝑏, 𝑇 ]𝑓)∥𝐿𝑝(𝑤)

≤ 𝑐 max{1, 𝑝}[𝑤]𝐴∞∥𝑏∥𝐵𝑀𝑂

(∥𝑀𝑑
𝛿 (𝑇𝑓)∥𝐿𝑝(𝑤) + ∥𝑀2𝑓∥𝐿𝑝(𝑤)

)
.

We start with (3.1) applied to [𝑏, 𝑇 ]𝑓 , and then we use (3.5). Now we can combine
(3.4) with (3.3) to control the first term and therefore obtain that

∥[𝑏, 𝑇 ]𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑏∥𝐵𝑀𝑂max{1, 𝑝2}[𝑤]2𝐴∞∥𝑏∥𝐵𝑀𝑂∥𝑀2𝑓∥𝐿𝑝(𝑤).
This final estimate follows from the fact that [𝑤]𝐴∞ ≥ 1 and by dominating 𝑀
by 𝑀2. For the iterated commutator, we proceed in the same way as before. The
relevant inequality, which can be easily proved by induction, is contained in the
following lemma.

Lemma 4.1. Let 0 < 𝛿 < 1. Then there exists 𝜂 such that 0 < 𝛿 < 𝜂 < 1 and a
universal constant 𝑐 > 0 such that

∥𝑀#,𝑑
𝜀 (𝑇 𝑘𝑏 𝑓)∥𝐿𝑝(𝑤) ≤ 2𝑘 𝑐 max{1, 𝑝}∥𝑏∥𝐵𝑀𝑂∥𝑀𝑘+1

𝜂 𝑓∥𝐿𝑝(𝑤).
Following the preceding scheme and applying this lemma, we obtain the result

stated in Theorem 2.5. This will conclude the proofs of all the announced Coifman–
Fefferman inequalities, if we prove the essential inequality (3.2). In fact, it is in
this inequality where the improvement on the dependence on the weight appears.
We will present here a sketch of the proof from [21]. The idea is to show that the
key ingredient for the improvement is an exponential decay lemma and the new
Reverse Hölder Property for 𝐴∞ weights.

4.1.1. Proof of the key rearrangement estimate. Fix 𝑡 > 0 and let 𝐴 = [𝑤]𝐴∞ . By
definition of rearrangement, (3.2) will follow if we prove that for each 𝑡 > 0,

𝑤
{
𝑥 ∈ ℝ𝑛 : 𝑓(𝑥) > 𝑐𝐴

(
𝑀#
𝛿 𝑓

)∗
𝑤
(𝛾 𝑡) + 𝑓∗𝑤(2𝑡)

}
≤ 𝑡.

We split the left-hand side 𝐿 as follows:

𝐿 ≤ 𝑤{𝑥 ∈ ℝ𝑛 : 𝑐𝐴𝑀#
𝛿 𝑓(𝑥) > 𝑐𝐴

(
𝑀#
𝛿 𝑓

)∗
𝑤
(𝛾 𝑡)

+ 𝑤{𝑥 ∈ ℝ𝑛 : 𝑓(𝑥) > 𝑐𝐴𝑀#
𝛿 𝑓(𝑥) + 𝑓∗𝑤(2𝑡)}

= 𝐼 + 𝐼𝐼.

Observe that

𝐼 = 𝑤
{
𝑥 ∈ ℝ𝑛 : 𝑀#

𝛿 𝑓(𝑥) >
(
𝑀#
𝛿 𝑓

)∗
𝑤
(𝛾 𝑡)

}
≤ 𝛾 𝑡
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by definition of rearrangement, and hence the heart of the matter is to prove that

𝐼𝐼 = 𝑤{𝑥 ∈ ℝ𝑛 : 𝑓(𝑥) > 𝑐𝐴𝑀#
𝛿 𝑓(𝑥) + 𝑓∗𝑤(2𝑡)} ≤ (1− 𝛾) 𝑡.

The set {𝑥 ∈ ℝ𝑛 : 𝑓(𝑥) > 𝑐𝐴𝑀#
𝛿 𝑓(𝑥) + 𝑓∗𝑤(2𝑡)} is contained in the set

𝐸 = {𝑥 ∈ ℝ𝑛 : 𝑓(𝑥) > 𝑓∗𝑤(2𝑡)} which has 𝑤-measure at most 2𝑡 by definition of
rearrangement. Now, by the regularity of the measure we can find an open set Ω
containing 𝐸 such that 𝑤(Ω) < 3𝑡. The remainder of the proof from [21] consists
in proving that there exists a constant 𝑐 depending only on 𝛿 and the dimension
such that

𝐼𝐼 = 𝑤{𝑥 ∈ Ω : 𝑓(𝑥) > 𝑐𝐴𝑀#
𝛿 𝑓(𝑥) + 𝑓∗𝑤(2𝑡)} ≤ (1− 𝛾) 𝑡.

By applying an appropriate Calderón–Zygmund decomposition of the set Ω into a
union of dyadic cubes {𝑄𝑗}, it can be proved that, for 𝑐 > 1 + 21/𝛿, we have the
following inclusion for any 𝑗. If we denote

𝐸𝑗 = {𝑥 ∈ 𝑄𝑗 : ∣𝑓(𝑥)−𝑚𝑓 (𝑄𝑗)∣ > 𝑐𝐴𝑀#
𝛿 𝑓(𝑥)

}
, (4.1)

then

{𝑥 ∈ 𝑄𝑗 : 𝑓(𝑥) > 𝑐𝐴𝑀#
𝛿 𝑓(𝑥) + 𝑓∗𝑤(2𝑡)} ⊂ 𝐸𝑗 ,

where 𝑚𝑓 (𝑄) is the median value of 𝑓 over 𝑄 (see [13]). The key ingredient now
is an “exponential decay” Lemma from [21] adapted to 𝐸𝑗 .

Lemma 4.2. Let 𝑓 ∈ 𝐿𝛿𝑙𝑜𝑐. For 𝑡 > 0 we define

𝜑(𝑡) = sup
𝑄∈𝒟

1

∣𝑄∣
∣∣∣{𝑥 ∈ 𝑄 : ∣𝑓(𝑥)−𝑚𝑓 (𝑄)∣ > 𝑡𝑀#

𝛿 𝑓(𝑥)}
∣∣∣.

There are dimensional constants 𝑐1, 𝑐2 such that 𝜑(𝑡) ≤ 𝑐1
𝑒𝑐2𝑡

.

Applying this lemma to (4.1), we obtain that

∣𝐸𝑗 ∣
∣𝑄𝑗∣ ≤ 𝑐1𝑒

−𝑐2 𝑐𝐴.

Now we apply Hölder’s inequality to obtain that

𝑤(𝐸𝑗) =
1

∣𝑄𝑗∣
∫
𝑄𝑗

𝜒𝐸𝑗(𝑥)𝑤(𝑥) 𝑑𝑥 ∣𝑄𝑗 ∣

≤
( ∣𝐸𝑗 ∣
∣𝑄𝑗∣

)1/𝑟′
(

1

∣𝑄𝑗 ∣
∫
𝑄𝑗

𝑤(𝑥)𝑟 𝑑𝑥

)1/𝑟

∣𝑄𝑗∣. (4.2)

We conclude by choosing 𝑟 = 𝑟𝑤, the sharp reverse exponent for 𝑤, (see Theorem

1.5), 𝑟𝑤 = 1 +
1

211+𝑑[𝑤]𝐴∞
. We obtain

(
1

∣𝑄𝑗 ∣
∫
𝑄𝑗

𝑤𝑟𝑤𝑑𝑥

)1/𝑟𝑤

≤ 2

∣𝑄𝑗 ∣
∫
𝑄𝑗

𝑤
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and therefore

𝑤(𝐸𝑗) ≤ 2

( ∣𝐸𝑗 ∣
∣𝑄𝑗 ∣

)1/𝑟′

𝑤(𝑄𝑗) ≤ 𝑐1𝑒
−𝑐 𝑐2𝑤(𝑄𝑗)

since 𝑟′ ≈ [𝑤]𝐴∞ = 𝐴. Here 𝑐 and 𝑐2 depend on the dimension and we still can
choose 𝑐 as big as needed. If we finally we choose 𝑐 such that 𝑐1𝑒

−𝑐2 𝑐 < 1−𝛾
3 , then

we have that

𝐼𝐼 ≤
∑
𝑗

𝑤(𝐸𝑗) ≤ 1− 𝛾

3

∑
𝑗

𝑤(𝑄𝑗) =
1− 𝛾

3
𝑤(Ω) < (1− 𝛾) 𝑡,

since 𝑤(Ω) < 3𝑡.

As a final remark on Coifman–Fefferman type inequalities, we want to men-
tion that for the case of C–Z operators, Theorem 2.1 can be deduced from a
combination of standard good-𝜆 techniques together with the following local ex-
ponential estimate from [20], which is an improvement of the classical result of
Buckley [4] (see also [11]).

Theorem 4.3. Let 𝑇 be a Calderón–Zygmund operator. Let 𝑄 be a cube and let
𝑓 ∈ 𝐿∞𝑐 (ℝ𝑛) such that supp(𝑓) = 𝑄. Then there exist 𝑐 > 0 and 𝑘 > 0 such that

∣{𝑥 ∈ 𝑄 : ∣𝑇𝑓(𝑥)∣ > 𝑡𝑀𝑓(𝑥)}∣ ≤ 𝑘𝑒−𝑐𝑡∣𝑄∣, 𝑡 > 0.

This theorem is essentially all we need for the proof of Theorem 2.1 since, by
standard truncation arguments, we can restrict ourselves to look at only the local
part. Now, if we put 𝐸𝑗 := {𝑥 ∈ 𝑄𝑗 : 𝑇 (𝑓) > 𝜆,𝑀𝑓 < 𝛾𝜆}, we have that, for some
constant 𝑐1,

∣𝐸𝑗 ∣
∣𝑄𝑗 ∣ ≤ 𝑐1𝑒

−𝑐2/𝛾 , 𝜆 > 0, 𝛾0 > 𝛾 > 0.

Here we are in the exact same setting as in (4.2), and therefore we can obtain that

𝑤(𝐸𝑗) ≤ 2

( ∣𝐸𝑗 ∣
∣𝑄𝑗∣

)1/𝑟′

𝑤(𝑄𝑗) ≤ 𝑐1𝑒
−𝑐2/𝛾𝑟′𝑤(𝑄𝑗),

where 𝑟′ ≈ [𝑤]𝐴∞ . Now we sum over 𝑗 to obtain for any constant 𝐵 > 0 the
following good-𝜆 inequality:

𝑤

{
𝑥 ∈ ℝ𝑛 : 𝑇 (𝑓) > 3𝜆,𝑀𝑓 <

𝐵

[𝑤]∞
𝜆

}
≤ 𝑐1𝑒

−𝑐2/𝐵𝑤 {𝑥 ∈ ℝ𝑛 : 𝑇 (𝑓) > 𝜆} .

From this inequality, we can apply standard good-𝜆 arguments to obtain a sharp
Coifman–Fefferman inequality with [𝑤]∞ bound.

We also remark that in [20] a similar local subexponential decay is proved for
the commutator [𝑏, 𝑇 ] above. It is natural to ask if it is possible to prove a Coifman–
Fefferman inequality for [𝑏, 𝑇 ] via truncation, exponential decay and sharp RHI.
Unfortunately, we do not know how to control the part of the truncated operator
“away” from some fixed cube.
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4.2. Mixed 𝑨1–𝑨∞ strong and weak norm inequalities for commutators

In this section we present the proofs of the results announced in Section 2.2. Those
results actually follow from the two weight bounds for commutators (1.5) proved
in [18] for 𝑘 = 1, and similarly (2.1) (see[19]).

Let us briefly describe how to derive this inequality in the case 𝑘 = 1. The
aim is to prove that

∥[𝑏, 𝑇 ]𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑏∥𝐵𝑀𝑂 (𝑝𝑝′)2 (𝑟′)1+
1
𝑝′ ∥𝑓∥𝐿𝑝(𝑀𝑟𝑤). (4.3)

By duality, it is equivalent to prove that∥∥∥∥ ([𝑏, 𝑇 ])∗𝑓𝑀𝑟𝑤

∥∥∥∥
𝐿𝑝′(𝑀𝑟𝑤)

≤ 𝑐 (𝑝𝑝′)2 (𝑟′)1+
1
𝑝′

∥∥∥∥ 𝑓

𝑤

∥∥∥∥
𝐿𝑝′(𝑤)

,

for the adjoint operator [𝑏, 𝑇 ]∗. To prove this last inequality, we write the norm as∥∥∥∥ ([𝑏, 𝑇 ])∗𝑓𝑀𝑟𝑤

∥∥∥∥
𝐿𝑝′(𝑀𝑟𝑤)

= sup
∥ℎ∥𝐿𝑝(𝑀𝑟𝑤) = 1

∣∣∣∣∫
ℝ𝑛

([𝑏, 𝑇 ])∗𝑓(𝑥)ℎ(𝑥) 𝑑𝑥
∣∣∣∣ .

Now we use Rubio de Francia’s algorithm and Lemma 3.1 to obtain that∣∣∣∣∫
ℝ𝑛

([𝑏, 𝑇 ])∗𝑓(𝑥)ℎ(𝑥) 𝑑𝑥
∣∣∣∣ ≤ 𝑐𝛿 [𝑅ℎ]𝐴3

∫
ℝ𝑛

𝑀#
𝛿 (([𝑏, 𝑇 ])

∗𝑓)(𝑥)𝑅ℎ(𝑥) 𝑑𝑥.

The key here is to use that [𝑅ℎ]𝐴3 ≤ 𝑐𝑛 𝑝
′. Also note that for our purposes here it

is sufficient to use (3.1) with the 𝐴3 constant of the weight. To handle the integral
we use the pointwise inequality (3.5), and therefore we obtain that∣∣∣∣∫

ℝ𝑛

([𝑏, 𝑇 ])∗𝑓(𝑥)ℎ(𝑥) 𝑑𝑥
∣∣∣∣ ≤ 𝑐𝛿,𝑛,𝜀 𝑝

′∥𝑏∥𝐵𝑀𝑂

∫
ℝ𝑛

𝑀𝑑
𝜀 (𝑇

∗𝑓)(𝑥) +𝑀2𝑓 𝑅ℎ(𝑥) 𝑑𝑥.

For the second term we only need to use Hölder and the properties of the weight
𝑅ℎ. For the first term, we use (3.4) and then (3.3). We obtain that∣∣∣∣∫

ℝ𝑛

([𝑏, 𝑇 ])∗𝑓(𝑥)ℎ(𝑥) 𝑑𝑥
∣∣∣∣ ≤ 𝑐𝛿,𝑛,𝜀 (𝑝

′)2∥𝑏∥𝐵𝑀𝑂∥𝑀2𝑓∥𝐿𝑝′((𝑀𝑟𝑤)1−𝑝′).

Finally, we use (see [18]) that

∥𝑀2𝑓∥𝐿𝑝′((𝑀𝑟𝑤)1−𝑝′) ≤ 𝑐𝑝2(𝑟′)1+1/𝑝′∥𝑓∥𝐿𝑝(𝑤1−𝑝′ ),

which implies the desired result.
The case 𝑘 > 1 is technically more difficult, but the ideas are similar. The

key estimate is the pointwise inequality (3.5) and an induction argument (see [19]
for details).

Once we have proved (2.1), we can derive the announced mixed bound as
follows. First, note that it is easy to verify that for any 𝑟 > 1,

𝑀𝑟𝑤(𝑥) ≤ 2[𝑤]𝐴1𝑤(𝑥),

which implies in a standard way a weighted estimate with sharp dependence on
[𝑤]𝐴1 . But we are able to obtain an improvement by choosing the best RHI at our
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disposal. Choose then 𝑟 = 𝑟𝑤 as the sharp exponent in the RHI for 𝐴∞ weights,

i.e., 𝑟 = 𝑟𝑤 = 1 +
1

𝑐𝑛[𝑤]𝐴∞
. In this case we get a fraction of the weight from

the pointwise inequality (4.2) applied to the integrand and, in addition, now 𝑟′𝑤 is
comparable with [𝑤]𝐴∞ , and therefore from (2.1) we conclude that

∥𝑇 𝑘𝑏 𝑓∥𝐿𝑝(𝑤) ≤ 𝑐 ∥𝑏∥𝑘𝐵𝑀𝑂 (𝑝𝑝′)𝑘+1
[𝑤]

1
𝑝

𝐴1
[𝑤]

𝑘+ 1
𝑝′

𝐴∞ ∥𝑓∥𝐿𝑝(𝑤).

Now we present the weak-type inequalities. In the same way as before, the
mixed bounds will follow from a two weight result (1.7) from [18] for 𝑘 = 1 and
the analog (2.2) for 𝑘 > 1 from [19].

Once again, we only sketch the proof for 𝑘 = 1 and refer the reader to the
original paper [18] for the details. Let us assume (by homogeneity) that ∥𝑏∥𝐵𝑀𝑂 =
1. For any 𝑓 ∈ 𝐶∞0 (ℝ𝑛) consider the Calderón–Zygmund decomposition of 𝑓 at
level 𝜆. We obtain a collection of pairwise disjoint dyadic cubes {𝑄𝑗} = 𝑄𝑗(𝑥𝑄𝑗 , 𝑟𝑗)
such that

𝜆 <
1

∣𝑄𝑗 ∣
∫
𝑄𝑗

∣𝑓(𝑥)∣ 𝑑𝑥 ≤ 2𝑛𝜆.

Define Ω =
∪
𝑗 𝑄𝑗 and write 𝑓 = 𝑔 + 𝑏, where

𝑔(𝑥) =

{
𝑓(𝑥), 𝑥 ∈ ℝ𝑛 ∖ Ω
𝑓𝑄𝑗 , 𝑥 ∈ 𝑄𝑗,

Consider also ℎ =
∑
𝑗

ℎ𝑗 with ℎ𝑗(𝑥) = (𝑓(𝑥)− 𝑓𝑄𝑗 )𝜒𝑄𝑗 (𝑥) and define, for each 𝑗,

𝑄𝑗 = 3𝑄𝑗, Ω̃ = ∪𝑗𝑄𝑗 and 𝑤𝑗(𝑥) = 𝑤(𝑥)𝜒
ℝ𝑛∖3𝑄𝑗

.

Therefore,

𝑤({𝑥 ∈ ℝ𝑛 : ∣[𝑏, 𝑇 ]𝑓(𝑥)∣ > 𝜆}) ≤ 𝑤({𝑥 ∈ ℝ𝑛 ∖ Ω̃ : ∣[𝑏, 𝑇 ]𝑔(𝑥)∣ > 𝜆/2})
+ 𝑤(Ω̃)

+ 𝑤({𝑥 ∈ ℝ𝑛 ∖ Ω̃ : ∣[𝑏, 𝑇 ]ℎ(𝑥)∣ > 𝜆/2})
= 𝐼 + 𝐼𝐼 + 𝐼𝐼𝐼.

Now define 𝑤̃(𝑥) := 𝑤(𝑥)𝜒
ℝ𝑛∖Ω̃. We can deal with the first term by using Cheby-

shev and the strong result, obtaining that

𝐼 ≤ 𝑐

𝜆
(𝑝𝑝′)2𝑝(𝑟′)2𝑝−1

(∫
ℝ𝑛∖Ω

∣𝑓(𝑥)∣𝑀𝑟𝑤(𝑥) 𝑑𝑥 +

∫
Ω

∣𝑔(𝑥)∣𝑀𝑟𝑤(𝑥) 𝑑𝑥

)
.

Now, by definition of 𝑤̃, away from each 𝑄𝑗 the maximal function 𝑀𝑟𝑤̃ is almost
constant, and hence we obtain that

𝐼 ≤ 𝑐

𝜆
(𝑝𝑝′)2𝑝(𝑟′)2𝑝−1

∫
ℝ𝑛

∣𝑓(𝑥)∣𝑀𝑟𝑤(𝑥) 𝑑𝑥.
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The second term is the easy one. It is straightforward to show that

𝐼𝐼 = 𝑤(Ω̃) ≤ 𝑐

𝜆

∫
ℝ𝑛

∣𝑓(𝑥)∣𝑀𝑤(𝑥) 𝑑𝑥.

Finally, for the third term, we expand the commutator:

𝐼𝐼𝐼 ≤ 𝑤

⎛⎝⎧⎨⎩𝑦 ∈ ℝ𝑛 ∖ Ω̃ : ∣
∑
𝑗

(𝑏(𝑦)− 𝑏𝑄𝑗 )𝑇ℎ𝑗(𝑦)∣ >
𝜆

4

⎫⎬⎭
⎞⎠

+ 𝑤

⎛⎝⎧⎨⎩𝑦 ∈ ℝ𝑛 ∖ Ω̃ : ∣
∑
𝑗

𝑇 ((𝑏− 𝑏𝑄𝑗 )ℎ𝑗)(𝑦)∣ >
𝜆

4

⎫⎬⎭
⎞⎠

= 𝐴+ 𝐵.

The 𝐴 term can be bounded by using the properties of the kernel, cancellation of
the ℎ𝑗 ’s and standard 𝐵𝑀𝑂 estimates. We obtain that

𝐴 ≤ 𝑐

𝜆

∫
ℝ𝑛

∣𝑓(𝑥)∣𝑀𝐿(log𝐿)𝑤(𝑥)𝑑𝑥

≤ 𝑐𝑟′
∫
ℝ𝑛

∣𝑓(𝑥)∣
𝜆

𝑀𝑟𝑤(𝑥)𝑑𝑥.

For the second inequality, we have used that 𝑀𝐿(log𝐿)𝑤(𝑥) ≤ 𝑐𝑟′𝑀𝑟𝑤(𝑥). Now,
for the 𝐵 term, we can use the known results about weak type boundedness of 𝑇 .
It can be proved then (see [18] for details) that

𝐵 ≤ 𝑐 (𝑝𝑝′)𝑝(𝑟′)𝑝−1
∫
ℝ𝑛

Φ

( ∣𝑓(𝑥)∣
𝜆

)
𝑀𝑟𝑤(𝑥)𝑑𝑥.

for the function Φ(𝑡) = 𝑡(1 + log+ 𝑡). Combining all estimates together, we obtain
the desired result:

𝑤(𝑥 ∈ ℝ𝑛 : ∣[𝑏, 𝑇 ]𝑓(𝑥)∣ > 𝜆) ≤ 𝑐 (𝑝𝑝′)2𝑝(𝑟′)2𝑝−1
∫
ℝ𝑛

Φ

( ∣𝑓(𝑥)∣
𝜆

)
𝑀𝑟𝑤(𝑥)𝑑𝑥.

As in the strong case, we refer the reader to [19] for the details about the analogous
result for iterated commutators.

Now we want to optimize inequality (2.2) by choosing 𝑝 and 𝑟. In the same

way as in the strong case, we choose 𝑟 = 𝑟𝑤 = 1+
1

𝑐𝑛[𝑤]𝐴∞
. This is the best that

we can do to control the part with 𝑟′. In addition, take 𝑝 = 1 +
1

log([𝑤]𝐴∞)
. We

finish using that 𝑝𝑝′ ≈ log([𝑤]𝐴∞) and that 𝐴1/𝐴 is bounded for 𝐴 > 1. Define
𝛽 = [𝑤]𝐴1 [𝑤]

𝑘
𝐴∞(1+log+[𝑤]𝐴∞)𝑘+1 and recall that Φ(𝑡) = 𝑡(1+log+ 𝑡)𝑘. Inequality

(2.2) then becomes

𝑤({𝑥 ∈ ℝ𝑛 : ∣𝑇 𝑘𝑏 𝑓(𝑥)∣ > 𝜆}) ≤ 𝑐𝑛 𝛽

∫
ℝ𝑛

Φ

(
∥𝑏∥𝐵𝑀𝑂

∣𝑓(𝑥)∣
𝜆

)
𝑤(𝑥)𝑑𝑥.
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Facultad de Matemáticas
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Potential Type Operators on Weighted
Variable Exponent Lebesgue Spaces

Vladimir Rabinovich

Dedicated to my friend and colleague Stefan Samko on the occasion of his 70th birthday

Abstract.We consider double-layer potential type operators acting in weighted
variable exponent Lebesgue space 𝐿𝑝(⋅)(Γ, 𝑤) on some composed curves with
oscillating singularities. We obtain a Fredholm criterion for operators 𝐴 =
𝑎𝐼 + 𝑏𝐷𝑔,Γ : 𝐿𝑝(⋅)(Γ, 𝑤)→ 𝐿𝑝(⋅)(Γ, 𝑤) where 𝐷𝑔,Γ is the operator of the form

𝐷𝑔,Γ𝑢(𝑡) =
1

𝜋

∫
Γ

𝑔(𝑡, 𝜏 ) (𝜈(𝜏 ), 𝜏 − 𝑡)𝑢(𝜏 )𝑑𝑙𝜏
∣𝑡− 𝜏 ∣2 , 𝑡 ∈ Γ,

𝜈(𝜏 ) is the inward unit normal vector to Γ at the point 𝜏 ∈ Γ∖ℱ , 𝑑𝑙𝜏 is the
oriented Lebesgue measure on Γ,ℱ is the set of the nodes, 𝑎, 𝑏 : Γ → ℂ, 𝑔 :
Γ × Γ → ℂ are a bounded functions with oscillating discontinuities at the
nodes only.

We give applications of such operators to the Dirichlet and Neumann
problems with boundary function in 𝐿𝑝(⋅)(Γ, 𝑤) for domains with boundaries
having a finite set of oscillating singularities.

Mathematics Subject Classification (2010). 31A10, 31A25.

1. Introduction

We consider the operators of double-layer potentials acting in weighted variable
exponent Lebesgue spaces 𝐿𝑝(⋅)(Γ, 𝑤) on some composed curves Γ. The simple
curves Γ𝑡0,𝑗 , 𝑗 = 1, . . . , 𝑛(𝑡0) which form a node 𝑡0 are slowly oscillating near the
point 𝑡0. It means that the curves Γ𝑡0,𝑗 have the parametrization near 𝑡0 of the
form

Γ𝑡0,𝑗 =
{
𝑡 = 𝑡0 + 𝑟𝑒𝑖𝜑𝑡0,𝑗(𝑟), 𝑟 ∈ (0, 𝜀)

}
,

The work is partially supported by the Mexico CONACYT Project 81615.
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where 𝜑𝑡0,𝑗 ∈ 𝐶∞((0, 𝜀)),

sup
𝑟∈(0,𝜀)

∣∣∣∣(𝑟 𝑑

𝑑𝑟
)𝛼𝜑𝑡0,𝑗(𝑟)

∣∣∣∣ < ∞ (1)

for every 𝛼 = 0, 1, 2, . . . , and

lim
𝑟→0

𝑟
𝑑𝜑𝑡0,𝑗(𝑟)

𝑑𝑟
= 0.

A typical example of Γ𝑡0,𝑗 is the curve with

𝜑𝑡0,𝑗(𝑟) = 𝜃𝑗 + 𝛾𝑗 sin(− log 𝑟)𝛼𝑗 , 0 < 𝛼𝑗 < 1, 0 < 𝛾𝑗 < 𝜃𝑗 < 2𝜋.

One can see that the slope of the tangent to the curve Γ𝑡0,𝑗 near the point 𝑡0 is
an oscillating function which does not have a limit at the point 𝑡0.

Remark 1. Note that the above-introduced composed curves belong to the class
of composed Carleson curves (see for instance [1], p. 2, and Chap. 4.5).

Let 𝐷𝑔,Γ be the double-layer type potential operator of the form

𝐷𝑔,Γ𝑢(𝑡) =
1

𝜋

∫
Γ

𝑔(𝑡, 𝜏) (𝜈(𝜏), 𝜏 − 𝑡)𝑢(𝜏)𝑑𝑙𝜏

∣𝑡− 𝜏 ∣2 , 𝑡 ∈ Γ,

where 𝜈(𝜏) is the inward unit normal vector to Γ at the point 𝜏 ∈ Γ∖ℱ , ℱ is a finite
set of nodes of Γ, 𝑑𝑙𝜏 is the oriented Lebesgue measure on Γ, 𝑔 : Γ × Γ → ℂ is a
bounded function with discontinuities at the nodes. If Γ is a Radon curve without
peaks and 𝑎 and 𝑏 are piece-wise continuous functions the operators 𝐴Γ = 𝑎𝐼
+𝑏𝐷𝑔,Γ have been studied by many authors (see the classic Radon paper [29],
papers [17], [34], the book [6], and the survey [18], and references cited there).
Note also the recent monograph [19] where the boundary integral equations on
contours with peaks have been considered.

We study here the Fredholm properties of the operators𝐴 = 𝑎𝐼+𝑏𝐷𝑔,Γ acting

on the spaces 𝐿𝑝(⋅)(Γ, 𝑤) with coefficients 𝑎, 𝑏 having slowly oscillating discontinu-
ities at the nodes of Γ. Applying the Simonenko local principle (see the original
works [31], [32], [33], and the recent monograph [30]) we reduce the investigation
of Fredholmness of the operator 𝐴 to the investigation of the local invertibility of
𝐴 at every point of the curve Γ. The operator 𝐴 is realized at the points Γ∖ℱ as a
usual pseudodifferential operator, and at the nodes as a Mellin pseudodifferential
operator. This approach arises to the author papers [20], [23], [22], [21] (see also
[5], [2], [3], [4]) devoted to singular integral operators acting in the spaces 𝐿𝑝(Γ, 𝑤)
on composed Carleson curves. In the paper [24] the potential type operators were
considered as acting on 𝐿𝑝(Γ, 𝑤), 𝑝 ∈ (1,∞), where Γ is a closed simple oscillating
curve with a finite set of nodes. We extend here the results of [24] on the potential
type operators acting on the variable exponent Lebesgue spaces 𝐿𝑝(⋅)(Γ, 𝑤) on some
composed curves Γ.

In the paper [28] we studied the Fredholm property of singular integral opera-
tors acting on the weighted variable exponent Lebesgue spaces 𝐿𝑝(⋅)(Γ, 𝑤) on some
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composed Carleson curves. This investigation was based on the works [27], [26] de-
voted to the problems of local invertibility and Fredholmness of pseudodifferential
operators on ℝ𝑛 acting in weighted variable exponent Lebesgue spaces.

Note that in the last time there is a big interest to investigations of main op-
erators of Analysis, i.e., singular and maximal operators, Hardy operators, pseu-
dodifferential operators in the 𝐿𝑝(⋅)-spaces with variable exponent 𝑝(⋅), see for
instance [12], [7], [13], [15], [10], [11], [14], [26], [27], [28], and references cited
there.

The paper is organized as follows. In Section 2 we give an auxiliary material
concerning of pseudodifferential operators on ℝ and Mellin pseudodifferential op-
erators on ℝ+ acting on the Lebesgue spaces with variable exponents. We follow
the papers [27], [28]. Section 3 is devoted to definitions of composed slowly oscil-
lating curves, weighted variable exponent spaces 𝐿𝑝(⋅)(Γ, 𝑤) on such curves, and
the Simonenko local principle for operators acting on 𝐿𝑝(⋅)(Γ, 𝑤).

In Section 4 we consider double-layer potential type operators with coeffi-
cients having slowly oscillating discontinuity acting on the spaces 𝐿𝑝(⋅)(Γ, 𝑤) on
composed slowly oscillating curves Γ. We obtain a criterion of Fredholmness that
takes into account the oscillations of weights and the curve and values 𝑝(𝑡) at
nodes 𝑡 ∈ ℱ .

More detail we investigate the local spectrum and the Fredholm index of
the Dirichlet problem in a bounded domain Ω with boundary Γ having above-
described singular points (nodes) and with a boundary function 𝑓 ∈ 𝐿𝑝(⋅)(Γ, 𝑤).
We obtain the exact estimates for values of 𝑝(𝑡) at the nodes for which the problem
is Fredholm and calculate its Fredholm index. We also consider here the integral
operator of the Neumann problem.

Remark 2. There are deep results concerning the Dirichlet and Neumann problems
in domains Ω with Lipschitz boundary (see for instance the monograph [9] and
references given there). The Harmonic Analyses technique allows one to obtain the
condition of solvability of the Dirichlet and Neumann problems for boundary func-
tions in 𝐿𝑝(∂Ω), where the exponent 𝑝 for which the problem is solvable globally
depends on the Lipschitz constants of the boundary ∂Ω. The applications of the
local technique and variable exponent Lebesgue spaces allow us to obtain the exact
estimates of 𝑝(𝑡) for which the problems are solvable locally at an every node 𝑡 ∈ ℱ .
These estimates depend on a local behavior of a curve and weight at the node 𝑡 only.

2. Pseudodifferential operators

2.1. Pseudodifferential operators on ℝ

We will use the following notations:

∙ for a Banach spaces 𝑋 , the notation ℬ(𝑋) stands for the space of all bounded
linear operators acting in𝑋 ,𝒦(𝑋) is the space of all compact operators acting
in 𝑋 .
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Let 𝕄 be a smooth manifold. Then we denote by:

∙ 𝐶∞(𝕄) the linear space of infinitely differentiable complex-valued functions
on 𝕄,

∙ 𝐶∞0 (𝕄) the subspace of 𝐶∞(𝕄) of complex-valued functions with compact
supports,

∙ 𝐶∞𝑏 (𝕄) the subspace of 𝐶∞(𝕄) of complex-valued functions bounded with
all derivatives.

Definition 3. We say that a function 𝑎 ∈ 𝐶∞(ℝ× ℝ) is a symbol of the class 𝑆𝑚1,0 if∑
𝛼≤𝑙1,𝛽≤𝑙2

sup
(𝑥,𝜉)∈ℝ2

∣∣∂𝛽𝑥∂𝛼𝜉 𝑎(𝑥, 𝜉)∣∣ ⟨𝜉⟩−𝑚+𝛼 < ∞, ⟨𝜉⟩ = (
1 + 𝜉2

)1/2
for every 𝑙1, 𝑙2 ∈ ℕ0= {0}∪ℕ; we correspond to a symbol 𝑎 the pseudodifferential
operator

𝑂𝑝(𝑎)𝑢(𝑥) =
1

2𝜋

∫
ℝ

𝑑𝜉

∫
ℝ

𝑎(𝑥, 𝜉)𝑢(𝑦)𝑒𝑖(𝑥−𝑦)𝜉𝑑𝑦, 𝑢 ∈ 𝐶∞0 (ℝ)

and denote the class of pseudodifferential operators with symbols in 𝑆𝑚1,0 by
𝑂𝑃𝑆𝑚1,0(ℝ).

Let 𝑝 be a measurable function on ℝ such that 𝑝 : ℝ → (1,∞) and let

𝐼𝑝 (𝑓) :=

∫
ℝ

∣𝑓(𝑥)∣𝑝(𝑥) 𝑑𝑥

be the modular of 𝑓. We denote by 𝐿𝑝(⋅)(ℝ) the space of measurable functions on
ℝ such that

∥𝑓∥𝐿𝑝(⋅)(ℝ) = inf

{
𝜆 > 0 : 𝐼𝑝

(
𝑓

𝜆

)
≤ 1

}
< ∞.

We assume that 𝑝 satisfies conditions:

1 < 𝑝− ≤ 𝑝(𝑥) ≤ 𝑝+ < ∞, 𝑥 ∈ ℝ, (2)

∣𝑝(𝑥)− 𝑝(𝑦)∣ ≤ 𝐶

log 1
∣𝑥−𝑦∣

, 𝑥, 𝑦 ∈ ℝ, ∣𝑥− 𝑦∣ ≤ 1

2
, (3)

there exists lim𝑥→∞ 𝑝(𝑥) = 𝑝(∞) and

∣𝑝(𝑥) − 𝑝(∞)∣ ≤ 𝐶

log (2 + ∣𝑥∣) , 𝐶 > 0, 𝑥 ∈ ℝ. (4)

The class of 𝑝(⋅) satisfying (2), (3) and (4) is denoted by 𝒫(ℝ).
We denote by 𝑎𝐼 the operator of multiplication by a function 𝑎. Note that

under condition (2) we have

∥𝑎𝐼∥ℬ(𝐿𝑝(⋅)(ℝ)) ≤ ∥𝑎∥𝐿∞(ℝ) (5)

if 𝑎 ∈ 𝐿∞(ℝ).
Below we need in the following results from [27] on boundedness and com-

pactness of pseudodifferential operators.
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Theorem 4. Let 𝑝(⋅) ∈ 𝒫(ℝ). Then an operator 𝑂𝑝(𝑎) ∈ 𝑂𝑃𝑆0
1,0(ℝ) is bounded in

𝐿𝑝(⋅)(ℝ).

Proposition 5. Let 𝑝(⋅) ∈ 𝒫(ℝ), 𝑂𝑝(𝑎) ∈ 𝑂𝑃𝑆−𝜀1,0(ℝ), 𝜀 > 0 and

lim
𝑥→∞ sup

𝜉∈ℝ
∣𝑎(𝑥, 𝜉)∣ = 0.

Then 𝑂𝑝(𝑎) ∈ 𝒦(𝐿𝑝(⋅)(ℝ)).
Proposition 5 implies that an operator 𝑂𝑝(𝑎) ∈ 𝑂𝑃𝑆−𝜀1,0(ℝ), 𝜀 > 0 is locally

compact in 𝐿𝑝(⋅)(ℝ), that is if 𝑈 ⊂ ℝ is an open set with a compact closure,
𝜑, 𝜓 ∈ 𝐶∞0 (𝑈) then the operator 𝜑𝑂𝑝(𝑎)𝜓𝐼 ∈ 𝒦(𝐿𝑝(⋅)(ℝ)).
Definition 6. We say that 𝐴 ∈ ℬ(𝐿𝑝(⋅)(ℝ)) is locally invertible at the point 𝑥0 ∈ ℝ,
if there exists an interval ℐ𝜀(𝑥0) = (𝑥0 − 𝜀, 𝑥0 + 𝜀 ) and operators ℒ𝑥0,𝜀,ℛ𝑥0,𝜀 ∈
ℬ(𝐿𝑝(⋅)(ℝ)) such that

ℒ𝑥0,𝜀𝐴𝜒ℐ𝜀(𝑥0)𝐼 = 𝜒ℐ𝜀(𝑥0)𝐼, 𝜒ℐ𝜀(𝑥0)𝐴ℛ𝑥0,𝜀 = 𝜒ℐ𝜀(𝑥0)𝐼.

Theorem 7 ([28, Theorem 23]). Let 𝑂𝑝(𝑎) ∈ 𝑂𝑃𝑆0
1,0(ℝ), 𝑝(⋅) ∈ 𝒫(ℝ) and there

exist uniform with respect to 𝑥 ∈ ℝ limits

lim
𝜉→±∞

𝑎(𝑥, 𝜉) = 𝑎±(𝑥).

Then 𝑂𝑝(𝑎) : 𝐿𝑝(⋅)(ℝ) → 𝐿𝑝(⋅)(ℝ) is locally invertible at a point 𝑥0 ∈ ℝ if and only
if 𝑎±(𝑥0) ∕= 0.

2.2. Mellin pseudodifferential operators

We give some facts on the calculus of the Mellin pseudodifferential operators fol-
lowing [22], [28].

We say that a matrix-function ℝ+×ℝ ∋(𝑟, 𝜉) → (𝑎𝑖𝑗(𝑟, 𝜉))
𝑛
𝑖,𝑗=1 belongs to

ℰ𝑚(𝑛) if 𝑎𝑖𝑗 ∈ 𝐶∞(ℝ+×ℝ) and∑
𝛼≤𝑙1,𝛽≤𝑙2

sup
(𝑟,𝜉)∈ℝ+×ℝ

∣∣(𝑟∂𝑟)𝛽∂𝛼𝜉 𝑎𝑖𝑗(𝑟, 𝜉)∣∣ ⟨𝜉⟩−𝑚+𝛼 < ∞

for all 𝑙1, 𝑙2 ∈ ℕ0.
Let 𝑎 ∈ ℰ𝑚(𝑛). The operator

𝑂𝑝𝑀 (𝑎)𝑢(𝑟) = (2𝜋)−1
∫
ℝ

𝑑𝜉

∫
ℝ+

𝑎(𝑟, 𝜉) (𝑟𝜌−1)𝑖𝜉𝑢(𝜌)
𝑑𝜌

𝜌
, (6)

where 𝑢 ∈ 𝐶∞0 (ℝ+,ℂ
𝑛) = 𝐶∞0 (ℝ+) ⊗ ℂ𝑛 is called the Mellin pseudodifferential

operator with symbol 𝑎 ∈ ℰ𝑚(𝑛). The class of all such operators is denoted by
𝑂𝑃ℰ𝑚(𝑛).

We say that a matrix-function 𝑎 = (𝑎𝑖𝑗)
𝑛
𝑖,𝑗=1 (∈ ℰ𝑚(𝑛)) is slowly oscillating

at the point 0 and belongs to ℰ𝑚𝑠𝑙 (𝑛), if for all 𝑖, 𝑗 = 1, . . . , 𝑛

lim
𝑟→+0

sup
𝜉∈ℝ

∣(𝑟∂𝑟)𝛽∂𝛼𝜉 𝑎𝑖𝑗(𝑟, 𝜉)∣⟨𝜉⟩−𝑚+𝛼 = 0 (7)
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for all 𝛼 ∈ ℕ0 and 𝛽 ∈ ℕ. By ℰ𝑚0 (𝑛) we denote the set of matrix-functions
satisfying condition (7) for all 𝛼, 𝛽 ∈ ℕ0.

We denote by ℰ𝑚𝑑 (𝑛) the class of matrix-functions ℝ+×ℝ+×ℝ ∋ (𝑟, 𝜌, 𝜉) →
𝑎(𝑟, 𝜌, 𝜉) = (𝑎𝑖,𝑗(𝑟, 𝜌, 𝜉))

𝑛
(𝑖,𝑗)=1 such that for all 𝑖, 𝑗 ∈ {1, 2, . . . , 𝑛}

sup
(𝑟,𝜌,𝜉)∈ℝ+×ℝ+×ℝ

∑
𝛼≤𝑙1,𝛽≤𝑙2,𝛾≤𝑙3

∣∣(𝑟∂𝑟)𝛽(𝜌∂𝜌)𝛾∂𝛼𝜉 𝑎𝑖𝑗(𝑟, 𝜌, 𝜉)∣∣ ⟨𝜉⟩−𝑚+𝛼 < ∞

for all 𝑙1, 𝑙2, 𝑙3 ∈ ℕ0. An operator defined by (6) with 𝑎(𝑟, 𝜉) replaced by 𝑎(𝑟, 𝜌, 𝜉)
is called the Mellin pseudodifferential operator 𝑂𝑝𝑀,𝑑(𝑎) with the double symbol
𝑎 and 𝑂𝑃ℰ𝑚𝑑 (𝑛) denotes the class of such operators. We will say that a double
symbol 𝑎 ∈ ℰ𝑚𝑑 (𝑛) is slowly oscillating at the point 0 if

lim
𝑟→0

sup
𝜌∈ℝ+,𝜉∈ℝ+

∣(𝑟∂𝑟)𝛽(𝜌∂𝜌)𝛾∂𝛼𝜉 𝑎𝑖𝑗(𝑟, 𝜌, 𝜉)∣⟨𝜉⟩−𝑚+𝛼 = 0,

for all 𝛽 ∈ ℕ; 𝛼, 𝛾 ∈ ℕ0, 𝑖, 𝑗 = 1, . . . , 𝑛, and

lim
𝜌→0

sup
𝑟∈ℝ+,𝜉∈ℝ

∣(𝑟∂𝑟)𝛽(𝜌∂𝜌)𝛾∂𝛼𝜆𝑎𝑖𝑗(𝑟, 𝜌, 𝜉)∣⟨𝜉⟩−𝑚+𝛼 = 0

for all 𝛾 ∈ ℕ;𝛼, 𝛽 ∈ ℕ0. We denote by ℰ𝑚𝑠𝑙,𝑑(𝑛) the class of slowly oscillating double
symbols and by 𝑂𝑃ℰ𝑚𝑠𝑙,𝑑(𝑛) the corresponding class of operators. For 𝑚 = 0 we use

the notations ℰ(𝑛), ℰ𝑠𝑙(𝑛), ℰ𝑠𝑙,𝑑(𝑛) and corresponding notations for the operators.

Proposition 8. Let 𝑎 ∈ ℰ𝑚𝑠𝑙,𝑑(𝑛). Then 𝑂𝑝𝑀,𝑑(𝑎) = 𝑂𝑝𝑀 (𝑎#) ∈ 𝑂𝑃ℰ𝑚𝑠𝑙 (𝑛) where
𝑎#(𝑟, 𝜉) = 𝑎(𝑟, 𝑟, 𝜉) + 𝑞(𝑟, 𝜉),

with 𝑞 ∈ ℰ𝑚−10 (𝑛).

Let 𝑝 be a measurable function on ℝ+ such that 𝑝 : ℝ+ → (1,∞). We assume
that 𝑝 satisfies the conditions

1 < 𝑝− ≤ 𝑝(𝑟) ≤ 𝑝+ < ∞, (8)

∣𝑝(𝑟)− 𝑝(𝜌)∣ ≤ 𝐴

log 1

∣log 𝑟
𝜌 ∣

, 𝑟, 𝜌 ∈ ℝ+,
1√
𝑒
≤ 𝑟

𝜌
≤ √

𝑒, (9)

and

∣𝑝(𝑟)− 𝑝(0)∣ ≤ 𝐴

log (2 + ∣ log 𝑟∣) , 𝑟 ∈ ℝ+, (10)

∣𝑝(𝑟)− 𝑝(+∞)∣ ≤ 𝐴

log (2 + ∣ log 𝑟∣) , 𝑟 ∈ ℝ+, (11)

where 𝑝(0) = lim
𝑟→+0

𝑝(𝑟), 𝑝(+∞) = lim𝑟→+∞ 𝑝(𝑟), and 𝑝(0) = 𝑝(+∞). The class of

functions satisfying conditions (8), (9), (10), (11) is denoted by 𝒫(ℝ+).

The variable exponent Lebesgue space 𝐿
𝑝(⋅)
𝑛 (ℝ+,

𝑑𝑟
𝑟 ) with 𝑝(⋅) ∈ 𝒫(ℝ+) is

defined as the space of measurable vector-functions on ℝ+ with a finite modular

𝐼𝑝𝑛 (𝑓) :=

∫
ℝ+

∥𝑓(𝑟)∥𝑝(𝑟)
ℂ𝑛

𝑑𝑟

𝑟
.
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The norm in 𝐿
𝑝(⋅)
𝑛 (ℝ+,

𝑑𝑟
𝑟 ) is introduced as

∥𝑓∥
𝐿
𝑝(⋅)
𝑛 (ℝ+,𝑑𝜇)

= inf

{
𝛾 > 0 : 𝐼𝑝𝑛

(
𝑓

𝛾

)
≤ 1

}
.

Note that conditions (8), (9), (10), (11) follow from conditions (2), (3), (4)
since the mapping ℝ ∋𝑥 → exp𝑥 ∈ ℝ+ generates the isomorphism of spaces
𝐿𝑝(⋅)(ℝ+,

𝑑𝑟
𝑟 ) and 𝐿𝑝(⋅)(ℝ) where 𝑝(𝑟) = 𝑝(log 𝑟).

Theorem 9 ([28, Proposition 27]). Let 𝑎 ∈ ℰ(𝑛), 𝑝(⋅) ∈ 𝒫(ℝ+). Then 𝑂𝑝𝑀 (𝑎) is

bounded in 𝐿
𝑝(⋅)
𝑛 (ℝ+,

𝑑𝑟
𝑟 ).

Definition 10. We say that 𝐴 ∈ ℬ(𝐿𝑝(⋅)𝑛 (ℝ+,
𝑑𝑟
𝑟 )) is locally invertible at the point

0 if there exist 𝑅 > 0 and operators ℒ𝑅,ℛ𝑅 ∈ ℬ(𝐿𝑝(⋅)𝑛 (ℝ+,
𝑑𝑟
𝑟 )) such that

ℒ𝑅𝐴𝜒[0,𝑅]𝐼 = 𝜒[0,𝑅]𝐼, 𝜒[0,𝑅]𝐴ℛ𝑅 = 𝜒[0,𝑅]𝐼

where 𝜒[0,𝑅] is the characteristic function of [0, 𝑅].

Theorem 11 ([28, Theorem 34]). Let 𝑂𝑝𝑀 (𝑎) ∈ 𝑂𝑃ℰ𝑠𝑙(𝑛). Then

𝑂𝑝𝑀 (𝑎) : 𝐿𝑝(⋅)𝑛 (ℝ+,
𝑑𝑟

𝑟
) → 𝐿𝑝(⋅)𝑛 (ℝ+,

𝑑𝑟

𝑟
)

is locally invertible at the point 0 if and only if

lim inf
𝑟→+0

inf
𝜉∈ℝ

∣det 𝑎(𝑟, 𝜉)∣ > 0. (12)

∙ We say that 𝜆 ∈ ℂ is a point of the local spectrum of 𝐴 ∈ ℬ(𝐿𝑝(⋅)𝑛 (ℝ+,
𝑑𝑟
𝑟 ))

at the point 0 if the operator 𝐴− 𝜆𝐼 is not locally invertible at the point 0.
We denote the local spectrum of 𝐴 at the point 0 as 𝑠𝑝0𝐴.

∙ Let 𝑎 ∈ ℰ𝑠𝑙(𝑛). We say that 𝑎 ∈ ℰ ′𝑠𝑙(𝑛) if there exist 𝜀 > 0 small enough such
that there exist uniform with respect to 𝑟 ∈ (0, 𝜀) limits

lim
𝜉→±∞

𝑎(𝑟, 𝜉) = 𝑎±(𝑟).

Let 𝑎 ∈ ℰ ′𝑠𝑙(𝑛),ℝ+ ∋ ℎ𝑚 → 0. We consider the functional sequence 𝑎(ℎ𝑚, 𝜉).
It follows from Arzelà-Ascoli Theorem that there exists a subsequence 𝑔𝑚 of ℎ𝑚
such that uniformly for 𝜉 ∈ [−∞,+∞] there exists a limit

lim
𝑚→∞ 𝑎(𝑔𝑚, 𝜉) = 𝑎𝑔(𝜉). (13)

The following proposition follows from Theorem 11.

Proposition 12. Let 𝑎 ∈ ℰ ′𝑠𝑙(𝑛). Then
𝑠𝑝0𝑂𝑝𝑀 (𝑎) =

∪
𝑔𝑚

∪
𝜉∈[−∞,+∞]

𝑠𝑝(𝑎𝑔(𝜉)) (14)

where the union ∪𝑔𝑚 is taken with respect to all sequences for which limits (13)
exist, and 𝑠𝑝(𝑎𝑔(𝜉)) is the spectrum of the 𝑛× 𝑛 matrix 𝑎𝑔(𝜉).
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3. Operators on slowly oscillating curves

3.1. Curves, weights, coefficients

We say that a complex-valued function 𝑎 ∈ 𝒞∞ ((0, 𝜀)) , 𝜀 > 0 if for every 𝑗 ∈ ℕ0

sup
𝑟∈(0,𝜀)

∣∣∣∣∣
(
𝑟
𝑑

𝑑𝑟

)𝑗
𝑎(𝑟)

∣∣∣∣∣ < ∞,

and we say that 𝑎 ∈ 𝒞∞ ((0, 𝜀)) if

ϰ𝑎(𝑟) = 𝑟
𝑑𝑎

𝑑𝑟
∈ 𝒞∞ ((0, 𝜀)) .

A function 𝑎 ∈ 𝒞∞ ((0, 𝜀)) is said to be slowly oscillating at the point 0 and belongs
to 𝒞∞𝑠𝑙 ((0, 𝜀)) if

lim
𝑟→0

ϰ𝑎(𝑟) = lim
𝑟→+0

𝑟
𝑑𝑎

𝑑𝑟
= 0.

We denote by 𝒞∞𝑠𝑙 ((0, 𝜀)) the class of functions 𝑎 such that ϰ𝑎 ∈ 𝒞∞𝑠𝑙 ((0, 𝜀)) .
A set 𝛾 ⊂ ℂ is called a smooth arc if there exists an homeomorphism 𝜑 :

[0, 1] → 𝛾 such that 𝜑 ∈ 𝐶∞ ((0, 1)), and 𝜑′(𝑟) ∕= 0 for all 𝑟 ∈ (0, 1). The points
𝜑(0) and 𝜑(1) are called the endpoints of 𝛾. We refer to a set Γ ⊂ ℂ as a composed
curve if Γ = ∪𝐾𝑘=1Γ𝑘 and Γ1, . . . ,Γ𝐾 are oriented and rectifiable smooth arcs,
each pair of which has at most endpoints in common. A node of Γ is a point
which is endpoint of at least one of the arcs Γ1, . . . ,Γ𝐾 . The set of all the nodes
is denoted by ℱ .

Let 𝑡0 ∈ ℱ . We suppose that there exists an 𝜀 > 0 such that the portion

Γ(𝑡0, 𝜀) = {𝑡 ∈ Γ : ∣𝑡0 − 𝑡∣ < 𝜀}
is of the form

Γ(𝑡0, 𝜀) = {𝑡0} ∪ Γ1𝑡0,𝜀 ∪ ⋅ ⋅ ⋅ ∪ Γ
𝑛(𝑡0)
𝑡0,𝜀 (15)

where

Γ𝑗𝑡0,𝜀 =
{
𝑧 ∈ ℂ : 𝑧 = 𝑡0 + 𝑟𝑒𝑖𝜑𝑡0,𝑗(𝑟) : 𝑟 ∈ (0, 𝜀), (𝑗 = 1, . . . , 𝑛(𝑡0))

}
, (16)

𝜑𝑡0,𝑗 are real-valued functions such that 𝜑𝑡0,𝑗 ∈ 𝒞∞𝑠𝑙 ((0, 𝜀)) and
0 ≤ 𝑚1 < 𝜑𝑡0,1(𝑟) < 𝑀1 < 𝑚2 < 𝜑𝑡0,2(𝑟) < 𝑀2

⋅ ⋅ ⋅ < 𝑚𝑛(𝑡0) < 𝜑𝑡0,𝑛(𝑡0)(𝑟) < 𝑀𝑛(𝑡0) < 2𝜋
(17)

for all 𝑟 ∈ (0, 𝜀) with certain constants 𝑚𝑗 ,𝑀𝑗 . We denote by ℒ𝑠𝑙 the class of
compact curves satisfying the above-given conditions.

Important subclass of ℒ𝑠𝑙 is the class of piecewise smooth composed curves
without cusps.

Let Γ ∈ ℒ𝑠𝑙, 𝑝 : Γ → (1,∞) be a measurable function and

∣𝑝(𝑡)− 𝑝(𝜏)∣ ≤ 𝐶

log 1
∣𝑡−𝜏 ∣

, 𝐶 > 0
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for all 𝑡, 𝜏 ∈ Γ∖ℱ such that ∣𝑡− 𝜏 ∣ < 1/2. For 𝑡0 ∈ ℱ we suppose that there exists
an 𝜀 > 0 such that the functions

𝑝𝑡0,𝑗(𝑟) := 𝑝(𝑡0 + 𝑟𝑒𝑖𝜑𝑡0,𝑗(𝑟)) ≡ 𝑝𝑡0(𝑟), 𝑟 ∈ [0, 𝜀) (18)

are independent on 𝑗, and 𝑝𝑡0 = 𝑝𝑡0,𝑗 ∈ 𝐶∞([0, 𝜀)). We denote such class by 𝒫(Γ).
Let 𝑤 : Γ → [0,∞] be a measurable function such that 𝑚𝑒𝑠 (𝑤−1{0,∞}) =

0 referred to us as a weight. The weighted variable exponent Lebesgue space
𝐿𝑝(⋅)(Γ, 𝑤) is defined as a class of measurable on Γ functions such that

𝐼𝑝 (𝑤, 𝑓) :=

∫
Γ

∣𝑤(𝜏)𝑓(𝜏)∣𝑝(𝜏) ∣𝑑𝜏 ∣ < ∞

with the norm

∥𝑓∥𝐿𝑝(⋅)(Γ,𝑤) = inf

{
𝜆 > 0 : 𝐼𝑝

(
𝑤,

𝑓

𝜆

)
≤ 1

}
.

We will write 𝐿𝑝(⋅)(Γ) := 𝐿𝑝(⋅)(Γ, 𝑤) if 𝑤 ≡ 1.
We consider the weights on (0, 𝜀) of the form 𝑤(𝑟) = exp 𝑣(𝑟) where 𝑣(𝑟) ∈

𝒞∞𝑠𝑙 ((0, 𝜀)) and real valued and we denote this class of weights by ℛ𝑠𝑙 ((0, 𝜀)) . Let
ϰ𝑣(𝑟) = 𝑟𝑣′(𝑟) and

ϰ+
𝑣 = lim sup

𝑟→0
ϰ𝑣(𝑟) = lim sup

𝑟→0

𝑟𝑤′(𝑟)
𝑤(𝑟)

, (19)

ϰ−𝑣 = lim inf
𝑟→0

ϰ𝑣(𝑟) = lim inf
𝑟→0

𝑟𝑤′(𝑟)
𝑤(𝑟)

. (20)

Note that the weight 𝑤(𝑟) = exp 𝑣(𝑟) with

𝑣(𝑟) = 𝑓(log(− log 𝑟)) log 𝑟, 𝑟 ∈ (0, 𝜀)

and 𝑓 ∈ 𝐶∞𝑏 ((0, 𝜀)) belongs to ℛ𝑠𝑙 ((0, 𝜀)) . For example, if 𝑓(𝑥) = sin𝑥 then

ϰ𝑣(𝑟) = cos(log(− log 𝑟)) + sin(log(− log 𝑟))

=
√
2 cos

(
log(− log 𝑟) − 𝜋

2

)
,

and ϰ+
𝑤 =

√
2,ϰ−𝑤 = −√

2.
Let 𝑤 : Γ → [0,+∞] be a weight on the curve Γ. We suppose that for

every point 𝑡𝑗 ∈ ℱ there exists a neighborhood 𝑈𝑗 such that 𝑤 and 𝑤−1 belong
𝐿∞(Γ∖ ∪𝑡𝑗∈ℱ (Γ ∩ 𝑈𝑗)). We say that 𝑤 ∈ ℛ𝑠𝑙(Γ) if for every point 𝑡𝑘 ∈ ℱ and for
every 𝑗 ∈ {1, . . . , 𝑛(𝑡𝑘)} the function

𝑤𝑡𝑘(𝑟) = 𝑤(𝑡𝑘 + 𝑟𝑒𝑖𝜑𝑡𝑘,𝑗(𝑟)) = 𝑒𝑣𝑡𝑘 (𝑟), 𝑟 ∈ (0, 𝜀) (21)

is independent of 𝑗 and 𝑤𝑡𝑘 ∈ ℛ𝑠𝑙 ((0, 𝜀)) . By 𝒜𝑝(⋅)(Γ) we denote a class of weights
in ℛ𝑠𝑙(Γ) such that

− 1

𝑝(𝑡𝑘)
< lim inf

𝑟→0
ϰ𝑣𝑡𝑘 (𝑟) ≤ lim sup

𝑟→0
ϰ𝑣𝑡𝑘 (𝑟) < 1− 1

𝑝(𝑡𝑘)
, (22)

for every node 𝑡𝑘 ∈ ℱ .
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Proposition 13 ([28, Proposition 36]). If 𝑤 ∈ 𝒜𝑝(⋅)(Γ) then 𝑤 ∈ 𝐿𝑝(⋅)(Γ) and
𝑤−1 ∈ 𝐿𝑝

′(⋅)(Γ), where 1
𝑝(𝑡) +

1
𝑝′(𝑡) = 1 for all 𝑡 ∈ Γ.

3.2. Simonenko local principle

Let 𝑋 be a Hausdorff compact topological space, 𝜇 be a 𝜎-additive measure on 𝑋 ,
𝑝(⋅) be a measurable function on 𝑋 such that

1 < 𝑝1 ≤ 𝑝(𝑥) ≤ 𝑝2 < ∞, 𝑥 ∈ 𝑋.

As above we introduce the Banach space 𝐿𝑝(⋅)(𝑋, 𝑑𝜇) of measurable on 𝑋 func-
tions 𝑓 such that

𝐼𝑝(⋅)(𝑓) =
∫
𝑋

∣𝑓(𝑥)∣𝑝(𝑥) 𝑑𝜇 < ∞
with the norm

∥𝑓∥𝐿𝑝(⋅)(𝑋,𝑑𝜎) = inf

{
𝜆 > 0 : 𝐼𝑝(⋅)(

𝑓

𝜆
) ≤ 1

}
.

Definition 14. An operator 𝐴 ∈ ℬ(𝐿𝑝(⋅)(𝑋, 𝑑𝜇)) is called the local type operator
if for every two closed sets 𝐹1, 𝐹2 ⊂ 𝑋 such that 𝐹1 ∩ 𝐹2 = ∅ the operator
𝜒𝐹1𝐴𝜒𝐹2𝐼 ∈ 𝒦(𝐿𝑝(⋅)(𝑋)).

Definition 15. An operator 𝐴 ∈ ℬ(𝐿𝑝(⋅)(𝑋)) is called locally Fredholm at a point
𝑥0 ∈ 𝑋 if there exists a neighborhood 𝑈 of the point 𝑥0 and operators 𝐿𝑥0 , 𝑅𝑥0

∈ ℬ(𝐿𝑝(⋅)(𝑋)) such that

𝐿𝑥0𝐴𝜒𝑈𝐼 = 𝜒𝑈𝐼 + 𝑇1, 𝜒𝑈𝐴𝑅
𝑥0 = 𝜒𝑈𝐼 + 𝑇2, (23)

where 𝑇1, 𝑇2 ∈ 𝒦(𝐿𝑝(⋅)(𝑋)). If in (23) 𝑇1 and 𝑇2 are 0-operators 𝐴 is called the
locally invertible operator at the point 𝑥0.

Theorem 16 (Simonenko’s local principle, [31], [32], [33], see also [30, Chap 2]). Let
𝐴 ∈ ℬ(𝐿𝑝(⋅)(𝑋, 𝑑𝜇)) be an operator of the local type on 𝑋. Then 𝐴 is a Fredholm
operator if and only if 𝐴 is a locally Fredholm operator at every point 𝑥 ∈ 𝑋.

The proof of Theorem 16 for variable 𝑝(⋅) repeats word for word the Simo-
nenko’s proof for a constant 𝑝. (See for instance [33], pp. 21–24.)

∙ Let 𝐴 ∈ ℬ(𝐸) where 𝐸 is a Banach space. We denote by 𝑠𝑝𝑒𝑠𝑠𝐴 the essential
spectrum of 𝐴, that is the set of 𝜆 ∈ ℂ such that 𝐴 − 𝜆𝐼 is not Fredholm
operator on 𝐸.

∙ Let 𝐴 ∈ ℬ(𝐿𝑝(⋅)(𝑋)). We denote by 𝑠𝑝𝑥𝐴 the local spectrum of 𝐴 at the
point 𝑥 ∈ 𝑋 , that is the set of points 𝜆 ∈ ℂ such that 𝐴 − 𝜆𝐼 is not locally
invertible operator at the point 𝑥.

The next Theorem is a simple corollary of the Simonenko local principle.

Theorem 17. Let for every point 𝑥 ∈ 𝑋 there exists a sequence of neighborhoods{
𝑈𝑥𝑗

}∞
𝑗=1

such that 𝑈𝑥1 ⊃ 𝑈𝑥2 ⊃ ⋅ ⋅ ⋅ ⊃ 𝑈𝑥𝑚 ⊃ ⋅ ⋅ ⋅ and lim𝑗→∞ 𝜇(𝑈𝑥𝑗 ) = 0. If

𝐴 ∈ ℬ(𝐿𝑝(⋅)(𝑋, 𝑑𝜎)) is the local type operator then

𝑠𝑝𝑒𝑠𝑠𝐴 =
∪
𝑥∈𝑋

𝑠𝑝𝑥𝐴.
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4. Potential type operators in 𝑳𝒑(⋅)(Γ, 𝒘)

4.1. Operators of the double-layer potentials type

Here we consider the operator of the double-layer potential type

𝐷𝑔,Γ𝑢(𝑡) =
1

𝜋

∫
Γ

𝑔(𝑡, 𝜏)
∂ log(∣𝑡− 𝜏 ∣)

∂𝜈𝜏
𝑢(𝜏)𝑑𝑙𝜏

=
1

𝜋

∫
Γ

𝑔(𝑡, 𝜏) (𝜈(𝜏), 𝜏 − 𝑡)

∣𝑡− 𝜏 ∣2 𝑢(𝜏)𝑑𝑙𝜏 , 𝑡 ∈ Γ

where Γ ⊂ ℝ2 is an oriented curve, 𝑑𝑙𝜏 is the oriented Lebesgue measure on Γ,
Γ ∋ 𝜏 → 𝜈(𝜏) = (𝜈1(𝜏), 𝜈2(𝜏)) ∈ ℝ2 is the inward unit normal vector, (𝑎, 𝑏) =
𝑎1𝑏1 + 𝑎2𝑏2 is the scalar product in ℝ2, 𝑢 is a complex-valued function on Γ.

In what follows we consider the curve Γ as embedded in ℂ, and we suppose
that Γ ∈ ℒ𝑠𝑙.

Let 𝑡0 ∈ ℱ and the portion Γ(𝑡0, 𝜀) of the curve Γ be of the form (15)–(17).
Let 𝑔 : Γ× Γ → ℂ. We set

𝑔𝑡0(𝑟, 𝜌) = (𝑔𝑡0𝑗𝑘(𝑟, 𝜌))
𝑛(𝑡0)
𝑗,𝑘=1

where
𝑔𝑡0𝑗𝑘(𝑟, 𝜌) = 𝑔(𝑡0 + 𝑟𝑒𝑖𝜑𝑡0,𝑗(𝑟), 𝑡0 + 𝜌𝑒𝑖𝜑𝑡0.𝑘(𝜌)), 𝑟, 𝜌 ∈ (0, 𝜀).

We suppose that

sup
𝑟,𝜌∈(0,𝜀)

∣∣∣∣∣
(
𝑟
∂

∂𝑟

)𝛼(
𝜌
∂

∂𝜌

)𝛽
𝑔𝑡0𝑗𝑘(𝑟, 𝜌)

∣∣∣∣∣ ≤ 𝐶𝛼𝛽 (24)

for all 𝛼, 𝛽 ∈ ℕ0 and for all 𝑗, 𝑘 ∈ {1, . . . , 𝑛(𝑡0)} ,

lim
𝑟→0

sup
𝜌∈(0,𝜀)

∣∣∣∣𝑟∂𝑔𝑡0𝑗𝑘(𝑟, 𝜌)∂𝑟

∣∣∣∣ = 0, (25)

and

lim
𝜌→0

sup
𝑟∈(0,𝜀)

∣∣∣∣𝜌∂𝑔𝑡0𝑗𝑘(𝑟, 𝜌)∂𝜌

∣∣∣∣ = 0. (26)

We denote by 𝑆𝑂∞(Γ × Γ,ℱ) the class of functions 𝑔 : Γ × Γ → ℂ such that
𝑔 ∣(Γ∖ℱ)×(Γ∖ℱ)∈ 𝐶∞((Γ∖ℱ) × (Γ∖ℱ)), and for the every node 𝑡0 conditions (24),
(25), (26) hold.

We associate a function 𝑓 : Γ → ℂ and a point 𝑡0 ∈ ℱ the vector-function

(0, 𝜀) ∋ 𝑟 → (𝑓1,𝑡0(𝑟), . . . , 𝑓𝑛(𝑡0),𝑡0(𝑟)) ∈ ℂ𝑛(𝑡0)

where
𝑓𝑗,𝑡0(𝑟) = 𝑓(𝑡0 + 𝑟𝑒𝑖𝜑𝑡0 ,𝑗(𝑟)), 𝑟 ∈ (0, 𝜀).

We say that a function 𝑎 : Γ → ℂ belongs to the class 𝑆𝑂∞(Γ,ℱ) if 𝑎 ∣Γ∖ℱ∈
𝐶∞(Γ∖ℱ) and 𝑎𝑗,𝑡0 ∈ 𝒞∞𝑠𝑙 ((0, 𝜀)) for every 𝑡0 ∈ ℱ and 𝑗 = 1, . . . , 𝑛(𝑡0).

Let 𝜙𝑡0 be a function defined on Γ(𝑡0, 𝜀). We suppose that 𝜙𝑡0(𝜌) = 𝜙𝑡0(𝑡0 +

𝜌𝑒𝑖𝜑𝑡0,𝑘(𝜌)) ∈ 𝐶∞(ℝ+), 𝜙𝑡0 is independent of 𝑘 ∈ {1, . . . , 𝑛(𝑡0)} , and 𝜙𝑡0 has
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a support on [0, 𝜀) and equals 1 on [0, 𝜀′), 𝜀′ < 𝜀. We say that 𝜙𝑡0 is a cut-off
function of Γ(𝑡0, 𝜀).

We will consider the operator 𝐷𝑔,Γ as acting on the space 𝐿𝑝(⋅)(Γ, 𝑤) where

𝑝(⋅) ∈ 𝒫(Γ) and the weight 𝑤 ∈ 𝒜𝑝(⋅)(Γ). We set 𝑟
1

𝑝𝑡0
(𝑟)𝑤𝑡0(𝑟) = 𝑤̃𝑡0(𝑟) = 𝑒𝑣𝑡0 (𝑟).

We consider now the structure of the operator 𝐷𝑔,Γ in a neighborhood of a
node 𝑡0. Let

Φ𝑡0 : 𝐿
𝑝(⋅)(Γ(𝑡0, 𝜀), 𝑤) → 𝐿

𝑝𝑡0(⋅)
𝑛(𝑡0)

(
(0, 𝜀),

𝑑𝑟

𝑟

)
be an isomorphism ( [28], Proposition 37) defined as

(Φ𝑡0𝑢) (𝑟) =

⎛⎜⎜⎜⎜⎝
𝑤̃𝑡0(𝑟)𝑢1,𝑡0(𝑟)

⋅
⋅
⋅

𝑤̃𝑡0(𝑟)𝑢𝑛(𝑡0),𝑡0(𝑟)

⎞⎟⎟⎟⎟⎠ , 𝑟 ∈ (0, 𝜀).

We set

𝜃𝑡0𝑗𝑘(𝑟, 𝜌) = 𝜑𝑗,𝑡0(𝑟) − 𝜑𝑘,𝑡0(𝜌).

Proposition 18. Let Γ ∈ ℒ𝑠𝑙, 𝑝(⋅) ∈ 𝒫(Γ), 𝑤 ∈ 𝒜𝑝(⋅)(Γ), 𝑡0 ∈ ℱ , 𝑔 ∈ 𝑆𝑂∞(Γ ×
Γ,ℱ), and 𝜙𝑡0 be a cut-off function of Γ(𝑡0, 𝜀). Then the operator

𝐷𝑡0
𝑔,Γ = Φ𝑡0𝜙𝑡0𝐷𝑔,Γ𝜙𝑡0Φ

−1
𝑡0

is a Mellin pseudodifferential operator of the class 𝑂𝑃ℰ𝑠𝑙(𝑛(𝑡0)) with the symbol
𝜎̃𝑡0(𝐷𝑔,Γ) = 𝜎𝑡0(𝐷𝑔,Γ) + 𝑞 where 𝜎𝑡0(𝐷𝑔,Γ) =

(
𝜎𝑗𝑘𝑡0 (𝐷𝑔,Γ)

)𝑛(𝑡0)
𝑗,𝑘=1

, 𝑞 ∈ ℰ−10 (𝑛(𝑡0)),

and

𝜎𝑗𝑘𝑡0 (𝐷𝑔,Γ)(𝑟, 𝜉) =

⎧⎨⎩
𝜀𝑘𝑔𝑗𝑘(𝑟,𝑟) sinh(𝜋−𝜃𝑡0𝑗𝑘(𝑟,𝑟))(𝜉+𝑖( 1

𝑝(𝑡0)+𝑟𝑣
′
𝑡0
(𝑟)))

sinh𝜋(𝜉+𝑖( 1
𝑝(𝑡0)

+𝑟𝑣′𝑡0 (𝑟)))
, 𝑘 < 𝑗,

𝜀𝑘𝑔𝑗𝑘(𝑟,𝑟) sinh(𝜃
𝑡0
𝑗𝑘
(𝑟,𝑟)−𝜋)(𝜉+𝑖( 1

𝑝(𝑡0)
+𝑟𝑣′𝑡0 (𝑟)))

sinh𝜋(𝜉+𝑖( 1
𝑝(𝑡0)

+𝑟𝑣′𝑡0 (𝑟)))
, 𝑘 > 𝑗,

0, 𝑘 = 𝑗.

where 𝜀𝑘 = 1 if 𝑡0 is the starting point of the curve Γ
𝑡0
𝑘 , and 𝜀𝑘 = −1 if 𝑡0 is the

end point of the curve Γ𝑡0𝑘 .

Proof. The operator 𝐷𝑔,Γ can be written in the complex variables as

𝐷𝑔,Γ𝑢(𝑡) =
1

𝜋

∫
Γ

𝑔(𝑡, 𝜏)ℜ(𝜈(𝜏)(𝜏 − 𝑡))𝑢(𝜏)𝑑𝑙𝜏

∣𝑡− 𝜏 ∣2 , 𝑡 ∈ Γ.

Then

𝐷𝑔,Γ =
1

2

(
𝐷

(1)
𝑔,Γ +𝐷

(2)
Γ

)
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where

𝐷
(1)
𝑔,Γ𝑢(𝑡) =

1

𝜋

∫
Γ

𝑔(𝑡, 𝜏)𝜈(𝜏)𝑢(𝜏)𝑑𝑙𝜏
𝜏 − 𝑡

,

𝐷
(2)
𝑔,Γ𝑢(𝑡) =

1

𝜋

∫
Γ

𝑔(𝑡, 𝜏)𝜈(𝜏)𝑢(𝜏)𝑑𝑙𝜏
𝜏 − 𝑡

.

Hence 𝐷𝑡0
𝑔,Γ = 1

2 (𝐷
(1)𝑡0
𝑔,Γ +𝐷

(2)𝑡0
𝑔,Γ ) where 𝐷

(𝑙)𝑡0
𝑔,Γ = Φ𝑡0𝜙𝑡0𝐷

(𝑙)
𝑔,Γ𝜙𝑡0Φ

−1
𝑡0 , 𝑙 = 1, 2. The

operators 𝐷
(𝑙)𝑡0
𝑔,Γ , 𝑙 = 1, 2 have matrix representations of the form

(
𝐷

(𝑙)𝑡0
𝑔,Γ 𝑢

)
𝑗,𝑡0

(𝑟) =

𝑛(𝑡0)∑
𝑘=1

(
𝐾

(𝑙)𝑡0
𝑗𝑘 𝑢𝑘,𝑡0

)
(𝑟)

where (
𝐾

(𝑙)𝑡0
𝑗𝑘 𝑢𝑙,𝑡0

)
(𝑟) =

∫ 𝜀

0

𝑘
(𝑙)𝑡0
𝑗𝑘 (𝑟, 𝜌)𝑢𝑘,𝑡0(𝜌)

𝑑𝜌

𝜌
, 𝑟 ∈ (0, 𝜀).

First we consider 𝐾
(1)𝑡0
𝑗𝑘 . The function 𝑘

(1)𝑡0
𝑗𝑘 is of the form:

𝑘
(1)𝑡0
𝑗𝑘 (𝑟, 𝜌) =

𝑔𝑡0𝑗𝑘(𝑟, 𝜌)𝜙𝑡0(𝑟)𝜙𝑡0 (𝜌)𝑒
(𝑣𝑡0 (𝑟)−𝑣𝑡0 (𝜌))𝑒−𝑖𝜃

𝑡0
𝑗𝑘(𝑟,𝜌)

𝜋𝑖(𝑟 − 𝜌𝑒−𝑖𝜃
𝑡0
𝑗𝑘(𝑟,𝜌))

× (1 + 𝑖𝜌𝜑′𝑡0,𝑘(𝜌))

√
1 +

(
𝜌𝜑′𝑡0,𝑘(𝜌)

)2

.

Taking into account that

1

𝜋𝑖

∫ ∞

0

𝑡𝑖𝑠−1𝑑𝑡
𝑡− 𝑒𝑖𝜃

=

⎧⎨⎩
𝑒(𝜋−𝜃)𝑠𝑒−𝑖𝜃

sinh𝜋𝑠 , 0 < 𝜃 < 2𝜋,

𝑒(𝜃−𝜋)𝑠𝑒−𝑖𝜃

sinh𝜋𝑠 ,−2𝜋 < 𝜃 < 0,
0 < ℑ(𝑠) < 1, (27)

1

𝜋𝑖
𝑣.𝑝.

∫ ∞

0

𝑡𝑖𝑠−1𝑑𝑡
𝑡− 1

= coth𝜋𝑠, 0 < ℑ(𝑠) < 1, (28)

(see [8], formulas 3.238.1 and 3.238.2), and

𝑣𝑡0(𝑟) − 𝑣𝑡0(𝜌) = 𝛾𝑣𝑡0 (𝑟, 𝜌)
𝑟

𝜌
, where 𝛾𝑣𝑡0 (𝑟, 𝜌) =

∫ 1

0

ϰ𝑣(𝑟
𝜃𝜌1−𝜃)𝑑𝜃

we can write the operator 𝐾
(1)𝑡0
𝑗𝑘 as a Mellin pseudodifferential operator with a

double symbol

𝜎( 𝐾
(1)𝑡0
𝑗𝑘 )(𝑟,𝜌,𝜉)=

⎧⎨⎩

𝜀𝑘𝜙𝑡0(𝑟)𝜙𝑡0 (𝜌)𝑔
𝑡0
𝑗𝑘(𝑟,𝜌)

exp
[
(𝜃𝑡0𝑗𝑘(𝑟,𝜌)−𝜋)

(
𝜉+𝑖𝛾𝑣𝑡0

(𝑟,𝜌)
)]

sinh
(
𝜉+𝑖𝛾𝑣𝑡0

(𝑟,𝜌)
) , 𝑘<𝑗,

𝜀𝑘𝜙𝑡0(𝑟)𝜙𝑡0 (𝜌)𝑔
𝑡0
𝑗𝑘(𝑟,𝜌)coth𝜋

(
𝜉+ 𝑖( 1

𝑝(𝑡0)
+𝑟𝑣′𝑡0 (𝑟))

)
, 𝑗=𝑘,

𝜀𝑘𝜙𝑡0(𝑟)𝜙𝑡0 (𝜌)𝑔
𝑡0
𝑗𝑘(𝑟,𝜌)

exp
[
(𝜋−𝜃𝑡0𝑗𝑘(𝑟,𝜌))(𝜉+𝑖𝛾𝑣𝑡0 (𝑟,𝜌))

]
sinh

(
𝜉+𝑖𝛾𝑣𝑡0

(𝑟,𝜌))
) , 𝑘>𝑗.
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(See details of the calculations in the paper [22].) Applying Proposition 8 we
obtain that

𝐷
(1)𝑡0
𝑔,Γ = 𝑂𝑝𝑀 (𝜎𝑡0(𝐷

(1)
𝑔,Γ) + 𝑞(1)), (29)

where 𝑞(1) ∈ ℰ−10 (𝑛(𝑡0)),

𝜎𝑡0(𝐷
(1)
𝑔,Γ) =

(
𝜎𝑗𝑘𝑡0 (𝐷

(1)
𝑔,Γ)

)𝑛(𝑡0)
𝑗,𝑘=1

,

and

𝜎𝑗𝑘𝑡0 (𝐷
(1)
𝑔,Γ)(𝑟, 𝜉) =

⎧⎨⎩

𝜀𝑘𝑔
𝑡0
𝑗𝑘(𝑟, 𝑟)

exp
[
(𝜃𝑡0𝑗𝑘(𝑟,𝑟)−𝜋)

(
𝜉+𝑖( 1

𝑝(𝑡0)+𝑟𝑣
′
𝑡0
(𝑟))

)]
sinh

(
𝜉+𝑖( 1

𝑝(𝑡0)
+𝑟𝑣′𝑡0(𝑟))

) , 𝑘 < 𝑗,

𝜀𝑘𝑔
𝑡0
𝑗𝑘(𝑟, 𝑟) coth 𝜋

(
𝜉 + 𝑖( 1

𝑝(𝑡0)
+ 𝑟𝑣′𝑡0(𝑟))

)
, 𝑗 = 𝑘,

𝜀𝑘𝑔
𝑡0
𝑗𝑘(𝑟, 𝑟)

exp
[
(𝜋−(𝜃𝑡0𝑗𝑘(𝑟,𝑟)))

(
𝜉+𝑖( 1

𝑝(𝑡0)
+𝑟𝑣′𝑡0 (𝑟))

)]
sinh

(
𝜉+𝑖( 1

𝑝(𝑡0)
+𝑟𝑣′𝑡0 (𝑟)))

) , 𝑘 > 𝑗.

(30)

The operator 𝐾
(2)𝑡0
𝑗𝑘 has a similar representation as a Mellin pseudodifferential

operator with double symbol and as above we obtain

𝐷
(2)𝑡0
𝑔,Γ = 𝑂𝑝𝑀 (𝜎𝑡0 (𝐷

(2)
𝑔,Γ)) +𝑂𝑝𝑀 (𝑞(2)),

where 𝑞(2) ∈ ℰ−10 (𝑛(𝑡0)) and

𝜎𝑗𝑘𝑡0 (𝐷
(2)
𝑔,Γ)(𝑟, 𝜉) =

⎧⎨⎩

−𝜀𝑘𝑔
𝑡0
𝑗𝑘(𝑟, 𝑟)

exp
[
−(𝜃𝑡0𝑗𝑘(𝑟,𝑟)−𝜋)

(
𝜉+𝑖( 1

𝑝(𝑡0)+𝑟𝑣
′
𝑡0
(𝑟))

)]
sinh

(
𝜉+𝑖( 1

𝑝(𝑡0)
+𝑟𝑣′𝑡0(𝑟))

) , 𝑗 > 𝑘,

−𝜀𝑘𝑔
𝑡0
𝑗𝑘(𝑟, 𝑟) coth 𝜋

(
𝜉 + 𝑖( 1

𝑝(𝑡0)
+ 𝑟𝑣′𝑡0 (𝑟))

)
, 𝑗 = 𝑘,

−𝜀𝑘𝑔
𝑡0
𝑗𝑘(𝑟, 𝑟)

exp
[
−(𝜋−𝜃𝑡0𝑗𝑘(𝑟,𝑟))

(
𝜉+𝑖( 1

𝑝(𝑡0)
+𝑟𝑣′𝑡0(𝑟))

)]
sinh

(
𝜉+𝑖( 1

𝑝(𝑡0)+𝑟𝑣
′
𝑡0
(𝑟))

) , 𝑗 < 𝑘.

(31)
Taking into account (30) and (31) we obtain that

𝐷𝑡0
𝑔,Γ = 𝑂𝑝𝑀 (

1

2
(𝜎𝑡0 (𝐷

(1)
𝑔,Γ) + 𝜎𝑡0(𝐷

(2)
𝑔,Γ)) +𝑂𝑝𝑀

1

2
(𝑞(1) + 𝑞2)

= 𝑂𝑝𝑀 (𝜎𝑡0 (𝐷𝑔,Γ)) +𝑂𝑝𝑀 (𝑞)

where 𝑞 ∈ ℰ−10 (𝑛(𝑡0)). □

∙ In what follows we say that 𝜎𝑡0(𝐷𝑔,Γ) =
(
𝜎𝑗𝑘𝑡0 (𝐷𝑔,Γ)

)𝑛(𝑡0)
𝑗,𝑘=1

is the local symbol

of 𝐷𝑔,Γ at the point 𝑡0 ∈ ℱ .

The following proposition follows easily from the well-known result that the
operator of the double-layer potential on a smooth manifold is a pseudodifferential
operator in 𝑂𝑃𝑆−11,0 (see for instance [37], p. 361). (For the definition of pseudo-

differential operators on a smooth manifold see, for instance, [35], Chap. 1.)
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Proposition 19. Let 𝒳 be a smooth one-dimensional manifold, 𝑔 ∈ 𝐶∞(𝒳 × 𝒳 ),
𝜑, 𝜓 ∈ 𝐶∞0 (Ω). Then 𝜙𝐷𝑔,Ω𝜓𝐼 is a pseudodifferential operator on 𝒳 of the class

𝑂𝑃𝑆−11,0 .

Proposition 20. Let Γ ∈ ℒ𝑠𝑙, 𝑝(⋅) ∈ 𝒫(Γ), 𝑔 ∈ 𝑆𝑂∞(Γ× Γ,ℱ). Then the operator
𝐷𝑔,Γ is locally compact on Γ∖ℱ , that is for an arbitrary open set 𝑈 such that

𝑈̄ ⊂ Γ∖ℱ and functions 𝜙, 𝜓 ∈ 𝐶∞0 (𝑈) the operator 𝜙𝐷𝑔,Γ𝜓𝐼 ∈ 𝒦(𝐿𝑝(⋅)(Γ)).
Proof. Let 𝜅 : 𝑈 → 𝑉 ⊂ ℝ be a diffeomorphism, 𝜅∗ : 𝐶∞0 (𝑉 ) → 𝐶∞0 (𝑈) be an
invertible mapping defined as

𝜅∗𝑓(𝑡) = 𝑓(𝜅−1(𝑡)), 𝑡 ∈ 𝑈,

and let 𝜅∗ : 𝐶∞0 (𝑈) → 𝐶∞0 (𝑉 ) be the inverse mapping for 𝜅∗. By Proposition 19
𝜅∗𝜙𝐷𝑔,Γ𝜓𝜅

∗ ∈ 𝑂𝑃𝑆−11,0(ℝ). According to Theorem 4 𝜅∗𝜙𝐷𝑔,Γ𝜓𝜅
∗ is bounded in all

𝐿𝑝(⋅)(ℝ), 𝑝(⋅) ∈ 𝒫(ℝ). Moreover this operator is compact in 𝐿2(ℝ) (see for instance
[35], Chapter 1). Taking into account Proposition 2.2, [27] on the interpolation of
compactness in 𝐿𝑝(⋅)(ℝ) we obtain that 𝜅∗𝜙𝐷𝑔,Γ𝜓𝜅

∗ ∈ 𝒦(𝐿𝑝(⋅)(ℝ)). It implies that

𝜙𝐷𝑔,Γ𝜓𝐼 ∈ 𝒦(𝐿𝑝(⋅)(Γ)). □
Theorem 21. Let Γ ∈ ℒ𝑠𝑙, 𝑝(⋅) ∈ 𝒫(Γ), 𝑤 ∈ 𝒜𝑝(⋅)(Γ), 𝑔 ∈ 𝑆𝑂∞(Γ × Γ,ℱ). Then

𝐷𝑔,Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) is a bounded operator.

Proof. The proof follows the proof of Theorem 40 in [28] and uses an admissible
partition of unity, Proposition 13, boundedness of Mellin pseudodifferential oper-
ators in 𝐿𝑝(⋅)(ℝ+), Proposition 18, boundedness of pseudodifferential operators of
the class 𝑂𝑃𝑆0

1,0 on 𝐿𝑝(⋅)(ℝ). □
Theorem 22. Let Γ ∈ ℒ𝑠𝑙, 𝑝(⋅) ∈ 𝒫(Γ), 𝑤 ∈ 𝒜𝑝(⋅)(Γ), 𝑔 ∈ 𝑆𝑂∞(Γ × Γ,ℱ). Then

𝐷𝑔,Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) is a local type operator.

Proof. The proof follows to the proof of Theorem 47 in [28]. It based on Proposition
13, compactness of the operator 𝜙1𝐷𝑔,Γ𝜙2𝐼 acting from 𝐿1(Γ) into 𝐿∞(Γ) for all
𝜙1, 𝜙2 ∈ 𝐶(Γ) such that supp𝜙1 ∩ supp𝜙2 = ∅. □
4.2. Fredholm property and essential spectrum of operators

of double-layer potentials type

4.2.1. Fredholm property. We consider here the operator

𝐴𝑔,Γ = 𝑎𝐼 + 𝑏𝐷𝑔,Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤)

under assumptions:

Γ ∈ ℒ𝑠𝑙, 𝑤 ∈ 𝒜𝑝(⋅)(Γ), 𝑝(⋅) ∈ 𝒫(Γ), 𝑔 ∈ 𝑆𝑂∞(Γ× Γℱ), 𝑎, 𝑏 ∈ 𝑆𝑂∞(Γ× Γℱ). (32)

∙ We define the local symbol of 𝐴𝑔,Γ at a point 𝑡 ∈ ℱ as

𝜎𝑡(𝐴𝑔,Γ) =
(
𝜎𝑗𝑘𝑡 (𝐴𝑔,Γ)

)𝑛(𝑡)
𝑗,𝑘=1

where
𝜎𝑗𝑘𝑡 (𝐴𝑔,Γ)(𝑟, 𝜉) = 𝑎𝑗,𝑡(𝑟) + 𝑏𝑗,𝑡(𝑟)𝜎

𝑗𝑘
𝑡 (𝐷𝑔,Γ)(𝑟, 𝜉).
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Theorem 23. Let assumptions (32) hold. Then 𝐴𝑔,Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) is
locally invertible:

(i) at the point 𝑡 ∈ Γ∖ℱ if and only if 𝑎(𝑡) ∕= 0;
(ii) at the point 𝑡 ∈ ℱ if and only if

lim inf
𝑟→+0

inf
𝜉∈ℝ

∣det𝜎𝑡(𝐴𝑔,Γ)(𝑟, 𝜉)∣ > 0.

Proof. (i) Let 𝑡0 ∈ Γ∖ℱ , 𝑈 be a small neighborhood of the point 𝑡0, 𝜑, 𝜓 ∈
𝐶∞0 (𝑈), 𝜑𝜓 = 𝜑, and 𝜑(𝑡0) = 𝜓(𝑡0) = 1. Applying standard arguments of the
pseudodifferential operators theory (see for instance [35], Chapter 1) one can prove
that 𝐴𝑔,Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) is locally invertible at the point 𝑡0 if and

only if 𝜑𝐴𝑔,Γ𝜓𝐼 : 𝐿𝑝(⋅)(𝑈) → 𝐿𝑝(⋅)(𝑈) is locally invertible at this point. In turn

𝜑𝐴𝑔,Γ𝜓𝐼 : 𝐿𝑝(⋅)(𝑈) → 𝐿𝑝(⋅)(𝑈) is locally invertible at the point 𝑡0 if and only if

𝜅∗𝜙𝐴𝑔,Γ𝜓𝜅∗ : 𝐿𝑝(⋅)(𝑉 ) → 𝐿𝑝(⋅)(𝑉 ) is locally invertible at the point 𝑥0 = ϰ(𝑡0)
where 𝑝(𝑥) = 𝑝(ϰ−1(𝑥)), and 𝜅, 𝜅∗, 𝜅∗ are defined in the proof of Proposition 20.
Hence statement (i) follows from Theorem 7.

(ii) It follows from Proposition 18 that 𝐴𝑔,Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) is
locally invertible at a point 𝑡 ∈ ℱ if and only if the Mellin pseudodifferential
operator

𝑂𝑝𝑀 (𝜎𝑡(𝐴𝑔,Γ)) : 𝐿
𝑝𝑡(⋅)(ℝ+,

𝑑𝑟

𝑟
) → 𝐿𝑝𝑡(⋅)(ℝ+,

𝑑𝑟

𝑟
)

is locally invertible at the point 0. Hence statement (ii) follows from Theorem 11.
□

Remark 24. Note that condition (ii) implies that

lim inf
𝑟→0

∣𝑎𝑗,𝑡(𝑟)∣ > 0, 𝑗 = 1, . . . , 𝑛(𝑡),

because
lim
𝜉→∞

𝜎𝑗𝑘𝑡0 (𝐷𝑔,Γ)(𝑟, 𝜉) = 0,

uniformly with respect to 𝑟 ∈ (0, 𝜀), for 𝜀 > 0 small enough.

Theorem 25. Let assumptions (32) hold. Then the operator 𝐴𝑔,Γ : 𝐿𝑝(⋅)(Γ, 𝑤) →
𝐿𝑝(⋅)(Γ, 𝑤) is a Fredholm operator if and only if conditions (i) and (ii) of Theorem
23 hold for every point 𝑡 ∈ Γ∖ℱ , and 𝑡 ∈ ℱ , respectively. The Fredholm index of
𝐴𝑔,Γ is defined by the formula

Ind𝐴𝑔,Γ = − 1

2𝜋

∑
𝑡∈ℱ

lim
𝑟→0

[arg det(𝜎̂𝑡(𝐴𝑔,Γ)(𝑟, 𝜉))]
+∞
𝜉=−∞ , (33)

where

𝜎̂𝑡(𝐴𝑔,Γ)(𝑟, 𝜉) =
(
𝜎̂𝑗𝑘𝑡 (𝐴𝑔,Γ)(𝑟, 𝜉)

)𝑛(𝑡)
𝑗,𝑘=1

and 𝜎̂𝑗𝑘𝑡 (𝐴𝑔,Γ)(𝑟, 𝜉) are defined as

(𝜎̂𝑗𝑘𝑡 (𝐴𝑔,Γ)(𝑟, 𝜉) = 𝑎−1𝑗,𝑡 (𝑟)𝜎
𝑗𝑘
𝑡 (𝐴𝑔,Γ)(𝑟, 𝜉)

for 𝑟 > 0 small enough.
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Proof. Because 𝐴𝑔,Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) is a local type operator the state-
ment on the Fredholmness follows from Theorem 23 and Theorem 16. The proof
of the index formula is standard and based on a separation of singularities and it
is the same as in the case of the constant 𝑝 ∈ (1,∞) (see for instance [22]). □

4.2.2. Essential spectrum of the operator 𝑫𝒈,Γ.

Theorem 26. Let assumptions (32) hold. Then the essential spectrum of 𝐷𝑔,Γ :

𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) is given by the formula

𝑠𝑝𝑒𝑠𝑠𝐷𝑔,Γ =
∪
𝑡∈ℱ

∪
ℎ

∪
𝜉∈[−∞,∞]

𝑠𝑝 𝜎ℎ𝑡 (𝐷𝑔,Γ)(𝜉) (34)

where
∪
ℎ

is taken with respect to the all sequences ℎ = (ℎ𝑚) (ℝ+ ∋ ℎ𝑚 → 0) for

which there exist the uniform with respect to 𝜉 ∈ [−∞,+∞] limits

lim
𝑚→∞𝜎𝑡(𝐴𝑔,Γ)(ℎ𝑚, 𝜉) = 𝜎ℎ𝑡 (𝐷𝑔,Γ)(𝜉), (35)

𝑠𝑝 𝜎ℎ𝑡 (𝐷𝑔,Γ)(𝜉) denotes the spectrum of 𝑛(𝑡)× 𝑛(𝑡) matrix.

Proof. It follows from Theorem 17 that the essential spectrum of 𝐷𝑔,Γ is the union
of the local spectra of 𝐷𝑔,Γ for all points 𝑡 ∈ Γ. By Proposition 20 the operator
𝐷𝑔,Γ is locally compact at 𝑡 ∈ Γ∖ℱ . It implies that the local spectrum of 𝐷𝑔,Γ

at the every point 𝑡 ∈ Γ∖ℱ is {0} . But 0 belongs to the local spectrum of the

operator 𝐷𝑔,Γ at a point 𝑡 ∈ ℱ because lim𝜉→∞ 𝜎𝑗𝑘𝑡 (𝐴𝑔,Γ)(𝑟, 𝜉) = 0. Hence

𝑠𝑝𝑒𝑠𝑠𝐷𝑔,Γ =
∪
𝑡∈ℱ

𝑠𝑝𝑡𝐷𝑔,Γ. (36)

Applying formula (36) and Proposition 12 we obtain formula (34). □

4.3. Integral operators of the Dirichlet problem

Let Ω be a simply connected bounded domain with a boundary Γ ∈ ℒ𝑠𝑙 oriented
by the standard way and let

𝐷Γ𝑢(𝑡) = 𝐷1,Γ(𝑡)𝑢(𝑡) =
1

𝜋

∫
Γ

(𝜈(𝜏), 𝜏 − 𝑡)

∣𝑡− 𝜏 ∣2 𝑢(𝜏)𝑑𝑙𝜏 , 𝑡 ∈ Γ,

be the double-layer potential on the curve Γ.

Proposition 27. Let Λ ⊂ Γ be an open connected set such that Λ̄ ⊂ Γ∖ℱ and
𝑢 ∈ 𝐿𝑝(⋅)(Γ, 𝑤), 𝑤 ∈ 𝒜𝑝(⋅)(Γ). Then for almost all points 𝑡 ∈ Λ there exist non-
tangential limits

lim
Ω∋𝑥→𝑡∈Λ

(𝐷Γ𝑢) (𝑥) =
1

𝜋
lim

Ω∋𝑥→𝑡∈Λ

∫
Γ

(𝜈(𝜏), 𝜏 − 𝑡)

∣𝑥− 𝜏 ∣2 𝑢(𝜏)𝑑𝑙𝜏

= 𝑢(𝑡) + (𝐷Γ𝑢)(𝑡).

(37)
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Proof. Let Λ′(⊃ Λ̄) be a neighborhood of Λ such that Λ′ ⊂ Γ∖ℱ

𝐷′
Γ𝑢(𝑥) =

1

𝜋

∫
Λ′

(𝜈(𝜏), 𝜏 − 𝑡)

∣𝑥− 𝜏 ∣2 𝑢(𝜏)𝑑𝑙𝜏 , 𝑥 ∈ Ω,

𝐷′′
Γ𝑢(𝑥) =

1

𝜋

∫
Γ∖Λ′

(𝜈(𝜏), 𝜏 − 𝑡)

∣𝑥− 𝜏 ∣2 𝑢(𝜏)𝑑𝑙𝜏 , 𝑥 ∈ Ω.

Applying the embedding 𝐿𝑝(⋅)(Λ) ⊂ 𝐿𝑝−(Λ) where 𝑝− = min𝑡∈Γ 𝑝(𝑡) ∈ (1,∞) (see
[7], p. 83), and well-known results (see [9], [18], p. 199, [36]) with respect to the
limit values of the double-layered potentials with density in 𝐿𝑝, 𝑝 ∈ (1,∞) we
obtain that for almost all 𝑡 ∈ Λ

lim
Ω∋𝑥→𝑡∈Λ

𝐷′
Γ𝑢(𝑥) = 𝑢(𝑡) +

1

𝜋

∫
Λ′

(𝜈(𝜏), 𝜏 − 𝑡)

∣𝑡− 𝜏 ∣2 𝑢(𝜏)𝑑𝑙𝜏 . (38)

By Proposition 13 𝑤−1 ∈ 𝐿𝑝
′(⋅)(Γ) then applying the Hölder inequality for variable

exponent Lebesgue spaces (see [7], p. 82) we obtain that 𝑢 = 𝑤−1(𝑤𝑢) ∈ 𝐿1(Γ).
Then the Lebesgue dominated convergence theorem yields that

lim
𝒟∋𝑥→𝑡∈Λ

𝐷′′
Γ𝑢(𝑥) =

1

𝜋

∫
Γ∖Λ′

(𝜈(𝜏), 𝜏 − 𝑡)

∣𝑡− 𝜏 ∣2 𝑢(𝜏)𝑑𝑙𝜏 (39)

for all 𝑡 ∈ Λ. Formulas (38) and (39) imply formula (37). □

Corollary 28. Let Γ ∈ ℒ𝑠𝑙, 𝑤 ∈ 𝒜𝑝(⋅)(Γ), 𝑢 ∈ 𝐿𝑝(⋅)(Γ, 𝑤). Then for almost all 𝑡 ∈ Γ
there exist non tangential limits

lim
𝒟∋𝑥→𝑡∈Γ

𝐷Γ𝑢(𝑥) = 𝑢(𝑡) +
1

𝜋

∫
Γ

(𝜈(𝜏), 𝜏 − 𝑡)

∣𝑡− 𝜏 ∣2 𝑢(𝜏)𝑑𝑙. (40)

We consider the Dirichlet problem in the domain Ω

Δ𝜓(𝑥) = 0, 𝑥 ∈ Ω, 𝜓 ∣Γ= 𝑓 (41)

where 𝜓 is a distribution in 𝒟′(Ω), 𝑓 ∈ 𝐿𝑝(⋅)(Γ, 𝑤), 𝑤 ∈ 𝒜𝑝(⋅)(Γ),and 𝜓 ∣Γ means
the non-tangential limit

(𝜓 ∣Γ) (𝑡) = lim
Ω∋𝑥→𝑡∈Γ

𝜓(𝑥)

which exists for almost all points of Γ.
The solution of the problem (41) is sought of the double-layer potential form

𝜓(𝑥) = 𝐷Γ𝑢(𝑥) =
1

𝜋

∫
Γ

(𝜈(𝜏), 𝜏 − 𝑥)

∣𝑥− 𝜏 ∣2 𝑢(𝜏)𝑑𝑙𝜏 , 𝑥 ∈ Ω

with unknown density 𝑢 ∈ 𝐿𝑝(⋅)(Γ, 𝑤). Applying Corollary 28 we obtain that 𝑢
have to satisfy the equation

𝑢+𝐷Γ𝑢 = 𝑓 (42)

in 𝐿𝑝(⋅)(Γ, 𝑤). Because 𝐷Γ ∈ ℬ(𝐿𝑝(⋅)(Γ, 𝑤)) the equation (42) has sense. Note if
𝑢 ∈ 𝐿𝑝(⋅)(Γ, 𝑤) is a solution of equation (42) then 𝜓 = 𝐷Γ𝑢 is a solution of the
Dirichlet problem (41).
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Let 𝑡0 ∈ ℱ . Then

Γ(𝑡0, 𝜀) = Γ1(𝑡0, 𝜀) ∪ Γ2(𝑡0, 𝜀),

where Γ𝑗(𝑡0, 𝜀) =
{
𝑡 ∈ ℂ : 𝑡 = 𝑡0 + 𝑟𝑒𝑖𝜑𝑡0 ,𝑗(𝑟), 𝑟 ∈ (0, 𝜀)

}
. We set

𝜃𝑡0(𝑟) = 𝜑𝑡0,2(𝑟) − 𝜑𝑡0,1(𝑟).

Applying Proposition 18 we obtain the local symbol of 𝐷Γ at the point 𝑡0 ∈ ℱ

𝜎𝑡0(𝐷Γ)(𝑟, 𝜉) =

(
0 𝜔𝑡0(𝑟, 𝜉)

𝜔𝑡0(𝑟, 𝜉) 0

)
where

𝜔𝑡0(𝑟, 𝜉) =
sinh(𝜋 − 𝜃𝑡0(𝑟))(𝜉 + 𝑖( 1

𝑝(𝑡0)
+ 𝑟𝑣′𝑡0(𝑟)))

sinh𝜋(𝜉 + 𝑖( 1
𝑝(𝑡0)

+ 𝑟𝑣′𝑡0 (𝑟)))
.

∙ Let 𝐴 ∈ ℬ(𝐿𝑝(⋅)(Γ)). Then the local spectral radius of 𝐴 is defined as

𝑟𝑡(𝐴) = sup
𝜆∈𝑠𝑝𝑡𝐴

∣𝜆∣ .

∙ Let 𝐴 ∈ ℬ(𝐸) where 𝐸 is a Banach space. Then the essential spectral radius
of 𝐴 is defined as

𝑟𝑒𝑠𝑠(𝐴 : 𝐸 → 𝐸) = sup
𝜆∈𝑠𝑝𝑒𝑠𝑠𝐴

∣𝜆∣ .

Theorem 29. Let Γ ∈ ℒ𝑠𝑙, 𝑝(⋅) ∈ 𝒫(Γ), 𝑤 ∈ 𝒜𝑝(Γ), 𝑡 ∈ ℱ . Then

𝑟𝑡(𝐷Γ) = lim sup
𝑟→0

sin ∣𝜋 − 𝜃𝑡(𝑟)∣ ( 1
𝑝(𝑡) + 𝑟𝑣′𝑡(𝑟))

sin𝜋( 1
𝑝(𝑡) + 𝑟𝑣′𝑡(𝑟))

. (43)

Proof. We have

𝜎𝑡(𝐷Γ − 𝜆𝐼)(𝑟, 𝜉) =

( −𝜆 𝜔𝑡(𝑟, 𝜉)
𝜔𝑡(𝑟, 𝜉) −𝜆

)
. (44)

Hence

det 𝜎𝑡(𝐷Γ − 𝜆𝐼)(𝑟, 𝜉) = 𝜆2 − 𝜔𝑡(𝑟, 𝜉)
2. (45)

It follows from Theorem 23 (ii) and (45) that

𝑟𝑡(𝐷Γ) = lim sup
𝑟→0

sup
𝜉∈ℝ

∣𝜔𝑡(𝑟, 𝜉)∣ , 𝑡 ∈ ℱ . (46)

One can prove that

sup
𝜉∈ℝ

∣∣∣∣ sinh𝜙(𝜉 + 𝑖𝛾)

sinh𝜋(𝜉 + 𝑖𝛾)

∣∣∣∣ = sin𝜙𝛾

sin𝜋𝛾
, 𝜙 ∈ (0, 𝜋), 𝛾 ∈ (0, 1). (47)

Hence (46), (47) imply formula (43). □

Remark 30. It follows from Theorem 29 that the local spectral radius 𝑟𝑡(𝐷Γ) of
the operator 𝐷Γ : 𝐿𝑝(⋅)(Γ, 𝑤) depends on the value 𝑝(𝑡) at the point 𝑡 only.



342 V. Rabinovich

Corollary 31. Let Γ ∈ ℒ𝑠𝑙, 𝑝(⋅) ∈ 𝒫(Γ), 𝑤 ∈ 𝒜𝑝(⋅)(Γ). Then
𝑟𝑒𝑠𝑠(𝐷Γ) = max

𝑡∈ℱ
𝑟𝑡(𝐷Γ).

This corollary follows from Theorem 29 and Simonenko’s local principle, be-
cause 𝑟𝑡(𝐷Γ) = 0 for every 𝑡 ∈ Γ∖ℱ .

Theorem 32. Let Γ ∈ ℒ𝑠𝑙, 𝑝(⋅) ∈ 𝒫(Γ), 𝑤 ∈ 𝒜𝑝(⋅)(Γ).Then the integral operator

𝐼 +𝐷Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) of Dirichlet problem (41) is locally invertible at
a node 𝑡 ∈ ℱ if and only if

1

𝑝(𝑡)
/∈ [

𝜇𝑡−, 𝜇
𝑡
+

]
(48)

where

𝜇𝑡− = lim inf
𝑟→0

(
𝜋

𝜋 + ∣𝜃𝑡(𝑟) − 𝜋∣ − 𝑟𝑣′𝑡(𝑟)
)
,

𝜇𝑡+ = lim sup
𝑟→0

(
𝜋

𝜋 + ∣𝜃𝑡(𝑟) − 𝜋∣ − 𝑟𝑣′𝑡(𝑟)
)
.

Proof. We have

det𝜎𝑡(𝐷Γ + 𝐼)(𝑟, 𝜉) = 1−
(
sinh ∣𝜋 − 𝜃𝑡(𝑟)∣ (𝜉 + 𝑖( 1

𝑝(𝑡) + 𝑟𝑣′𝑡(𝑟)))

sinh𝜋(𝜉 + 𝑖( 1
𝑝(𝑡) + 𝑟𝑣′𝑡(𝑟)))

)2

.

The equation

1− sinh2 ∣𝜋 − 𝜃∣ 𝜁
sinh2 𝜋𝜁

= 0, 𝜁 ∈ ℝ+ 𝑖(0, 1), 𝜃 ∈ (0, 𝜋)

has the unique solution

𝜁 =
𝑖𝜋

𝜋 + ∣𝜃 − 𝜋∣ .

Hence if 1
𝑝(𝑡) /∈ [

𝜇𝑡−, 𝜇
𝑡
+

]
lim inf
𝑟→0

inf
𝜉∈ℝ

∣det𝜎𝑡(𝐼 +𝐷Γ)(𝑟, 𝜉)∣ > 0

and by Theorem 23 the operator 𝐼 + 𝐷Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) is locally
invertible at the point 𝑡 ∈ ℱ . If 1

𝑝(𝑡) ∈ [
𝜇𝑡−, 𝜇𝑡+

]
then there exists a sequence

𝑟𝑚 → 0 such that

lim
𝑚→∞ det𝜎𝑡(𝐼 +𝐷Γ)(𝑟𝑚, 0) = 0. (49)

But (49) contradicts necessary and sufficient condition (ii) of Theorem 23 for local
invertibility at the point 𝑡 ∈ ℱ . □

Remark 33. The segment
[
𝜇𝑡−, 𝜇

𝑡
+

]
of the prohibited values 𝑝(𝑡) for the local in-

vertibility of 𝐼 + 𝐷Γ at a point 𝑡 ∈ ℱ depends on the oscillation of the curve Γ
and the weight 𝑤 at this point. In the case of an angular point of a curve and a
power weight the prohibited value is unique.



Potential Type Operators on Lebesgue Spaces 343

Theorem 34. Let Γ ∈ ℒ𝑠𝑙, 𝑝(⋅) ∈ 𝒫(Γ), 𝑤 ∈ 𝒜𝑝(⋅)(Γ). Then the operator 𝐼 +𝐷Γ :

𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤) is Fredholm if and only if condition (48) holds for every
point 𝑡 ∈ ℱ . In this case the Fredholm index is given by the formula

Ind (𝐼 +𝐷Γ) =
∑
𝑡∈ℱ

𝛽𝑡, (50)

where

𝛽𝑡 =

{
1, 1
𝑝(𝑡) > 𝜇𝑡+,

0, 1
𝑝(𝑡) < 𝜇𝑡−

.

Proof. The Fredholm condition follows from Theorem 25. For the calculation of
the index we use formula (33). The function

Φ(𝜁) = 1− sinh2 ∣𝜋 − 𝜃∣ 𝜁
sinh2 𝜋𝜁

, 𝜃 ∈ (0, 𝜋)

is analytical in the strip ℝ + 𝑖(0, 1) and continuously extended on the real axis.
Moreover

lim
𝜉→∞

Φ(𝜉 + 𝑖𝜂) = 1

uniformly with respect to 𝜂 ∈ [0, 1), and Φ has only one zero 𝑖𝜋
𝜋+∣𝜃−𝜋∣ in ℝ+ 𝑖[0, 1).

Moreover one can see that

[argΦ(𝜉)]
+∞
𝜉=−∞ = 0.

Hence

− 1

2𝜋
[argΦ(𝜉 + 𝑖𝜂)]+∞𝜉=−∞ =

⎧⎨⎩ 1, 𝜂 ∈
(

𝜋
𝜋+∣𝜃−𝜋∣ , 1

)
0, 𝜂 ∈

(
0, 𝜋
𝜋+∣𝜃−𝜋∣

) . (51)

Hence equality (51) and formula (33) imply formula (50). □
4.4. Integral operators of the Neumann problem

Let Ω be a simply connected domain in ℝ2 with a standard oriented boundary
Γ ∈ ℒ𝑠𝑙. We consider the Neumann problem in Ω

Δ𝜓(𝑥) = 0, 𝑥 ∈ Ω, (52)

𝑑𝜓

𝑑𝜈
∣ Γ = 𝑓

where 𝑓 ∈ 𝐿𝑝(⋅)(Γ, 𝑤), 𝑤 ∈ 𝒜𝑝(⋅)(Γ), 𝜈(𝑡) is the unit inward normal vector to the
boundary Γ at the point 𝑡 ∈ Γ∖ℱ .

We consider a solution of the problem (52) represented by a logarithmic
potential

𝜓(𝑥) =
1

𝜋

∫
Γ

log(∣𝑥− 𝜏 ∣)𝑢(𝜏)𝑑𝑙𝜏 , 𝑥 ∈ Ω (53)

with density 𝑢 ∈ 𝐿𝑝(⋅)(Γ, 𝑤). We set

𝑁Γ𝑢(𝑡) =
1

𝜋

∫
Γ

𝑑 log(∣𝑡− 𝜏 ∣)
𝑑𝜈(𝑡)

𝑑𝑙𝜏 =
1

𝜋

∫
Γ

(𝜈(𝑡), 𝑡 − 𝜏)𝑢(𝜏)𝑑𝑙𝜏

∣𝑡− 𝜏 ∣2 , 𝑡 ∈ Γ.
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Proposition 35. Let 𝑡0 ∈ ℱ . Then the operator

𝑁 𝑡0
Γ = Φ𝑡0𝜙𝑡0𝑁Γ𝜙𝑡0Φ

−1
𝑡0

is a Mellin pseudodifferential operator with symbol 𝜎𝑡0(𝑁Γ) + 𝑞 ∈ ℰ𝑠𝑙(2) where
𝑞 ∈ ℰ0(2) and

𝜎𝑡0 (𝑁Γ)(𝑟, 𝜉) =

(
0 𝑒𝑖𝜃

𝑡0(𝑟)𝜔𝑡0(𝑟, 𝜉)

𝑒−𝑖𝜃
𝑡0(𝑟)𝜔𝑡0(𝑟, 𝜉) 0

)
.

This proposition is proved by calculations similar to those used in the proof
of Proposition 18. Note that the operator 𝑁Γ is a pseudodifferential operator in the
class 𝑂𝑃𝑆−11,0 on the one-dimensional manifold Γ∖ℱ (see for instance [37], p. 361).

It implies that the operator 𝑁Γ is a bounded local type operator on 𝐿𝑝(⋅)(Γ, 𝑤).
Moreover 𝑁Γ is a locally compact operator on Γ∖ℱ .

Proposition 36. Let Γ∈ℒ𝑠𝑙, 𝑝(⋅)∈𝒫(Γ), 𝑤∈𝒜𝑝(⋅)(Γ). Then 𝑁Γ : 𝐿𝑝
′(⋅)(Γ, 𝑤−1) →

𝐿𝑝
′(⋅)(Γ, 𝑤−1) is an adjoint operator to 𝐷Γ : 𝐿𝑝(⋅)(Γ, 𝑤) → 𝐿𝑝(⋅)(Γ, 𝑤).

Proof. Note if 𝑝(⋅) ∈ 𝒫(Γ), and 𝑤 ∈ 𝒜𝑝(⋅)(Γ) the space 𝐿𝑝(⋅)(Γ, 𝑤) is reflexive and[
𝐿𝑝(⋅)(Γ, 𝑤)

]∗
= 𝐿𝑝

′(⋅)(Γ, 𝑤−1) (see for instance [7], p. 383). The general form of a

linear functional on 𝐿𝑝(⋅)(Γ, 𝑤) is

𝑓(𝜑) =

∫
Γ

𝑓(𝑡)𝜑(𝑡)𝑑𝑙𝑡

where 𝑓 ∈ 𝐿𝑝
′(⋅)(Γ, 𝑤−1). Moreover if 𝑤 ∈ 𝒜𝑝(⋅)(Γ) then 𝑤−1 ∈ 𝒜𝑝′(⋅)(Γ). The

kernels Γ× Γ ∈ (𝑡, 𝜏) → 𝑘𝐷Γ(𝑡, 𝜏), Γ× Γ ∈ (𝑡, 𝜏) → 𝑘𝑁Γ(𝑡, 𝜏) of operators 𝐷Γ, 𝑁Γ

are real-valued functions and 𝑘𝑁Γ(𝑡, 𝜏) = 𝑘𝐷Γ(𝜏, 𝑡). It implies that 𝑁Γ = 𝐷∗
Γ. □

Proposition 37. Let 𝑢 ∈ 𝐿𝑝(⋅)(Γ, 𝑤), Γ ∈ ℒ𝑠𝑙, 𝑤 ∈ 𝒜𝑝(⋅)(Γ). Then for almost all
𝑡 ∈ Γ there exist non-tangent limits

lim
Ω∋𝑥→𝑡∈Γ

𝑑𝜓(𝑥)

𝑑𝜈(𝑡)
= −𝑢(𝑡) +𝑁Γ𝑢(𝑡).

Proof. The proof is similar to the proofs of Proposition 27 and Corollary 28. □

Applying Proposition 37 we obtain that the density 𝑢 in (53) satisfies the
integral equation on 𝐿𝑝(⋅)(Γ, 𝑤)

(𝐼 −𝑁Γ) 𝑢 = −𝑓 ∈ 𝐿𝑝(⋅)(Γ, 𝑤).

If this equation has a solution 𝑢 ∈ 𝐿𝑝(⋅)(Γ, 𝑤) then the function 𝜓 defined by
(53) is a solution of the Neumann problem (52).

Theorem 38. Let 𝑝(⋅) ∈ 𝒫(Γ), 𝑤 ∈ 𝒜𝑝(⋅)(Γ). Then
𝑟𝑒𝑠𝑠(𝑁Γ : 𝐿𝑝

′(⋅)(Γ, 𝑤−1) → 𝐿𝑝
′(⋅)(Γ, 𝑤−1)) = max

𝑡∈ℱ
lim sup
𝑟→0

sup
𝜉∈ℝ

∣𝜔𝑡(𝑟, 𝜉)∣ , 𝑡 ∈ ℱ .
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Proof. Note that if 𝐴 ∈ ℬ(𝐸). Then
𝑟𝑒𝑠𝑠(𝐴

∗ : 𝐸∗ → 𝐸∗) = 𝑟𝑒𝑠𝑠(𝐴 : 𝐸 → 𝐸).

Hence Theorem 38 follows from Proposition 36 and Corollary 31. □

Corollary 39. Let 𝑝(⋅) ∈ 𝒫(Γ), 𝑤 ∈ 𝒜𝑝(⋅)(Γ) be such that 𝑟𝑒𝑠𝑠(𝑁Γ : 𝐿𝑝
′(⋅)(Γ, 𝑤−1) →

𝐿𝑝
′(⋅)(Γ, 𝑤−1)) < 1. Then the operator 𝐼 −𝑁Γ : 𝐿𝑝

′(⋅)(Γ, 𝑤−1) → 𝐿𝑝
′(⋅)(Γ, 𝑤−1) of

the Neumann problem is Fredholm.
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Abstract. In this note we introduce grand grand Morrey spaces, in the spirit
of the grand Lebesgue spaces. We prove a kind of reduction lemma which is ap-
plicable to a variety of operators to reduce their boundedness in grand grand
Morrey spaces to the corresponding boundedness in Morrey spaces. As a result
of this application, we obtain the boundedness of the Hardy-Littlewood max-
imal operator and Calderón-Zygmund operators in the framework of grand
grand Morrey spaces.
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1. Introduction

In 1992 T. Iwaniec and C. Sbordone [12], in their studies related with the integra-
bility properties of the Jacobian in a bounded open set Ω, introduced a new type
of function spaces 𝐿𝑝)(Ω), called grand Lebesgue spaces. A generalized version of
them, 𝐿𝑝),𝜃(Ω) appeared in L. Greco, T. Iwaniec and C. Sbordone [11]. Harmonic
analysis related to these spaces and their associate spaces (called small Lebesgue
spaces), was intensively studied during last years due to various applications, we
mention, e.g., [2, 4, 6, 7, 8, 9, 13, 14].

Recently in [21] there was introduced a version of weighted grand Lebesgue
spaces adjusted for sets Ω ⊆ ℝ𝑛 of infinite measure, where the integrability of
∣𝑓(𝑥)∣𝑝−𝜀 at infinity was controlled by means of a weight, and there generalized
grand Lebesgue spaces were also considered, together with the study of classical op-

H.R. was supported in part by Fundaçâo para a Ciência e a Tecnologia (FCT), Grant SFRH/
BPD/63085/2009, Portugal, and by Pontificia Universidad Javeriana, under the research project
ID 5118.



350 H. Rafeiro

erators of harmonic analysis in such spaces. Another idea of introducing “bilateral”
grand Lebesgue spaces on sets of infinite measure was suggested in [16], where the
structure of such spaces was investigated, not operators; the spaces in [16] are two
parametrical with respect to the exponent 𝑝, with the norm involving sup𝑝1<𝑝<𝑝2 .

Morrey spaces 𝐿𝑝,𝜆 were introduced in 1938 by C. Morrey [17] in relation to
regularity problems of solutions to partial differential equations, and provided a
useful tool in the regularity theory of PDE’s (for Morrey spaces we refer to books
[10, 15], see also [20] where an overview of various generalizations may be found).

Recently, in the spirit of grand Lebesgue spaces, A. Meskhi [18, 19] introduced
grand Morrey spaces (in [18] it was already defined on quasi-metric measure spaces
with doubling measure) and obtained results on the boundedness of the maximal
operator, Caldéron-Zygmund singular operators and Riesz potentials. Note that
the “grandification procedure” was applied only to the parameter 𝑝.

In this paper we make a further step and apply the “grandification procedure”

to both the parameters, 𝑝 and 𝜆, obtaining grand grand Morrey spaces 𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω).

In this new framework we obtain a reduction boundedness theorem, which reduces
the boundedness of operators (not necessarily linear ones) in grand grand Morrey
spaces to the corresponding boundedness in classical Morrey spaces, as well as
giving an upper estimate for the norm of the operator.

Notation

Throughout the text we use the following notation:
𝑐 and 𝐶 denote various absolute positive constants, which may have different values
even in the same line,
Ω stands for a bounded open set in ℝ𝑛,
∣𝐴∣ denote the Lebesgue measure of a measurable set 𝐴 ⊂ Ω,
𝐵(𝑥, 𝑟) = {𝑦 ∈ ℝ𝑛 : ∣𝑦 − 𝑥∣ < 𝑟},
𝐵(𝑥, 𝑟) = 𝐵(𝑥, 𝑟) ∩ Ω,
d := diam Ω,ffl
𝐵
𝑓(𝑥) d𝑥 denote the integral average of the function 𝑓 , i.e.,

ffl
𝐵
𝑓(𝑥) d𝑥 :=

∣𝐵∣−1 ´𝐵 𝑓(𝑥) d𝑥,
↪→ means continuous embedding.

2. Preliminaries

Everywhere in the sequel, Ω is supposed to be a bounded open set.

2.1. Grand Lebesgue spaces

For 1 < 𝑝 < ∞ and 𝜃 > 0 the grand Lebesgue space (less known as Iwaniec-
Sbordone space) is the set of all real-valued measurable functions for which

∥𝑓∥𝐿𝑝),𝜃(Ω) := sup
0<𝜀<𝑝−1

𝜀
𝜃

𝑝−𝜀 ∥𝑓∥𝐿𝑝−𝜀(Ω) < ∞. (1)

In the case 𝜃 = 1, we simply denote 𝐿𝑝),𝜃(Ω) := 𝐿𝑝)(Ω).
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Remark 2.1. We emphasize that, for our purposes, the definition given in (1) is
different from the one existing in literature, namely we don’t normalize the 𝐿𝑝−𝜀

norm. Since we assume Ω to be a bounded open set, the two definitions give
equivalent norms.

We note that, for all 0 < 𝜀 ⩽ 𝑝− 1, we have

𝐿𝑝(Ω) ↪→ 𝐿𝑝)(Ω) ↪→ 𝐿𝑝−𝜀(Ω).

For more properties of grand Lebesgue spaces, see [13].

2.2. Morrey spaces

For 1 ⩽ 𝑝 < ∞ and 0 ⩽ 𝜆 < 1, the usual Morrey space 𝐿𝑝,𝜆(Ω) is introduced as
the set of all real-valued measurable functions such that

∥𝑓∥𝐿𝑝,𝜆(Ω) := sup
𝑥∈Ω

0<𝑟⩽d

(
1

∣𝐵(𝑥, 𝑟)∣𝜆
ˆ
𝐵(𝑥,𝑟)

∣𝑓(𝑦)∣𝑝 d𝑦
) 1

𝑝

< ∞

where d := diam Ω.

3. Grand grand Morrey spaces and the reduction lemma

For 𝜃 > 0, 𝛼 ⩾ 0, 1 < 𝑝 < ∞ and 0 ⩽ 𝜆 < 1, we consider the functional

Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝑠) := sup
0<𝜀⩽𝑠

𝜀
𝜃

𝑝−𝜀 ∥𝑓∥𝐿𝑝−𝜀,𝜆−𝛼𝜀(Ω), (2)

where 0 < 𝑠 < min{𝑝− 1, 𝜆/𝛼}.
We make a convention that the quotient 𝜆/𝛼 when 𝛼 = 0 is always 𝜆/𝛼 := ∞

even if 𝜆 = 0.

Definition 3.1 (Grand grand Morrey spaces). Let 1 < 𝑝 < ∞, 𝜃 > 0, 𝛼 ⩾ 0 and

0 ⩽ 𝜆 < 1. By 𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω) we denote the space of real-valued measurable functions

having the finite norm

∥𝑓∥
𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω)

:= Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝑠max), 𝑠max = min

{
𝑝− 1,

𝜆

𝛼

}
. (3)

Remark 3.2. In the case 𝛼 = 0, 𝜆 > 0 we recover the grand Morrey space intro-
duced in [19], and when 𝜆 = 𝛼 = 0, in view of the convention made above, we
have the grand Lebesgue space introduced in [11] (and in [12] in the case 𝜃 = 1).

For fixed 𝑝, 𝜃, 𝛼, 𝜆, 𝑓 we have that 𝑠 '→ Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝑠) is a non-decreasing function,

but it is possible to estimate Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝑠) via Φ
𝑝,𝜆
𝜃,𝛼(𝑓, 𝜎) with 𝜎 < 𝑠 as follows.

Lemma 3.3. For 0 < 𝜎 < 𝑠 < min
{
𝑝− 1, 𝜆𝛼

}
we have that

Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝑠) ⩽ 𝐶𝑠
𝜃

𝑝−𝑠𝜎−
𝜃

𝑝−𝜎Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝜎), (4)

where 𝐶 depends on 𝑛, the parameters 𝑝, 𝜃, 𝛼, 𝜆 and the diameter d, but does not
depend on 𝑓, 𝑠 and 𝜎.
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Proof. For 0 < 𝜎 < 𝑠 < min{𝑝− 1, 𝜆𝛼} we have

Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝑠) = max
{
Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝜎), sup

𝜎<𝜀⩽𝑠
𝜀

𝜃
𝑝−𝜀 ∥𝑓∥𝐿𝑝−𝜀,𝜆−𝛼𝜀(Ω)︸ ︷︷ ︸

𝐼

}
. (5)

To estimate

𝐼 = sup
𝜎<𝜀⩽𝑠

𝜀
𝜃

𝑝−𝜀 sup
𝑥∈Ω

0<𝑟⩽d

∣𝐵(𝑥, 𝑟)∣𝛼𝜀−𝜆
𝑝−𝜀 ∥𝑓∥𝐿𝑝−𝜀(𝐵(𝑥,𝑟)),

note that the function 𝑔(𝜀) := 𝜀
𝜃

𝑝−𝜀 is increasing in 0 < 𝜀 ⩽ min
{
𝑝− 1, 𝜆𝛼

}
, so

that

𝐼 ⩽ 𝑠
𝜃

𝑝−𝑠 sup
𝜎<𝜀⩽𝑠max

sup
𝑥∈Ω

0<𝑟⩽d

∣𝐵(𝑥, 𝑟)∣ 1+𝛼𝜀−𝜆
𝑝−𝜀

( 
𝐵(𝑥,𝑟)

∣𝑓(𝑦)𝜒𝐵(𝑥,𝑟)(𝑦)∣𝑝−𝜎 d𝑦

) 1
𝑝−𝜎

⩽ 𝑠
𝜃

𝑝−𝑠 sup
𝜎<𝜀⩽𝑠max

sup
𝑥∈Ω

0<𝑟⩽d

∣𝐵(𝑥, 𝑟)∣Δ(𝜀)

(
𝜎𝜃𝜎−𝜃

∣𝐵(𝑥, 𝑟)∣𝜆−𝛼𝜎
ˆ
𝐵(𝑥,𝑟)

∣𝑓(𝑦)∣𝑝−𝜎 d𝑦
) 1

𝑝−𝜎

where 𝑠max is defined in (3) and Δ(𝜀) := 1+𝛼𝜀−𝜆
𝑝−𝜀 − 1+𝛼𝜎−𝜆

𝑝−𝜎 .

Observe that

Δ(𝜀) =
1 + 𝛼𝜀− 𝜆

𝑝− 𝜀
− 1 + 𝛼𝜎 − 𝜆

𝑝− 𝜎
=

(1 − 𝜆+ 𝛼𝑝)(𝜀− 𝜎)

(𝑝− 𝜎)(𝑝 − 𝜀)
⩾ 0,

and for 0 ⩽ 𝜀 < min{𝑝−1, 𝜆/𝛼} we have 1−𝜆
𝑝 ⩽ 1+𝛼𝜀−𝜆

𝑝−𝜀 ⩽ 1, so that 0 ⩽ Δ(𝜀) ⩽ 1.

Then

∣𝐵(𝑥, 𝑟)∣ 1+𝛼𝜀−𝜆
𝑝−𝜀 − 1+𝛼𝜎−𝜆

𝑝−𝜎 ⩽ 𝐶max{1, d𝑛}
and we obtain

𝐼 ⩽ 𝐶𝑠
𝜃

𝑝−𝑠 ⋅ sup
𝑥∈Ω

0<𝑟⩽d

𝜎−
𝜃

𝑝−𝜎

(
𝜎𝜃

∣𝐵(𝑥, 𝑟)∣𝜆−𝛼𝜎
ˆ
𝐵(𝑥,𝑟)

∣𝑓(𝑦)∣𝑝−𝜎 d𝑦
) 1

𝑝−𝜎

⩽ 𝐶𝑠
𝜃

𝑝−𝑠 ⋅ 𝜎− 𝜃
𝑝−𝜎 sup

0<𝜀⩽𝜎
𝜀

𝜃
𝑝−𝜀 ∥𝑓∥𝐿𝑝−𝜀,𝜆−𝛼𝜀(Ω)

= 𝐶𝑠
𝜃

𝑝−𝑠 ⋅ 𝜎− 𝜃
𝑝−𝜎 ⋅ Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝜎). □

From Lemma 3.3 we immediately have

Lemma 3.4. For 0 < 𝜎 < min
{
𝑝− 1, 𝜆𝛼

}
, the norm defined in (3) has the following

dominant

∥𝑓∥
𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω)

⩽ 𝐶
Φ𝑝,𝜆𝜃,𝛼(𝑓, 𝜎)

𝜎
𝜃

𝑝−𝜎

, (6)

where 𝐶 depends on 𝑛, 𝑝, 𝜃, 𝛼, 𝜆 and d, but does not depend on 𝑓 and 𝜎.
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Lemma 3.5 (Reduction lemma). Let 𝑈 be an operator (not necessarily linear)
bounded in the usual Morrey spaces 𝐿𝑝−𝜀,𝜆−𝛼𝜀(Ω):

∥𝑈𝑓∥𝐿𝑝−𝜀,𝜆−𝛼𝜀(Ω) ⩽ 𝐶𝑝−𝜀,𝜆−𝛼𝜀∥𝑓∥𝐿𝑝−𝜀,𝜆−𝛼𝜀(Ω) (7)

for all sufficiently small 𝜀 ∈ [0, 𝜎], where 0 < 𝜎 < min
{
𝑝− 1, 𝜆𝛼

}
. If we have

sup0<𝜀<𝜎 𝐶𝑝−𝜀,𝜆−𝛼𝜀 < ∞, then it is also bounded in the grand grand Morrey space

𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω):

∥𝑈𝑓∥
𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω)

⩽ 𝐶∥𝑓∥
𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω)

(8)

with

𝐶 =
𝐶0

𝜎
𝜃

𝑝−𝜎

sup
0<𝜀⩽𝜎

𝐶𝑝−𝜀,𝜆−𝛼𝜀,

where 𝐶0 may depend on 𝑛, 𝑝, 𝜃, 𝛼, 𝜆 and d, but does not depend on 𝜎.

Proof. By (6), we have

∥𝑈𝑓∥
𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω)

⩽ 𝐶

𝜎
𝜃

𝑝−𝜎

Φ𝑝,𝜆𝜃,𝛼(𝑈𝑓, 𝜎). (9)

The estimation of Φ𝑝,𝜆𝜃,𝛼(𝑈𝑓, 𝜎) by ∥𝑓∥
𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω)

is direct:

Φ𝑝,𝜆𝜃,𝛼(𝑈𝑓, 𝜎) = sup
0<𝜀⩽𝜎

𝜀
𝜃

𝑝−𝜀 ∥𝑈𝑓∥𝐿𝑝−𝜀,𝜆−𝛼𝜀(Ω)

⩽ sup
0<𝜀⩽𝜎

𝜀
𝜃

𝑝−𝜀 ⋅ 𝐶𝑝−𝜀,𝜆−𝛼𝜀 ⋅ ∥𝑓∥𝐿𝑝−𝜀,𝜆−𝛼𝜀(Ω)

⩽ sup
0<𝜀⩽𝜎

𝐶𝑝−𝜀,𝜆−𝛼𝜀 ⋅ ∥𝑓∥𝐿𝑝),𝜆)
𝜃,𝛼 (Ω)

(10)

which completes the proof. □

4. On boundedness of operators in the grand grand Morrey spaces

4.1. Maximal operator in grand grand Morrey spaces

Let

𝑀𝑓(𝑥) = sup
0<𝑟<d

 
𝐵(𝑥,𝑟)

∣𝑓(𝑦)∣ d𝑦, 𝑥 ∈ Ω (11)

be the usual centered maximal operator. The Hardy-Littlewood-Wiener theorem
regarding the boundedness of the maximal operator in Lebesgue spaces is a well-
known result, see, e.g., [5]. A similar result is valid in the framework of Morrey
spaces, namely

Lemma 4.1. Let 1 < 𝑝 < ∞ and 0 ⩽ 𝜆 < 1. Then

∥𝑀𝑓∥𝐿𝑝,𝜆(Ω) ⩽
(
2
𝑛𝜆
𝑝 𝑐

(
𝑝

𝑝− 1

) 1
𝑝

+ 1

)
∥𝑓∥𝐿𝑝,𝜆(Ω). (12)

where 𝑐 is a positive constant non-depending on 𝑝.
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Remark 4.2. The above explicit evaluation of the constant in Lemma 4.1 is the
one obtained in [19]. For another approach with slightly different evaluation of the
constant, see [1, 3].

Theorem 4.3. Let 1<𝑝<∞, 𝜃>0, 𝛼⩾0 and 0⩽𝜆<1. Then the Hardy-Littlewood

maximal operator (11) is bounded in grand grand Morrey spaces 𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω).

Proof. By the reduction lemma 3.5 and (12), we only need to show the finiteness of

sup
0<𝜀⩽𝜎

𝐶𝑝−𝜀,𝜆−𝛼𝜀 = sup
0<𝜀⩽𝜎

(
2
𝑛(𝜆−𝛼𝜀)
𝑝−𝜀 𝑐0

(
𝑝− 𝜀

𝑝− 𝜀− 1

) 1
𝑝−𝜀

+ 1

)
which holds if we choose 𝜎 < 𝑝 − 1. Note that the use of the reduction lemma

in this proof is not necessary when the grand grand space 𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω) is considered

with 𝛼 > 𝜆
𝑝−1 since, in that case, the constant in (12) is uniformly bounded for

0 < 𝜀 ⩽ 𝑠max. □

4.2. Singular integral operators in grand grand Morrey spaces

We follow [19] in this section, in particular, making use of the following definition
of the Calderón-Zygmund singular operators. Namely, the Calderón-Zygmund op-
erator is treated as the integral operator

𝑇𝑓(𝑥) = p.v.

ˆ
Ω

𝐾(𝑥, 𝑦)𝑓(𝑦) d𝑦

with the kernel 𝐾 : Ω× Ω∖{(𝑥, 𝑥) : 𝑥 ∈ Ω} → ℝ satisfying the conditions:

∣𝐾(𝑥, 𝑦)∣ ⩽ 𝐶

∣𝑥− 𝑦∣𝑛 , 𝑥, 𝑦 ∈ Ω, 𝑥 ∕= 𝑦;

∣𝐾(𝑥1, 𝑦)−𝐾(𝑥2, 𝑦)∣+ ∣𝐾(𝑦, 𝑥1)−𝐾(𝑦, 𝑥2)∣ ⩽ 𝐶𝑤

( ∣𝑥2 − 𝑥1∣
∣𝑥2 − 𝑦∣

)
1

∣𝑥2 − 𝑦∣𝑛
for all 𝑥1, 𝑥2 and 𝑦 with ∣𝑥2− 𝑦∣ > 𝐶∣𝑥−𝑥2∣, where 𝑤 is a positive non-decreasing
function on (0,∞) which satisfies the doubling condition 𝑤(2𝑡) ⩽ 𝑐𝑤(𝑡) and the

Dini condition
´ 1

0 𝑤(𝑡)/𝑡 d𝑡 < ∞. In the case where 𝑤 is a power function, this
goes back to Coifman-Meyers version of singular operators with standard kernel.
We also assume that 𝑇𝑓 exists almost everywhere on Ω in the principal value sense
for all 𝑓 ∈ 𝐿2(Ω) and that 𝑇 is bounded in 𝐿2(Ω).

The boundedness of such Calderón-Zygmund operators in Morrey spaces is
valid, as can be seen in the following Proposition, proved in [19]

Proposition 4.4. Let 1 < 𝑝 < ∞ and 0 ⩽ 𝜆 < 1. Then

∥𝑇𝑓∥𝐿𝑝,𝜆(Ω) ⩽ 𝐶𝑝,𝜆∥𝑓∥𝐿𝑝,𝜆(Ω)
where

𝐶𝑝,𝜆 ⩽ 𝑐

{
𝑝
𝑝−1 +

𝑝
2−𝑝 +

𝑝−𝜆+1
1−𝜆 if 1 < 𝑝 < 2;

𝑝+ 𝑝
𝑝−2 +

𝑝−𝜆+1
1−𝜆 if 𝑝 > 2.

(13)

with 𝑐 not depending on 𝑝 and 𝜆.
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Theorem 4.5. Let 1 < 𝑝 < ∞, 𝜃 > 0, 𝛼 ⩾ 0 and 0 < 𝜆 < 1. Then the Calderón-

Zygmund operator 𝑇 is bounded in grand grand Morrey spaces 𝐿
𝑝),𝜆)
𝜃,𝛼 (Ω).

Proof. Keeping in mind that by the reduction lemma 3.5 we are interested only in
small values of 𝜀, from (13), we deduce that

𝐶𝑝−𝜀,𝜆−𝛼𝜀 ⩽ 𝑐

⎧⎨⎩
𝑝

𝑝−𝜀−1 +
𝑝−𝜀

2−𝑝+𝜀 +
𝑝−𝜀−𝜆+𝛼𝜀+1

1−𝜆+𝛼𝜀 if 𝑝 ⩽ 2 and 0 < 𝜀 < 𝑝− 1;

𝑝− 𝜀+ 𝑝−𝜀
𝑝−𝜀−2 +

𝑝−𝜀−𝜆+𝛼𝜀+1
1−𝜆+𝛼𝜀 if 𝑝 > 2 and 0 < 𝜀 < 𝑝− 2,

so that when applying the reduction lemma, it suffices to take 𝜎 < min
{
𝑝− 1, 𝜆𝛼

}
when 𝑝 ⩽ 2 and 𝜎 < min

{
𝑝− 2, 𝜆𝛼

}
when 𝑝 > 2. □
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Operational Calculus for Bessel’s
Fractional Equation

M.M. Rodrigues, N. Vieira and S. Yakubovich

Abstract. This paper is intended to investigate a fractional differential Bessel’s
equation of order 2𝛼 with 𝛼 ∈]0, 1] involving the Riemann-Liouville deriva-
tive. We seek a possible solution in terms of power series by using operational
approach for the Laplace and Mellin transform. A recurrence relation for co-
efficients is obtained. The existence and uniqueness of solutions is discussed
via Banach fixed point theorem.

Mathematics Subject Classification (2010). Primary 35R11; Secondary 34B30,
42A38, 47H10.

Keywords. Fractional differential equations, Riemann Liouville derivative,
Mellin transform, Laplace transform, Bessel equation.

1. Introduction

As it is known, one of the most important equations in physical sciences is the
Bessel equation, which occurs in many problems of potential theory for cylindri-
cal domains. Its solutions are called cylinder functions. Certain special kind of
these functions are known in the literature as Bessel functions, and this term is
sometimes applied to the whole class of cylinder functions (for more details see
[5, Ch. 5]). As far as the authors are aware, there were no attempts to study the
corresponding fractional Bessel equation (see below). Probably its solutions can
be also applied in several areas of mathematical-physics, as for example, in analy-
sis of electromagnetic waves in cylindrical domains, examining the fractional heat
equation and radial-fractional Schrödinger equation, a study of fractional diffusion
problems on a lattice, etc.

Fractional differential equations are widely used for modeling anomalous re-
laxation and diffusion phenomena (see [2, Ch. 5], [4, Ch. 2]). A systematic de-
velopment of the analytic theory of fractional differential equations with variable
coefficients can be found, for instance, in the books of Samko, Kilbas and Marichev
[11, Ch. 3] and Yakubovich and Luchko [13, Ch. 20].
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Among analytical methods, which are widely used to solve precisely frac-
tional equations, are methods of integral transforms (see, e.g., [6, 7]). As for differ-
ent problems, the Laplace, Fourier, Mellin transforms are applicable. Solutions of
fractional equations are usually given in the forms of special functions ([4, Ch. 2],
[9, Ch. 3]), such as the Mittag-Leffler, Wright’s function, the Fox H-function and
the Meijer G-function. However, since some useful properties of the standard calcu-
lus cannot carry over analogously to the case of fractional calculus, the analytical
solutions of fractional differential equations under certain initial and boundary
conditions are difficult to obtain.

Recently, (see [14]) by using Laplace and Fourier transforms methods for a
symbolic operational form of solutions in terms of the Mittag-Leffler functions
multidimensional space-time fractional Schrödinger equation was obtained.

The aim of the paper is to study the following fractional Bessel equation

𝑥2𝛼(𝐷2𝛼
0+𝑦)(𝑥) + 𝑥𝛼(𝐷𝛼

0+𝑦)(𝑥) + (𝑥2𝛼 − 𝜆2)𝑦(𝑥) = 0,

where 𝑥 > 0, 𝛼 ∈]0, 1] and 𝜆 ∈ ℂ. In particular, the case 𝛼 = 1 derives us to
the classical Bessel’s equation (see [5, Ch. 5]), whose solutions are, correspond-
ingly, the Bessel functions. The paper is structured as follows: in the Preliminaries
we will recall basic properties of the Mellin transform and necessary elements of
fractional calculus. Section 3 deals with a recurrence relation of the coefficients
for the series solution associated to the considered fractional differential equation.
Besides the Mellin transform method for solving fractional Bessel equations is pre-
sented. Finally, in Section 4 we will study the existence and uniqueness of solutions
appealing to the Banach fix point theorem.

2. Preliminaries

2.1. The Mellin transform of fractional derivatives

The resolution of differential equations with polynomial coefficients becomes more
efficient considering the Mellin transform. Usually, this integral transform is de-
fined by [12, Sec. 2.7], [8, Ch. 10]

𝑀{𝑓(𝑥); 𝑠} =
∫ ∞

0

𝑓(𝑥)𝑥𝑠−1𝑑𝑥, (2.1)

where 𝑠 is complex, such as 𝛾1 < ℜ(𝑠) < 𝛾2. The Mellin transform exists if 𝑓(𝑥) is
piecewise continuous in every closed interval [𝑎, 𝑏] ⊂]0,+∞[ and∫ 1

0

∣𝑓(𝑥)∣𝑥𝛾1−1𝑑𝑥 < ∞,

∫ ∞

1

∣𝑓(𝑥)∣𝑥𝛾2−1𝑑𝑥 < ∞.

If the function satisfies Dirichlet’s condition in every closed interval [𝑎, 𝑏] ⊂]0,+∞[,
then it can be restored using the inverse Mellin transform formula

𝑓(𝑥) =
1

2𝜋𝑖

∫ 𝛾+𝑖∞

𝛾−𝑖∞
𝑀{𝑓(𝑥); 𝑠}𝑥−𝑠 𝑑𝑠, 0 < 𝑥 < ∞, (2.2)
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where 𝛾1 < 𝛾 < 𝛾2. Moreover, we recall the following elementary properties (see
[8, Ch. 10], [10, Ch. 8])

𝑀{𝑥𝛽𝑓(𝑥);𝑠}=𝑀{𝑓(𝑥);𝑠+𝛽}≡𝐹 (𝑠+𝛽), 𝛾1−ℜ(𝛽)<ℜ(𝑠)<𝛾2−ℜ(𝛽); (2.3)

𝑀{𝑓(𝛽𝑥);𝑠}=𝛽−𝑠𝑀{𝑓(𝑥);𝑠}≡𝛽−𝑠𝐹 (𝑠), 𝛾1<ℜ(𝑠)<𝛾2, 𝛽>0; (2.4)

𝑀{𝑓(𝑥𝛽);𝑠}= 1

∣𝛽∣𝑀
{
𝑓(𝑥);

𝑠

𝛽

}
≡ 1

∣𝛽∣ 𝐹
(
𝑠

𝛽

)
,

{
𝛽𝛾1<ℜ(𝑠)<𝛽𝛾2, ⇐ 𝛽>0
𝛽𝛾2<ℜ(𝑠)<𝛽𝛾1, ⇐ 𝛽<0

.

(2.5)

Further, if additionally 𝑓 ∈ 𝐶𝑛(ℝ+), 𝑛 ∈ ℕ, then

𝑀{𝑓 (𝑛)(𝑥); 𝑠} = Γ(1 + 𝑛− 𝑠)

Γ(1− 𝑠)
𝐹 (𝑠− 𝑛). (2.6)

In the sequel, we will appeal to the Mellin transform to examine the fractional
Bessel equation. Namely, we will consider the following differential properties of
this integral transform (see [10, Ch. 8], [11, Ch. 3])

𝑀{𝑥2𝛽(𝐷2𝛽
0+𝑦)(𝑥); 𝑠} =

Γ(1− 𝑠)

Γ(1− 𝑠− 2𝛽)
𝑌 (𝑠), (2.7)

𝑀{𝑥𝛽(𝐷𝛽
0+𝑦)(𝑥); 𝑠} =

Γ(1− 𝑠)

Γ(1− 𝑠− 𝛽)
𝑌 (𝑠), (2.8)

𝑀{𝑥2𝛽𝑦(𝑥); 𝑠} = 𝑌 (𝑠+ 2𝛽). (2.9)

Theorem 2.1 (see [12, Sec. 2.7]). Let 𝑥𝛽−1𝑓(𝑥) and 𝑥𝛽−1𝑔(𝑥) belong to 𝐿(0,+∞),
and let

ℎ(𝑥) = (𝑓 ∗𝑀 𝑔)(𝑥) =

∫ ∞

0

𝑓(𝑦) 𝑔

(
𝑥

𝑦

)
𝑑𝑦

𝑦
.

Then 𝑥𝛽−1ℎ(𝑥) belongs to 𝐿(0,+∞), and its Mellin transform is 𝐹 (𝑠)𝐺(𝑠), where
𝐹 (𝑠) = 𝑀{𝑓(𝑥); 𝑠} and 𝐺(𝑠) = 𝑀{𝑔(𝑥); 𝑠}.

Let us take 0 ≤ 𝑛 − 1 < 𝛽 < 𝑛. According to the definition of Riemann-
Liouville fractional derivative (see [4, Ch. 2]), we can write

(𝐷𝛽
0+𝑓)(𝑥) =

(
𝑑

𝑑𝑥

)𝑛
1

Γ(𝑛− 𝛽)

∫ 𝑥

0

𝑓(𝑡)

(𝑥 − 𝑡)𝛽−𝑛+1
𝑑𝑡, 𝑛 = [𝛽] + 1, (2.10)

where [𝛽] is the integer part of 𝛽. Note that the Riemann-Liouville derivative
is defined for some functions with a singularity at the origin. For example, if
𝑓(𝑥) = 𝑥𝑑, 𝑑 > −1, then

(𝐷𝛽
0+𝑓)(𝑥) =

Γ(𝑑+ 1)

Γ(𝑑+ 1− 𝛽)
𝑥𝑑−𝛽 (2.11)

so that 𝐷𝛽
0+𝑓 = 0 if 𝑓(𝑥) = 𝑥𝛽−1.
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The Caputo derivative of fractional order 𝛽 of a function 𝑓(𝑥) is defined, in
turn, as (see [4, Ch. 2])

𝐶𝐷𝛽
0+𝑓(𝑥) =

1

Γ(𝑛− 𝛽)

∫ 𝑥

0

(𝑥− 𝜏)𝑛−𝛽−1𝑓 (𝑛)(𝜏) 𝑑𝜏, (2.12)

where 𝑛− 1 < 𝛽 < 𝑛 and 𝑛 ∈ ℕ.

We have that the Mellin transform (2.1) of the Riemann-Liouville derivative
(2.10) is equal to the following formula (see [4, Ch. 2])

𝑀{(𝐷𝛽
0+𝑓)(𝑥);𝑠}=

𝑛−1∑
𝑘=0

Γ(1+𝑘−𝑠)

Γ(1−𝑠)
(𝐷𝛽−𝑛

0+ 𝑓)(𝑥)𝑥𝑠−𝑘−1
∣∣∣+∞
0

+
Γ(1−𝑠+𝛽)

Γ(1−𝑠)
𝐹 (𝑠−𝛽).

If 𝑓 is such that all out integrand terms are vanished, then it takes more simple
form

𝑀{(𝐷𝛽
0+𝑓)(𝑥); 𝑠} =

Γ(1− 𝑠+ 𝛽)

Γ(1− 𝑠)
𝐹 (𝑠− 𝛽). (2.13)

2.2. Fractional calculus

In this section we recall some results about fractional calculus which will be used
below. In what follows 𝑛 = [𝛽] + 1 for 𝛽 /∈ ℕ0 and 𝑛 = 𝛽 for 𝛽 ∈ ℕ0.

Theorem 2.2 (see [4, Ch. 2]). Let 𝛽 ≥ 0 and 𝑣(𝑥) ∈ 𝐴𝐶𝑛([𝑎, 𝑏]). Then 𝐷𝛽
𝑎+𝑣 exists

almost everywhere and may be represented in the form

𝐷𝛽
𝑎+𝑣 =

𝑛−1∑
𝑘=0

𝑣(𝑘)(𝑎)

Γ(1 + 𝑘 − 𝛽)
(𝑥− 𝑎)𝑘−𝛽 +

1

Γ(𝑛− 𝛽)

∫ 𝑥

𝑎

𝑣(𝑛)(𝑡)

(𝑥 − 𝑡)𝛽−𝑛+1
𝑑𝑡. (2.14)

We remark that fractional derivatives (2.10) verify the following relation

𝐶(𝐷𝛽
𝑎+𝑣)(𝑥) = (𝐷𝛽

𝑎+𝑣)(𝑥) −
𝑛−1∑
𝑘=0

𝑣(𝑘)(𝑎)

Γ(𝑘 − 𝛽 + 1)
(𝑥− 𝑎)𝑘−𝛽 . (2.15)

Theorem 2.3 (see [4, Ch. 2]). Let 𝛽 ≥ 0. If 𝑣(𝑥) ∈ 𝐴𝐶𝑛([𝑎, 𝑏]), then the Caputo

fractional derivative 𝐶𝐷𝛽
𝑎+𝑣 exists almost everywhere on [𝑎, 𝑏], and if 𝛽 /∈ ℕ0,

𝐶𝐷𝛽
𝑎+𝑣 is represented by

𝐶𝐷𝛽
𝑎+𝑣(𝑥) =

1

Γ(𝑛− 𝛽)

∫ 𝑥

𝑎

𝑣(𝑛)(𝑡)

(𝑥− 𝑡)𝛽−𝑛+1
𝑑𝑡 := (𝐼𝑛−𝛽𝑎+ 𝐷𝑛𝑣)(𝑥), (2.16)

where 𝐷 = 𝑑
𝑑𝑥 is the ordinary derivative.

If 𝛽 /∈ ℕ0 and 𝑛 = [𝛽] + 1, then [4, Ch. 2]∣∣∣(𝐼𝑛−𝛽𝑎+ 𝐷𝑛𝑣)(𝑥)
∣∣∣ ≤ ∥𝑣(𝑛)∥𝐶

Γ(𝑛− 𝛽) (𝑛− 𝛽 + 1)
(𝑥− 𝑎)𝑛−𝛽 . (2.17)
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Lemma 2.4 (see [4, Ch. 2]). Let 𝛽 > 0. If 𝑣(𝑥) ∈ 𝐴𝐶𝑛([𝑎, 𝑏]) or 𝑣(𝑥) ∈ 𝐶𝑛([𝑎, 𝑏]),
then (

𝐼𝛼𝑎+
𝐶𝐷𝛽

𝑎+𝑣
)
(𝑥) = 𝑣(𝑥) −

𝑛−1∑
𝑘=0

𝑣(𝑘)(𝑎)

𝑘!
(𝑥− 𝑎)𝑘.

Lemma 2.5 (see [11, Ch. 3]). If the series 𝑓(𝑥) =
∑∞
𝑛=0 𝑓𝑛(𝑥), 𝑓𝑛(𝑥) ∈ 𝐶([𝑎, 𝑏]),

is uniformly convergent on [𝑎, 𝑏], then its termwise fractional integration is admis-
sible: (

𝐼𝛽𝑎+

∞∑
𝑛=0

𝑓𝑛

)
(𝑥) =

∞∑
𝑛=0

(
𝐼𝛽𝑎+𝑓𝑛

)
(𝑥), 𝛽 > 0, 𝑎 < 𝑥 < 𝑏, (2.18)

the series on the right-hand side being also uniformly convergent on [𝑎, 𝑏].

Lemma 2.6 (see [11, Ch. 3]). Let the fractional derivatives 𝐷𝛽
𝑎+𝑓𝑛 exist for all

𝑛 = 0, 1, 2, . . . and let the series

∞∑
𝑛=0

𝑓𝑛 and

∞∑
𝑛=0

𝐷𝛽
𝑎+𝑓𝑛 be uniformly convergent

on every sub-interval [𝑎 + 𝜖, 𝑏], 𝜖 > 0. Then, the former series admit termwise
fractional differentiation using the formula(

𝐷𝛽
𝑎+

∞∑
𝑛=0

𝑓𝑛

)
(𝑥) =

( ∞∑
𝑛=0

𝐷𝛽
𝑎+𝑓𝑛

)
(𝑥), 𝛽 > 0, 𝑎 < 𝑥 < 𝑏, (2.19)

3. Fractional Bessel equation

The aim of this section is to obtain particular solutions for the following fractional
Bessel equation

𝑥2𝛼(𝐷2𝛼
0+𝑦)(𝑥)+𝑥𝛼(𝐷𝛼

0+𝑦)(𝑥)+(𝑥2𝛼−𝜆2)𝑦(𝑥) = 0, 𝛼 ∈]0, 1], 𝜆 ∈ ℂ, 𝑥 ∈ [𝑥0, 𝑋0],
(3.1)

where 𝑥0, 𝑋0 ∈ ℝ+ and 𝐷𝛼
0+ is the operator of the Riemann fractional derivative

(2.10).

3.1. Recurrence relation for the coefficients of the series solution

Here, we derive a recurrence relation for coefficients of the series solution associated
to (3.1). We seek a solution of (3.1) in the form of a generalized power series in
increasing powers of argument 𝑥

𝑦(𝑥) =

+∞∑
𝑛=0

𝑎𝑛𝑥
𝛼𝑛, (3.2)

such that the following condition holds

∞∑
𝑛=0

∣𝑎𝑛∣𝑛2𝑋𝑛
0 < +∞. (3.3)
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In fact, since by Stirling asymptotic formula for Gamma function [11, Ch. 1]

Γ(𝛼𝑛+ 1)

Γ(𝛼(𝑛− 2) + 1)
= 𝑂(𝑛2𝛼), 𝑛 → ∞,

Γ(𝛼𝑛+ 1)

Γ(𝛼(𝑛− 1) + 1)
= 𝑂(𝑛𝛼), 𝑛 → ∞.

Therefore by relation (2.11), condition (3.3) and Lemma 2.4 we can guarantee
the absolute and uniform on [𝑥0, 𝑋0] convergence of the corresponding series in
Lemma 2.6. Hence we get

(𝐷2𝛼
0+𝑦)(𝑥) =

+∞∑
𝑛=0

𝑎𝑛
Γ(𝛼𝑛+ 1)

Γ(𝛼𝑛+ 1− 2𝛼)
𝑥𝛼𝑛−2𝛼, (3.4)

(𝐷𝛼
0+𝑦)(𝑥) =

+∞∑
𝑛=0

𝑎𝑛
Γ(𝛼𝑛+ 1)

Γ(𝛼𝑛+ 1− 𝛼)
𝑥𝛼𝑛−𝛼. (3.5)

Substituting these expressions into (3.1) and collecting terms containing equal
powers of 𝑥, we derive

+∞∑
𝑛=0

𝑎𝑛
Γ(𝛼𝑛+ 1)

Γ(𝛼𝑛+ 1− 2𝛼)
𝑥𝛼𝑛 +

+∞∑
𝑛=0

𝑎𝑛
Γ(𝛼𝑛+ 1)

Γ(𝛼𝑛+ 1− 𝛼)
𝑥𝛼𝑛

+

+∞∑
𝑛=2

𝑎𝑛−2 𝑥𝛼𝑛 − 𝜆2
+∞∑
𝑛=0

𝑎𝑛 𝑥𝛼𝑛 = 0.

(3.6)

Evidently all coefficients of 𝑥𝛼𝑛 should be equal to zero. Hence⎧⎨⎩

𝑎0

(
1

Γ(1− 2𝛼)
+

1

Γ(1− 𝛼)
− 𝜆2

)
= 0

𝑎1

[
Γ(1 + 𝛼)

(
1

Γ(1− 𝛼)
+ 1

)
− 𝜆2

]
= 0

𝑎𝑛 +

[
Γ(𝛼(𝑛+ 2) + 1)

(
1

Γ(𝛼𝑛+ 1)

+
1

Γ(𝛼(𝑛+ 1) + 1)

)
− 𝜆2

]
𝑎𝑛+2 = 0, 𝑛 ∈ ℕ0.

(3.7)

Suppose that

𝜆2 ∕= Γ(𝛼(𝑛+ 2) + 1)

(
1

Γ(𝛼𝑛+ 1)
+

1

Γ(𝛼(𝑛+ 1) + 1)

)
, 𝛼 ∈]0, 1], 𝑛 ∈ ℕ.

This means, from the previous system, that the case 𝑎0 = 𝑎1 = 0 drives to the
trivial solution of the equation (3.1). Moreover, at least numerically it is possible
to verify that

Γ(1 + 𝛼)

(
1

Γ(1− 𝛼)
+ 1

)
− 1

Γ(1− 2𝛼)
− 1

Γ(1− 𝛼)
∕= 0, 𝛼 ∈]0, 1].
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This implies that 𝑎0, 𝑎1 cannot be nonzero simultaneously as well. So, let, for
instance, 𝑎0 ∕= 0. Consequently,

𝜆2 =
1

Γ(1− 2𝛼)
+

1

Γ(1 − 𝛼)
. (3.8)

Hence the third equation of (3.7) becomes

𝑎𝑛 +

[
Γ(𝛼(𝑛+ 2) + 1)

(
1

Γ(𝛼𝑛+ 1)
+

1

Γ(𝛼(𝑛+ 1) + 1)

)
− 1

Γ(1− 2𝛼)
− 1

Γ(1− 𝛼)

]
𝑎𝑛+2 = 0, 𝑛 ∈ ℕ0.

Furthermore, numerical simulations confirm

Γ(𝛼(𝑛+ 2) + 1)

(
1

Γ(𝛼𝑛+ 1)
+

1

Γ(𝛼(𝑛+ 1) + 1)

)
− 1

Γ(1− 2𝛼)
− 1

Γ(1− 𝛼)
∕= 0

for all 𝛼 ∈]0, 1] and 𝑛 ∈ ℕ0. Therefore one can express coefficients 𝑎𝑛 with even
indices by the relation

𝑎2𝑛 = 𝑎0

𝑛∏
𝑘=1

𝐶2(𝑘, 𝛼), 𝑛 ∈ ℕ0, (3.9)

where

𝐶2(𝑘, 𝛼) =

[
1

Γ(1− 2𝛼)
+

1

Γ(1 − 𝛼)
− Γ(𝛼(𝑘 + 2) + 1)

Γ(𝛼𝑘 + 1)
− Γ(2𝛼(𝑘 + 1) + 1)

Γ(𝛼(2𝑘 + 1) + 1)

]−1
.

Since in this case 𝑎1 = 0, we have, from the third equation of (3.7), that all odd
coefficients are zero. We summarize the above discussion as

Theorem 3.1. Let 𝑎0 ∕= 0, 𝛼 ∈]0, 1], 𝑥 ∈ [𝑥0, 𝑋0], and

𝜆2 =
1

Γ(1− 2𝛼)
+

1

Γ(1 − 𝛼)
.

Then the fractional Bessel equation (3.1) admits a particular solution in terms of
the power series (3.2), with even coefficients satisfying conditions (3.4), (3.5) and
given by formula (3.9).

In the odd case, we presume 𝑎1 ∕= 0 and the determining equation for 𝜆
becomes

𝜆2 = Γ(1 + 𝛼)

(
1

Γ(1− 𝛼)
+ 1

)
. (3.10)

As above via numerical methods

Γ(𝛼(𝑛+ 2) + 1)

(
1

Γ(𝛼𝑛+ 1)
+

1

Γ(𝛼(𝑛+ 1) + 1)

)
− Γ(1 + 𝛼)

Γ(1− 𝛼)
− Γ(1 + 𝛼) ∕= 0, 𝛼 ∈]0, 1], 𝑛 ∈ ℕ0.
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Hence in the same manner, we express the odd coefficients by the relation

𝑎2𝑛+1 = 𝑎1

𝑛∏
𝑘=1

𝐶1(𝑘, 𝛼), 𝑛 ∈ ℕ0, (3.11)

where

𝐶1(𝑘, 𝛼) =

[
Γ(1 + 𝛼) +

Γ(1 + 𝛼)

Γ(1− 𝛼)
− Γ(𝛼(2𝑘 + 3) + 1)

Γ(𝛼(2𝑘 + 1) + 1)
− Γ(𝛼(2𝑘 + 1) + 1)

Γ(2𝑘𝛼+ 1)

]−1
.

Since in this case 𝑎0 = 0, we have, from the third equation of (3.7), that all even
coefficients are zero. We summarize the above discussion as

Theorem 3.2. Let 𝑎1 ∕= 0, 𝛼 ∈]0, 1], 𝑥 ∈ [𝑥0, 𝑋0], and

𝜆2 = Γ(1 + 𝛼)

(
1

Γ(1− 𝛼)
+ 1

)
.

Then the fractional Bessel equation (3.1) admits a particular solution in terms of
the power series (3.2), with odd coefficients satisfying conditions (3.4), (3.5) and
given by formula (3.11).

3.2. The Mellin transform method for solving the fractional Bessel equation

In this section we propose a method to obtain an approximate solution of the
fractional Bessel equation by using the direct and inverse Mellin transforms 𝑀
and 𝑀−1, (2.1) and (2.2) respectively. Namely, applying Mellin’s transform to
(3.1) and taking into account properties (2.7), (2.8) and (2.9), we have

Γ(1 − 𝑠)

Γ(1− 𝑠− 2𝛼)
𝑌 (𝑠) +

Γ(1− 𝑠)

Γ(1 − 𝑠− 𝛼)
𝑌 (𝑠)− 𝜆2𝑌 (𝑠) + 𝑌 (𝑠+ 2𝛼) = 0. (3.12)

Denoting 𝐻(𝑠) = Γ(1− 𝑠)𝑌 (𝑠) and

ℎ(𝑥) =

∫ ∞

0

𝑒−𝑥𝑡𝑦(𝑡) 𝑑𝑡, (3.13)

we get owing to Theorem 2.1 that ℎ(𝑥) is the inverse Mellin transform of 𝐻(𝑠).
Thus, (3.12) became

𝐻(𝑠) +
Γ(1− 𝑠− 2𝛼)

Γ(1− 𝑠− 𝛼)
𝐻(𝑠)− 𝜆2

Γ(1− 𝑠− 2𝛼)

Γ(1− 𝑠)
𝐻(𝑠) +𝐻(𝑠+ 2𝛼) = 0. (3.14)

Hence taking the inverse Mellin transform it gives correspondingly the equality

(𝑥2𝛼 + 1) ℎ(𝑥)− 𝜆2
∫ ∞

0

ℎ
(𝑥
𝑡

)
𝑘1(𝑡)

𝑑𝑡

𝑡
+

∫ ∞

0

ℎ
(𝑥
𝑡

)
𝑘2(𝑡)

𝑑𝑡

𝑡
= 0, (3.15)

where

𝑘1(𝑡) = 𝑀−1
{
Γ(1− 𝑠− 2𝛼)

Γ(1 − 𝑠)

}
=

1

Γ(2𝛼)
(𝑡− 1)2𝛼−1+ ,

𝑘2(𝑡) = 𝑀−1
{
Γ(1− 𝑠− 2𝛼)

Γ(1− 𝑠− 𝛼)

}
=

𝑡𝛼

Γ(𝛼)
(𝑡− 1)𝛼−1+ .

(3.16)
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Let ℎ(𝑥) admit a formal series representation

ℎ(𝑥) ∼
∞∑
𝑛=1

𝑏𝑛𝑥
−𝛼𝑛, (3.17)

i.e.,

ℎ(𝑥) =

𝑁∑
𝑛=1

𝑏𝑛𝑥
−𝛼𝑛 +𝑂(𝑥−𝛼𝑁 ), 𝑥 → ∞, 𝑁 ∈ ℕ.

Substituting this into (3.15) and using Lemma 2.5 with (3.16), we come out with
asymptotic equality

(𝑥2𝛼 + 1)

𝑁∑
𝑛=1

𝑏𝑛𝑥
−𝛼𝑛 − 𝜆2

Γ(2𝛼)

𝑁∑
𝑛=1

𝑏𝑛𝑥
−𝛼𝑛

∫ ∞

1

𝑡𝛼𝑛−1(𝑡− 1)2𝛼−1𝑑𝑡 (3.18)

+
1

Γ(𝛼)

𝑁∑
𝑛=1

𝑏𝑛𝑥
−𝛼𝑛

∫ ∞

1

𝑡𝛼(1+𝑛)−1(𝑡− 1)𝛼−1𝑑𝑡 = 𝑂(𝑥−𝛼𝑁 ).

At the meantime, the elementary Beta-integrals are calculated explicitly under
condition 𝛼 < 1

𝑁+2 .∫ ∞

1

𝑡𝛼𝑛−1(𝑡− 1)2𝛼−1𝑑𝑡 =
Γ(2𝛼) Γ(−𝛼(𝑛+ 2) + 1)

Γ(−𝛼𝑛+ 1)
, 𝑛 = 0, . . . , 𝑁,∫ ∞

1

𝑡𝛼(1+𝑛)−1(𝑡− 1)𝛼−1𝑑𝑡 =
Γ(𝛼) Γ(−𝛼(𝑛+ 2) + 1)

Γ(−𝛼(𝑛+ 1) + 1)
, 𝑛 = 0, . . . , 𝑁.

(3.19)

Therefore, substituting (3.19) into (3.18), we arrive at the following truncated
equation

(𝑥2𝛼 + 1)

𝑁∑
𝑛=1

𝑏𝑛𝑥
−𝛼𝑛 − 𝜆2

𝑁∑
𝑛=1

𝑏𝑛
Γ(−𝛼(𝑛+ 2) + 1)

Γ(−𝛼𝑛+ 1)
𝑥−𝛼𝑛

+

𝑁∑
𝑛=1

𝑏𝑛
Γ(−𝛼(𝑛+ 2) + 1)

Γ(−𝛼(𝑛+ 1) + 1)
𝑥−𝛼𝑛 = 0.

Collecting the terms which contain equal powers of 𝑥 and equating them to zero,
we find ⎧⎨⎩

𝑏1

[
1− 𝜆2 Γ(1 − 3𝛼)

(
1

Γ(1− 𝛼)
+

1

Γ(1− 2𝛼)

)]
= 0

𝑏2

[
1− 𝜆2 Γ(1 − 4𝛼)

(
1

Γ(1− 2𝛼)
+

1

Γ(1 − 3𝛼)

)]
= 0

𝑏𝑛 +

[
1− 𝜆2 Γ(1− 𝛼(𝑛+ 4))

(
1

Γ(1− 𝛼(𝑛+ 2))

+
1

Γ(1− 𝛼(𝑛+ 3))

)]
𝑏𝑛+2 = 0, 𝑛 ∈ ℕ, 𝑛 ≤ 𝑁.

(3.20)
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Suppose that

𝜆2 ∕=
[
Γ(1 − 𝛼(𝑛+ 4))

(
1

Γ(1− 𝛼(𝑛+ 2))
+

1

Γ(1− 𝛼(𝑛+ 3))

)]−1
,

with 𝛼 ∈
]
0, 1
𝑁+2

]
, 𝑛 ∈ ℕ, 𝑛 ≤ 𝑁 . This means, from the previous system, that

the case 𝑏1 = 𝑏2 = 0 drives to the trivial solution of the equation (3.1). Moreover,
at least numerically it is possible to verify that

1−
Γ(1− 4𝛼)

(
1

Γ(1−2𝛼) +
1

Γ(1−3𝛼)
)

Γ(1− 3𝛼)
(

1
Γ(1−𝛼) +

1
Γ(1−2𝛼)

) ∕= 0, 𝛼 ∈
]
0,

1

𝑁 + 2

]
.

This implies that 𝑏1, 𝑏2 cannot be nonzero simultaneously as well. So, let, for
instance, 𝑏1 ∕= 0. Consequently,

𝜆2 =

[
Γ(1− 3𝛼)

(
1

Γ(1− 𝛼)
+

1

Γ(1− 2𝛼)

)]−1
. (3.21)

Hence the third equation of (3.20) becomes

𝑏𝑛+

⎡⎣1− Γ(1−𝛼(𝑛+4))
(

1
Γ(1−𝛼(𝑛+2))+

1
Γ(1−𝛼(𝑛+3))

)
Γ(1−3𝛼)

(
1

Γ(1−𝛼) +
1

Γ(1−2𝛼)
)

⎤⎦𝑏𝑛+2=0, 𝑛∈ℕ, 𝑛≤𝑁.

Furthermore, numerical simulations confirm

1−
Γ(1−𝛼(𝑛+4))

(
1

Γ(1−𝛼(𝑛+2))+
1

Γ(1−𝛼(𝑛+3))

)
Γ(1−3𝛼)

(
1

Γ(1−𝛼)+
1

Γ(1−2𝛼)
) ∕=0, 𝛼∈

]
0,

1

𝑁+2

]
, 𝑛∈ℕ, 𝑛≤𝑁.

Therefore one can express coefficients 𝑏𝑛 with odd indices by the relation

𝑏2𝑛+1 = 𝑏1

𝑛∏
𝑘=1

𝐶3(𝑘, 𝛼), 𝑛 ∈ ℕ0, (3.22)

where

𝐶3(𝑘, 𝛼) =

[
Γ(1 − 𝛼(2𝑘 + 3)) Γ(1− 𝛼)

Γ(1− 𝛼(2𝑘 + 1))

(
1

Γ(1− 3𝛼)

+
1

Γ(1 − 2𝛼)

)
− Γ(1− 𝛼(2𝑘 + 3))

Γ(1− 2𝛼(𝑘 + 1))
− 1

]−1
.

Since in this case 𝑏2 = 0, we have, from the third equation of (3.20), that all even
coefficients are zero. We get an approximate solution of equation (3.18) in the form

ℎ(𝑥) ∼
∞∑
𝑛=1

𝑏2𝑛+1𝑥
𝛼(2𝑛+1).
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Since ℎ(𝑥) is approximated by the previous series, we obtain the corresponding
expression for the solution 𝑦(𝑡), employing operational relation for the Laplace
transform. Namely, equality (3.13) gives 𝑦(𝑡) as a formal series

𝑦(𝑡) ∼
∞∑
𝑛=0

𝑏2𝑛+1

Γ(𝑛𝛼)
𝑡𝛼𝑛−1. (3.23)

We summarize the above discussion as

Theorem 3.3. Let 𝑏1 ∕= 0, 𝛼 ∈
]
0, 1
𝑁+2

]
, 𝑁 ∈ ℕ0, 𝑥 ∈ [𝑥0, 𝑋0], and

𝜆2 =

[
Γ(1− 3𝛼)

(
1

Γ(1− 𝛼)
+

1

Γ(1− 2𝛼)

)]−1
.

Then the fractional Bessel equation (3.1) admits a particular solution in terms of
the power series (3.23), with odd coefficients given by formula (3.22).

In the even case, we presume 𝑏2 ∕= 0 and the determining equation for 𝜆
becomes

𝜆2 =

[
Γ(1− 4𝛼)

(
1

Γ(1− 2𝛼)
+

1

Γ(1− 3𝛼)

)]−1
. (3.24)

As above via numerical methods

𝑏𝑛 +

⎡⎣1− Γ(1− 𝛼(𝑛+ 4))
(

1
Γ(1−𝛼(𝑛+2)) +

1
Γ(1−𝛼(𝑛+3))

)
Γ(1 − 4𝛼)

(
1

Γ(1−2𝛼) +
1

Γ(1−3𝛼)
)

⎤⎦ 𝑏𝑛+2 ∕= 0.

for all 𝛼 ∈
]
0, 1
𝑁+2

]
, 𝑁 ∈ ℕ, 𝑛 ∈ ℕ and 𝑛 ≤ 𝑁 . Hence in the same manner, we

express the even coefficients by relation

𝑏2(𝑛+1) = 𝑏2

𝑛∏
𝑘=1

𝐶4(𝑘, 𝛼), 𝑛 ∈ ℕ0 , (3.25)

where

𝐶4(𝑘, 𝛼) =

[
Γ(1 − 2𝛼(𝑘 + 1)) Γ(1− 2𝛼)

Γ(1− 2𝛼𝑘)

(
1

Γ(1− 4𝛼)

+
1

Γ(1 − 3𝛼)

)
− Γ(1− 2𝛼(𝑘 + 1))

Γ(1− 𝛼(2𝑘 + 1))
− 1

]−1
.

Since in this case 𝑏1 = 0, we have, from the third equation of (3.20), that all odd
coefficients are zero. We get an approximate solution of equation (3.18) in the form

ℎ(𝑥) ∼
∞∑
𝑛=1

𝑏2𝑛𝑥
2𝛼𝑛.

Further, since ℎ(𝑥) is approximated by the series (3.17), we obtain the correspond-
ing expression for the solution 𝑦(𝑡), employing operational relation for the Laplace
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transform. Namely, equality (3.13) gives 𝑦(𝑡) as a formal series

𝑦(𝑡) ∼
∞∑
𝑛=1

𝑏2𝑛
Γ(𝑛𝛼)

𝑡𝛼𝑛−1. (3.26)

We summarize the above discussion as

Theorem 3.4. Let 𝑏2 ∕= 0, 𝛼 ∈
]
0, 1
𝑁+2

]
, 𝑁 ∈ ℕ0, 𝑥 ∈ [𝑥0, 𝑋0], and

𝜆2 =

[
Γ(1− 4𝛼)

(
1

Γ(1− 2𝛼)
+

1

Γ(1− 3𝛼)

)]−1
.

Then the fractional Bessel equation (3.1) admits a particular solution in terms of
the power series (3.26), with even coefficients given by formula (3.25).

4. Existence and uniqueness of solutions

Here we will use Banach’s fixed point theorem to study the existence and unique-
ness of equation (3.1)

𝑥2𝛼(𝐷2𝛼
0+𝑦)(𝑥) + 𝑥𝛼(𝐷𝛼

0+𝑦)(𝑥) + (𝑥2𝛼 − 𝜆2)𝑦(𝑥) = 0, 𝛼 ∈
[
1

2
, 1

]
, 𝑥 ∈ [0, 𝑋0],

(4.1)
with 𝑋0 ∈ ℝ+, 𝜆 ∈ ℂ under initial conditions 𝑦(0) = 𝑦0, 𝑦

′(0) = 𝑦∗0 .
Let 𝐼 = [𝑎, 𝑏] (𝑎 < 𝑏, 𝑎, 𝑏 ∈ ℝ) and 𝑚 ∈ ℕ0. Denote by 𝐶𝑚 the usual space

of functions 𝑣 which are 𝑚 times continuously differentiable on 𝐼 with the norm

∥𝑣∥𝐶𝑚 =

𝑚∑
𝑘=0

∥𝑣(𝑘)∥𝐶 =

𝑚∑
𝑘=0

max
𝑥∈𝐼

∣𝑣(𝑘)(𝑥)∣.

In particular, for 𝑚 = 0, 𝐶0(𝐼) ≡ 𝐶(𝐼) is the space of continuous functions 𝑣 on
𝐼 with the norm ∥𝑣∥𝐶 = max𝑥∈𝐼 ∣𝑣(𝑥)∣.
Theorem 4.1. The fractional equation (3.1) for a rectangular domain 𝑥 ∈ [0, 𝑋0]
has a unique solution for every 𝜆 ∈ ℂ such that

∣𝜆∣2 > 𝑋0

(
𝑋0 +

1

Γ(1− 𝛼)(2 − 𝛼)
+

𝑋0

Γ(2(1− 𝛼)) (3− 2𝛼)

)
(4.2)

with 𝛼 ∈ [
1
2 , 1

]
.

Proof. Consider the following Banach spaces

𝑋 = {𝑦 : 𝑦(𝑥) ∈ 𝐶2([0, 𝑋0])}, 𝑌 = {𝑦 : 𝑦(𝑥) ∈ 𝐶([0, 𝑋0])}.
Putting 𝑇 : 𝑋 → 𝑌 ,

(𝑇𝑦)(𝑥) =
1

𝜆2
[
𝑥2𝛼𝑦(𝑥) + 𝑥𝛼 (𝐷𝛼

0+𝑦) (𝑥) + 𝑥2𝛼
(
𝐷2𝛼

0+𝑦
)
(𝑥)

]
,

we rewrite equation (3.1) in the form 𝑦(𝑥) = (𝑇𝑦)(𝑥). Taking into account Theo-
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rems 2.2, 2.3, Lemma 2.4 and relations (2.15), (2.17), we have

∥𝑇𝑦1 − 𝑇𝑦2∥𝑌
=

1

∣𝜆∣2
∥∥𝑥2𝛼(𝑦1(𝑥) − 𝑦2(𝑥)) + 𝑥𝛼(𝐷𝛼

0+(𝑦1 − 𝑦2))(𝑥) + 𝑥2𝛼(𝐷2𝛼
0+(𝑦1 − 𝑦2))(𝑥)

∥∥
𝑌

≤ 𝑋2
0

∣𝜆∣2 ∥𝑦1 − 𝑦2∥𝑌 +
𝑋0

∣𝜆2∣ Γ(1− 𝛼) (2− 𝛼)
∥𝐷(𝑦1 − 𝑦2)∥𝑌

+
𝑋2

0

∣𝜆∣2 Γ(2(1− 𝛼)) (3 − 2𝛼)
∥𝐷2(𝑦1 − 𝑦2)∥𝑌

≤ 𝑋0

∣𝜆∣2
(
𝑋0 +

1

Γ(1− 𝛼)(2 − 𝛼)
+

𝑋0

Γ(2(1− 𝛼)) (3− 2𝛼)

)
∥𝑦1 − 𝑦2∥𝑋 .

Taking into account (4.2) we conclude that 𝑇 is a contraction. Hence we can apply
the Banach fix point theorem to complete the proof. □
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The Dirichlet Problem for
Elliptic Equations with VMO Coefficients
in Generalized Morrey Spaces

Lubomira G. Softova

Abstract. We consider the Dirichlet problem in a bounded smooth domain
Ω ⊂ ℝ𝑛 for linear uniformly elliptic equation ℒ𝑢(𝑥) = 𝑓(𝑥) with 𝑉𝑀𝑂 prin-
cipal coefficients. Its unique strong solvability is proved in [5] and [6]. Our aim
is to show that for every 𝑓 belonging to the generalized Morrey space 𝐿𝑝,𝜔(Ω),

𝑝 ∈ (1,∞), 𝜔 : ℝ𝑛×ℝ+ → ℝ+ the operator ℒ :𝑊 2,𝑝,𝜔∩𝑊 1,𝑝
0 (Ω)→ 𝐿𝑝,𝜔(Ω) is

bijective and the estimate ∥𝐷2𝑢∥𝐿𝑝,𝜔(Ω) ≤ 𝐶(∥𝑓∥𝐿𝑝,𝜔 (Ω) + ∥𝑢∥𝐿𝑝,𝜔(Ω)) holds.

Mathematics Subject Classification (2010). Primary 35J25; Secondary 35D35,
35B45, 35R05, 47B38.

Keywords. Uniformly elliptic operators, Dirichlet problem, 𝑉𝑀𝑂, generalized
Morrey spaces, a priori estimate.

1. Introduction

The spaces 𝐿𝑝,𝜆, 𝑝 ∈ (1,∞), 𝜆 ∈ (0, 𝑛) were introduced by Morrey in his celebrated
work [17] in order to study the regularity of solutions to second-order elliptic par-
tial differential equations. In fact, the embedding properties of the Morrey spaces
permit to obtain better Hölder regularity of the strong solutions to different prob-
lems. In [16] Mizuhara introduced the generalized Morrey spaces taking a weight
𝜔 : ℝ𝑛×ℝ+ → ℝ+ instead or 𝑟𝜆 and studied continuity in 𝐿𝑝,𝜔 of some classical in-
tegral operators. Later, Nakai showed boundedness of the Hardy-Littlewood max-
imal operator and the Calderón-Zygmund integrals in 𝐿𝑝,𝜔 (see [18]). In our work
[27], we extended these results to singular integrals with variable kernels satisfying
mixed homogeneity condition, expanding this way the classical Morrey spaces stud-
ies from [20, 22] to the settings of generalized Morrey spaces. We refer the reader
to [9, 24] and the references therein for more recent results regarding continuity of
singular integral operators in generalized Morrey and new functional spaces.
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The reason to study continuity properties of these integrals in various func-
tional spaces is that they permit to investigate the regularity of solutions to linear
elliptic and parabolic partial differential equations and systems in terms of the
data of the corresponding problems. The method, associated to the names of A.
Calderón and A. Zygmund (see [3, 4]) uses explicit representation formula for the
highest-order derivatives of the solution in terms of singular integrals acting on
the known right-hand side plus another one acting on the very same derivatives.
This last term appears in a commutator which norm can be made small enough if
the coefficients have small oscillation over small balls. This way, suitable “integral
continuity” of the principal coefficients ensure boundedness of the commutator and
therefore validity of the corresponding a priori estimate. The Sarason class of func-
tions with vanishing mean oscillation verifies this requirement although they could
be discontinuous. Their good behavior on small balls allows to extend the classical
theory of elliptic and parabolic equations and systems with continuous coefficients
(see [8, 14, 13]) to operators with discontinuous coefficients (cf. [5, 6, 15, 12]). A
vast number of works are dedicated to boundary value problems for linear elliptic
and parabolic operators with 𝑉𝑀𝑂 coefficients in the framework of Sobolev and
Sobolev-Morrey spaces (see [7, 19, 20, 22, 21, 23, 26, 27, 28, 29]).

The main goal of the present paper is to extend the global Morrey regularity
results from [7], regarding linear elliptic equations with 𝑉𝑀𝑂 principal coeffi-
cients, to the settings of generalized Morrey spaces 𝐿𝑝,𝜔 (see Definition 2.2). The
approach adopted is that of [3, 6, 7] and relies on proving boundedness of suit-
able integral operators and their commutators, that appear at the representation
formula for the highest-order derivatives of the solution. Even if standard in some
sense, that method requires precise analysis due to the specifics of the considered
generalized Morrey spaces, and we employ our results from [27] to get the desired
𝐿𝑝,𝜔-boundedness of the singular integrals. Indeed, for particular choice of the
weight 𝜔, one gets the regularity in the classical Morrey spaces 𝐿𝑝,𝜆, as stated
in [7], for the second-order derivatives of the strong solutions to the considered
problem. However, the class 𝐿𝑝,𝜔 is wider than 𝐿𝑝,𝜆 and therefore the regularity
results here obtained generalize those from [7].

The article is organized as follows. In Section 2 we introduce the problem and
give some basic notions. In this section we recall also continuity results regarding
the Calderón-Zygmund integrals that appear in the interior representation formula
of the derivatives 𝐷𝑖𝑗𝑢 of the solution. The corresponding nonsingular integrals
are studied in Section 3. These results permit to obtain 𝐿𝑝,𝜔-estimate of 𝐷𝑖𝑗𝑢 near
the boundary. The a priori estimate is established in the last section.

Throughout this paper the following notations will be used

∙ 𝐷𝑖𝑢 = ∂𝑢/∂𝑥𝑖, 𝐷𝑢 = (𝐷1𝑢, . . . , 𝐷𝑛𝑢) stands for the gradient of 𝑢,
∙ 𝐷𝑖𝑗𝑢 = ∂2𝑢/∂𝑥𝑖∂𝑥𝑗 , 𝐷

2𝑢 = {𝐷𝑖𝑗𝑢}𝑛𝑖𝑗=1 is the Hessian matrix of 𝑢,
∙ ℬ𝑟(𝑥0) = {𝑥 ∈ ℝ𝑛 : ∣𝑥− 𝑥0∣ < 𝑟} is a ball centered in a fixed point 𝑥0 ∈ ℝ𝑛,
∙ ℬ𝑟 is a ball centered at a point 𝑥 ∈ ℝ𝑛 with Lebesgue measure ∣ℬ𝑟∣ = 𝐶𝑟𝑛,
∙ 2ℬ𝑟 is a ball centered at the same point as ℬ𝑟 and of radius 2𝑟,
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∙ ℬ+
𝑟 ≡ ℬ+

𝑟 (𝑥
′) = ℬ𝑟(𝑥′) ∩ {𝑥𝑛 > 0}, where 𝑥′ = (𝑥1, . . . , 𝑥𝑛−1, 0),

∙ 𝕊𝑛 = {𝑥 ∈ ℝ𝑛 : ∣𝑥− 𝑥0∣ = 1} is the unit sphere in ℝ𝑛.

The standard summation convention on repeated upper and lower indices is
adopted. The letter 𝐶 is used for various positive constants and may change from
one occurrence to another.

2. Definitions and preliminary results

Let Ω ⊂ ℝ𝑛, 𝑛 ≥ 2 be a bounded domain with 𝐶1,1-boundary. We consider the
Dirichlet problem {

ℒ𝑢 := 𝑎𝑖𝑗(𝑥)𝐷𝑖𝑗𝑢 = 𝑓(𝑥) a.a. 𝑥 ∈ Ω

𝑢 = 0 on ∂Ω.
(2.1)

The operator ℒ is uniformly elliptic, i.e., there exists a constant Λ > 0 such that{
Λ−1∣𝜉∣2 ≤ 𝑎𝑖𝑗(𝑥)𝜉𝑖𝜉𝑗 ≤ Λ∣𝜉∣2 a.a. 𝑥 ∈ Ω, ∀𝜉 ∈ ℝ𝑛

𝑎𝑖𝑗(𝑥) = 𝑎𝑗𝑖(𝑥) 1 ≤ 𝑖, 𝑗 ≤ 𝑛.
(2.2)

The symmetry of the matrix a(𝑥) = {𝑎𝑖𝑗(𝑥)}𝑛𝑖𝑗=1 implies essential boundedness of

𝑎𝑖𝑗 ’s and we set ∥a∥∞,Ω =
∑𝑛
𝑖,𝑗=1 ∥𝑎𝑖𝑗∥𝐿∞(Ω).

To describe the regularity of the coefficients and the data of the problem we
need of the following definitions.

Definition 2.1. Let 𝑎 ∈ 𝐿1
loc(ℝ

𝑛) we say that

1. 𝑎 ∈ 𝐵𝑀𝑂 (bounded mean oscillation, [10]) if

∥𝑎∥∗ = sup
𝑅>0

sup
ℬ𝑟,𝑟≤𝑅

1

∣ℬ𝑟∣
∫
ℬ𝑟

∣𝑎(𝑦)− 𝑎ℬ𝑟 ∣𝑑𝑦 < +∞ 𝑎ℬ𝑟 =
1

∣ℬ𝑟∣
∫
ℬ𝑟

𝑎(𝑦)𝑑𝑦.

The quantity ∥𝑎∥∗ is a norm in 𝐵𝑀𝑂 modulo constant function under which
𝐵𝑀𝑂 is a Banach space;

2. 𝑎 ∈ 𝑉𝑀𝑂 (vanishing mean oscillation, [25]) if 𝑎 ∈ 𝐵𝑀𝑂 and

𝛾𝑎(𝑅) := sup
𝑅>0

sup
ℬ𝑟 ,𝑟≤𝑅

1

∣ℬ𝑟∣
∫
ℬ𝑟

∣𝑎(𝑦)− 𝑎ℬ𝑟 ∣𝑑𝑦

tends to zero as 𝑅 → 0. The quantity 𝛾𝑎(𝑅) is called 𝑉𝑀𝑂-modulus of 𝑎.

For any bounded domain Ω ⊂ ℝ𝑛 we define 𝐵𝑀𝑂(Ω) and 𝑉𝑀𝑂(Ω) taking 𝑎 ∈
𝐿1(Ω) and ℬ𝑟 ∩ Ω instead of ℬ𝑟 in the above definition.

According to [1, 11], having a function 𝑎 ∈ 𝐵𝑀𝑂(Ω) or 𝑉𝑀𝑂(Ω) it is pos-
sible to extend it in ℝ𝑛 preserving its 𝐵𝑀𝑂-norm or 𝑉𝑀𝑂-modulus, respec-
tively. Any bounded uniformly continuous function is also 𝑉𝑀𝑂 with a 𝑉𝑀𝑂-
modulus coinciding with its modulus of continuity. The space 𝑉𝑀𝑂 contains also
discontinuous functions and the following example (cf. [15]) show the inclusion
𝑊 1,𝑛(ℝ𝑛) ⊂ 𝑉𝑀𝑂 ⊂ 𝐵𝑀𝑂.
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Example. 𝑓𝛼 = ∣ log ∣𝑥∣∣𝛼 ∈ 𝑉𝑀𝑂 for any 𝛼 ∈ (0, 1), 𝑓𝛼 ∈ 𝑊 1,𝑛(ℝ𝑛) for 𝛼 ∈
(0, 1− 1/𝑛), 𝑓𝛼 /∈ 𝑊 1,𝑛(ℝ𝑛) for 𝛼 ∈ [1− 1/𝑛, 1), 𝑓 = ∣ log ∣𝑥∣∣ ∈ 𝐵𝑀𝑂 ∖ 𝑉𝑀𝑂.

Definition 2.2. Let 𝜔 : ℝ𝑛 × ℝ+ → ℝ+, 1 ≤ 𝑝 < ∞ and 𝜔(ℬ𝑟) := 𝜔(𝑥, 𝑟). We say
that a function 𝑓 ∈ 𝐿𝑝loc(ℝ

𝑛) belongs to the generalized Morrey space 𝐿𝑝,𝜔(ℝ𝑛) if

∥𝑓∥𝐿𝑝,𝜔(ℝ𝑛) = ∥𝑓∥𝑝,𝜔 = sup
𝑥∈ℝ𝑛,𝑟>0

(
1

𝜔(ℬ𝑟)
∫
ℬ𝑟

∣𝑓(𝑦)∣𝑝𝑑𝑦
)1/𝑝

< +∞

and the supremum is taken over all balls ℬ𝑟 centered in some point 𝑥 ∈ ℝ𝑛 and of
radius 𝑟 > 0.

The space 𝐿𝑝,𝜔(ℝ𝑛+) consists of all functions 𝑓 ∈ 𝐿𝑝loc(ℝ
𝑛
+) for which

∥𝑓∥𝐿𝑝,𝜔(ℝ𝑛+) = ∥𝑓∥𝑝,𝜔;ℝ𝑛+ = sup
𝑥′∈ℝ𝑛−1,𝑟>0

(
1

𝜔(ℬ𝑟(𝑥′))
∫
ℬ+
𝑟 (𝑥′)

∣𝑓(𝑦)∣𝑝𝑑𝑦
)1/𝑝

< +∞

and the supremum is taken over all balls centered at 𝑥′ = (𝑥1, . . . , 𝑥𝑛−1, 0) and of
radius 𝑟 > 0.

For any bounded domain Ω we define 𝐿𝑝,𝜔(Ω) as the space of functions 𝑓 ∈
𝐿𝑝(Ω) for which the following norm is finite

∥𝑓∥𝐿𝑝,𝜔(Ω) = ∥𝑓∥𝑝,𝜔;Ω = sup
𝑥∈ℝ𝑛,𝑟>0

(
1

𝜔(ℬ𝑟)
∫
ℬ𝑟∩Ω

∣𝑓(𝑦)∣𝑝𝑑𝑦
)1/𝑝

.

The generalized Sobolev-Morrey space 𝑊 2,𝑝,𝜔(Ω) consists of all Sobolev functions
𝑢 ∈ 𝑊 2,𝑝(Ω) with generalized derivatives 𝐷𝑠𝑢 ∈ 𝐿𝑝,𝜔(Ω), 0 ≤ ∣𝑠∣ ≤ 2 endowed by
the norm

∥𝑢∥𝑊 2,𝑝,𝜔(Ω) =

2∑
𝑠=0

∥𝐷𝑠𝑢∥𝑝,𝜔;Ω.

If 𝜔 = 𝑟𝜆, 𝜆 ∈ (0, 𝑛) then 𝐿𝑝,𝜔 = 𝐿𝑝,𝜆 if 𝜔 = 𝑟𝑛 then 𝐿𝑝,𝜔 = 𝐿∞. However,
there exist examples of weight functions of more general form.

Example. 1) Let 𝑢 be an 𝐴𝑝 weight of Muckenhoupt, then

𝜔(ℬ𝑟) =
(∫

ℬ𝑟
𝑢(𝑦)𝑑𝑦

)𝛼
, 0 < 𝛼 < 1, 1 < 𝑝 < 1/𝛼

is a generalized Morrey weight (cf. [18]).

2) The function 𝑓(𝑥) = 𝜒[−1,1]∣𝑥∣−1/2 belongs to 𝐿1,𝜔(ℝ) with

𝜔(ℬ𝑟) =
∫
ℬ𝑟

∣𝑦∣𝛼𝑑𝑦, −1 < 𝛼 ≤ −1

2

where ℬ𝑟 is any interval with a length 2𝑟.
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Definition 2.3. For a given function 𝑓 ∈ 𝐿1
loc(ℝ

𝑛) we define the Hardy-Littlewood
maximal operator 𝑀𝑓, the operator 𝑀𝑠𝑓, 𝑠 ≥ 1 and the sharp maximal operator
𝑓 ♯ as follows

𝑀𝑓(𝑥) := sup
ℬ𝑟∋𝑥

1

∣ℬ𝑟∣
∫
ℬ𝑟

∣𝑓(𝑦)∣𝑑𝑦, 𝑀𝑠𝑓(𝑥) := (𝑀 ∣𝑓 ∣𝑠(𝑥))1/𝑠 (2.3)

𝑓 ♯(𝑥) := sup
ℬ𝑟∋𝑥

1

∣ℬ𝑟∣
∫
ℬ𝑟

∣𝑓(𝑦)− 𝑓ℬ𝑟 ∣𝑑𝑦 a.e. in ℝ𝑛 (2.4)

where the supremum is taken over all balls ℬ𝑟 containing 𝑥.

The following results are weighted variants of the well-known maximal and
sharp inequalities (see [18, 27] and the references therein).

Lemma 2.4. Assume that there exist constants 𝜅1, 𝜅2 > 0 such that for any 𝑥0 ∈ ℝ𝑛

and 𝑟 > 0

∀ 𝑡 > 0 𝑟 ≤ 𝑡 ≤ 2𝑟 =⇒ 𝜅−11 ≤ 𝜔(𝑥0, 𝑡)

𝜔(𝑥0, 𝑟)
≤ 𝜅1∫ ∞

𝑟

𝜔(𝑥0, 𝑡)

𝑡𝑛+1
𝑑𝑡 ≤ 𝜅2

𝜔(𝑥0, 𝑟)

𝑟𝑛
. (2.5)

Then for all 1 ≤ 𝑠 < 𝑝 < ∞ there is a constant 𝐶 = 𝐶(𝑝, 𝑠, 𝑛) such that

∥𝑀𝑠𝑓∥𝑝,𝜔 ≤ 𝐶∥𝑓∥𝑝,𝜔 ∀ 𝑓 ∈ 𝐿𝑝,𝜔(ℝ𝑛).

Let 𝜔(𝑥0, 𝑟) satisfy (2.5) and suppose there is a constant 𝜅′ > 0 such that∫ ∞

𝑟

𝜔(𝑥0, 𝑡)

𝑡𝜎𝑛+1
𝑑𝑡 ≤ 𝜅′

𝜔(𝑥0, 𝑟)

𝑟𝜎𝑛
(2.6)

with 0 < 𝜎 < 1. Then there is a constant 𝐶 = 𝐶(𝑝, 𝑛, 𝜎) such that

∥𝑓∥𝑝,𝜔 ≤ 𝐶∥𝑓 ♯∥𝑝,𝜔 ∀ 𝑓 ∈ 𝐿𝑝,𝜔(ℝ𝑛).

The above assertion holds also in ℝ𝑛+ and the proof follows the same line as
in Lemma 2.4.

Lemma 2.5. Let (2.5) holds, then there exist constants depending on 𝑛, 𝑝, 𝑠, and 𝜎
such that

∥𝑀𝑠𝑓∥𝑝,𝜔;ℝ𝑛+ ≤ 𝐶∥𝑓∥𝑝,𝜔;ℝ𝑛+, ∥𝑓∥𝑝,𝜔;ℝ𝑛+ ≤ 𝐶∥𝑓#∥𝑝,𝜔;ℝ𝑛+ (2.7)

for all 𝑓 ∈ 𝐿𝑝,𝜔(ℝ𝑛+).

In [27] we study continuity in 𝐿𝑝,𝜔(ℝ𝑛) of singular integrals with Calderón-
Zygmund type kernel. These integrals play an essential role in obtaining the a
priori estimate of the solution of (2.1). For the sake of completeness we present
here these results.

Definition 2.6. A function 𝑘(𝑥; 𝜉) : ℝ𝑛 × ℝ𝑛 ∖ {0} → ℝ is said to be a variable
Calderón-Zygmund kernel if:
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i) for each fixed 𝑥 ∈ ℝ𝑛, 𝑘(𝑥; ⋅) is a Calderón-Zygmund kernel, i.e.:
i𝑎) 𝑘(𝑥; ⋅) ∈ 𝐶∞(ℝ𝑛 ∖ {0})
i𝑏) 𝑘(𝑥;𝜇𝜉) = 𝜇−𝑛𝑘(𝑥; 𝜉) ∀ 𝜇 > 0

i𝑐)

∫
𝕊𝑛

𝑘(𝑥; 𝜉) 𝑑𝜎𝜉 = 0

∫
𝕊𝑛

∣𝑘(𝑥; 𝜉)∣ 𝑑𝜎𝜉 < +∞
ii) for every multi-index 𝛽 : sup

𝜉∈𝕊𝑛
∣𝐷𝛽

𝜉 𝑘(𝑥; 𝜉)∣ ≤ 𝐶(𝛽) independently of 𝑥

where 𝕊𝑛 is the unite sphere in ℝ𝑛.

Theorem 2.7 ([27, Theorem 3.1]). Let 𝑘(𝑥; 𝜉) be as in Definition 2.6, 𝑎 ∈ 𝐵𝑀𝑂,
𝑓 ∈ 𝐿𝑝,𝜔(ℝ𝑛), 𝑝 ∈ (1,∞) with 𝜔 satisfying (2.5). Then the integrals

𝔎𝑓(𝑥) := 𝑃.𝑉.

∫
ℝ𝑛

𝑘(𝑥, 𝑥− 𝑦)𝑓(𝑦)𝑑𝑦 (2.8)

ℭ[𝑎, 𝑓 ](𝑥) := 𝑃.𝑉.

∫
ℝ𝑛

𝑘(𝑥, 𝑥− 𝑦)[𝑎(𝑦)− 𝑎(𝑥)]𝑓(𝑦)𝑑𝑦 (2.9)

are continuous from 𝐿𝑝,𝜔(ℝ𝑛) into itself and

∥𝔎𝑓∥𝑝,𝜔 ≤ 𝐶∥𝑓∥𝑝,𝜔 ∥ℭ[𝑎, 𝑓 ]∥𝑝,𝜔 ≤ 𝐶∥𝑎∥∗∥𝑓∥𝑝,𝜔 (2.10)

where the constants depend on 𝑛, 𝑝, 𝜔 and 𝑘.

Corollary 2.8 ([27, Corollary 3.1]). Let 𝑎 ∈ 𝑉𝑀𝑂 with modulus 𝛾𝑎 and 𝑓 ∈ 𝐿𝑝,𝜔loc .
Then for each 𝜀 > 0 there exists 𝑟0 = 𝑟0(𝜀, 𝛾𝑎) > 0 such that for any 𝑟 ∈ (0, 𝑟0)
and any ball ℬ𝑟 it holds

∥ℭ[𝑎, 𝑓 ]∥𝑝,𝜔;ℬ𝑟 < 𝐶𝜀∥𝑓∥𝑝,𝜔;ℬ𝑟 . (2.11)

In what follows the expression “known quantities” means the data of the
problem. Namely, 𝑛, 𝑝,Ω, 𝜔, the constants 𝜅1, 𝜅2, 𝜅

′ that appear in (2.5) and (2.6),
the kernel 𝑘, the 𝑉𝑀𝑂-modulus 𝛾𝑎(𝑟), the norm ∥a∥∞,Ω and the ellipticity con-
stant Λ of the coefficients.

3. Nonsingular integrals in generalized Morrey spaces

For any 𝑥, 𝑦 ∈ ℝ𝑛+ define 𝑥 = (𝑥1, . . . ,−𝑥𝑛) ∈ ℝ𝑛− and the generalized reflection
𝒯 (𝑥; 𝑦)

𝒯 (𝑥; 𝑦) = 𝑥− 2𝑥𝑛
a𝑛(𝑦)

𝑎𝑛𝑛(𝑦)
𝒯 (𝑥) = 𝒯 (𝑥;𝑥) : ℝ𝑛+ → ℝ𝑛− (3.1)

where a𝑛 is the last row of the coefficients matrix a. In case of the Laplace operator
𝒯 (𝑥) = 𝑥 while for a constant coefficient operator the point 𝒯 (𝑥) lies on the

hyperplane (𝑥′1, . . . , 𝑥
′
𝑛−1,−𝑥𝑛) where 𝑥′𝑖 = 𝑥𝑖 − 2𝑥𝑛

𝑎𝑖𝑖

𝑎𝑛𝑛 , 𝑖 = 1, . . . , 𝑛 − 1. There
exist constants 𝐶1, 𝐶2 depending on 𝑛 and Λ, such that

𝐶1∣𝑥− 𝑦∣ ≤ ∣𝒯 (𝑥) − 𝑦∣ ≤ 𝐶2∣𝑥− 𝑦∣ ∀ 𝑥, 𝑦 ∈ ℝ𝑛+. (3.2)
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For any 𝑓 ∈ 𝐿𝑝,𝜔(ℝ𝑛+) and 𝑎 ∈ 𝐵𝑀𝑂(ℝ𝑛+) define the operators

𝔎̃𝑓(𝑥) :=

∫
ℝ𝑛+

𝑘(𝑥, 𝒯 (𝑥)− 𝑦)𝑓(𝑦)𝑑𝑦

ℭ̃[𝑎, 𝑓 ](𝑥) :=

∫
ℝ𝑛+

𝑘(𝑥, 𝒯 (𝑥)− 𝑦)[𝑎(𝑦)− 𝑎(𝑥)]𝑓(𝑦)𝑑𝑦

(3.3)

with a nonsingular kernel satisfying the homogeneity condition 𝑖𝑏) from Defini-
tion 2.6. One more notion we need is that of 𝑛-dimensional spherical harmonics
(see [3, 4, 5, 27] for details). Recall that the restriction on the unit sphere 𝕊𝑛 of
any homogeneous and harmonic polynomial is called 𝑛-dimensional spherical har-
monics. Set 𝒴𝑚 for the space of all 𝑛-dimensional spherical harmonics of degree
𝑚 that is

𝒴𝑚 = {𝑃𝑚(𝑥)∣𝕊𝑛 : 𝑃𝑚(𝜆𝑥) = 𝜆𝑚𝑃𝑚(𝑥), Δ𝑃𝑚(𝑥) = 0}
and 𝒴 = {𝒴𝑚}∞𝑚=0. The dimension of 𝒴𝑚 is 𝑔𝑚, where 𝑔0 = 1, 𝑔1 = 𝑛

𝑔𝑚 =

(
𝑚+ 𝑛− 1

𝑛− 1

)
−

(
𝑚+ 𝑛− 3

𝑛− 1

)
≤ 𝐶(𝑛)𝑚𝑛−2 𝑚 ≥ 2, (3.4)

Denote by {𝑌𝑚𝑠}𝑔𝑚𝑠=1 an orthonormal base in 𝒴𝑚. The system of all basic functions
in 𝒴 is {𝑌𝑚𝑠}∞, 𝑔𝑚𝑚=0,𝑠=1 and it is a complete orthonormal system in 𝐿2(𝕊𝑛). For each
multi-index 𝛽 the following estimate holds

sup
𝜉∈𝕊𝑛

∣𝐷𝛽𝑌𝑚𝑠(𝜉)∣ ≤ 𝐶(𝑛)𝑚∣𝛽∣+(𝑛−2)/2 𝑚 = 1, 2, . . . . (3.5)

For any function 𝜙 ∈ 𝐶∞(𝕊𝑛) consider its development in the Fourier series

𝜑(𝑥) ∼
∞∑
𝑚=0

𝑔𝑚∑
𝑠=1

𝑏𝑚𝑠𝑌𝑚𝑠(𝑥) 𝑏𝑚𝑠 =

∫
𝕊𝑛

𝜑(𝑥)𝑌𝑚𝑠(𝑥)𝑑𝜎.

Then for every 𝑙 > 1

∣𝑏𝑚𝑠∣ ≤ 𝐶(𝑙)𝑚−2𝑙 sup
∣𝛽∣=𝑙
𝜉∈𝕊𝑛

∣𝐷𝛽𝜙(𝜉)∣. (3.6)

Because of the homogeneity property of the kernel we can take its expansion in
Fourier series, shifting the dependence of 𝑘 on 𝑥 on the coefficients 𝑏𝑚𝑠(𝑥). The
last ones are essentially bounded with a bound independent of 𝑥. Precisely

𝑘(𝑥, 𝒯 (𝑥) − 𝑦) =
𝑘(𝑥, 𝒯 (𝑥)− 𝑦)

∣𝒯 (𝑥) − 𝑦∣𝑛 =
∑
𝑚,𝑠

𝑏𝑚𝑠(𝑥)
𝑌𝑚𝑠(𝒯 (𝑥) − 𝑦)

∣𝒯 (𝑥) − 𝑦∣𝑛

=:
∑
𝑚,𝑠

𝑏𝑚𝑠(𝑥)ℋ𝑚𝑠(𝒯 (𝑥) − 𝑦)
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where ∥𝑏𝑚𝑠∥∞ ≤ 𝐶(𝑙)𝑚−2𝑙 for any integer 𝑙 > 1 and
∑
𝑚,𝑠 stands for

∑∞
𝑚=0

∑𝑔𝑚
𝑠=1

Hence, by the dominated convergence theorem

𝔎̃𝑓(𝑥) =
∑
𝑚,𝑠

𝑏𝑚𝑠(𝑥)

∫
ℝ𝑛+

ℋ𝑚𝑠(𝒯 (𝑥)− 𝑦)𝑓(𝑦)𝑑𝑦 =:
∑
𝑚,𝑠

𝑏𝑚𝑠(𝑥)𝔎̃𝑚𝑠𝑓(𝑥)

ℭ̃[𝑎, 𝑓 ](𝑥) =
∑
𝑚,𝑠

𝑏𝑚𝑠(𝑥)

∫
ℝ𝑛+

ℋ𝑚𝑠(𝒯 (𝑥)− 𝑦)[𝑎(𝑥) − 𝑎(𝑦)]𝑓(𝑦)𝑑𝑦 (3.7)

= :
∑
𝑚,𝑠

𝑏𝑚𝑠(𝑥)ℭ̃𝑚𝑠[𝑎, 𝑓 ](𝑥) (3.8)

with a kernel verifying

∣ℋ𝑚𝑠(𝒯 (𝑥) − 𝑦)∣ ≤ 𝐶
∣𝑌𝑚𝑠(𝒯 (𝑥)− 𝑦)∣

∣𝑥− 𝑦∣𝑛 ≤ 𝐶(𝑛)
𝑚(𝑛−2)/2

∣𝑥− 𝑦∣𝑛 .

Proposition 3.1. Let 𝑓 ∈ 𝐿𝑝,𝜔(ℝ𝑛+) with 𝑝 ∈ (1,∞) and 𝜔 verifying (2.5) and
(2.6), and 𝑎 ∈ 𝐵𝑀𝑂(ℝ𝑛+). Then

ℛ𝑓(𝑥) :=

∫
ℝ𝑛+

𝑓(𝑦)

∣𝑥− 𝑦∣𝑛 𝑑𝑦, 𝒮(𝑎, 𝑓)(𝑥) :=
∫
ℝ𝑛+

∣𝑎(𝑦)− 𝑎(𝑥)∣𝑓(𝑦)
∣𝑥− 𝑦∣𝑛 𝑑𝑦

are continuous operators acting from 𝐿𝑝,𝜔(ℝ𝑛+) into itself and

∥ℛ𝑓∥𝑝,𝜔;ℝ𝑛+ ≤𝐶∥𝑓∥𝑝,𝜔;ℝ𝑛+ (3.9)

∥𝒮(𝑎, 𝑓)∥𝑝,𝜔;ℝ𝑛+ ≤𝐶∥𝑎∥∗∥𝑓∥𝑝,𝜔;ℝ𝑛+ (3.10)

where the constants depend on known quantities only.

Proof. Take a semi-ball ℬ+
𝑟 (𝑥

′) and construct a dyadic partition of ℝ𝑛+ with respect

to the system of semi-balls {2𝑘ℬ+
𝑟 (𝑥

′)}∞𝑘=0. For any function defined on ℝ𝑛+ consider
the decomposition

𝑓(𝑥) = 𝑓(𝑥)𝜒2ℬ+
𝑟
(𝑥) +

∞∑
𝑘=1

𝑓(𝑥)𝜒2𝑘+1ℬ+
𝑟 ∖2𝑘ℬ+

𝑟
(𝑥) = 𝑓0(𝑥) +

∞∑
𝑘=1

𝑓𝑘(𝑥).

Here 𝜒 is the characteristic function of the respective set. As it is shown in [6], the
operator ℛ𝑓 is continuous, acting from 𝐿𝑝(ℝ𝑛+) into itself, whence

∥ℛ𝑓0∥𝑝𝑝,ℬ+
𝑟
≤ ∥ℛ𝑓0∥𝑝𝑝,ℝ𝑛+ ≤ 𝐶∥𝑓0∥𝑝𝑝,ℝ𝑛+ ≤ 𝐶(𝑛, 𝑝)𝜔(𝑥′, 𝑟)∥𝑓∥𝑝𝑝,𝜔;ℝ𝑛+ .

It is easy to see that for any 𝑥 ∈ ℬ+
𝑟 and 𝑦 ∈ 2𝑘+1ℬ+

𝑟 ∖2𝑘ℬ+
𝑟 it holds ∣𝑥−𝑦∣ ≥ 2𝑘−1𝑟.

Thus

∣ℛ𝑓𝑘(𝑥)∣𝑝 ≤
(∫

2𝑘+1ℬ+
𝑟 ∖2𝑘ℬ+

𝑟

∣𝑓(𝑦)∣
∣𝑥− 𝑦∣𝑛 𝑑𝑦

)𝑝

≤ 1

(2𝑘−1𝑟)𝑝𝑛

(∫
2𝑘+1ℬ+

𝑟 ∖2𝑘ℬ+
𝑟

∣𝑓(𝑦)∣ 𝑑𝑦
)𝑝
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≤ 𝐶
(2𝑘+1𝑟)𝑛(𝑝−1)

(2𝑘−1𝑟)𝑝𝑛

(∫
2𝑘+1ℬ+

𝑟

∣𝑓(𝑦)∣𝑝 𝑑𝑦
)

≤ 𝐶
𝜔(𝑥′, 2𝑘+1𝑟)

(2𝑘+1𝑟)𝑛
∥𝑓∥𝑝𝑝,𝜔;ℝ𝑛+ ≤ 𝐶(𝑛, 𝑝, 𝜅1, 𝜅2)∥𝑓∥𝑝𝑝,𝜔;ℝ𝑛+

∫ 2𝑘+1𝑟

2𝑘𝑟

𝜔(𝑥′, 𝑡)
𝑡𝑛+1

𝑑𝑡

and the last estimate holds because of the properties (2.5). Further on,∫
ℬ+
𝑟

∣ℛ𝑓(𝑦)∣𝑝𝑑𝑦 ≤
∞∑
𝑘=0

∫
ℬ+
𝑟

∣ℛ𝑓𝑘(𝑦)∣𝑝𝑑𝑦

≤ 𝐶

(
𝜔(𝑥′, 𝑟) +

∫
ℬ+
𝑟

∞∑
𝑘=1

(∫ 2𝑘+1𝑟

2𝑘𝑟

𝜔(𝑥′, 𝑡)
𝑡𝑛+1

𝑑𝑡

)
𝑑𝑦

)
∥𝑓∥𝑝𝑝,𝜔;ℝ𝑛+

≤ 𝐶∥𝑓∥𝑝𝑝,𝜔;ℝ𝑛+
(
𝜔(𝑥′, 𝑟) + 𝑟𝑛

∫ ∞

2𝑟

𝜔(𝑥′, 𝑡)
𝑡𝑛+1

𝑑𝑡

)
≤ 𝐶(𝑛, 𝑝, 𝜔)𝜔(𝑥′, 𝑟)∥𝑓∥𝑝𝑝,𝜔;ℝ𝑛+ .

Moving 𝜔(𝑥′, 𝑟) on the left-hand side and taking the supremum over all semi-balls
ℬ+
𝑟 (𝑥

′) we get
∥ℛ𝑓∥𝑝,𝜔;ℝ𝑛+ ≤ 𝐶(𝑛, 𝑝)∥𝑓∥𝑝,𝜔;ℝ𝑛+ . (3.11)

To prove the second part of (3.10) we use the following inequality (see [2, Theo-
rem 2.1])

∣𝒮(𝑎, 𝑓)#(𝑥)∣ ≤ 𝐶∥𝑎∥∗((𝑀((ℛ∣𝑓 ∣)𝑞)(𝑥))1/𝑞 + (𝑀(∣𝑓 ∣𝑞)(𝑥))1/𝑞).
Thus, for any 𝑞 ∈ (1, 𝑝) and 𝑓 ∈ 𝐿𝑝,𝜔(ℝ𝑛+) we have∫

ℬ+
𝑟

∣𝒮(𝑎, 𝑓)#(𝑦)∣𝑝𝑑𝑦 ≤ 𝐶∥𝑎∥𝑝∗
{∫

ℬ+
𝑟

(
𝑀(ℛ∣𝑓 ∣)𝑞(𝑦))𝑝/𝑞𝑑𝑦

+

∫
ℬ+
𝑟

(
𝑀(∣𝑓 ∣𝑞)(𝑦))𝑝/𝑞𝑑𝑦} = 𝐶∥𝑎∥𝑝∗(𝐽1 + 𝐽2).

Straightforward calculations using the Hölder inequality give

𝐽1 ≤
∫
ℬ+
𝑟

∣𝑀(ℛ(∣𝑓 ∣𝑞))(𝑥)∣𝑝/𝑞 𝑑𝑥

≤ 𝜔(𝑥′, 𝑟)∥𝑀(ℛ(∣𝑓 ∣𝑞))∥𝑝/𝑞𝑝/𝑞,𝜔;ℝ𝑛+ ≤ 𝐶𝜔(𝑥′, 𝑟)∥𝑓∥𝑝𝑝,𝜔;ℝ𝑛+
𝐽2 ≤ 𝜔(𝑥′, 𝑟)∥𝑀(∣𝑓 ∣𝑞)∥𝑝/𝑞𝑝/𝑞,𝜔;ℝ𝑛+ ≤ 𝜔(𝑥′, 𝑟)∥𝑓∥𝑝𝑝,𝜔;ℝ𝑛+

through Lemma 2.5 and (3.9). The assertion of the theorem follows by (2.7). □

Proposition 3.2. Let the functions 𝑓 and 𝑎 be as above and 𝔎̃𝑚𝑠𝑓, ℭ̃𝑚𝑠[𝑎, 𝑓 ] be the
operators defined by the series (3.7). Then there exist constants depending on 𝑛, 𝑝
such that

∥𝔎̃𝑚𝑠𝑓∥𝑝,𝜔;ℝ𝑛+ ≤𝐶𝑚(𝑛−2)/2∥𝑓∥𝑝,𝜔;ℝ𝑛+ (3.12)

∥ℭ̃𝑚𝑠[𝑎, 𝑓 ]∥𝑝,𝜔;ℝ𝑛+ ≤𝐶𝑚(𝑛−2)/2∥𝑎∥∗∥𝑓∥𝑝,𝜔;ℝ𝑛+. (3.13)
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Proof. From the boundedness of the spherical harmonics (3.5) and (3.2) it follows

∣𝔎̃𝑚𝑠𝑓(𝑥)∣ ≤ 𝐶𝑚(𝑛−2)/2ℛ∣𝑓 ∣(𝑥).
Thus the estimate (3.9) gives

∥𝔎̃𝑚𝑠𝑓∥𝑝,𝜔;ℝ𝑛+ ≤ 𝐶𝑚(𝑛−2)/2∥𝑓∥𝑝,𝜔;ℝ𝑛+.
The estimate for ℭ̃𝑚𝑠[𝑎, 𝑓 ] follows using the same arguments and (3.10). □
Theorem 3.3. For any 𝑎 ∈ 𝐵𝑀𝑂(ℝ𝑛+) and 𝑓 ∈ 𝐿𝑝,𝜔(ℝ𝑛+) with 𝑝 ∈ (1,∞) and 𝜔

verifying (2.5) and (2.6) the operators 𝔎̃𝑓 and ℭ̃[𝑎, 𝑓 ] defined by (3.3) are contin-
uous acting from 𝐿𝑝,𝜔(ℝ𝑛+) into itself. Moreover there exist constants depending
on 𝑛 and 𝑝 such that

∥𝔎̃𝑓∥𝑝,𝜔;ℝ𝑛+ ≤ 𝐶∥𝑓∥𝑝,𝜔;ℝ𝑛+ , ∥ℭ̃[𝑎, 𝑓 ]∥𝑝,𝜔;ℝ𝑛+ ≤ 𝐶∥𝑎∥∗∥𝑓∥𝑝,𝜔;ℝ𝑛+ . (3.14)

Proof. The estimates (3.4), (3.6) and (3.12) ensure total convergence in 𝐿𝑝,𝜔(ℝ𝑛+)
of the Fourier series for any 𝑙 > (3𝑛− 4)/4

∥𝔎̃𝑓∥𝑝,𝜔;ℝ𝑛+ ≤
∑
𝑚,𝑠

∥𝑏𝑚𝑠∥∞;ℝ𝑛+
∥𝔎̃𝑚𝑠𝑓∥𝑝,𝜔;ℝ𝑛+

≤𝐶∥𝑓∥𝑝,𝜔;ℝ𝑛+
∞∑
𝑚=1

𝑚(𝑛−2)/2−2𝑙+(𝑛−2).

The estimate of the commutator follows by analogous arguments. □
Corollary 3.4. Let 𝑎 ∈ 𝑉𝑀𝑂, then for every 𝜀 > 0 there exists a positive number
𝑟0(𝜀, 𝛾𝑎), such that for every 𝑓 ∈ 𝐿𝑝,𝜔loc (ℝ

𝑛
+) and ℬ+

𝑟 , 𝑟 < 𝑟0 it holds

∥𝒞[𝑎, 𝑓 ]∥𝑝,𝜔;ℬ+
𝑟
< 𝐶𝜀∥𝑓∥𝑝,𝜔;ℬ+

𝑟
. (3.15)

The proof is analogous to that of Corollary 2.8.

4. The Dirichlet problem

Theorem 4.1 (Interior estimate). Suppose 𝑎𝑖𝑗 ∈ 𝑉𝑀𝑂(Ω) and ℒ be a uniformly

elliptic operator verifying (2.2). Let 𝑢 ∈ 𝑊 2,𝑝
loc (Ω) and ℒ𝑢 ∈ 𝐿𝑝,𝜔loc (Ω) with 𝑝 ∈

(1,∞) and let 𝜔 satisfy (2.5). Then 𝐷𝑖𝑗𝑢 ∈ 𝐿𝑝,𝜔(Ω′) for any Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω and

∥𝐷2𝑢∥𝑝,𝜔;Ω′ ≤ 𝐶
(∥𝑢∥𝑝,𝜔;Ω′′ + ∥ℒ𝑢∥𝑝,𝜔;Ω′′

)
(4.1)

where the constant depends on known quantities and dist (Ω′, ∂Ω′′).

Proof. Take an arbitrary point 𝑥 ∈ supp𝑢 and a ball ℬ𝑟(𝑥) ⊂ Ω′, choose a point
𝑥0 ∈ ℬ𝑟(𝑥) and fix the coefficients of ℒ in 𝑥0. Consider the constant coefficients
operator ℒ0 = 𝑎𝑖𝑗(𝑥0)𝐷𝑖𝑗 . From the classical theory we know that a solution
𝑣 ∈ 𝐶∞0 (ℬ𝑟(𝑥)) of ℒ0𝑣 = (ℒ0 − ℒ)𝑣 + ℒ𝑣 can be presented as Newtonian type
potential

𝑣(𝑥) =

∫
ℬ𝑟

Γ0(𝑥− 𝑦)[(ℒ0 − ℒ)𝑣(𝑦) + ℒ𝑣(𝑦)]𝑑𝑦.
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Taking 𝐷𝑖𝑗𝑣 and unfreezing the coefficients we get (cf. [5])

𝐷𝑖𝑗𝑣(𝑥) =𝑃.𝑉.

∫
ℬ𝑟

Γ𝑖𝑗(𝑥;𝑥 − 𝑦)
[ℒ𝑣(𝑦) + (

𝑎ℎ𝑘(𝑦)− 𝑎ℎ𝑘(𝑥)
)
𝐷ℎ𝑘𝑣(𝑦)

]
𝑑𝑦

+ ℒ𝑣(𝑥)
∫
𝕊𝑛

Γ𝑗(𝑥; 𝑦)𝑦𝑖𝑑𝜎𝑦 (4.2)

=𝔎𝑖𝑗ℒ𝑣(𝑥) + ℭ𝑖𝑗 [𝑎
ℎ𝑘, 𝐷ℎ𝑘𝑣](𝑥) + ℒ𝑣(𝑥)

∫
𝕊𝑛

Γ𝑗(𝑥; 𝑦)𝑦𝑖𝑑𝜎𝑦

for all 𝑖, 𝑗 = 1, . . . , 𝑛. Because of the embedding properties of the Sobolev spaces
the representation formula still holds for any function 𝑣 ∈ 𝑊 2,𝑝(ℬ𝑟) ∩𝑊 1,𝑝

0 (ℬ𝑟).
In view of (2.10), (2.11) and (4.2) for each 𝜀 > 0 there exists 𝑟0(𝜀) such that for
any 𝑟 < 𝑟0(𝜀) it holds

∥𝐷2𝑣∥𝑝,𝜔;𝑟 ≤ 𝐶
(
𝜀∥𝐷2𝑣∥𝑝,𝜔;𝑟 + ∥ℒ𝑣∥𝑝,𝜔;𝑟

) ∥ ⋅ ∥𝑝,𝜔;𝑟 := ∥ ⋅ ∥𝑝,𝜔;ℬ𝑟 .
Choosing 𝜀 (and hence also 𝑟!) small enough we can move the norm of 𝐷2𝑣 on the
left-hand side that gives

∥𝐷2𝑣∥𝑝,𝜔;𝑟 ≤ 𝐶∥ℒ𝑣∥𝑝,𝜔;𝑟 . (4.3)

Define a cut-off function 𝜑(𝑥) such that for 𝜃 ∈ (0, 1) and 𝜃′ = 𝜃(3 − 𝜃)/2 > 𝜃 we
have

𝜑(𝑥) =

{
1 𝑥 ∈ ℬ𝜃𝑟
0 𝑥 ∕∈ ℬ𝜃′𝑟

𝜑(𝑥) ∈ 𝐶∞0 (ℬ𝑟), ∣𝐷𝑠𝜑∣ ≤ 𝐶[𝜃(1 − 𝜃)𝑟]−𝑠

for 𝑠 = 0, 1, 2. Applying the estimate (4.3) to the function 𝑣(𝑥) = 𝜑(𝑥)𝑢(𝑥) ∈
𝑊 2,𝑝,𝜔(ℬ𝑟) ∩𝑊 1,𝑝

0 (ℬ𝑟) we get
∥𝐷2𝑢∥𝑝,𝜔;𝜃𝑟 ≤ ∥𝐷2𝑣∥𝑝,𝜔;𝜃′𝑟 ≤ 𝐶∥ℒ𝑣∥𝑝,𝜔;𝜃′𝑟

≤ 𝐶

(
∥ℒ𝑢∥𝑝,𝜔;𝜃′𝑟 + ∥𝐷𝑢∥𝑝,𝜔;𝜃′𝑟

𝜃(1− 𝜃)𝑟
+

∥𝑢∥𝑝,𝜔;𝜃′𝑟
[𝜃(1 − 𝜃)𝑟]2

)
.

Define the weighted semi-norm

Θ𝑠 = sup
0<𝜃<1

[
𝜃(1 − 𝜃)𝑟

]𝑠∥𝐷𝑠𝑢∥𝑝,𝜔;𝜃𝑟 𝑠 = 0, 1, 2.

Because of the choice of 𝜃′ we have 𝜃(1 − 𝜃) ≤ 2𝜃′(1 − 𝜃′). Thus, after standard
transformations and taking the supremum with respect to 𝜃 ∈ (0, 1) the last in-
equality rewrites as

Θ2 ≤ 𝐶
(
𝑟2∥ℒ𝑢∥𝑝,𝜔;𝑟 +Θ1 +Θ0

)
. (4.4)

Proposition 4.2 (Interpolation inequality, see [20]). There exists a constant 𝐶 > 0
independent of 𝑟 such that

Θ1 ≤ 𝜀Θ2 +
𝐶

𝜀
Θ0 for any 𝜀 ∈ (0, 2).
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Proof. By simple scaling arguments we get an interpolation inequality in 𝐿𝑝,𝜔(ℝ𝑛)
analogous to [8, Theorem 7.28]

∥𝐷𝑢∥𝑝,𝜔;𝑟 ≤ 𝛿∥𝐷2𝑢∥𝑝,𝜔;𝑟 + 𝐶

𝛿
∥𝑢∥𝑝,𝜔;𝑟 𝛿 ∈ (0, 𝑟) . (4.5)

There exists 𝜃0 ∈ (0, 1) such that

Θ1 ≤ 2[𝜃0(1− 𝜃0)𝑟]∥𝐷𝑢∥𝑝,𝜔;𝜃0𝑟
≤ 2[𝜃0(1− 𝜃0)𝑟]

(
𝛿∥𝐷2𝑢∥𝑝,𝜔;𝜃0𝑟 +

𝐶

𝛿
∥𝑢∥𝑝,𝜔;𝜃0𝑟

)
.

The assertion follows choosing 𝛿 = 𝜀
2 [𝜃0(1− 𝜃0)𝑟] < 𝜃0𝑟 for any 𝜀 ∈ (0, 2). □

Interpolating Θ1 in (4.4) and fixing 𝜃 = 1/2 we get

𝑟2∥𝐷2𝑢∥𝑝,𝜔;𝑟/2 ≤ 𝐶Θ2 ≤ 𝐶
(
𝑟2∥ℒ𝑢∥𝑝,𝜔;𝑟 + ∥𝑢∥𝑝,𝜔;𝑟

)
and whence the Caccioppoli-type estimate holds

∥𝐷2𝑢∥𝑝,𝜔;𝑟/2 ≤ 𝐶

(
∥ℒ𝑢∥𝑝,𝜔;𝑟 + 1

𝑟2
∥𝑢∥𝑝,𝜔;𝑟

)
. (4.6)

Let v = {𝑣𝑖𝑗}𝑛𝑖𝑗=1 ∈ [𝐿𝑝,𝜔(ℬ𝑟)]𝑛2

be arbitrary function matrix. Define the opera-
tors

𝒮𝑖𝑗ℎ𝑘(𝑣ℎ𝑘)(𝑥) = ℭ𝑖𝑗 [𝑎
ℎ𝑘, 𝑣ℎ𝑘](𝑥) 𝑖, 𝑗, ℎ, 𝑘 = 1, . . . , 𝑛.

Because of the 𝑉𝑀𝑂 properties of 𝑎ℎ𝑘’s we can choose 𝑟 so small that

𝑛∑
𝑖,𝑗,ℎ,𝑘=1

∥𝒮𝑖𝑗ℎ𝑘∥ < 1. (4.7)

Now for a given 𝑢 ∈ 𝑊 2,𝑝(ℬ𝑟) ∩𝑊 1,𝑝
0 (ℬ𝑟) with ℒ𝑢 ∈ 𝐿𝑝,𝜔(ℬ𝑟) define

ℋ𝑖𝑗(𝑥) = 𝔎𝑖𝑗ℒ𝑢(𝑥) + ℒ𝑢(𝑥)
∫
𝕊𝑛

Γ𝑗(𝑥; 𝑦)𝑦𝑖𝑑𝜎𝑦

and Theorem 2.7 implies ℋ𝑖𝑗 ∈ 𝐿𝑝,𝜔(ℬ𝑟). Define the operator 𝒲 by the setting

𝒲 :
[
𝐿𝑝,𝜔(ℬ𝑟)

]𝑛2

→ [
𝐿𝑝,𝜔(ℬ𝑟)

]𝑛2

𝒲v =

{
𝑛∑

ℎ,𝑘=1

(𝒮𝑖𝑗ℎ𝑘𝑣ℎ𝑘 +ℋ𝑖𝑗(𝑥)
)}𝑛

𝑖𝑗=1

.

By virtue of (4.7) the operator 𝒲 is a contraction mapping and there exists a

unique fixed point ṽ = {𝑣𝑖𝑗}𝑛𝑖𝑗=1 ∈ [𝐿𝑝,𝜔(ℬ𝑟)]𝑛2

of 𝒲 . On the other hand it

follows from the representation formula (4.2) that also 𝐷2𝑢 = {𝐷𝑖𝑗𝑢}𝑛𝑖𝑗=1 is a

fixed point of 𝒲 . Hence 𝐷2𝑢 ≡ ṽ, that is 𝐷𝑖𝑗𝑢 ∈ 𝐿𝑝,𝜔(ℬ𝑟) and in addition (4.6)
holds. The interior estimate (4.1) follows from (4.6) by a finite covering of Ω′ with
balls ℬ𝑟/2, 𝑟 < dist (Ω′, ∂Ω′′). □
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In the following we prove a local boundary estimate in 𝐿𝑝,𝜔(ℝ𝑛+) of 𝐷𝑖𝑗𝑢. For

this goal we define the space 𝑊 2,𝑝
𝛾0 (ℬ+

𝑟 (𝑥
′)) as a closure of

𝐶𝛾0 = {𝑢 ∈ 𝐶∞0 (ℬ𝑟(𝑥′)) : 𝑢(𝑥) = 0 for 𝑥𝑛 ≤ 0}
with respect to the norm of 𝑊 2,𝑝.

Theorem 4.3 (Boundary estimate). Let 𝑎𝑖𝑗 ∈ 𝑉𝑀𝑂(Ω) and (2.2) be true. Suppose
𝑢 ∈ 𝑊 2,𝑝

𝛾0 (ℬ+
𝑟 ) is such that ℒ𝑢 ∈ 𝐿𝑝,𝜔(ℬ+

𝑟 ) with 𝑝 ∈ (1,∞) and suppose 𝜔 satisfies

(2.5). Then 𝐷𝑖𝑗𝑢 ∈ 𝐿𝑝,𝜔(ℬ+
𝑟 ) and for each 𝜀 > 0 there exists 𝑟0(𝜀) such that

∥𝐷𝑖𝑗𝑢∥𝑝,𝜔;ℬ+
𝑟
≤ 𝐶∥ℒ𝑢∥𝑝,𝜔;ℬ+

𝑟
(4.8)

for every 𝑟 ∈ (0, 𝑟0) and the constant 𝐶 depends on known quantities only.

Proof. For any 𝑢 ∈ 𝑊 2,𝑝
𝛾0 (ℬ+

𝑟 ) the following representation formula holds (cf. [6])

𝐷𝑖𝑗𝑢(𝑥) = 𝑃.𝑉.

∫
ℬ+
𝑟

Γ𝑖𝑗(𝑥;𝑥 − 𝑦)ℒ𝑢(𝑦)𝑑𝑦

+ 𝑃.𝑉.

∫
ℬ+
𝑟

Γ𝑖𝑗(𝑥;𝑥− 𝑦)
[
𝑎ℎ𝑘(𝑥) − 𝑎ℎ𝑘(𝑦)

]
𝐷ℎ𝑘𝑢(𝑦)𝑑𝑦 (4.9)

+ ℒ𝑢(𝑥)
∫
𝕊𝑛

Γ𝑗(𝑥, 𝑦)𝑦𝑖𝑑𝜎𝑦 + 𝐼𝑖𝑗(𝑥) ∀ 𝑖, 𝑗 = 1, . . . , 𝑛,

where we have set

𝐼𝑖𝑗(𝑥) =

∫
ℬ+
𝑟

Γ𝑖𝑗(𝑥, 𝒯 (𝑥) − 𝑦)ℒ𝑢(𝑦)𝑑𝑦

+

∫
ℬ+
𝑟

Γ𝑖𝑗(𝑥, 𝒯 (𝑥)− 𝑦)
[
𝑎ℎ𝑘(𝑥) − 𝑎ℎ𝑘(𝑦)

]
𝐷ℎ𝑘𝑢(𝑦)𝑑𝑦

∀ 𝑖, 𝑗 = 1, . . . , 𝑛− 1,

𝐼𝑖𝑛(𝑥) =𝐼𝑛𝑖(𝑥) =

∫
ℬ+
𝑟

(
Γ𝑖𝑙(𝑥, 𝒯 (𝑥)− 𝑦)(𝐷𝑛𝒯 (𝑥))𝑙

)
× {[

𝑎ℎ𝑘(𝑥)− 𝑎ℎ𝑘(𝑦)
]
𝐷ℎ𝑘𝑢(𝑦) + ℒ𝑢(𝑦)} 𝑑𝑦

∀ 𝑖 = 1, . . . , 𝑛− 1,

𝐼𝑛𝑛(𝑥) =

∫
ℬ+
𝑟

(
Γ𝑙𝑠(𝑥, 𝒯 (𝑥) − 𝑦)(𝐷𝑛𝒯 (𝑥))𝑙(𝐷𝑛𝒯 (𝑥))𝑠

)
× {[

𝑎ℎ𝑘(𝑥)− 𝑎ℎ𝑘(𝑦)
]
𝐷ℎ𝑘𝑢(𝑦) + ℒ𝑢(𝑦)} 𝑑𝑦

where 𝒯 is given by (3.1) and

𝐷𝑛𝒯 (𝑥) =
(
(𝐷𝑛𝒯 (𝑥))1, . . . , (𝐷𝑛𝒯 (𝑥))𝑛

)
= 𝒯 (𝑒𝑛, 𝑥).

Applying the estimates (2.10), (2.11), and (3.15) and taking into account the 𝑉𝑀𝑂
properties of the coefficients 𝑎𝑖𝑗 ’s, it is possible to choose 𝑟0 so small that

∥𝐷𝑖𝑗𝑢∥𝑝,𝜔;ℬ+
𝑟
≤ 𝐶∥ℒ𝑢∥𝑝,𝜔;ℬ+

𝑟
for each 𝑟 < 𝑟0. (4.10)
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For arbitrary matrix function w = {𝑤𝑖𝑗}𝑛𝑖𝑗=1 ∈ [𝐿𝑝,𝜔(ℬ+
𝑟 )]

𝑛2

define

𝒮𝑖𝑗ℎ𝑘(𝑤ℎ𝑘)(𝑥) = ℭ𝑖𝑗 [𝑎
ℎ𝑘, 𝑤ℎ𝑘](𝑥) 𝑖, 𝑗, ℎ, 𝑘 = 1, . . . , 𝑛,

𝒮𝑖𝑗ℎ𝑘(𝑤ℎ𝑘)(𝑥) = ℭ̃𝑖𝑗 [𝑎
ℎ𝑘, 𝑤ℎ𝑘](𝑥) 𝑖, 𝑗 = 1, . . . , 𝑛− 1; ℎ, 𝑘 = 1, . . . , 𝑛,

𝒮𝑖𝑛ℎ𝑘(𝑤ℎ𝑘)(𝑥) =
𝑛∑
𝑙=1

ℭ̃𝑖𝑙[𝑎
ℎ𝑘, 𝑤ℎ𝑘](𝐷𝑛𝒯 (𝑥))𝑙, 𝑖, ℎ, 𝑘 = 1, . . . , 𝑛,

𝒮𝑛𝑛ℎ𝑘(𝑤ℎ𝑘)(𝑥) =
𝑛∑

𝑙,𝑠=1

ℭ̃𝑙𝑠[𝑎
ℎ𝑘, 𝑤ℎ𝑘](𝑥)(𝐷𝑛𝒯 (𝑥))𝑙(𝐷𝑛𝒯 (𝑥))𝑠 ℎ, 𝑘 = 1, . . . , 𝑛.

Because of the 𝑉𝑀𝑂-properties of the coefficients we can take 𝑟 so small that

𝑛∑
𝑖,𝑗,ℎ,𝑘=1

∥𝒮𝑖𝑗ℎ𝑘 + 𝒮𝑖𝑗ℎ𝑘∥ < 1. (4.11)

Now, given 𝑢 ∈ 𝑊 2,𝑝
𝛾0 (ℬ+

𝑟 ) with ℒ𝑢 ∈ 𝐿𝑝,𝜔(ℬ+
𝑟 ) we set

ℋ̃𝑖𝑗(𝑥) = 𝔎𝑖𝑗ℒ𝑢(𝑥) + 𝔎̃𝑖𝑗ℒ𝑢(𝑥) + 𝔎̃𝑖𝑙ℒ𝑢(𝑥)(𝐷𝑛𝒯 (𝑥))𝑙

+ 𝔎̃𝑙𝑠ℒ𝑢(𝑥)(𝐷𝑛𝒯 (𝑥))𝑙(𝐷𝑛𝒯 (𝑥))𝑠 + ℒ𝑢(𝑥)
∫
𝕊𝑛

Γ𝑗(𝑥, 𝑦)𝑦𝑖𝑑𝜎𝑦 .

Theorems 2.7 and 3.3 imply ℋ̃𝑖𝑗 ∈ 𝐿𝑝,𝜔(ℬ+
𝑟 ). Define the operator

𝒰 :
[
𝐿𝑝,𝜔(ℬ+

𝑟 )
]𝑛2

−→ [
𝐿𝑝,𝜔(ℬ+

𝑟 )
]𝑛2

by the setting

𝒰w =

{
𝑛∑

ℎ,𝑘=1

(𝒮𝑖𝑗ℎ𝑘𝑤ℎ𝑘 + 𝒮𝑖𝑗ℎ𝑘𝑤ℎ𝑘 + ℋ̃𝑖𝑗(𝑥)
)}𝑛

𝑖𝑗=1

By virtue of (4.11), the operator 𝒰 is a contraction mapping and there is unique

fixed point w̃ = {𝑤𝑖𝑗}𝑛𝑖𝑗=1 ∈ [𝐿𝑝,𝜔(ℬ+
𝑟 )]

𝑛2

of 𝒰 . On the other hand, it follows from

the representation formula (4.9) that also 𝐷2𝑢 = {𝐷𝑖𝑗𝑢}𝑛𝑖𝑗=1 is a fixed point of 𝒰 .
Hence 𝐷2𝑢 ≡ w̃, 𝐷𝑖𝑗𝑢 ∈ 𝐿𝑝,𝜔(ℬ+

𝑟 ) and the estimate (4.8) holds. □

Corollary 4.4. Let 𝑎𝑖𝑗 ∈ 𝑉𝑀𝑂(Ω) and ℒ be uniformly elliptic operator satisfying
(2.2). Then for any function 𝑓 ∈ 𝐿𝑝,𝜔(Ω) the unique solution of the problem{

ℒ𝑢 = 𝑓(𝑥) a.a. 𝑥 ∈ Ω

𝑢 ∈ 𝑊 2,𝑝(Ω) ∩𝑊 1,𝑝
0 (Ω)

(4.12)

has second derivatives in 𝐿𝑝,𝜔(Ω). Moreover

∥𝐷2𝑢∥𝑝,𝜔;Ω ≤ 𝐶
(∥𝑢∥𝑝,𝜔;Ω + ∥𝑓∥𝑝,𝜔;Ω

)
(4.13)

and the constant 𝐶 depends on known quantities only.
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Proof. Since 𝐿𝑝,𝜔(Ω) ⊂ 𝐿𝑝(Ω) the problem (4.12) is uniquely solvable according to
[5] and [6]. By local flattering of the boundary, covering with semi-balls, partition
of unity subordinated to that covering and applying of estimate (4.8) we get a
boundary a priori estimate that unifying with (4.1) ensure validity of (4.13). □
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Abstract. We prove an analogue of Riesz-Thorin-Stein-Weiss interpolation
theorem in the weighted Lebesgue-Morrey setting (a generalization of Cam-
panato-Murthy interpolation theorem to the case of weighed spaces).
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1. Introduction

We prove an extension of the weighted Riesz-Thorin-Stein-Weiss interpolation the-
orem ([8]) to the case of Morrey spaces, which is a weighted generalization of the
corresponding non-weighted Lebesgue-Morrey interpolation theorem proved in [2].

This theorem may be applied to the study of the boundedness of linear op-
erators from Grand weighted Lebesgue spaces to Grand weighted Morrey spaces
in the case where the grand spaces are introduced with the change of weights, in
particular in the case of unbounded sets, where the grand spaces are defined with
the aid of weights controlling the behaviour of function at infinity, as it was done
in [7]. We plan to give such an application in another paper. (With respect to
grand spaces we refer, for instance to the papers [3], [4], [5], where other references
may be found.)

2. Preliminaries

Let Ω ⊆ ℝ𝑛 be an open set, 1 ≤ 𝑝 < ∞ and 𝑤(𝑥) a weight on Ω, i.e., a locally
integrable almost everywhere positive function, and

∥𝑓∥𝐿𝑝(Ω,𝑤) =
{∫

Ω

∣𝑓(𝑥)∣𝑝𝑤(𝑥)𝑑𝑥
} 1

𝑝

.
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The weighted Morrey space, denoted by ℒ𝑝,𝜆(Ω, 𝑤), 0 ≤ 𝜆 ≤ 1, is defined by
the norm

∥𝑓∥ℒ𝑝,𝜆(Ω,𝑤) = sup
𝑥∈Ω,𝑟>0

(
1

∣𝐵(𝑥, 𝑟)∣𝜆
∫
𝐵(𝑥,𝑟)

∣𝑓(𝑦)∣𝑝𝑤(𝑦)𝑑𝑦
) 1

𝑝

,

where 𝐵(𝑥, 𝑟) is a ball in ℝ𝑛 centered at 𝑥 ∈ Ω of radius 𝑟 and 𝐵(𝑥, 𝑟) = 𝐵(𝑥, 𝑟)∩Ω.
Lemma 2.1. Let 1 ≤ 𝑝1 ≤ 𝑝2 < ∞. The condition

𝐾 := sup
𝑥∈Ω,𝑟>0

∣𝐵(𝑥, 𝑟)∣𝜆2
𝑝2
−𝜆1

𝑝1

{∫
𝐵(𝑥,𝑟)

(
𝑤1(𝑦)

𝑝2

𝑤2(𝑦)𝑝1

) 1
𝑝2−𝑝1

𝑑𝑦

} 𝑝2−𝑝1
𝑝2𝑝1

< ∞

on the weight functions 𝑤1(𝑥) and 𝑤2(𝑥) implies the embedding ℒ𝑝2,𝜆2(Ω, 𝑤2) ↪→
ℒ𝑝1,𝜆1(Ω, 𝑤1) :

∥𝑓∥ℒ𝑝1,𝜆1 (Ω,𝑤1) ≤ 𝐾∥𝑓∥ℒ𝑝2,𝜆2 (Ω,𝑤2).

Proof. Apply the Hölder inequality with the exponents 𝑠 = 𝑝2
𝑝1

≥ 1 and 𝑠′ = 𝑝2
𝑝2−𝑝1 :

∥𝑓∥ℒ𝑝1,𝜆1(Ω,𝑤1) ≤ sup
𝑥∈Ω,𝑟>0

1

∣𝐵(𝑥, 𝑟)∣𝜆1
𝑝1

{∫
𝐵(𝑥,𝑟)

∣𝑓(𝑦)∣𝑝2𝑤2(𝑦)𝑑𝑦

} 1
𝑝2

×
{∫

𝐵(𝑥,𝑟)

𝑤1(𝑦)
𝑠′

𝑤2(𝑦)
𝑠′
𝑠

𝑑𝑦

} 1
𝑝1𝑠

′

≤ 𝐾∥𝑓∥ℒ𝑝2,𝜆2 (Ω,𝑤2)

with the obvious modifications in the case 𝑝2
𝑝1

= 1. □

3. Riesz-Thorin-Stein-Weiss theorem for Morrey spaces

Our main result is given in Theorem 3.2. For the proof of one crucial point we use
the following well-known Three Lines Theorem (see, e.g., [1]):

Lemma 3.1. Let the function 𝑢(𝑧) be analytic in the open strip 0 < ℜ𝑧 < 1 and
bounded and continuous in the closed strip 0 ≤ ℜ𝑧 ≤ 1. If

∣𝑢(𝑖𝑡)∣ ≤ 𝑀1, ∣𝑢(1 + 𝑖𝑡)∣ ≤ 𝑀2, −∞ < 𝑡 < ∞,

then

∣𝑢(𝜃 + 𝑖𝑡)∣ ≤ 𝑀1−𝜃
1 𝑀𝜃

2 , −∞ < 𝑡 < ∞, 0 < 𝜃 < 1.

Theorem 3.2. Let 𝑝𝑖, 𝑞𝑖 ∈ [1,∞) and 𝑣𝑖, 𝑤𝑖 be weights, 𝑖 = 1, 2, and 𝑇 a linear
operator defined on 𝐿𝑝1(Ω, 𝑣1) ∪ 𝐿𝑝2(Ω, 𝑣2). If

∥𝑇𝑓∥ℒ𝑞𝑖,𝜆𝑖 (Ω,𝑤𝑖) ≤ 𝐾𝑖∥𝑓∥𝐿𝑝𝑖(Ω,𝑣𝑖)
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for all 𝑓 ∈ 𝐿𝑝𝑖(Ω, 𝑣𝑖), 𝑖 = 1, 2, then for every 𝜃 ∈ [0, 1] the operator 𝑇 is bounded
from 𝐿𝑝(Ω, 𝑣) into ℒ𝑞,𝜆(Ω, 𝑤) with the exponents 𝑝, 𝑞, 𝜆 and weights 𝑣, 𝑤, de-
fined by

1

𝑝
=

1− 𝜃

𝑝1
+

𝜃

𝑝2
,

1

𝑞
=

1− 𝜃

𝑞1
+

𝜃

𝑞2
,

𝜆

𝑞
= (1− 𝜃)

𝜆1
𝑞1

+ 𝜃
𝜆2
𝑞2

,

𝑣 = 𝑣
(1−𝜃) 𝑝

𝑝1

1 𝑣
𝜃 𝑝
𝑝2

2 ,

𝑤 = 𝑤
(1−𝜃) 𝑞

𝑞1

1 𝑤
𝜃 𝑞
𝑞2

2

and

∥𝑇𝑓∥ℒ𝑞,𝜆(Ω,𝑤) ≤ 𝐾1−𝜃
1 𝐾𝜃

2∥𝑓∥𝐿𝑝(Ω,𝑣). (3.1)

Proof. We mainly follow the arguments in [2, 1, 6].

Let 𝒮(Ω) be the linear space of simple functions on Ω (i.e., the space of linear
combinations of characteristic functions of bounded measurable subsets of Ω).
Since 𝒮(Ω) is dense in 𝐿𝑝(Ω, 𝑣) for every 1 ≤ 𝑝 < ∞ and every weight function, it
suffices to prove the inequality (3.1) for 𝑓 ∈ 𝒮(Ω). We assume that ∥𝑓∥𝐿𝑝(Ω,𝑣) = 1.

With 0 ≤ ℜ𝑧 ≤ 1, we introduce the exponents 𝑝𝑧, 𝑞𝑧 and 𝜆𝑧 by the relations

1

𝑝𝑧
=

1− 𝑧

𝑝1
+

𝑧

𝑝2
,

1

𝑞𝑧
=

1− 𝑧

𝑞1
+

𝑧

𝑞2
,

𝜆𝑧
𝑞𝑧

= (1− 𝑧)
𝜆1
𝑞1

+ 𝑧
𝜆2
𝑞2

,

and the function

𝜑(𝑦, 𝑧) = ∣𝑓(𝑦)∣ 𝑝
𝑝𝑧

𝑓(𝑦)

∣𝑓(𝑦)∣𝑤(𝑦)
1
𝑝𝑧 𝑤1(𝑦)

− 1−𝑧
𝑝1 𝑤2(𝑦)

− 𝑧
𝑝2 .

Let 𝑔 ∈ 𝒮(Ω) and ∥𝑔∥𝐿𝑞′(𝐵(𝑥,𝑟),𝑤) = 1, 1
𝑞′ = 1 − 1

𝑞 . we consider also the

function

𝜓(𝑦, 𝑧) = ∣𝑔(𝑦)∣
𝑞′
𝑞′𝑧

𝑔(𝑦)

∣𝑔(𝑦)∣𝑤(𝑦)
1
𝑞′𝑧 𝑤1(𝑦)

− 1−𝑧

𝑞′1 𝑤2(𝑦)
− 𝑧

𝑞′2 .

We want to show that the function

𝐹 (𝑥, 𝑟, 𝑧) =
(𝑇𝜑,𝑤𝜓) (𝑥, 𝑟)

∣𝐵(𝑥, 𝑟)∣𝜆𝑧𝑞𝑧
=

1

∣𝐵(𝑥, 𝑟)∣𝜆𝑧𝑞𝑧

∫
𝐵(𝑥,𝑟)

(𝑇 [𝜑(⋅, 𝑧)])(𝑦)𝜓(𝑦, 𝑧)𝑤(𝑦)𝑑𝑦

as function 𝑧 → 𝐹 (𝑥, 𝑟, 𝑧) satisfies the conditions of the Three Lines Lemma 3.1.
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To this end, we first calculate the following:

∣𝜑(𝑥, 𝑖𝑡)∣ = ∣𝑓(𝑥)∣ 𝑝
𝑝1 𝑤(𝑥)

1
𝑝1 𝑤1(𝑥)

− 1
𝑝1 ⇒ ∥𝜑(⋅, 𝑖𝑡)∥𝐿𝑝1(Ω,𝑤1) = ∥𝑓∥

𝑝
𝑝1

𝐿𝑝(Ω,𝑣) = 1,

∣𝜑(𝑥, 1+𝑖𝑡)∣ = ∣𝑓(𝑥)∣ 𝑝
𝑝2 𝑤(𝑥)

1
𝑝2 𝑤2(𝑥)

− 1
𝑝2 ⇒ ∥𝜑(⋅, 1+𝑖𝑡)∥𝐿𝑝2(Ω,𝑤2) = ∥𝑓∥

𝑝
𝑝2

𝐿𝑝(Ω,𝑣) = 1.

Analogously,

∣𝜓(𝑥, 𝑖𝑡)∣ = ∣𝑔(𝑥)∣ 𝑞
𝑞1 𝑤(𝑥)

1
𝑞1 𝑤1(𝑥)

− 1
𝑞1 ⇒ ∥𝜓(⋅, 𝑖𝑡)∥

𝐿𝑞
′
1(𝐵(𝑥,𝑟),𝑤1)

= 1,

∣𝜓(𝑥, 1 + 𝑖𝑡)∣ = ∣𝑔(𝑥)∣ 𝑞
𝑞2 𝑤(𝑥)

1
𝑞2 𝑤2(𝑥)

− 1
𝑞2 ⇒ ∥𝜓(⋅, 1 + 𝑖𝑡)∥

𝐿𝑞
′
2(𝐵(𝑥,𝑟),𝑤2)

= 1.

Now we pass to the estimation of 𝐹 (𝑥, 𝑟, 𝑧):

∣𝐹 (𝑥, 𝑟, 𝑖𝑡)∣ ≤ 1

∣𝐵(𝑥, 𝑟)∣𝜆1
𝑞1

∣∣∣∣∣∣∣
∫

𝐵(𝑥,𝑟)

(𝑇 [𝜑(⋅, 𝑖𝑡)])(𝑦)𝜓(𝑦, 𝑖𝑡)𝑤(𝑦)𝑑𝑦

∣∣∣∣∣∣∣
≤

∥𝑇 [𝜑(⋅, 𝑖𝑡)]∥𝐿𝑞1(𝐵(𝑥,𝑟),𝑤1)
∥𝜓(⋅, 𝑖𝑡)∥

𝐿𝑞
′
1(𝐵(𝑥,𝑟),𝑤1)

∣𝐵(𝑥, 𝑟)∣
𝜆1
𝑞1

≤ sup
𝑥∈Ω,𝑟>0

∥𝑇 [𝜑(⋅, 𝑖𝑡)]∥𝐿𝑞1(𝐵(𝑥,𝑟),𝑤1)

∣𝐵(𝑥, 𝑟)∣𝜆1
𝑞1

= ∥𝑇 [𝜑(⋅, 𝑖𝑡)]∥ℒ𝑞1,𝜆1(Ω,𝑤1)

≤ 𝐾1∥𝜑(⋅, 𝑖𝑡)∥𝐿𝑝1(Ω,𝑤1)

= 𝐾1.

Similarly we have

∣𝐹 (𝑥, 𝑟, 1 + 𝑖𝑡)∣ ≤ 1

∣𝐵(𝑥, 𝑟)∣
𝜆2
𝑞2

∣∣∣∣∣∣∣
∫

𝐵(𝑥,𝑟)

(𝑇 [𝜑(⋅, 1 + 𝑖𝑡)])(𝑦)𝜓(𝑦, 1 + 𝑖𝑡)𝑤(𝑦)𝑑𝑦

∣∣∣∣∣∣∣
≤

∥𝑇 [𝜑(⋅, 1 + 𝑖𝑡)]∥𝐿𝑞2(𝐵(𝑥,𝑟),𝑤2)
∥𝜓(⋅, 1 + 𝑖𝑡)∥

𝐿𝑞
′
2(𝐵(𝑥,𝑟),𝑤2)

∣𝐵(𝑥, 𝑟)∣𝜆2
𝑞2

= sup
𝑥∈Ω,𝑟>0

∥𝑇 [𝜑(⋅, 1 + 𝑖𝑡)]∥𝐿𝑞2(𝐵(𝑥,𝑟),𝑤2)

∣𝐵(𝑥, 𝑟)∣
𝜆2
𝑞2

≤ ∥𝑇 [𝜑(⋅, 1 + 𝑖𝑡)∥ℒ𝑞2,𝜆2 (Ω,𝑤2)

≤ 𝐾2∥𝜑(⋅, 1 + 𝑖𝑡)∥𝐿𝑝2(Ω,𝑤2)

= 𝐾2.

Other conditions of Lemma 3.1 (analyticity, continuity and boundedness of
𝐹 (𝑥, 𝑟, 𝑧) are obvious consequences of the fact that 𝑓 and 𝑔 are simple functions.
Therefore, by Lemma 3.1

∣𝐹 (𝑥, 𝑟, 𝜃 + 𝑖𝑡)∣ ≤ 𝐾1−𝜃
1 𝐾𝜃

2 , −∞ < 𝑡 < ∞, 0 < 𝜃 < 1.
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In particular,

∣𝐹 (𝑥, 𝑟, 𝜃)∣ ≤ 𝐾1−𝜃
1 𝐾𝜃

2 , 0 < 𝜃 < 1,

for all 𝑥 ∈ Ω, 𝑟 > 0, and all the functions 𝑓 ∈ 𝒮(Ω) with ∥𝑓∥𝐿𝑝(Ω,𝑣) = 1 and

𝑔 ∈ 𝒮(Ω) with ∥𝑔∥𝐿𝑞′(𝐵(𝑥,𝑟),𝑤) = 1, 1
𝑞′ = 1− 1

𝑞 .

Since 𝜑(𝑥, 𝜃) = 𝑓(𝑥) and 𝜓(𝑥, 𝜃) = 𝑔(𝑥), we have

𝐹 (𝑥, 𝑟, 𝜃) =
(𝑇𝑓, 𝑤𝑔) (𝑥, 𝑟)

∣𝐵(𝑥, 𝑟)∣𝜆𝑞
.

Now, with 𝑥 and 𝑟 fixed and 𝐵 = 𝐵(𝑥, 𝑟), we find it convenient to redenote this
as

𝐹 (𝑔) =
1

∣𝐵∣𝜆𝑞
∫
𝐵

(𝑇𝑓)(𝑦)𝑔(𝑦)𝑤(𝑦) 𝑑𝑦 =
⟨𝑇𝑓, 𝑔⟩
∣𝐵∣𝜆𝑞

,

where

⟨𝑓, 𝑔⟩ =
∫
𝐵

𝑓(𝑦)𝑔(𝑦)𝑤(𝑦)𝑑𝑦,

considering 𝐹 (𝑔) as a functional of 𝑔 ∈ 𝐿𝑞
′
(𝐵,𝑤) with 𝑓 fixed, defined on a

dense set 𝒮(Ω). Note that with respect to the bilinear form ⟨𝑓, 𝑔⟩, the dual space
[𝐿𝑞(𝐵,𝑤)]∗ is treated as 𝐿𝑞

′
(𝐵,𝑤).

The norm of this functional in the space 𝐿𝑞
′
(𝐵,𝑤) is equal to

∥𝐹∥ = 1

∣𝐵∣𝜆𝑞
sup

∥𝑔∥
𝐿𝑞

′
(𝐵̃,𝑤)

=1

∣⟨𝑇𝑓, 𝑔⟩∣ = sup
∥𝑔∥

𝐿𝑞
′
(𝐵̃,𝑤)

=1

∣𝐹 (𝑥, 𝑟, 𝜃)∣ ≤ 𝐾1−𝜃
1 𝐾𝜃

2 . (3.2)

On the other hand, by the Riesz theorem we have

∥𝐹∥ =
∥𝑇𝑓∥𝐿𝑞(𝐵(𝑥,𝑟),𝑤)

∣𝐵(𝑥, 𝑟)∣𝜆𝑞
.

Consequently, from (3.2) we obtain

∥𝑇𝑓∥𝐿𝑞(𝐵,𝑤)
∣𝐵∣𝜆𝑞

≤ 𝐾1−𝜃
1 𝐾𝜃

2 .

Hence

∥𝑇𝑓∥ℒ𝑞,𝜆(Ω,𝑤) = sup
𝑥∈Ω,𝑟>0

∥𝑇𝑓∥𝐿𝑞(𝐵(𝑥,𝑟),𝑤)

∣𝐵(𝑥, 𝑟)∣𝜆𝑞
≤ 𝐾1−𝜃

1 𝐾𝜃
2 , 0 < 𝜃 < 1,

which proves the theorem. □

Acknowledgment

The author expresses his gratefulness to Prof. S. Samko for useful discussion and
comments.



392 S.M. Umarkhadzhiev

References
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