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I.l. The present studv has its ongm in problems of optimal resource 
allocation, especially those related to the possibilities of a price mecha­
nism. While for some purposes Pareto-optimality might be the more 
relevant concept, we have confined ourselves here to the case where by 
"optimal" is meant " efficient" resource allocation.' 

The main result of the present chapter is an extension of the Kuhn­
Tucker results [31] on "non-linear programming" to more general linear 
topological spaces.' (Numbers in square brackets indicate the references). 
The initial stimulus toward this type of generalization was the paper 
by Rosenbloom [39]. The need for it became apparent in the course of 
a larger study on problems of decentralization in resource allocation 
mechanisms. 

The remainder of the Introduction is devoted to a brief statement of 
the nature of the problem. I.2 is primarily directed at the reader 
interested in the relevance of the study from the viewpoint of economics. 
I.3 provides a summary of some of the results being g·eneralized and 
some of the mathematical issues arising. 

II is devoted to introducing some of the basic concepts and notations. 
III and IV are devoted to the derivation of certain theorems on linear 
inequalities in linear topological spaces, among them the " Minkowski­
Farkas Lemma," fundamental in the sequel, and another result of 

1 This study might not have been undertaken, and almost certainly would not have been 

completed, without persevering encouragement by Tjalling C. Koopmans of the Cowles 

Commission for Research in Economics. The author is greatly indebted to· Professor Paul 
Rosenbloom, of the University of Minnesota, for having made him aware of the potentialities 

of the Banach space theory for the problems here treated. He also wishes to acknowledge 

valuable advice received from Professors Bernard R. Gelbaum and Gerhard K. Kalisch, also 

of the University of Minnesota, as well as from Kenneth ]. Arrow and Hirofumi Uzawa of 
Stanford University. Thanks are due a number of readers, and to K. S. Kretschmer in 

particular, for pointing out errors in the first printing; see especially the note on p. 74. 

' Cf. Koopmans [27]. 
a Some of the results, as for instance the generalized '' Minkowski·Farkas Lemma," may 

be of independent interest. 

DOI 10.1007/978-3-0348-0439-4 8, © Springer Basel 201
131G. Giorgi and T.H. Kjeldsen (eds.), Traces and Emergence of Nonlinear Programming,

4



PROGRAMMING IN LINEAR SPACES 39 

importance in relating the theory of programming to that of games of 
strategy. An appendix to III relates the results of III to the theory 
of linear equations in Banach spaces, as formulated in a paper by 
Hausdorff [18).4 (See the NOTE in brackets on page 7 4.) V .1 states 
conditions under which a Lagrangian saddle-point implies maximality 
(efficiency). V.2 deals with the problem of scalarization, i.e., of reduc­
ing a vectorial maximization probiem to one of scalar maximization. 
V.3 contains the main results concerning the existence of saddle-points 
and "quasi-saddle-points." The third section, V.3.3 treats situations 
where the differential ("marginal") first-order conditions for the saddle­
points are satisfied, while in the first, V.3.1, the differentiability is not 
assumed. (From the economist's viewpoint, the existence of a saddle­
point corresponds to the existence of a price-vector equilibrating the 
market.) V.3.2 is devoted to the special ("linear") case which, in view 
of the interest in " linear programming " models, seemed worthy of 
separate direct treatment. The author has not completely avoided rep­
etition where he feared that brevity might cause ambiguity. Also, 
many '' obvious '' and '' trivial '' proofs are spelled out in detail. 

I.2. In problems of efficient resource allocation we deal with a model 
where commodities are classified into resources, typically available in 
limited amounts, and desirables in terms of which efficiency is defined. 
The amounts of resources used up and of the desirables produced are 
determined by the decision as to activity levels. Thus the model is of 
the type treated in activity analysis, 5 although not necessarily under 
the assumptions of additivity and linearity. 

Some of the mathematical problems arising in models where linearity 
and additivity are not assumed have been explored by Kuhn and Tucker 
[31], and Slater [41]. The treatment in both papers is confined to the 
case where there is a finite number of commodities and a finite number 
of activities. This, of course, limits their domain of application. In eco­
nomics there are many problems where, for instance, an infinity of 
commodities could be more naturally postulated, as in the case of problems 
involving time or location. But there is another reason why an economist 
may be interested in having a theory of resource allocation in which 
the commodity space or the activity space is of a more general nature : 
the logical structure of treatment of the more general situations often 
reveals the " deeper" or "intuitive" bases of important propositions 
and helps focus attention on the more fundamental features of the problem. 

The economic interpretation of the Kuhn-Tucker and Slater results 
(discussed by Kuhn and Tucker) has to do with the possibility of reaching 
positions of efficient resource allocation through the price mechanism. 

4 On a number of occasions we explore the question of the necessity of the underlying 
hypotheses and several theorems are devoted to this. 

o Cf. [27). 
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40 PROGRAMMING IN LINEAR SPACES 

Roughly speaking, 6 when suitable conditions are satisfied [in the econ­
omist's language the main ones could be described as "perfect divisibility" 
(all positive multiples permissible), and absence of "external (dis-) 
economies of scale" and of "increasing returns"], (a) "competitive 
equilibrium" implies that an efficient point has been reached and (b) 
any efficient point can be one of "competitive equilibrium" (provided 
prices are properly selected). When the absence of "increasing returns " 
is not assumed (while the assumptions of " perfect divisibility " and 
absence of "external (dis-) economies of scale" are retained), it is still 
possible to obtain criteria7 permitting classification of certain situations 
as non~efficient. 

Results of the latter type are of considerable importance, for they 
serve as a basis for the development of a theory of resource allocation 
applicable to a class of situations not excluding " increasing returns. " 8 

In attempting to generalize results of this type, the writer was guided 
by his interest in cases where "increasing returns " might prevail and 
hence "marginal" type phenomena would have to be considered. 
Mathematically, this meant working in a space with an operation of 
differentiation possessing most of its usual properties. The Banach 
spaces form the most general class of spaces with which the writer was 
familiar at the time this was written, although a more general theory 
of differentiation does exist. 9 However, in theorems where the differential 
operations were not used, an attempt was made to obtain proofs valid 
for a more general class of linear spaces. In V.3.1, the author has 
treated the case of Lagrangian saddle-points by methods of the type 
used by Slater, i.e., relying on convexity but not using differentiability. 

If one is to treat phenomena of "indivisibilities," one must go beyond 
linear spaces. But since one knows that most of the important results 
valid in linear spaces cannot be expected to hold when " indivisibilities " 
appear, it becomes desirable to reappraise the objectives of the theory 
of resource-allocating mechanisms, especially in their " decentralization" 
aspects. This is done to some extent in another paper now being com­
pleted by the writer. 
, 1.3. In this section we give a brief description of some of the results 

·being generalized in the present chapter. 

6 For a more precise statement the reader is referred to Koopmans [27), Kuhn and 
Tucker [31), and Arrow and Hurwicz [2], and Chapter 3 of the present book. 

7 These criteria are of differential ("marginal") first-order nature; they involve prices, 
but not the full conditions of " competitive equilibrium." CL Theorem 1 in Kuhn and 
Tucker [31]. 

·· 8 Cf. the work of Hotelling [21), Lange and Taylor [33), and Lerner [35), especially as 
it involves "marginal cost" pricing. Cf. also Arrow and Hurwicz [2], and Chapter 6 of 
the present book. 

9 Cf. Hyers [22), and its Bibliography. See V. 3.3.8, where results involving differential 
operations are extended to a wider class of linear spaces. 
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PROGRAMMING IN LINEAR SPACES 41 

Let ,fit", ~, and % be finite-dimensional Euclidean spaces, 10 their 
dimensionalities being respectively nz, nv, n •. 

In each space we define certain ordering relations. If v' = (v~, · • ·, v~ ), 
v" = (v~, • .. , v~) are two vectors in the space '7/' (where ")/'may be ~. 

v 

~.or%), we write 

v' ~ v" to mean v; ~ v;' for i = 1, 2, · · ·, n. , 

v' :2:: v" to mean v' ~ v" and v" ;t v' (i.e., v' =I= v") , 

v' > v" to mean v; > v;' for i = 1, 2, · · ·, n • . 

The ongms of the three spaces treated are denoted by Oz, Ov, 0., but 
the subscripts are omitted where no danger of confusion seems to exist: 

Given a set Y in the space ~ of desirables (Y is the " attainable " 
set, cf. [27], p. 47), we define its maximal ( = "efficient") subset Y by 
the condition 

Y = {y E Y: y' E Y, y' ~ y imply y' ;;i;; y} . 

I.e., y is a maximal(= efficient) element of Y if, and only if, y' :2:: y does 
not hold for any element y' of Y. 

The set Y, however, is given indirectly, since our decision variable is 
x, not y. Thus there are given two (single-valued) functional relations11 

j, g with a common domain in ,fit" and ranges in ~ and % respectively 
and 

Y = f[P, n g-1(P.)J 

where P, and P. are the respective non-negative orthants of ,fit" and %. 
I.e., y E Y if, and only if, y = .f(x) with x ~ 0 and g(x) ~ 0. 

Somewhat inaccurately we shall call an element x maximal when .f(x) 
is maximal and we write X =J-1(Y). 

The problem of finding necessary and sufficient conditions for the 
maximality of a point x in ,fit" is usually called the problem of vectorial 
maximization of .f(x) subject to the constraints x ~ 0, g(x) ~ 0. When 
nv = 1, we are of course dealing with scalar maximization. Correspond­
ing to a given maximization problem one may construct its Lagrangian 
(expression) given by 

<P(x, z* ; y* ; j, g) = y*[.f(x)] + z*[g(x)] 

where 

"v 
y*(y) = y*'y = E YiYi 

i-1 

IO In the economic interpretation, z is the space of activity level vectors, Y the space 
of the vectors of desirables, .;; that of resources. 

11 In line with the prevailing practice, we use f where Kuhn and Tucker use g and vice 
versa. 
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42 PROGRAMMING IN LINEAR SPACES 

and 

"• 
z*(z) = z*' z = E ztz; . 

(In matrix and vector notation A' is the transpose of A. Depending on 
the content, we omit some or all of the detail following the symbol <P.) 

We say that <P has a non-negative saddle-point at (x0, zt; y:) if and 
only if 

X 0 ~ 0, z: ~ 0, Yt > 0, 

and 
<P(x, zt ; y:) ;:;;; <P(xo, z; ; y:) ;:;;; ct>(xo, z* ; y:) , 

for all x ~ 0 and all z* ~ 0. 
<t> is said to have a non-negative quasi-saddle-point at (x0, zt ; Yn if 

and only if 

and 

Xo ~ 0, 

{ <!;>~ ;:;;; 0, 

cp~* ~ 0, 

Yt > 0, 

<P~'x0 = 0, 

<P~~zt = 0 . 

[Here <t>~ = <&cil/ox1, • • ·, B<P/ox,.~> (see fn. 1, p. 2, for this notation) 
with all derivatives evaluated at (x0 , zt; y:); ¢~* = <B<P/Bz~, ·• ·, 
&<P/az: > with all derivatives evaluated at (x0, z; ; y;).] It was shown 
by Kuhn and Tucker ([31], Lemma 1) that a non-negative saddle-point 
is always a non-negative quasi-saddle-point. The converse is false. 

In order to state the main results of Kuhn and Tucker we need three 
concepts: 

a) a function f, with convex domain D in SC' and range in V, is 
said to be concave if, and only if, for any x', x" in D and any 0 < {) < 1 
the inequality (1 - B)f(x') + {}f(x") ;:;;; ![(1 - B)x' + {)x"] holds ; 

b) the function g, with domain in df!!? and range in '#, is said to 
be regular if and only if the "constraint qualification" (cf. Kuhn and 
Tucker [31], p. 483) is satisfied ; 

c) x0 is properly maximal if it is a proper solution of the vector 
maximum problem in the sense of Kuhn and Tucker ([31], p. 488). 12 

The following are results of interest: 
1. (Kuhn and Tucker [31], Theorem 4.) Let x0 be properly maximal, 

f and g differentiable, and g regular for x ~ 0. Then there exist yt, zt 
such that ct>(x, z* ; y*) has a non-negative quasi-saddle-point at (x0 , zt ; y:). 
(Note: For n11 = 1, the term "properly" may be omitted and Theorem 
4 becomes Theorem 1 of Kuhn and Tucker.) 

12 Let f(xo) be properly maximal whenever x0 is. Then the result of Arrow, Barankin, 
and Blackwell [1) seems to show that, at least when Y = f[P, n g-l(P.)] is closed and con· 
vex, the set of properly maximal y's is dense in the set of maximal points. 
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2. (Kuhn and Tucker [31], Theorem 6.) Let both f and g be differ­
entiable and concave, and g regular for x ~ 0. Then x0 is properly 
maximal if and only if there exist y;, zt such that <I?(x, z*; y*) has a non: 
negative saddle-point at (x0, z; ; yn (Note: For ~ = 1, the term 
"properly" may be omitted and Theorem 6 becomes Theorem 3 of Kuhn 
and Tucker.) 

The following comments may be found helpful in following the later 
sections of this paper. 

1. The "if " part of Theorem 6 fails to hold when y* >-: 0 instead 
of the stronger y* > 0 which is postulated. This raises a difficulty irl 
generalizing to linear (or even Banach) spaces, since in some of them a 
y* > 0 may not exist. 

2. The "if" part of Theorem 6 remains valid when the assumptions 
of differentiability and concavity of f and g and regularity of g are 
abandoned.15 

3. The " only if " part of Theorem 6 depends on Theorem 4 and the 
concavity off and g. 

4. The proof of Theorem 4 consists in '' scalarizing '' the problem by 
means of an appropriate y* > 0 (which will exist if x0 is properly 
maximal) and then using Kuhn-Tucker Theorem 1 covering the case 
nv = 1. 

5. The crucial step in the proof of the Kuhn-Tucker Theorem 1 
involves the use of the Minkowski-Farkas Lemma which states that if, 
A being an m x n rna trix, 

Ax~ 0 implies b'x ~ 0 for all x, 

then there exists t ~ 0 such that b = A't. (Cf. [31], p. 484.) Thus in 
attempting to generalize the results of Kuhn and Tucker the success 
hinges on finding the cond~tions under which the linear topological space 
counterpart of the Minkowski-Farkas proposition is valid. 

6. The relationship of the present chapter to the results of Kuhn 
and Tucker is similar to that of Goldstine's paper [15] to, say, Bliss's 
discussion in [4], p. 210 ff. Goldstine treats the case of constraints in 
the form of equalities and imposes requirements strict enough to imply 
the existence of unique Lagrangian functionals ("multipliers"). Some 
of these results (in the " relaxed " form where uniqueness need not be 
present) are specialcases of the theorems obtained in the present chapter. 

7. Slater [41], assumes f and g to be continuous and postulates that 
they have a property (which we shall call "almost concavity ")11 implied 
by (but not implying) the concavity of both f and g ; neither f nor g 

13 This suggests itself in reading Slater [41], p. 11 
14 Suppose that, for some y*;;:;: 0, z*;;;;;; 0, y*[ f(x1)] + z*[g(x1)] = y*V(x•)] + z* [g(x2)]. 

Then "almost concavity " of (f, g) requires that y*[f(xJ] + z*[g(x)];;;;;; y*r')] + z*[g(x£)] for 
all x on the segment joining x', x'. 
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is assumed differentiable; instead of requiring that g be regular, it is 
required that, for some x1 ~ 0, g(~) > 0. (When this is so, we shall 
call g Slate;r-regular.) If by a Slater-maximal element of Y = 
f[P., n g-1(P.)] is meant a Yo e Y such that y' > Yo for oo y' e Y, and if 
x0 is called Slater-maximal when f(x0) is Slater-maximal, then Slater's 
main result (Slater [41], Theorem 3) may be stated as follows : 

Let f and g be continuous and almost concave and let g be Slater­
regular. Then Xo is Slater-maximal if, and only if, there exist 

Y't ~ 0, z: ~ 0 such that 
<l>(x, Zo* ; Y't) ~ <P(xo, z"t ; Y"t) ~ <P(x0, z* ; Y"t) 

for all x ~ 0 and all z* ~ 0. 
It may be noted that the concept of Slater-maximality is weaker than 

that of maximality (as previously defined) and that it makes the "if" 
part of the theorem valid even though y't > 0 is not required. 

If one wanted to substitute " maximal " for " Slater-maximal " in 
Slater's Theorem 3, it is clear from known examples that one would 
have to require a; to be properly maximal and not merely maximal, as 
well as to specify that y't > 0. 

Slater's Theorem 3 is, of course, a counterpart of the Kuhn and Tucker 
Theorem 6. In the special case n-v = 1 the two concepts of maximality 
coincide ; also y't ~ 0 becomes equivalent to y't > 0. Hence in this case 
the Slater result differs from that of Kuhn and Tucker only with 
regard to the hypotheses, since the assertion is precisely the same. 

ll. Notation, Terminology, and Some Fundamental Lemmas 

II.l.O. This chapter deals with problems arising in spaces here called 
linear topological spaces. These spaces have both an algebraic structure 
(they are linear systems, i.e., sets of vectors, with vector addition and 
scalar multiplication) and a topological structure (they .are topological 
spaces), and, furthermore, the two structures are related by the require­
ment that each of the algebraic operations be a (jointly) continuous 
function of its two arguments. :u; 

The concept of a linear topological space, to be introduced more 
formally below, is a natural generalization of the properties of the 
finite-dimensional space (the real line being the simplest case) in its 

16 The definition of a linear topological space used in this paper is exactly the same as 
that used in Bourbaki [7], p. 1, for the term " espace vectoriel topologique." Our concept 
of a linear topological space is, therefore, broader than, e.g., that used by Bourgin (9], 
where the additional assumption is made that the space satisfies the Hausdorff separation 
axiom (i.e., that it is a T2 space). 

On the other hand, there are authors (e.g., Hille [20]) who use a concept broader than 
ours by relaxing slightly the nature of the continuity requirement for the algebraic opera­
tions, the continuity being required in each argument separately, but not necessarily jointly. 
Many of our results remain valid for this broader class of spaces. 
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customary Euclidean distance (metric) topology. Since any linear system 

must contain all scalar multiples of all its elements, the scalars used in 

a linear system being real numbers, the set of all integers (or even the 

set of all rational numbers) is not a linear system, hence not a linear 

topological space. From the economist's viewpoint this rules out appli­

cations involving indivisibilities. 

II.l.l. Linear topological spaces. A linear topological space is both 

a linear system and a topological space. To avoid ambiguities, and for 

the sake of completeness, we supply some of the standard information 

concerning these concepts. 

II.l.l.l. Linear systems. What we call a linear system is a purely 

algebraic concept. A fuller label would be " real linear system " since 

the scalars used are the reals. (Banach uses the term "linear space," 

Bourbaki " vector space " ; our usage Of the term " linear system " 

agrees with Hille's.) We shall find it convenient to refer to the elements 

of a linear system as vectors. 
Since a linear system is an additive group, we start by defining the 

latter. A set £:' is called an additive group if it satisfies the following 

conditions : 
1. With each pair (x', x") of elements of £:' is associated a unique 

element x of £:' ; x is called the sum of x' with x" and this is written 

as x = x' + x". 
2. Addition is associative; i.e., given any three elements x', x", x"' 

of £:', x' + (x" + x"') = (x' + x") + x"'. 
3. There is in £; an element (the identity element of addition, later 

called the origin) denoted by 0, (or, more simply, by 0) such that 

x + 0, = Ox+ x = x for every element x of £;. 

4. To each element x of £:' corresponds uniquely an element -x 

(called the negative of x) such that x + ( -x) = 0,. [Subtraction is defined 

by the relation x' - x" = x' + ( -x").] The foregoing conditions imply 

that the law of cancellation holds, i.e., that 

x' + x = x" + x implies x' = x" 

for any three elements x', x", x of the group. 
An additive group is called commutative (Abelian) if it satisfies the 

following additional condition : 
5. x' + x" = x" + x' for any two elements of the group. 
A linear system is a commutative additive group in which there is 

further an operation of scalar multiplication (by reals, which we shall 

often call scalars). I.e., 
6. With each pair (a, x) where a is a scalar (real) and x a vector (an 

element of 2"'), there is associated a unique vector x', called their 

scalar product; this is written as x' = a · x. [Scalar multiplication is 
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commutative, i.e., a· x = x ·a; the multiplication symbol (.) is often 
omitted.] 

7. Scalar multiplication is distributive with regard to both scalars and 
vectors, i.e., 

(a'+ a")x = a'x + a"x 
and 

a(x' + x") =ax' + ax" 

for all selections of the scalars and vectors. 
8. Scalar multiplication is associative, i.e., a'(a"x) = (a'a")x for all 

selections of scalars and vectors. 
9. The number one is the identity element of scalar multiplication, i.e. 

' 1 · x = x for all vectors x. 
The preceding conditions imply that ( -1) · x = -x and 0 · x = 0,. [The 

last equation is an example of a situation where both the number 0 
(zero) and the vector 0, (origin) appear together. This is sometimes 
written simply as 0 · x = 0 and one must infer from the context that 0 
denotes a scalar on the left and a vector on the right.] 

Definition. A lineaJr system is a set satisfying condition 1-9 above, 
i.e., an additive commutative group with scalar multiplication which is 
commutative, distributive, and associative, with reals as scalars and 1 
as the identity element of scalar multiplication. 

Algebraic set operations. Let X, X', X" be subsets of a linear system 
and a a scalar (a real number). We write 

Also, 

aX= {ax : x e X} , 

X' + X" = { x' + x" : x' e X', x" e X"} , 
X'- X"= {x'- x": x' eX', x" eX"} 

-X= (-1)X= {-x: xe X}. 

These algebraic operations must be distinguished from the set-theoretic 
operations of union and difference. The union of two sets X' and X" 
is written as X' U X" ; the set-theoretic difference (i.e., the set of all 
elements that are in X' but not in X") is written as X' ,....., X". The 
complement of X (with respect to X') is the difference X'.-.. X. 

We should also note that the algebraic operations do not have some 
of the properties suggested by the symbolism; e.g., it need not be true 
that X+ X= 2X. 

Some geometric terms. Given two vectors x', x", the set {Ax'+ 
(1 - ,l)x": 0::::;: ,l ~ 1} is called the segment joining x' and x". A set is 
called convex if with -any two points x', x" it also contains all points of 
the segment joining them. If - X = X, the set X is called symmetric 
(with respect to the origin). X is said to be star-shaped from the point 
x if, with any point x', it also contains the segmertt joining x and x'. 
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A subset X of the linear system z is called absorbing if, given any 
point x in the system z, there is a point x' in the set X and a positive 
real number ..l such that x = ..lx'.16 

II.1.1.2. Topological spaces. To define a topological space17 it is con­
venient to start by introducing the concept of " a topology." A collec­
tion S of subsets of a given set A is called a topology for A if it 
satisfies the following conditions : (1) A is an element of S and so is 
the empty set ¢ ; (2) the intersection of any two sets belonging to S 
belongs to S ; (3) the union of the members of any (possibly infinite), 
sub-collection of S belongs to S. The subsets of A which belong to S 
are called open (relative to S, or in S). The union of all open sets 
contained in a given set is called its interior. 

We topologize a set by selecting a topology for it. Any set can be 
topologized, for the two-element collection {¢,A} is a topology for A, 
i.e., it satisfies the above three conditions; such a two-element topology 
will be referred to as the coarse topology for A ; it is sometimes called 
in the literature the indiscrete or trivial topology. On the other hand, 
the power set (sometimes written 2A) of A, i.e., the set of all subsets 
of A, is also a topology for A, to be called the fine (often called discrete) 
topology for A. When A has two or more elements,' the two topologies 
differ ; for instance, one-element sets are open in the fine topology, but 
not in the coarse topology. Given two topologies for a set A, we call 
S' finer than S" (and S" coarser than S') if S" is a proper subset of 
S', i.e., if every set open in S" is also open in S' and there are some 
sets open in S' that are not open in S". (Two topologies are non-com­
parable with respect to fineness when neither is a subset of the other.) 
Clearly, the fine topology is the finest topology possible, while the coarse 
topology is the coarsest topology possible. In most cases of applied 
interest, we deal with topologies that are somewhere between the fine 
and the coarse topologies. 

Denote by W the linear system whose elements are all real numbers, 
i.e., the "real line." Its so-called "natural" topology is defined as 
consisting of all subsets B of R~ characterized by the following property : 
each element of B must belong to an "open interval" which is a subset 
of B. (An open interval is defined as the set of all numbers greater 
than some fixed number and less than another fixed number; an open 
interval is an open set in the natural topology, but there are open sets 
which are not open intervals, e.g., the set of all numbers other than 
zero.) A set is closed (in a specified topology) if its complement (with 

16 This usage of the term absorbing, as well as some of the subsequent formulation, is 
due to the author's exposure to lectures by Professor Hans Radstrom of the Royal Institute 

of Technology in Stockholm, to whom the author is also indebted for clarification on certain 
properties of linear spaces. 

17 See, for instance, Kelley [23). 
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respect to A) is open. A set may be both open and closed (e.g., the 
empty set and A), or it may be neither open nor closed (e.g., one-element 
sets in the coarse topology when A has two or more elements). What 
is ordinarily called a closed interval (i.e., one including its end-points) 
is a closed set in the natural topology of the real line. An interval 
including only one of its end-points is neither open nor closed in the 
natural topology. The c~osure of a set is the intersection of all closed 
sets containing it. 

A topological space is defined formally as an ordered pair (A, S) where 
S is a topology for A. Often, when the topologization of A is under­
stood, we refer to A itself as a topological space. 

Let (A, S) be a topological space, B a subset of A, x an element of 
B. B is called a neighborhood of x (with respect to the topology S) if 
it contains a subset C which is open (with respect to the topology S). 
Obviously, any open set containing x is a neighborhood of x, but a 
neighborhood need not be open. (Some authors use a narrower concept 
of a neighborhood and require that it be an open set.) The collection of 
all neighborhoods of a given point x is called the complete neighborhood 
system for the point x. For instance, in the fine topology all sets of 
which x is an element constitute a complete neighborhood system for x ; 
in particular, the one-element set consisting of x alone is a neighborhood 
of x. In the coarse topology, on the other hand, a point has only one 
neighborhood, namely, the set A. A topological space (A, S) is called a 
Hausdorff (topological) space if any two distinct points of the space have 
disjoint neighborhoods. Thus the fine topology is Hausdorff, but the coarse 
topology (when there are two or more elements in the space) is not. m 
in its natural topology is Hausdorff, for we can use as disJoint neighborhoods 
open intervals centered on the two points, the width of the intervals 
being less than half the distance of the two points. Most spaces of 
applied interest are Hausdorff. 

Sometimes we are interested in certain subsets of the complete neigh­
borhood system of a point. A subset F of the complete neighborhood 
system of a point is called a fundamental system of neighborhoods of 
the point if every neighborhood of the point contains a neighborhood 
belonging to the set F ; if we call the neighborhoods belonging to F 
fundamental, we can say that every neighborhood of a point must 
contain a fundamental neighborhood of that point. 

It is often convenient to define a topology indirectly, viz., by assign­
ing to each point a of a set A a (non-empty) collection Fa ·and declar­
ing it to be a fundamental neighborhood system of a. The complete 
neighborhood system of a is then defined as the collection Ga of subsets 
of A, each of which contains a fundamental set (i.e., a set belonging 
to F .. ); finally a subset A' of A is declared as open if and only if it 
is a neighborhood of all of its points. 
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In .order for such a procedure to result in a topology for A, the col­
lection Fa must, of course, satisfy certain conditions. First, naturally, 
each set belonging to Fa must contain a, otherwise it would not qualify 
as a neighborhood of a; hence every set belonging to Fa is non-empty. 
Second, the collection Fa must sat,isfy the following finite intersection 
requirement: the intersection of any two sets belonging to Fa must 
contain a set belonging to Fa. (The intersection itself need not belong 
to Fa.) A non-empty collection Fa of sets each of which contains a and 
satisfying the preceding finite intersection requirement will be called a 
neighborhood base at a. We shall see that it is convenient to discuss the 
properties of linear topological spaces in terms of fundamental neigh­
borhood systems and neighborhood bases. 

It was mentioned earlier that a linear topological space is a set which 
is both a linear system and a topological space, with certain continuity 
conditions imposed on the algebraic operations of addition and scalar mul­
tiplication. To be able to state these conditions, we must introduce the 
concept of continuity. 

Let A and B be two sets and let f denote a functional relation whose 
domain is A and whose range is B, i.e., which associates with each 
element a in A a unique element b = f(a) in B. Given a subset A' of 
A, we define the image of A' by f as the set {.f(a) e B: a e A'}. Given 
a subset B' in B, we define as the inverse image of B' by f the set 
{a e A : f(a) e B'}. The image of A' by f is denoted by f(A') ; the 
inverse image of B' by f is denoted by f- 1(B'). 

Now let us topologize A and B, with S denoting the topology for A, 
T the topology for B. The function f is said to be conMnuous if the 
inverse image J-1(B') of every set B' open in T is itself open (in S). 
It is important to realize that continuity depends not only on the nature 
of the function, but also on the manner in which the two spaces have 
been topologized. Thus if S is fine, any function on A is continuous. 
Similarly, the constant function (which has the same value for all 
elements of A) is continuous for any topology, since the inverse image 
of the one-element set (consisting of the constant f value) is the whole 
space A. Now suppose A= B and f is the identity function, i.e., 
f(a) = a for all a in A. (When A = B = Y, the identity function is 
represented by the positively inclined 45° straight line through the 
origin.) Whether f is continuous depends on the topologization of A 
and B. If A and B are given the same topologies (i.e., S = T), then 
f is continuous, since f- 1(B') = B' for all B'. But, even though the sets 
A and B are the same, their topologies may differ. For instance, let 
A= B = R•, with f still the identity function, and let B have the 
natural topology while to A we give the coarse topology. Let B' be a 
finite open interval on the B-axis which is an open set in the natural 
topology. The inverse image of B' is the same interval, taken on the 
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A-axis ; but, in the coarse topology of the real line, a non-empty proper 
subset of the line is not op~n ; hence f-'(B') is not open (in S) ; hence with 
this topologization the identity function is not continuous. 

One more topological concept is essential in discussing the properties 
of linear topological spaces. As was indicated earlier, the continuity of 
the operations in such a space is joint continuity in the two arguments. 
To clarify the point, consider the operation of scalar multiplication. We 
may write, for a scalar (real) a and a vector x, ax = g(a, x), so that 
the scalar product may be viewed as a function of two variables a and 
x. In order to explain what is meant by the joint continuity of g in 
the two variables, we restate the situation as follows : First, we write 
ax= f((a, x)), i.e., we now view the scalar product as a function whose 
domain is the set of ordered pairs (a, x), i.e., the Cartesian product 
R$ x 2, while the range, of course, is the set cfe'. To apply the above 
definition of continuity, we must topologize the product set R$ x :it"'. 
Similarly, addition may be viewed as a function on the Cartesian product 
:it"' x '"''?!=' with the range in 2. Here, again, the product set must be 
topologized. 

In both cases, the appropriate topologization (i.e., the one implicit in 
the definition of a linear topological space) is the so-called product 
topology which we shall now define. 

Let there be two topological spaces (A, S) and (B, T) and let C =A x B. 
The product topology, about to be defined, will be denoted by P[S, T] ; 
hence the topological product space is written as ( C, P[S, T]). To define 
the product topology, it is enough to characterize the open sets of C. 
A set C' is open in the P[S, T] topology if and only if every point c' 
of C' is a member of a set of the form A' x B' where A' is open (inS), 
B' is open (in T), and A' x B' ~ C'. As an illustration, if A = B = R$ 
(the real line), so that C is the Cartesian plane (the set of all ordered 
pairs of real numbers), and S = T = the natural topology for the reals, 
then the product topology P[S, T] is the usual Euclidean topology of the 
plane where a set is open if every one of its points can be enclosed in 
a disk of positive radius wholly belonging to the set. 

Another example is obtained if C is again M x R$ but S = T = coarse 
topology ; here the product topology is the coarse topology of the plane. 
Similarly, the topological product of fine topological spaces is fine. An 
interesting case is obtained if we take A = B = R$ but with different 
topologies on the two spaces, viz., A coarse and B natural. In the 
product topology a one-element set (a point) is not closed and the topology 
is not Hausdorff: every open set must contain an infinite "strip" (of 
positive width) parallel to the A-axis, and any neighborhood containing 
(a', 0) must contain all other points of the form (a, 0). 

II.l.l.3. Linear topological spaces. We now have a sufficient vocabu­
lary to provide a precise definition of a linear topological space. 
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Definition. Let X be a linear system and S a topology for X. (X, S) 
is said to- be a linear topological space if (1) addition is continuous in 

the product topology P[S, S], and (2) scalar multiplication is continuous 
in the product topology P[N, S], where N denotes the natural topology 
of the real line. 

To illustrate, let X be the real line R#. As might have been expected, 

(R~, N), i.e., the real line in its natural topology, is a linear topological 
space ; the real line in its coarse topology also turns out to be a linear 
topological space ; the real line in its fine (discrete) topology is not a 
linear topological space, although it is a linear system and a topological 

space. Hence the continuity conditions in the above definition are not 
automatically satisfied for every linear system which is also a topological 
space. 

The verification of the continuity properties of the algebraic operations 
directly from the topology of the space can be quite awkward; the 

situation becomes much more transparent when the properties of linear 
topological spaces are stated in terms of neighborhood systems. Further­
more, we may confine ourselves to the discussion of the neighborhood 

system of the origin 0. ; if Go is a collection of neighborhoods of 
the origin, the corresponding coll';;,ction of neighborhoods of any point 

x is given by {x} + G0 = G.. Thus the topology of a linear topo­
logical space may be defined in terms of a fundamental neighborhood 
system of the origin, the corresponding complete system of neighborhoods 

then being defined as the collection of sets containing a fundamental set, 
and finally, an open set being defined as a set which is a neighborhood 
of each of its elements. But to follow such procedures we must know 
what types of neighborhoods one may encounter in linear topological spaces. 

The answer to this question is contained in a theorem we shall state 
in a moment. To simplify this statement, we shall coin an ad hoc term ; 
we shall call a non-empty family G of sets acceptable if it satisfies the 
following conditions : (1) if V is in the family G, then the family must 
also contain a set W such that W + W ~ V; (2) every set in the family 
is symmetric, i.e., V = - V for all V in G; (3) every set of the family 
contains the origin, i.e., 0, E V for each V in G ; ( 4) every set of the 
family is star-shaped from the origin, i.e., if a point x is in V, then 

so is the whole segment joining x to the origin ; (5) every set in the 
family is absorbing, i.e., if x is any point of the space X and Vis a 
set in the family G, then V has an element x' such that x = ..lx' for 
some positive number J ; (6) the family G is invariant under homotheties 
(from the origin), i.e.,· if Vis a set in the family and a a real number 

different from zero, then the set a V is also in the family. 

THEOREM (Bourbaki [7], Prop. 5, p. 7). 

A. If (X, S) is a linear topological space, then there exists an accepta-
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ble (i.e., satisfying conditions 1-6 above) fu,ndamental neighborhood system 
of the origin. 

B. In a linear system X, let F be a neighborhood base at 0~ (i.e., a non­
empty collection of sets each containing the origin and such that an inter­
section o.f any two members of the collection contains a member of the 
collection) and suppose that F is acceptable (i.e., satisfies conditions 1-6 
above). Then there exists a topology (and only one topology) such that F 
is the fundamental neighborhood system of the origin in that topology. In 
this topology, X is a linear topological space. 

[The above six conditions are somewhat redundant, since 3 follows 
from the others. We have chosen this form, however, partly in order 
to show that a linear topological space is a linear topological group, i.e., 
an additive Abelian group with a topology in which addition and sub­
traction are both continuous (jointly in the two arguments). Conditions 
1-3 above are precisely those characterizing a fundamental neigh'Qorhood 
system of the origin (identity element of addition) of a topological group. 
Cf. Bourbaki [6], p. 6.] 

We can now verify our statements about the various topologizations 
of the real line. Thus for its coarse topology the neighborhood base at 
the origin consists of the single one-element set {R#}. It may be seen 
that this base is acceptable (i.e., satisfies conditions 1-6). For the 
natural topology of the real line we use the family of all open intervals 
centered on 0 ; again, the family is acceptable. Hence R# is indeed a 
linear topological space in both the coarse and the natural topology. 
But the situation is different when R# is given its fine (discrete) topology. 
Since the one-element set consisting of the origin is open in this topology, 
it is a neighborhood and hence any fundamental neighborhood system 
of the origin must contain {0}. However, {0} is not an absorbing set 
(i.e., condition 6 of acceptability is violated) and hence R# in its fine 
topology does not have an acceptable fundamental system; hence it is 
not a linear topological space. 

A linear topological space satisfying the Hausdorff separation axiom 
(distinct points have disjoint neighborhoods) is called a Hausdorff linear 
(topological) space. It will be noted that the real line, depending on 
its topologization, may fail to be a linear topological space (in the fine 
topology), it may be a Hausdorff linear space (in the natural topology), 
or it may be a non-Hausdorff linear topological space (in the coarse 
topology). Euclidean finite-dimensional spaces are all Hausdorff linear. 

A linear topological space may or may not possess a fundamental 
neighborhood system of the origin consisting of convex neighborhoods. 
If, in a linear topological space, there exists such a fundamental system 
consisting of convex neighborhoods (i.e., every fundamental neighborhood 
is convex), the space is called a locally convex (linear topological) space. 
We may note that the real line forms a locally convex space in both 

145



PROGRAMMING IN LINEAR SPACES 53 

its natural and its coarse topology, This is not accidental: according 
to a theorem due to Tychonoff (cf. [43], p. 769) every finite-dimensional 
linear topological space is locally convex. [A linear system is finite­
dimensional, say n-dimensional, if there exists a finite set of elements. 
:lh, x,, · · ·, x,. such that every element x of X can be written in the form 
x = a 1x1 + a,x, + · · · + a,.x,. where the a, are scalars (reals).] Further­
more, if a space is finite-dimensional and Hausdorff linear, then its 
topology is Euclidean. 

Most linear topological spaces occurring in applications are locally 
convex, but there do exist linear topological spaces that are not locally• 
convex. Tychonoff's example (loc. cit., p, 768) is the space denoted by l* 
consisting of all the infinite sequences x = (x1, x,, · · ·) of numbers x, 
such that 

The space l 11 , is topologized in the following manner. We construct a 
fundamental neighborhood system of the origin consisting of sets of 
the form 

= 

{x: (B lx,l11')' < P} 
i=l 

with p varying over positive reals. It was shown by Tychonoff that 
(a) this space is a linear topological space, but (b) there does not exist 
a fundamental neighborhood system of the origin consisting of convex 
sets. (The fact that the fundamental system as given does not consist 
of convex sets is by itself inconclusive, since there might exist another 
fundamental system consisting of convex sets and yielding the same 
topology.) Hence l112 is a non-locally convex linear topological space. 
On the other hand, the space is Hausdorff linear ; this can be shown 
by utilizing the ·fact that the function 

= 
q(x) = (L !x,ll'')' 

i-1 

satisfies the inequality q(x' + x") ~ 2[q(x') + q(x")]. Let x, y be two 
distinct elements of the space such that q(x- y) =a, where a is neces­
sarily positive. Now select a neighborhood of x to be the set of points 
such that q(x- z') is less than a/6 ; similarly, select a neighborhood of 
y consisting of points such that q(y - z") is less than a/6. Suppose that 
there is a point z belonging to both neighborhoods. Then, in virtue of 
the inequality, q(x- y) ~ 2[a/6 + cc/6] which contradicts the assumption 
made. Hence the space does satisfy the Hausdroff separation axiom. 

We have had examples of spaces that are both Hausdorff and locally 
convex (real line in its natural topology), Hausdorff but not locally 
convex (the space 'l11,), locally convex but not Hausdorff (real line in its 
coarse topology). To complete the picture let us point out that the 
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topological product of l112 with the real line in its coarse topology is 
neither Hausdorff nor locally convex, although it is a linear topological 
space. 

A fundamental neighborhood system of the origin in a locally convex 
space can always be defined (Bourbaki [7], pp. 95-96) by means of a 
set of functions called semi-norms. A semi-norm is defined as a finite 
real-valued function p on a linear system satisfying the following two 
requirements : (1) for any scalar a and any vector x, p(ax) = I a I • p(x) ; 
(2) for any two vectors, p(x' + x") ~ p(x') + p(x"). It follows that 
p(O~) = 0 and p(x) is always non-negative. A semi-norm is called a 
norm if it has the further property (3) p(x) = 0 only if x = Ox. Hence, 
for a norm, p(x) = 0 if, and only if, x = Ox. The norm of x is usually 
written II x 11. For instance, let X be the linear system consisting of all 
ordered pairs (x1 , x,) of real numbers (the Cartesian plane). Then 
p*(x) = lx1 1 + lx,l is a norm, while p**(x) = lx1 1 is a semi-norm, but 
not a norm. 

If p is a semi-norm, the set {x: p(x) < ..l} = [p; .l] is called an open 
strip (of width 2..l). Denote by [p] the set of all open strips [p; ..l], 
obta,ined by keeping p fixed while ..l varies over the positive reals. 
Given a set P of semi-norms, we shall denote by [P] the set of all open 
strips, obtained by taking all the sets [p ; -l] with .l varying over the 
positive reals and p over P. Finally, let F(P) denote the set of all 
finite intersections of members of [P]. The set F(P) is a fundamental 
neighborhood system of the origin, as can be verified from the " accept­
ability" conditions 1-6 above; also, the elements of F(P) are convex 
sets, since all strips are convex and so are their intersections. Hence 
F(P) defines a locally convex topology for the linear system on which 
the semi-norms are defined. Conversely (Bourbaki [7], p. 96, Prop. 4), 
every locally convex topology can be defined by a fundamental set F(P) 
for a suitably chosen set of semi-norms P. 

A normed space is a linear system where the fundamental neighborhood 
system of the origin consists of sets (open spheres) S(p) = {x: llxll < p} 
where p is the radius of the sphere. (The spheres are centered at the 
origin.) The system consists of spheres with the radius varying over 
the positive reals, although a smaller system (e.g., with rational radii) 
would be sufficient. That a normed space is a locally convex linear 
space follows from the fact that the spheres constitute an '' acceptable '' 
family (i.e., satisfy conditions 1-6 above) and are convex sets. Also, a 
normed space is Hausdorff. The proof proceeds exactly as in the ease 
of the space l112 above, except that the relevant inequality does not 
have the factor 2 on the right-hand side. 

A linear topological space is called normable if its topology can be 
defined by a norm as just indicated. From what has just been said it 
follows that a normable space must be locally convex Hausdorff. How-
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ever, not every locally convex Hausdorff linear space is normable. 
Because of the convenience in dealing with normed spaces, it is of 
interest to know under what conditions a space is normable. In order 
to do so, we must introduce a new concept, that of a bounded subset· 
of a linear topological space. A subset B is said to be bounded if, 
given any neighborhood V of the origin, there is a positive scalar J 

such that B ~ J V; this is expressed by saying that a bounded set is 
absorbed by every neighborhood. 

We may now state Kolmogoroff's theorem on normability of linear 
topological spaces : a linear topological space is normable if and only if 
it is locally convex Hausdorff and there exists a bounded neighborhood 
of the origin. 

The following is an example of a non-normable locally convex Haus­
dorff space. Its elements are all the infinite numerical sequences x = 
(x1 , x,, · · · ). The space is topologized by the set P = {p', p', · · ·} of 
semi-norms where pd(x) =max (\x1 \, \x2 \, • • ·, lxd \). Its topology, being 
based on the family F(P) as the fundamental neighborhood system of 
the origin, is necessarily a locally convex linear space. It is also 
Hausdorff because for each element x other than Oz of the space there 
exists a norm p in P such that p(x) * 0. (Cf. Bourbaki [7], p. 97, 
Prop. 5.) Now if this space were normable, there would exist a bounded 
neighborhood of the origin ; hence, by definition of a fundamental system, 
there would exist a bounded set of the family F(P), since a subset of 
a bounded set is bounded. Hence to establish the non-normability, it 
is enough to show that no member of the family F(P) is bounded. 
Now the members of the family F(P) are formed by finite intersections 
of the open strips defined by the norms pd. Hence it is true for each 
member of F(P) that, starting with, say, the k-th component, the values 
of the components with subscripts ~ k are completely unrestricted. 
Now let Vk be a member of F(P), with.the components whose subscripts 
~ k are unrestricted, while the components 1 through k- 1 cannot 
exceed M (0 < M < oo) in absolute value. We show that Vk is not 
absorbed by a neighborhood Vk+l· This follows from the fact that in 
Vk+l the (k + 1)th component is restricted, while in Vk it is not. Hence, 
no matter what A > 0 we choose, there will be elements in Vk that are 
not in A Vk+l· · Hence Vk is not bounded ; but since Vk is a typical 
member of F(P), no set in F(P) is bounded. By the previous argument 
it follows that there is no bounded neighborhood of the origin, and 
hence the space is not normable. 

Many spaces we deal with are normed; in particular, the finite-dimen­
sional Euclidean spaces are normed. The norm of a point x m a 
Euclidean n-dimensional space can be defined in various ways. The 
Euclidean norm of x is defined as 
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another norm (which results in the same topology) can be defined as 
max(lx1 l, Jx,J, ·· ·, Jx.,.J). 

The space of all infinite sequences x = (x1, x2, • • ·) of numbers .x, with 
only finitely many components different from zero can be normed by 
defining 

( 
~ )1/2 

llxll = ~x~ . 

In a normed space it is possible to define a distance function 
d(x', x") = Jlx'- x"JI. In any space on which a distance function has 
been defined one can introduce a "metric" topology, by using as the 
fundamental neighborhood system for x0 the (metric) spheres, i.e., the 
sets {x: d(x, a;0) < p} with the radius p varying over positive reals. 
Because of the triangle inequality satisfied by the distance function a 
metric space is always a Hausdorff topological space, the proof being 
analogous to that sketched above for the normed and Z112 spaces. 

Let (x\ x', · · ·) be an infinite sequence of points x' in a metric space 
with a distance function d. The sequence is said to be a Cauchy 
sequence if, given c > 0, there exists a positive integer N such that 
d(xm, x:n) < c provided both m and n are greater than N. A sequence 
(x\ x•, · · ·) is said to converge to x0 if, for any c > 0, there exists a 
positive integer N such that d(x"', xD) < c provided n is greater than 
N. A sequence is said to be convergent if it converges to some element 
a;0 of the space. It is known that every convergent sequence is a Cauchy 
sequence. On the other hand, there are spaces with non-convergent 
Cauchy sequences. One example of such a space is that of infinite 
sequences with only finitely many components different from zero. A 
space where every Cauchy sequence is convergent is called complete. 
The reals are complete in their natural topology, while the rationals 
with the same topology (i.e., defined by the Euclidean distance or norm) 
form a space that is not complete because there are sequences of reals 
converging to an irrational number. A normed space which is also 
complete is called a Banach space. Thus the reals (as well as all finite­
dimensional Euclidean spaces) are Banach, but the above space of infinite 
sequences with only finitely many non-zero components is not Banach, 
though normed. The classic example of an infinite-dimensional Banach 
space is the space Z, of all infinite numerical sequences x = (x1, x,, · · ·) 
such that 

i-.' 

the norm being defined as the square root of the preceding infinite sum; 
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l, belongs to a sub-class of Banach spaces known as Hilbert spaces, where 
with each pair of elements it is possible to associate a number called 
their inner product x' · x", with x' · x" linear in each of its arguments, 
x' · x" = x" · x', x · x always non-negative, and x · x = 0 if and only if 
x = Ox. In a space with such an inner product it is possible to define 
the norm of a vector as llxll = (x · x)112 , and the resulting normed space is 
called Hilbert if it is Banach, i.e., if it is complete. (Some authors 
use somewhat different definitions of a Hilbert space.) According to 
this definition the Euclidean spaces are Hilbert, with the inner product 
defined as 

n 

""" f " Ld xixi . 
i.=! 

The resulting norm is, of course, that corresponding to the Euclidean 
distance. 

As an example of a Banach space which is not a Hilbert space we may 
take the space of all infinite bounded numerical sequences x = (x1, x2, •• • ). 

The norm of this space is defined by II x II = sup (I x1 1, I x, I, .. · ). 
II.1.2. Linear transformations. A function T whose domain is a linear 

system 2 and the range a subset of a linear system ~ is called a 
linear transformation on c'fZ" into :Y if it is additive and homogeneous, 
i.e., if 

T(x' + x") = T(x') + T(x") for all x', x" in £!' , 

and 

T(ax) = aT(x) for all real a and all x in c'fZ" . 

If both spaces are linear topological, ·an additive continuous function 
is homogeneous (Hille [20], Theorem 2.6.1, p. 16). The converse, how­
ever, is not true; i.e., there are (in infinite dimensional spaces) linear 
transformations which are not continuous at any point (see Bourbaki 
[7], p. 93). 

If both spaces are Banach, an additive function is continuous if and 
only if it is hounded (i.e., carries bounded sets into bounded sets). 
Hence, in Banach spaces, "linear bounded " as applied to transforma­
tions is synonymous with "linear continuous." 

A linear transformation on z- whose range is a subset of the reals 
(i.e., a homogeneous additive real-valued function on 2) is called a 
linear functional on z-. There are linear functionals on locally convex 
spaces that are not continuous at any point (Bourbaki [7], p. 93). Since 
a linear functional is both convex and concave, it follows that, even in 
locally convex spaces, a convex or concave function need not he con­
tinuous. This is of interest in connection with results of this chapter 
where only concavity, but not continuity, of a function is assumed, since 
it proves that the concavity assumption is less restrictive ; the same 

150



58 PROGRAMMING IN LINEAR SPACES 

remark applies to results where only linearity, but not continuity, of 
transformations is assumed. 

II.1.3. The con:jugate space. Let c'fii!? be a linear topological space. 
The set !I!?'* of all linear continuous (with respect to the natural topology 
of the reals) functionals on c:?:" is called the conjugate (adjoint, dual) 
space of Jfr. JJr* is a linear system whose typical element will be 
written as x*; the null element (origin) of !I!?'* (i.e., the real-valued 
function on c:?:" whose value is zero for each element of Jfr) is denoted 
by o; or 0, as the occasion demands. 

Two ways of topologizing the conjugate space are of particular interest. 
They are respectively labeled " strong " and " weak star," the latter 
usually being written '' weak*.'' 

In each case the topology is defined through a fundamental neighbor­
hood system. 

In the strong topology a fundamental neighborhood of o; is of the 
form 

U(c:, B) = {x* E !I!?'* : lx*(x) I < e for all x E. B} 

where B is a bounded set, taking all neighborhoods U(c:, B) with c: vary­
ing over the positive reals and B over the class of all bounded sets in ~. 

In the weak* topology a fundamental neighborhood of o; is also of 
the form 

U(c:, B) = {x* E ,27* : lx*(x) I < e for all x E B} , 

but B here ·is required to be a finite set; the fundamental system is 
again obtained by letting c: vary over positive reals and B over the 
class of all finite sets in JJr. 

Since every finite set is bounded, it follows that every weak* neigh­
borhood is also a strong neighborhood, but there may be strong neigh­
borhoods that are not weak* neighborhoods. It follows that the strong 
topology is at least as fine as, and possibly finer than, the weak* 
topology. I.e., every set open (resp. closed) in the weak* topology is 
also open (resp. closed) in the strong topology, but the converse need 
not be true. 

In both topologies the conjugate space is a .Hausdorff locally convex 
linear topological space (Bourbaki [8], pp. 16-19). Moreover, when the 
space ,27 is normed, the conjugate space is normable in its strong 
topology, the norm of an element x* of the conjugate space being 
defined by 

llx* II =sup lx*(x) I . 
li"ll:iOl 

In its strong (norm) topology, the conjugate of any normed space is 
complete, hence it is a Banach space. 

In finite-dimensional Euclidean spaces, the strong and weak* topologies 
coincide. But in infinite-dimensional spaces the strong topology is, in 
most cases likely to be considered, actually finer than the weak* topology. 
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In particular, if 2' is an infinite-dimensional normed space, the strong 
topology is finer than the weak* topoiogy. (Cf. Bourbaki [8], p. 111, 
where it is shown that the set of elements of norm one in the conjugate 
space is not closed in the weak* topology, although it is closed in the 
strong topology.) 

II.1.4. Separation by hyperplanes in linear topological spaces. 
II.l.4.1. Let 2' be a linear system. A subset of 2' is called linear 

if it is closed under the operations of addition and scalar multiplication. 
A translate of a linear set M, i.e., a set of the form {x0} + M where 
M is a linear set, is called a (linear) variety. 18 If M is a linear set such 
that M is a proper subset of 2' and there is no linear proper subset 
of 2' in which M is contained, M is called a maximal linear set. A 
translate of a maximal linear set is called a maximal variety. 

With each maximal variety V one may associate a non-null (i.e., =I= o;) 
linear functional x* on 2' and a real number a such that V = 
{x e 2': x*(x) = a}. On the other hand, every pair (x*, a) where x* 
is a linear functional and a a real number defines a maximal variety. 

If 2' is a linear topological space, a maximal variety may· or may 
not be a closed set. We shall call a closed maximal variety a hyperplane. 
(Terminologies of various writers differ. In Bourbaki, hyperplane is 
synonymous with a maximal variety.) In a linear topological space ~, 
a maximal variety V = {x e 2': x*(x) =a}, where x* is a linear func­
tional and a a real number, is closed if and only if x* is continuous. I.e., 
a maximal variety is a hyperplane if and only if the functional defining 
the variety is continuous. 

We may now state a theorem underlying a great many results con­
cerning convex sets in linear topological spaces. The theorem is variously 
called the Hahn-Banach Theorem (geometric form) (cf. Bourbaki [7], p. 
69) and the Bounding Plane Theorem. 

l'HEOREM ILl. Let 2' be a linear topological space, A an open convex 
(non-empty) subset of 2', and M a linear variety disjoint from A (i.e., 
An M = ¢). Then there exists a hyperplane H containing M and disJ"oint 
from A (i.e., Mb Hand Hn A=¢). 

Hence, under the hypotheses of the Theorem there exists a continuous 
linear functional x* and a real a such that x*(x) = a for all x in M and 
x*(x) < a for all x in A. 

In what follows we shall need the follow~~. 
CoROLLARY ILL Let 2' be a linear topological space and A a convex 

subset with non-empty interior. Then, for any point x0 of .2" which is 
not in the interior of A, there exists a continuous linear functional x[ 
such that :z;*(x) ~ x[(x0) for all x in A. 

18 In particular, every point of the space, view~d as a one-element set, is a linear 
variety. 
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The geometric interpretation of the preceding Corollary is that through 
every point not in the interior of A there is a hyperplane " bounding " 
the set A, provided A is convex and has a non-empty interior. 

In certain contexts, however, we want a somewhat stronger separa­
tion property. Given a set A and a point x0 outside the set, we are 
interested in the existence of a hyperplane such that A is wholly on 
one " side " of it (possibly touching H) while x0 is on the other " side " 
(not touching H). I.e., we are looking for a continuous functional xt 
such that 

sup xt(x) < xt(xo) . 
xEA 

It is intuitively clear that we shall have to require that A be a closed 
convex set. But it turns out that restrictions must also be imposed on 
the nature of the linear topological space. The desired result follows 
from Prop. 4 in Bourbaki [7], p. 73. It was established by Mazur for 
Banach spaces and by Bourgin for Hausdorff locally convex spaces ; we 
shall refer to it as the Mazur-Bourgin Theorem. 

THEOREM II.2. (Mazur-Bourgin.) Let ~ be a locally convex linear 
topological space, A a (non-empty) convex closed subset of zr, and Xo a 
point outside A, i.e., x0 ¢ A. Then there exists a hyperplane "strictly 
separating " Xo from A, i.e., there exists a continuous linear functional 
x[ such that the inequality 

( 1) 

holds. 

sup xt(x) < xt(xo) 
xEA 

Following Bourgin/9 we shall refer to a set that can be " strictly 
separated " from points not in it as 1·egularly0 convex. Hence the preced­
ing theorem states that in a locally convex space closed convex sets 
are regularly 0 convex. (Also, it is the case that a regularly0 convex set 
is closed and convex.) It may be noted, however, that the class of 
spaces in which a closed convex set is regularly 0 convex is wider than 
that of locally- convex spaces, as shown by Klee ([25], (10.1), p. 459). 
This is of interest since the regular0 convexity of certain sets is a crucial 
property in several results of this chapter. If spaces in which closed 
convex sets are regularly0 convex are called c-regular (as suggested by 
E. Michael, see Klee [26], p. 106), we may note here that many of the 
results of this chapter which presuppose local convexity of the space 
are valid for all c-regular spaces. However, this additional generality 
does not seem of serious applied interest in our problems. 

On the other hand, we may in some cases wish to ensure the regular0 

convexity of certain sets without restricting ourselves to locally convex 
spaces. This can be accomplished by imposing an additional requirement 

19 In a slightly modified fashion: what we call regularlyo convex (regularly circle-convex) 
he c~lls regularly .w convex (where z is the underlying space). 
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on the nature of the ·set A, viz., that it possess a non-empty interior 
(see, for instance, Klee [25], Theorem 9.7, p. 456). However, the as­
sumption of a non-empty interior rules out certain worth-while applica­
tions. Specifically, the sets in whose regular 0 convexity we are interested 
are those consisting of the vectors with non-negative coordinates (the 
non-negative cones) ; in a Euclidean -space of finite dimension such a set 
(the non-negative orthant) does have an interior, but in infinite-dimensional 
spaces this is not always the case. In particular, for the lp spaces 
(p ~ 1), the non-negative cone has no interior points (cf. Klee [24], p. 
771) ; in other spaces, such as the space (m) of infinite sequences, the 
non-negative cone does have interior points. 

Let ,2" be a linear topological space, ~* its conjugate space. Given 
any element x0 of the space ~. we can define a functional !,.0 on the 
conjugate space ,2"* by the relation 

f,.o<'x*) = x*(xo) for all x* e .;z·* . 

It may be verified that f :.o is additive and homogeneous, hence linear. 
Now it may be noted that f,0 is a continuous functional on Z* if ~* 
is given its weak* topology ; in fact, the weak* topology is the coarsest 
topology for which all functionals f,. are continuous. Since the strong 
topology of the conjugate space is finer than (or at least as fine as) the 
weak* topology, it follows that the functionals f,. are also continuous 
when ~*is given its strong topology. Hence the set of all functionals 
!,. obtained by letting x vary over the whole space ~ is a subset of 
the conjugate of ~*, whether the latter has the weak* or the strong 
topology. When the set of all f,. (as x varies over ~) equals the 
conjugate of 2''*, we call ,2? refierive. (For instance, the Euclidean 
spaces are reflexive and so is l2.) Let .?:" be a linear topological space 
and .Z* its conjugate. A subset X* of 2'* is said to be regularly 
convex (this is not to be confused with the notion of regular0 convexity 
defined earlier) if, given an element xt not in X*, there exists an element 
x0 of the underlying space Jt;P such that 

( 2 ) sup x*(Xo) < xt(Xo) . 
z*e.x• 

The relation (2) can be understood more easily if we rewrite it as 

( 2') 

where !,.0 is defined as above. Now f'"D is a continuous functional on 
2'*, as just shown, whether the topology of the conjugate space is 
weak* or strong. Hence (2') demands that it be possible to strictly 
separate X* from a point xt outside of it by a hyperplane (in either 
topology) and, furthermore, that the hyperplane be of the type defined 
by an f, functional. Now we know that in either topology the conjugate 
space is locally convex; hence, provided X* is convex and closed, there 
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always exists some hyperplane strictly separating the point and the set 
(by the Mazur-Bourgin Theorem). However, it does not follow that the 
separating hyperplane will be of the f, type, i.e., determined by an 
element of the underlying space. It is therefore noteworthy that, as 
shown by Bourgin ([9], Theorem 18, p. 655), if z is a Hausdorff•o 
linear space, X* is regularly convex, if and only if it is convex and 
closed in the weak* topology. Of course, X* is closed in the strong 
topology if it is closed in the weak* topology. 

II.l.4.2. Regularly convex envelope. 
LEMMA ILl. Let J¥ be a collection of regularly convex subsets A of 
~~* and assume the intersection 

I$= n A 
AE$ 

of these sets to be non-empty. Then I""' is also regularly convex. 21 

PROOF. Let w[ ¢ I$. Then w; ¢ Ao for some A0 E..!¥. Since Ao 1s 
regularly convex, there exists w0 E ~ such that 

sup w*(w0 ) < w;(wu) . 
w*EA0 

Now I""'~ A 0 , so that 

sup w*(w0) ~sup w*(w0) , 
w*EI .;e w*EA0 

hence, 

sup w*( w0 ) < w;( Wo) 
w•er~ 

and the conclusion of the Lemma follows. 

If B ~ ~*, we denote by B the intersection of all regularly convex 
sets in ~* containing B. By the preceding Lemma, B is regularly 
convex; it is called the regularly convex envelope of B. 

Clearly, B = B if and only if B is regularly convex. 
II.l.5. If T is a linear continuous transformation on 52? into :Y 

(where both 2:" and :'V are topological linear spaces), we may define a 
functional if on 2!' by the relation 

lf(X) = y:(T(x)] for all x E 2' , 

where y; is a fixed element of V*, i.e., a linear continuous functional 
on $-". We have 

and 

lf(ax) = y[[T(ax)] = y:[aT(x)] = ayt[T(x)] = ai(J(x) 

lf(x' + x") = y:[T(x' + x")] = yt[T(x') + T(x")] 

= y:[T(x')] + y:[T(x")] = lf(x') + lf(x") . 

20 It may be shown that the restriction to Hausdorff spaces may be removed. 
21 This is stated for Banach spaces in Krein and Smulian [30), p. 556. 
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Hence ff is linear ; ff is also continuous,·~ hence it is an element of 
die* and may be denoted by x~0. 

Consider now the functional relation associating with each y* e ~* 
the corresponding x:. e die*, as just defined. This relation is denoted 
by T* and is called the adjoint of T. We write 

x:. = T*(y*) (x:. E die*, y* E ;t/*) , 

where 

x:.(x) = y*[T(x)] for all x e die . 

We note that, for all x e die, 

x.!v*(x) = ay*[T(x)] = ax:.(x) 

and 

x:. +v* (x) = (y[ + y;)[T(x)] = y[[T(x)] + yi[T(x)] 
I > 

I.e., 

T*( ay*) = aT*(y*) 

and 

T*(y[ + y:) = T*(yt) + T*(y~) , 
so that T* is a linear transformation. 

When ~ and P' are Banach spaces, T* is also continuous. (Hille 
[20], Def. 2.13.1 and Theorem 2.13.3, p. 27. Note that here continuity 
is equivalent to boundedness.) 

When ,fi? and P' are finite-dimensional Euclidean spaces, let A denote 
the matrix such that 

T(x) =Ax. 

Here linear functionals belong to their respective spaces (die = ,Ji?*, 
V" = P"*) and x*(x) = x*'x, etc., where the prime denotes transposition. 
Hence the relation x*(x) = y*[T(x)] may be written as x*'x = y*'Ax, i.e., 
x*' = y*'A, so that x* = A'y*. I.e., the adjoint transformation T* 
corresponds to a premultiplication by the transpose A' of the matrix A 
representing the given transformation T. 

II.2.1. Let A be a set and p a transitive binary relation in A. When 
the relation holds for the ordered pair a', a" e A, we write a' p a". 
When it does not, we write a' p a". An element au e A,, A, ~ A is said to 
be p-maximal in A 1 (or, more briefly, maximal) if, for any a' e A, the 
relations a' e A11 a' p a0 imply au p a'. 

Let cp be a real-valued function on A. Then cp is said to be isotone 
(with respect to p) if 

a' p a" implies cp(a') ~ cp(a") ; 

:• Cf. Kuratowski [32], p. 74, (6). 
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¢ is said to be strictly isotone (with respect to p) if, m addition, 

a' p a" and a" p a' imply ¢(a') > cp(a") . 

In what follows we usually deal with transitive reflexive relations 
denoted by;:; or similar symbols. (The denial of ;:; is written ~ .) We 
then write a' 2 a" to mean a' ;:; a" and a" ~ a'. 

II.2.2. If W is a linear system and K ~ W, K is said to be 0 cone'3 if 

w E K, }. ;:; 0 imply ..lw E K. 

K is said to be a convex cone if K is a cone and a convex set. 
A set K ~ ~ is a convex cone if and only if it satisfies 

w E K, }. ;:; 0 imply J.w E K , 

and 

w' E K, w" E K imply w' + w" E K . 

It may be noted that both the space Wand the one-element set {Ow} 
are convex cones. 

II.2.3. Given a convex cone K ~ ~a transitive reflexive relation 
to be denoted by;:; (or ;:;x if we wish to be more explicit) may be 
defined as follows : for any w', w" E "/'F,w' ;:; w" if and only if w'- w" E K. 
(In particular, w ;:; Ow if and only if w E K.) 

Example. Let Wbe the Euclidean two-space of elements w = (wC1l, wC'l) 

where wC 1J, wC'l are real numbers. Then the following convex cones are 
of interest in defining ordering relations : 

We see that 

and 

K1 = {w: wC1l ;:; 0, wC'l ;:; 0} , 

K, = {w: wCll ;:; 0, wC'l = 0} , 

K3 ={Ow}, 

K,=~. 

w ;:;x1 Ow means w 0 l ;:; 0, wC'l ;:; 0, 

w ;:;K, Ow means wC1l ;:; 0, wC'l = 0, 

w ;:;x 3 Ow means wC 1l = 0, wC'l = 0 , 

w ;:;x., Ow holds for all wE '/#,~i.e., it is a vacuous con­

straint." Other relations could be obtained by replacing ;:; by > in 
the definitions of K 1 and K 2• Thus we have a great range of possibilities 

23 Ii. would be more precise to speak of a cone with the vertex at origin, but we omit 

the qualifying phrase since no other cones will be considered. (Our use of the term "cone" 

may seem unnatural, but it permits us to define the "convex cone " as a cone which is 
convex.) 

24 This makes it possible to cover simultaneously the cases of unconstrained and (non­
vacuously) constrained maximization by orderings based on convex cones. 
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covering equalities, inequalities (~ or > ), and their various combinations. 
This makes it possible to obtain results which can be specialized in a 
variety of ways. 

Let W be a linear topological space and K a convex cone in ~ In 
the applications, we are interested in the topological, as well as the 
algebraic properties of the cone K. In some theorems, we assume that 
the cone K is closed. This is obviously true of the cones K1, K., K 3, K4 

in the natural (Euclidean) topology of the plane. On the other hand, 
the cone 

K5 = {(wClJ, wc•J) : wCl) > 0, wc•J > 0} 

is not closed in the natural topology of the plane. We see that lack 
of closedness may result from using cones corresponding to strict, rather 
than weak, inequalities. In the economic applications the inequalities 
are usually of the weak type, hence the closedness of the corresponding 
cones is not a serious restriction. 

Another topological property assumed for certain convex cones is that 
they have non-empty interiors. Of the preceding examples, using again 
the Euclidean topology of the plane, K1, K,, and K5 have interior points, 
while K2 and K 3 do not. The requirement of a non-empty interior can 
be troublesome in infinite-dimensional spaces. Thus consider a space 
lv(p ~ 1) whose elements are infinite sequences x = (x11 X 2, • • ·) such that 

This space is normable, the norm being of x defined as 

('f lx,IPY'P 

Now consider the convex cone K consisting of all the elements 
x of lJJ whose every coordinate is non-negative, this being the natural 
counterpart of the non-negative orthant in a finite-dimensional space. 
It may be seen that K has no interior, i.e., every element of K is a 
boundary point. To see this, take an arbitrary element x' of K. Given 
a positive number e, however small, one can find an element x" of lJJ 
whose distance from the element x' is less than e and such that x" has 
at least one negative coordinate ; this can be accomplished by taking 
x" such that all but one of the coordinates of x" are the same as the 
corresponding coordinates of x', while one coordinate of x" (with a suf­
ficiently high subscript) is the negative of the corresponding coordinate 
of x'. 

On the other hand, let (m) denote the space of infinite bounded 
sequences x = (x1, x,, · • · ), normed by 

llxll =sup Clx,i), 
l:Oi 
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and define K, as in the preceding example, as the set of all x with non­
negative coordinates. Here any point x whose coordinates are all 
positive is an interior point of the cone. 

II.2.4. Let K ~ ~/be a convex cone. Then the conjugate KfB of K 

is defined by 

Kff7 = {w* E ~-*: w*(w) ;?; 0 for all w E K} . 

Since KfB is a cone, it is called the conjugate cone of K. Clearly, KfB 

is the set of linear continuous functionals isotone with respect to ;?;x. 

We note that KfB is never empty, since 0* e KfB. 

In accord with the notational principles of II.2.3, we write w* ;?;xfBO! 

(or, more simply, w* ;?; 0), and call w* non-negative on K if w* E KfB. 

Furthermore, we write w* > xfB 0 (or : w* > o;) and call w* strictly 
positive on'5 K if w* ;?;xfB 0, and w :::::x 0 implies w*(w) > 0. It is seen 
that w* > 0 if and only if w* is a linear continuous functional strictly 
isotone with respect to ;?;x. 

II.2.5. LEMMA II.2. 26 Let K be a closed convex cone in a locally convex 
linear space ~ and let W 0 E ~ be such that 

w*( W 0) ;?; 0 for all w* ~ 0 • 

Then W 0 E K. 
PROOF'. Suppose w 0 ¢ K. By virtue of the Mazur-Bourgin Theorem'7 

K is regularly 0 convex, since it is closed and convex and ~is locally 
convex, so that there exists a w: E ~* such that 

sup wt"(w) < wt"(wo) . 
wEK 

Now, since wri(w0) is a fixed number and K a cone, we must have 

sup wt(w) = 0 . 
wEK 

Let w[ =- w:. Then 

w[(w) ;?; 0 for all w e K; i.e., w[ e KfB , 

and 

wf(wo) < 0, 

which contradict the hypothesis of the Lemma, hence the proof is 
completed. 

II.2.6.1. LEMMA II.3. If K ~ ~-is a convex cone, then the conjugate 
cone KfB is regularly convex. 

PROOF. If KfB = ~*,no wt ¢ KfB exists and the condition of regularity 
is (vacuously) satisfied. Now let KfB * :YF"'"* and take w: ¢ KfB. Then 
there exists a w1 e K such that w:( w1) < 0. Write W 0 = - W 1 • Since 

25 The reader should be warned that this term has a somewhat unusual meaning. In 
particular, if K is the origin, every linear functional is strictly positive on K. 

26 For the case of linear normed spaces, cf. Krein and Rutman [29], p. 16. 
zr Cf. Theorem II.2. in II.l.4.1. 
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w*(w1) ~ 0 for all w* E K~IJ (because w1 E K and by definition of KEil), 
we have 

for all w* E KlifJ , 

while 

w[(wo) = - w;(wl) > 0 , 

which shows that KlifJ is regularly convex. This completes the proof. 
II.2.6.2. For the special case of ~linear normed, the preceding result 

follows from Krein and Rutman [29], p. 38, where it is proved that KlifJ 
is weak* closed ; since the convexity of KlifJ is evident, this implies the 
regular convexity of K$; cf. 11.1.4.1. 

II.3.1. A very abstract version of a (partial ordering) maximization 
problem of the type considered in the present chapter in connection 
with the Lagrangian saddle-points can be formulated as follows. 

Let £? be an arbitrary space, X a subset of £?', :V an arbitrary 
space with the transitive relation p, and % a linear system with z' ~ z" 
defined to mean z' - z" e P, where P, is a convex cone. 

Furthermore let f be a function on £? into :V and g a function on 
£?'into%. 

Let the constraints be x E X and g(x) ~ 0,. 
Let Xv denote the permissible x-set, i.e., 

Xo = X n g- 1(P,) = {x E £?' : X E X, g(x) ~ 0,} ' 

while 
Yo = .f\Xo) = {y : y = f(x), x E X, g(x) ~ 0,} 

is the permissible y-set. 

Denote by Yo the p-maximal subset of· Yo ; i.e., 

Yo = {Yo E Yo : y' E Yo, y' P Yo imply Yo P y'} 

and call Yo the maximal y-set, while X0 = [- 1CYo) is called the maximal 
x-set. An element of a (y- or x-) maximal set is called maximal. 

The objective is typically to characterize Xo. Hence a maximization 
problem is uniquely determined by the selection of 

TC =(£?,X; :v, p; %' P,; f. g) 

and we may refer to n as the (partial ordering) maximization problem. 
In some contexts we only need :V, p, and Yo, without reference to 

how Yo is defined. In others specializing assumptions are made with 
regard to the entities defining n. 

II.3.2. For a given maximization problem n, as defined in the preced­
ing section, we define a generalized Lagrangian expression <P" or (where 
safe) <P by 

<P = <P, = <P,(x, (* ; 7J*) = 7J*[f(x)] + (*[g(x)] , x E £? , 

where (* and 7J* are real-valued functions on % and :V respectively. 
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That is, cJ:>, is a real-valued function in the Cartesian product space 
2-" x [(*] x [7J*] where [(*] and [7J*] are the spaces of real-valued func­
tions on % and :'?" respectively. 

II.3.3. Let % be a topological linear space, %* its conjugate space. 
Symbols such as z*, z;i denote elements of %*. We say that ¢,1 (where 
rr1 differs from rr in that rr1 requires % to be a linear topological space) 
has an isotone saddle-point at (x0 , z;i ; 7Jt} if 

( 1 ) Xu EX, z: ~ 0, 7Jd E [ 7JtJ and 7Jd is strictly isotone with respect to p, 

( 2) C!>,Jx, z[ ; 7);) ~ ¢,1(Xo, z: ; 7);) ~ cJ:>,Jxo, z* ; 7Jd) 

for all x E X and all z* ~ 0 . 

Now specialize the partial ordering maximization problem rr1 to the 
vectorial (ordering) maximization problem rr, as follows. Let di!!? be a 
linear system, P" a convex cone in cffl:"', x ~ 0 be defined as x E P", and 
X= P". Furthermore, let V be a linear topological space, Pv be a 
convex cone in :P', and let p be :2p . (Hence y;; E :'?"*, and y;i > 0 - y 

means y;; is strictly positive on Pv.) 
We then say that the Lagrangian expression cJ:>,, has a non-negative 

saddle-point at (x0 , z;i ; y:) if 

( 1') X 0 ~ 0, z: ~ 0' 

and 

( 2') <:t>,,(x, z: ; yd) ~ cJ:>,,(x0, z;i ; y:) ~ c'!>,,(x0, z* ; yt) 

for all x ~ 0 and all z* ~ 0 . 

II.4. Let di!!? and :P' be linear systems and let f be a (single-valued) 
function with a convex domain 53!~ .:fl? and range .9£ ~ y. Then the 
function f is said to be concave if, given any x', x" E 9 and any real 
number 0 < B < 1, we have 

(1 - B)f(x') + Bf(x") ~ /[(1 - B)x' + 8x"] , 

where y' ~ y" means y' - y" E K for a given convex cone K in &Y. 
II.5.1. Let 'J,;V'- be a Banach space and h a (single-valued) function 

whose domain is a set A of reals and the range a subset of ~. i.e., 

w = h(a), a E A, wE~. 

Following Graves'8 we define the first derivative h'(a0) = _i!_h(a) I of 
da "'-"o 

h with regard to a at a 0 as the element of ~·such that 

lim II h(a) - h(ao) - h'(ao) II = 0 . 
a.-~o a- ao 

28 Reference [17], p. 164. 
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Similarly, 

~h(a) I = _E_ _E_h(a) I , etc. 
da• da da 

!t=tt.o ~»""'!tro 

Now let ~ and ~be Banach spaces and fa function on ~ into 
v-. Then f(x 0 +ax'), a real, x0 , x' E .R:', may be regarded, for fixed 
x 0 and x', as a funcUon of the real variable a with values in V. We 
define the first, second, etc., variation off at x0 with increment x' by 

8f(xo; x') = .!:_ftxo + ax') I , 
da 

a>-0 

d' I 8'f(xo ; x') = daJ(x0 + ax') , etc.'9 

o>=O 

When the domain of f is open and 8f(Xo ; x') exists and is continuous 
in x', 8f(x0 ; x') is called the Frechet differential off at x0 with increment 
x'. It has been shown30 that the Frechet differential 8f(x0 ; x') so defined 
is linear (i.e., homogeneous and additive) as well as continuous in x'; 
also that 

lim -11
1, II llf(xo + x')- f(xo)- 8f(xo; x')ll = 0 

ll•'ll~o X 

for all x in the domain of f. 
II.5.2. The "function of a function rule" is valid for Frechet dif­

ferentials31 and may be stated as follows. 
Let ~. ~.% be Banach spaces; fa function on ~ into V, g on 

%into~-

y=f(x), 

x = g(z) , 

Yo =f(x,), 

Xo = g(Zo) , 

and assume that f and g possess Frechet differentials at x0 and z0 re­
spectively. Write 

f(g(z)) = h(z) 

so that h is a function in % into ;r. Then, for ( E %, 

ah(zo; C) = (Jf(xo; (Jg(zo; C)) . 

The reader is referred to Frechet [11], [13], Hildebrandt and Graves 

29 An equivalent definition of (]f(x0 ; x') is 

"'f( . ') _ 1. fixo+ax') - f(x0) 
u. xo,:::t:- 1m 

...... o a 

where, for a function w=h(a) of real variable a with values in "$""', we write 

lim h(a) = wo, WoE. "$""' if and only if lim II h(a)-w0 II= 0. 
«--"'o· a-t11-o 

Cf. Hildebrandt and Graves [19), p. 136, and Hille [20],. pp. 71-72. 
3tl Hille [20), p. 73 and p. 72, Def. 4.3.4. 
st Cf. Hildebrandt and Graves [19], pp. 141-44; Graves [17), p. 649. 
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[19], Graves [16], [17], and Hille [20] for an account of the properties 
of Frechet differentials. 82 

II.6.1. Let 2 and 'Y be two Banach spaces. Consider the linear 
system whose elements are the ordered pairs (:x, y), :x E 2, y E V, with 
addition and scalar _multiplication defined by 

( 1') {(:x', y') + (:x", y") = (:x' + :x", y' + y") 

a(:x, y) = (a:x, ay), a real. 

Then the linear system of the ordered pairs (:x, y) will become a Banach 
space if it is normed in such a way that33 

(1") lim :x.,. = :X0 and lim Yn = Yo 

if and only if ~~ IJ (:x,., Yr.) - (:xo, Yo) II = 0 · 

Such a Banach space of the ordered pairs (:x, y) is denoted by 2 x V 
and is called the (Banach) product of 2 and 'Y. Writing, for A~ .2"", 
B ~ 'Y, A x B = {(:x, y): x e A, y E B} we have34 A x B closed if and 
only if both A and B are closed. 

More generally, let 2 and ~ be linear topological spaces and consider 
the linear system of the ordered pairs (x, y) with the operations defined 
by (1') above. 

Then the space of pairs (:x, y), again to be denoted by ~ x 'Y (and 
called linear topological product), may be topologized by choosing as a 
base55 the sets 

{(:x', y'): :x' e U,, y' e 'Y} , 

{(x", y"): x" e 'Y, y" e Uv} , 

{(x'", y"'): x'" e Uz, y'" e 1/v} , 

where U, is any open set in ~, Uv any open set in 'Y. It may be 
noted for later reference that36 with this topology A x B is closed if A 
and B both are. 

It is known 87 that if 2 and 'Y are linear topological spaces, then 
so is 2 x 'Y ; if 2 and 'Y are locally convex, then so is ~ x 'Y. 

II.6.2. Let38 2"' = ~' x 2" be the (Banach) product of the two 
Banach spaces 2"'', 2". The symbols x' and t;' denote elements of Z', 
:x" and t;" those of d/!?", x and r; those of z. Iff is a function on 

82 See also V. 3. 3. 8 for a discussion of differentials in a class of spaces wider than 
Banach. 

83 Banach [3), pp. 181-82, especially eq. (33), where examples of norms satisfying (1) are 
given. Cf. also Hyers [22], pp. 3, 5, and Tychonoff [43], p. 772. 

84 Cf. Kuratowski [32], 24.Il.1, p. 219. 
56 Cf. Lefschetz [34], p. 6 (6.1); p. 10, Section 12. 
sa Lefschetz [34], p. 11 (12. 6). 
57 Tychonoff [43], p. 772; Bourgin [9], p. 639; Hyers [22], pp. 3, 5. In these sources it is 

shown how a linear topological product of an arbitrary ·family of spaces is formed. 
58 We confine ourselves to the product of two spaces. The treatment of 31:"(1) x 31:'(2) x ... 

x z(nJ is quite analogous. 
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~ into the Banach space ~, Bf(x ; r;) will denote the Frechet differential 
off at x with increment f;. 

Then the partial Frechet differential of f with respect to x' at x0 with 
increment f;' is written as B,,f(x0 ; r:') and is defined by 

( 1) B,,f(xo; () = B.f(xo; (r;', 0,,)), X 0 E ~. x', $' E £;"'' . 

We have" the additivity law 

( 2) 3/(xo; (r;', t')) = a,,f(xo; n + a,,f(xo; f") . 

II.6.3. We shall now state the " function of a function " rule for the 
case of a function of several variables. 

Let 
~ = ~(t) X ~(') X • • • X ~(n) 

% = % (t) X % (2) X • • • X % (m) 

where all spaces are Banach and so are the products. Also, let f be a 
function in 2:" into the Banach space ~, g(i) in % into ~Ci>. 

y =f(x), 

xC!> = gCi>(z) ' 

Yo= f(xo) , 
Xo(i) = gCi>(zo) (i = 1, 2, · · ·, n) 

and assume that f and each of the gCi> possess Frechet differentials at 
x0 and Z0 respectively. Write 

h(z) = .f((gC'>(z), gC'>(z), .•• , g(7'l(z))) 

so that h is a function in % in to ~. Then, for ( E %, 
n m 

Bh(zo; () = E 8fxCi)(x0 ; E BzU>gCil(z,; (Ci>) 
i=l 

where (CiJ e %CiJ. 40 

II.6.4. We shall find it convenient to define a "quasi-saddle-point" 
for Lagrangian expressions. We say that 

c:P(x, z* ; y:) = y[[f(x)] + z*[g(x)] 

has a non-negative quasi-saddle-point at (x0 , z[ ; y":) if and only if 
y[ > 0, x0 ~ 0, zt ~ 0, and the following relations hold: 

for all x ~ 0, x = X 0 + f; , 

3,1>((Xo, z:) ; Xo) = 0 , 

a,.G>((xo, zn ; (*) = (*[g(xo)] ~ 0 

a .. G>((xo, zn ; z[) = z[[g(xo)] = 0 . 

for all z* ~ 0, (* = z* - z: , 

It is seen that if c;D has a non-negative saddle-point at (x0, z[ ;-y;), 
then it necessarily has a non-negative quasi-saddle-point there, but the 
converse is not true. 

39 Cf. Hildebrandt and Graves [19], p. 138. 
40 Cf. Frechet [11], pp. 318-21. (The reprinted version in [13] is free of the misprints in 

[11].) 
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III. The " Minkowski· Farkas Lemma " 

III.l. Throughout III, z is a linear topological space, :2/ a locally 
convex" linear space, y' ~ y" means y' - y" e Py, where Py is a closed 
convex cone. T is a linear continuous transformation on 2' into :V. 
~. :V, Py, T are fixed throughout. ~*. V* are the conjugate spaces 
of ~. V, and T* is the adjoint of T. 

III.2. If x* e J;C'* is such that 

( 1 ) x* = T*(y*) for some y* e :V* , 

we say that eq. (1) is solvable. If x* is such that eq. (1) holds for 
some y* ~ 0, we say that eq. (1) is positively" solvable. We then also 
say that x* makes eq. (1) positively solvable. 

The set of all x* e ~* which make eq. (1) positively solvable will 
be denoted by ZT, i.e., 

( 2) ZT = {x* E J;C'*: x* = T*(y*), y* ~ 0} 

Note that, since {y*: y* ~ 0} = P~, we have 

( 3 ) ZT = T*(P~) . 

The point x* is said to be positively normal with regard to T if 
( 4) for all x e 2', T(x) ~ 0 implies x*(x) ~ 0 . 

We shall denote by VT the set of all x* positively normal with regard 
to a given T, i.e., 

( 5) VT = {x* E Z*: for all x E z, T(x) ~ 0 implies x*(x) ~ 0} . 

III.3. THEOREM III.l. If x* makes eq. (1) positively solvable, then x* 
is positively normal with regard to T. In set language, 

( 6) ZT ~ VT. 
PROOF. Let x* = T*(y*) for some y* ~ 0. Then we have, by the 

definition of T*, 

( 7) x*(x) = (T*y*)(x) = y*(Tx), for all x e ~. 

Therefore, since y* ~ 0, T(x) ~ 0 implies x*(x) ~ 0. 
III.4. THEOREM III.2. lf every x* positively normal with regard to 

T makes eq. (1) positively solvable, then the set of all x* which make eq. 
(1) positively solvable is regularly convex. In set language, if VT ~ ZT, 
then ZT is regularly convex. (We may note that, in view of (6), Theorem 
III.2 may be equivalently restated as follows: if VT = ZT, then ZT is 
regularly convex.) 

PROOF. We riote that the set 

( 8) XT = {x E ~: T(x) ~ 0} 

is a convex cone and VT = X'¥, so that, by Lemma II.3 m II.2.6.1, VT 
is regularly convex and hence so is ZT = VT. 

41 Cf. II.l.l. 3. 

•• " Non-negatively " would be more accurate but awkward. 
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III.5. THEOREM III.3. Vr coincides with the regular convex envelope 
of Zr: 

( 9) VT = ZT. 

PROOF. In view of Theorem III.l, it will suffice to establish 

(10) Vr ~ Zr, 
i.e., that x* ¢ Zr implies x* ¢ Vr. 

Consider some x~ ¢ Zr. We shall find x, such that T(x1) ~ 0 while 
x:(x,) < 0. 

Since Zr is regular convex (cf. II.1.4.2), there must exist x 0 E ;;c"' 

such that 

(11) sup x*(x0) < x~(xo) . 
x*EZT 

Since a cone Zr is contained in Zr and 

sup x*(x0 ) 

z*EZT 

is finite, (11) implies 

(12) x*(x0) ~ 0 < xt(x0) for any x* E Zr . 

Now write 

(13) 

Then (12) may be written 

(14) 

and 

(15) x*(x,) = y*(Tx,) = (T*y*)(x,) = - x*(x0 ) ~ 0, for any y* ~ 0, 

since x* = T*(y*) E Zr. 
Now since Pv = {y*: y* ~ 0} is assumed closed and :Y locally convex, 

the Lemma II.2 in II.2.5 applies. It follows that 

(16) T(xJ ~ 0 . 

But (14) and (16) together imply x: ¢ Vr. 
III.6. THEOREM III.4. The positive normality of x* with regard to 

T is equivalent to x* making eq. (1) positively solvable if anil only if the 
set of all x* making eq. (1) solvable is regularly convex. In set language, 

(17) Zr = Vr if and only if Zr is 1·egularly convex. 

PROOF. If Zr = Vr, the regular convexity of Zr follows from Theorem 

III.2. On the other hand, if Zr is regularly convex, we have Zr = Zr 
(cf. Lemma ILl in II.1.4.2). The equality Zr = Vr then follows from 
Theorem III.3. 

III. 7. The finite-dimensional Euclidean case. In a reflexive Banach 
space, a set is regularly convex if and only if it is convex and (strongly) 
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closed · (cf. II.1.4). Sin:ce ZT is always convex, for reflexive Banach 
spaces one may substitute " (strongly) closed " for " regularly convex " 
in Theorem III. 1, 2, 3, and 4. 

In particular, if ~ and 'Y are finite-dimensional Euclidean ·spaces 
(hence Banach and reflexive in the Euclidean distance topology) and T 
is represented by a matrix, ZT is a polyhedral convex cone (cf. Gale in 
[14], p. 290, Dei. 1') which is closed in the Euclidean distance topology. 
Hence for this case ZT is necessarily regularly convex and ZT = VT for 
all T. The Minkowski-Farkas Lemma as usually stated asserts that 
VT <;;; ZT in the finite-dimensional Euclidean case. This follows from 
Theorem III.3, since ZT is known to be regularly convex. 

[Let y = (y1, y., · · ·, y,.) and write I= {1, 2, · · ·, n} . 

Partition I into I' and I" where I' U I" = I, I' n I" = ¢, and either I' 
or I" may be empty. The relation y ~ 0 is interpreted as meaning 

ifiel', 

Y; = 0 if i e I" . 
The Minkowski-Farkas Lemma is usually stated for I= 1', but it is 

clear that P11 = {y E V: y ~ 0}, where the meaning of y ~ 0 is that 
j11st stated, is necessarily closed.] 

III. Appendix: Relationship with Hausdorff's results. [NOTE: 
This appendix is incorrect in its present form and should be ignored. 
For technical reasons, however, it was impossible to eliminate it from 
the present printing.] 

IIIa.l. Suppose that x* is positively normal with regard to T (cf. 
III.2) and let, for some x' e 2"', 

( 1 ) T(x') = 0 . 

Then 

( 2') 

and 
(2") 

T(x') ~ 0 

T(- x') ~ 0. 

Since x* is positively normal, the preceding inequalities yield, respectively, 

( 3') x*(x') ~ 0 

•and 

(3") x*(- x') ~ 0, 

i.e., 

(4) x*(x') = 0. 

Hence, if x* is positively normal with regard to T, we have 

.. ( 5) for all x E 2"', T(x) = 0 implies x*(x) = 0 . 

Call x* satisfying ( 5) normal with regard to T. I.e., we have shown 
that 1! x* is positively normal with regard to T, then it is also normal 
with regard to T. 
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IIIa.2. We shall now show that 
(6) if x* is normal with regard to T, then either x* or - x* is 

positively normal with regard to T. 

75 

For suppose it could happen that (5) holds and neither x* nor -x* 

is positively normal with regard to T. Then there must exist x1 , x, E ~ 
such that 

(7.1) T(x 1) > 0 , 

(7.2) x*(x1) > 0 , 

(8.1) T(x2 ) > 0 , 

(8.2) x*(x2) < 0 . 

[Suppose no such pair x1, x2 exists. Then it must be that either 

T(x) > 0 implies x*(x) ~ 0 or T(x) > 0 implies x*(x) ~ 0. This, in con­
junction with (5), would then yield (6).] 

Let 

( 9) ..l = T(xl) . 
T(x,) 

Then 

(10) T(x1 - ),x2) = T(x1) - ..IT(x2) = 0 . 

On the other hand, by (7), (8), and (9) (which imply J. > 0), 

(11) x*(x1 - ..lxz) = x*(x1) - J.x*(x2) > 0 . 

Hence (5) fails to hold for x1 - ..lx2 E Zwhich establishes the validity 
of (6). 

IIIa.3. Write 

(12) FT = {x* : for all x E ~. T(x) = 0 implies x*(x) = 0} 

(the set of x* normal with regard to T) and recall that the set of all 
x* positively normal with regard to T is denoted by VT. Hence the 
results in IIIa.1 and IIIa.2 may be written as 

(13) FT = VT u (- VT) . 

IIIa.4. We shall now show that" 

(14) 

First, 

(15) 

for any element in VT U (- VT) is either of the form x{ - 0;-' where 
x[ E VT or of the form o; + xi' where xi' E (- VT). Note that 0;-' E VT 

nc- VT). 
On the other hand, let x* be an element of VT- VT, i.e., 

(16) x* = x[ + x{, 

By (13), xt EFT (i = 1, 2). But then x* EFT, since FT is a linear set. 

"' A- B is the set of all elements of the form a- b, a E A, b e B. A- A is neither 

empty nor the null element! 
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For let x[ E FT (i = 1, 2). Then T(x) = 0 implies x[(x) = 0. Consider 
x* = a 1xi + a,x-;' and suppose T(x) = 0; then x*(x) = a 1xi(x) + a,xi(x) = 0, 
hence x* E FT. 

IIIa.5.0. From now on we shall assume that 
(17') all the spaces considered are Banach (which implies that both T 

and T* are bounded, since T was assumed continuous) ; 
(17") for every y* E ~*, there exist y~ E P~, y-;' E P~ such that 

y* = y~- y-;'. 
(17") is equivalent to the condition that P11 is a normal cone ; cf. Krein 
and Rutman [29], Def. 2.2, p. 22, and p. 24. 

IIIa.5.1. Example. Let V be the space of all continuous real-valued 
functions y(t) defined on the closed interval [0, 1]. (This space is usually 
denoted by C[O, 1].) Then44 every bounded linear functional y* can be 
defined by 

(a) y*(y) = t y(t)dg (y E V) 

where g is a function of bounded variation. Now define y E Pv (i.e., 
y ;;;; 011) to mean 

(b) y(t);;;; 0 for all 0 ~ t ~ 1 . 

Then y* ;;;; o: (i.e., y* E PB) means that the function gin (a) is monotone 
non-decreasing. But it is well known (e.g., Titchmarsh [42], p. 355, 
Sec. 11.4) that if g is a function of bounded variation, it can be ex­
pressed as 

(c) 

where g1, g, are monotone non-decreasing. I.e., the cone Pv is normal. 
IIIa.5.2. The condition (17") may be written as 

(18) 

Now suppose 

(19) 

i.e., 

~* = P'f- p~. 

x* E T*(~*), 

(20) x* = T*(y*) for some y* E V* . 

Then, by using (17"), we have 

(21) 

i.e., 

(22) 

where 

(23) 

x* = T*(y{ - y:) 

x* = xt- x:' 

x[ = T*(y!) 

so that, by definition of ZT (cf. III.2 (2)), 

(24) 

M Banach [3], Section 4.1, pp. 59--61. 

(yi E P'f, i = 1, 2) , 

(y[ E P'f, i = 1,-2) , 

(i = 1, 2) ' 
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i.e., 

hence 

(25) T*(:Y*) f:; z'l' - z'l' . 

On the other hand, let 

(26) x* E ZT - ZT . 

Then the relations (22), (23) hold for some yf E P? (i = 1, 2), and hence 
(20) holds for y* = yf- yt, so that (19) follows and 

(27) T*(~*) ~ z'l' - z'l' . 

(Note that (27) holds even if Pv is not assumed normal.) Equations (25) 

and (27) together yield 

(28) T*(:Y*) = z'l' - z'l' . 

IIIa.5.3. Consider now the case when ZT is regularly convex. We 
know (Theorem III.4) that in this case 

(29) z'l' = v'l'. 

But then, from (14) and (28) we have 

(30) T*(~*) = F'l' . 

When (30) holds, Hausdorff ([18], p. 307) says that the equation 
x* = T*(y*) is nor'I'IWlly solvable; he calls the equation y = T(x) nor'I'IWlly 
solvable if and only if 

(31) T(~) = F'l'. I 

where 

(32) F'I'* = {y: for all y* E ~*, T*(y*) = 0 implies y*(y) = 0} . 

Hausdorff shows (ibid., Theorem X, pp. 308, 310) that in Banach spaces 
the following four properties are equivalent : the normal solvability of 
x* = T"'(y*), the normal solvability of y = T(x), the closedness of T(Z), 
and the cl.osedness of T*(:Y*), i.e., 

(33) (30) ¢::::?. (31) ¢::::? T(~) closed ¢::::? T*(:Y*) closed. 

IIIa.5.4. Now, under the assumption that Pr is normal and ZT reg­
ularly convex, we have obtained (30). It follows from (33) that both 
T(Je"") and T*(:Y*) are closed. 

The example below'5 shows that ZT need not be regularly convex 
when P. is normal. This is of importance, since it shows that the 
assumption of regular convexity in the theorems :i.n IV is not automati­
cally satisfied. 

Let Z = C[O, 1] and 

y = T(x) 

where 

" Closely related to one suggested by Professor B. Gelbaum. 
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y(t) = ~: x(t)dt . 

Then y is absolutely continuous, hence continuous, and we may take 
:V = C[O, 1] also, As noted earlier, we may define y ;;;; 011 to mean 
y(t) ;;;; 0, 0 s t s 1 in which case Pv is normal. Now take any function 
Yo E C[O, 1] which is not absolutely continuous (e.g., the one given by 
Titchmarsh [42], Sec. 11. 72, p. 366). Then Yo is not46 in the range 
T(~). But Yo is a strong (uniform) limit of a sequence of polynomials/7 

hence Yo is an element of the closure of T(~). Hence T(~) is not 
closed, hence (by (33)), eq. (30) fails, so that ZT cannot be regularly 
convex. 

IIIa.5.5. 

(34) 

Consider now the special case when 

Py = {011} • 

(Pv is (vacuously) normal, but this fact is of no relevance in what 
follows.) Then 

(35) F1' = :V* . 

In this case we have (cf. III, eq. (3)) 

(36) ZT = T*(:V*) . 

Also, using (13), we get 

(37) 

since 

(38) VT = - VT . 

[Let x* E VT. Then T(x) ;;;; 011 implies x*(x) ;;;; 0. But, for P11 = {011}, 

y ;;;; Ov is equivalent to - y ;;;; 011 ; hence T(x) ;;;; 0!1 implies T(- x) ;;;; 011 

which in turn yields x*(- x) ;;;; 0 or - x*(x) ;;;; 0. The latter relation 
means that - x* e VT. Hence VT ~ (- VT). That (- VT) ~ VT is 
shown in the same fashion.] 

Now suppose that 

(39) ZT = VT. 

This is equivalent to 

(40) 

i.e., Hausdorff's normal solvability of the equation x* = T*(y*). 
By Theorem III.4, (39) implies that ZT = FT = T*(:V*) is regularly 

convex; hence (cf. II.l.4.1) T*(:V*) is closed in the weak* topology, 
hence it is (strongly) closed. Thus we have obtained Hausdorff's result 
(part of his Theorem X), viz., that the normal solvability implies the 
closure of T*(:V*), as a special case of our Theorem III.4. On the 
other hand, suppose the space £!" to be reflexive!~!! and let T*(V*) be 

46 Cf. Titchmarsh [42], Section 11.71, p. 364. 
' 7 The "Weierstrass Theorem," cf. Rudin [40], Section 7 .24, p. 131. 
~8 Cf. II. 1.4. 
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closed. In this case (cf. II.l.4) regular convexity is equivalent to regular0 

convexity and the latter is always equivalent to closure with convexity. 
Hence, since T*(V"*) is closed and convex, it is regularly convex and this 
implies, by Theorem III.4, the equalities (39) and (40). 

I.e., we have shown, as a special case of our results in III, when Z 
is reflexive, the (strong) closure of T*(:V*) is a sufficien't condition for 
the normal solvability of the equation x* = T*(y*) which is also a part 
of Hausdorff's Theorem X. 

IV. Further Theorems on Linear Inequalities 

IV.l. In IV all spaces are assumed locally convex linear. Products 
of topological spaces are understood to be linear topological products, 
hence the product spaces are also locally convex linear. 

IV.2. Let U denote a linear continuous transformation on ,2" into %. 
We introduce the transformation T (which is easily seen to be linear 
and will also be shown to be continuous) on ,2" into the product space 
:V = % x ,2" defined by 

( 1') T(x) = (U(x), x) for all x E ,2" . 

In the notation of the type used in matrix calculus we may write 

(1") 

where I(x) = x, for all x E ffe". (I.e., I is the identity transformation 
in ,2".) 

If P,, P. are convex cones in ,2" and % respectively, and- x' ~ x", 
z' ~ z" mean x'- x" E P,., z'- z" e P. respectively, then for y = (z, x), 
we write y' ~ y" if and only if y' - y" e P", where 

( 2) P" = P, X P, = {(z, x) : z ~ 0, x ~ 0} . 

It may be noted that if P. and P,. are closed, then so is· Py (cf. 
II.6.1). 

IV.3. THEOREM IV.l. 
A. Let ffC" be a linear topological space, % locally convex, U a linear 

continuous transformation on ,2" io %, P, and P. closed convex cones 
in ~ and % respectively, and assume that the set 

( 3) x: = {x* e ~*: x* = T*(y*), y* ~ 0} 

is regularly convex. 
B. It follows that, for any x* E ,2"*, if 

( 4) U(x) ~ 0, x ~ 0 imply x*(x) ~ 0 for all x E ~. 

then there exists a z't ~ 0 such that 
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( 5) 

and 
( 6) 

Zo*[U(x)] ~ x*(x) 

x*(x) = 0, U(x) ~ 0, x ~ 0 

PROOF. (5) may be rewritten as 

for x ~ 0, 

imply z:'[U(x)] = 0 . 

( 4') T(x) ~ 0 implies x*(x) ~ 0 for all x E .2" . 
Furthermore, T is continuous in x.49 

Since Xi is assumed regularly convex, Theorem III.4 yields a functional 
Yt ~ 0 such that 

( 7) x*(x) = y;[T(x)] for all x E ,2" . 

Now, since 

( 8) y = (z, x) = (z, 0) + (0, x) , 

we have 

( 9) y-;'(y) = y:((z, 0)) + y;((o, x)) . 

We shall write 

(10.1) y:((z, 0)) = z:(z) for all z E % , 

(10.2) y-;'((0, x)) = x-;'(x) for all x E z , 
where y:((z, 0)) is continuous in z and y-;'((0, x)) is continuous in x. 
Since z ~ 0 implies (z, 0) ~ 0 and x ~ 0 implies (0, x) ~ 0, it follows 
that, for z"t, x"t' defined by (10), y"t ~ 0 yields 

(11.1) z: ~ 0 '. 

(11.2) x: ~ 0 . 

Thus 

(12) x*(x) = yHT(x)] = y:[(U(x), x)] 

= z:CU(x)] + xt(x) for all x E 5r . 

Since x"t ;::::; 0, (5) follows. 

Now let x1 satisfy the hypotheses of (6), i.e., 

(13.1) x*(x1) = 0 
and 

(13.2) 

Equations (13.1) and (5) yield 

(14) 

49 We have T(x) = (U(x), I(x)) where I(x) = x for all x E K. Then (cf. Lefschetz [34], 
p. 7 (8.2)), T is continuous if every inverse image of a member of a sub-base in :Y = z x z 
is open. Such a sub-base is given (cf. Lefschetz [34], p. 10) by the collection of sets 

Y 1 = {y 1 = (z~, x 1): z' EN., x' E .w}, Y" = {y 11 = (:~: 11 , x11): z11 E.>£, x 11 EN.,} 

where N., N., are open sets in .>1: and .w respectively. Now the inverse image T-l(Y1) = 
{x: T(x) E Y 1} = {x: U(x) EN., l(x) E .w} = {x: U(x) EN.} = U-l(N.) which is open since 
N, is open and U continuous. Similarly T-l(Y11) = {x: U(x) E :~<, I(x) EN.,}= N., which 
is open. 
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On the other hand, since U(:;Ih) ~ 0, and Zo* ~ 0, 

(15) zt[U(x1)] ~ 0 . 

Equations (14) and (15) yield the conclusion of (6). 
IV.4. Let all hypotheses under A in Theorem IV.1 hold, except that 

X~ is not assumed regularly convex while £"'and % are taken to be 
normed spaces. Suppose there exists a z't ~ 0 such that (5) holds. 
Then define 

(16) 'f'(x) = x*(x) - z;[U(x)] for all x e £"' . 

Clearly 'f' is linear, and, because of (5), 

(17) x ~ 0 implies 'f'(x) ~ 0 . 

Also, 'P is bounded, since, for any x e .:2"', 

(18) i'f'(x)l = lx*(x)- zt[U(x)] ~ lx*(x)l + lzt[U(x)JI 

Thus 

(19) 

Now define 

~ llx*ll· llxll + llztll· IIUII·llxll 

= Cllx*ll + llztll· IIUIDIIxll-

'f' E Jlf'*, 'P ~ o:. 

(20) cf;(y) = if;((z, x)) = zt(z) + q>(x) for all z e % and all x E £"' , 

which is linear in y, since 

(21.1) rj;(ay) = ¢(a(z, x)) = rj;((az, ax)) = zt(az) + 'f'(ax) 

= az"t(z) + aq>(x) = a¢(y) 

and 

(21.2) ¢(y' + y") = rj;((z' + z", x' + x")) = zt(z' + z") + 'f'(X' + x") 

Also, 

(22) 

= Zo*(z') + z"t(z") + 'f'(x') + 'f'(x") 

= rj;(y') + ¢(y") • 

y ~ 0 implies ¢(y) ~ 0 

since if (z, x) ~ 0 then z ~ 0 and x ~ 0 and both Zo* and 'f' are non­
negative functionals. 

Finally, ¢ is continuous. For let (z,., x,.) = y,.-+ Yo = (Zo, Xo), n = 
1, 2, · · · . Then, by II.6.1, eq. (1), z,. -+ Zo and x,.-+ z 0• Hence, since 
zt and 'P are continuous, z"t(z,,.) -+ z't(Zo) and 'f'(x,.} -+ 'f'(X0), and therefore, 
'P(Y,.) -+ 'f'(Yo) · 

Hence 

(23) ¢ E ~* ' Y' ~ o: . 
Because of (16), we have 

(24) x*(x) = zt[U(x)] + 'f'(x) for all x e 2" , 

i.e., by (20), 
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(25) 

or 

x*(x) = ~[(U(x)), x)] 

= ~[T(x)] for all x e ~, 

(26) x* = T*(~) , ~ ~ o; . 
Now (26) holds for all x* e ~*; it follows from Theorem III.4 that 

the set X'; is regularly convex. Thus we have shown that, at least 
in normed spaces, given the other hypotheses under A in Theorem IV.l, 
the assumption of regular convexity of X~ is necessary (as well as suf­
ficient) for the validity of the conclusions. We may state this as 

THEOREM IV.2. 
A. Let.%" and % be normed spaces, U a linear bounded transforma­

tion on Z to %, P, and P, closed convex cones in ~ and % respec­
tively. Then the condition that the set 

(27) X~= {x* E ~*: x* = T*(y*), y* ~ 0} 

be regularly convex is equivalent to the following : for any x* E ~*, if 

(28) U(x) ~ 0, x ~ 0 imply x*(x) ~ 0 for a4l x E 2 , 

then there exists a Zo* ~ 0 such that 

(29) z:[U(x)] ~ x*(x) for x ~ 0 

and 

(30) x*(x) = 0, U(x) ~ 0, x ~ 0 imply z:[U(x)] = 0 . 

IV.5. The following result generalizes Theorem IV.l to situations 
where non-homogeneous inequalities appear. 

THEOREM IV.3. 
A. Let all the hypotheses under A in Theqrem IV.l hold, the transfor­

mation T being defined in (37), (38) below. 
B. It follows that if, for some x e ~. 

(3i) x ~ 0 and U(x) - a ~ 0 , 

and if, for some x* e Z*, 

(32) x ~ 0 and U(x) - a ~ 0 imply x*(x) - {1 ~ 0 , 

then there exists a z: ~ 0 such that 

(33) z,*[U(x) - a] ~ x*(x) - {1 for x ~ 0 

'and 

(34) x*(x) = (3, U(x)- a~ 0, x ~ 0 imply z:[U(x) - a] = 0 

PROOF. Consider the product space 

(35) Y= {w: w = (p, x), p real, x e ..2'"'} 

and the linear transformation 

(36) P(w) = P((p, x)) = -ap + U(x) . 

on ~into·%. 
Then define 
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(37) T =( ~)' l(w) = w for all w e "$'', 

i.e., 

(38) T(w) = (P(w), w) or T((p, x)) = ( -ap + U(x), (p, x)) 

and T is a linear transformation on ":¥'into % x ~­

Now suppose we have shown that 

(39) T(w) ~ 0 implies w*(w) ~ 0 

where we define w* by 

(40) w*(w) = w*((p, x)) = - (3p + x*(x) . 

83 

One can ascertain easily that Theorem IV.1 applies, with w replacing 

x, w* replacing x*, and P replacing U. 
Hence there exists a z't ~ 0 such that 

(41) z:[P(w)] ~ w*(w) for w ~ 0 

and 

(42) w*(w) = 0, T(w) ~ 0 imply z't[P(w)] = 0 . 

Equation (41), written out explicitly, yields, by (36) and (40), 

(43) z"t[ -ap + U(x)] ~ - (3p + x*(x) for p ~ 0, x ~ 0 . 

Letting p = 1 we obtain (33). 
Similarly, using (36), (40), and (38) in (42), and putting p = 1, we 

obtain (34). 
Therefore, it remains to establish (39) which, written out explicitly, 

states that 

-ap + U(x) ~ 0 l 
p ~ 0 imply -(3p + x*(x) ~ 0. 

x~O 

(44) 

Suppose (44) is false. Then the hypotheses of (44) must hold and the 

conclusion fail for some Po ~ 0, x0 ~ 0. We shall first consider the case 

Po > 0. I.e., we have 

( 45.1) 

and 

(45.2) 

so that 

(46.1) 

and 

-apo + U(xo) ~ 0 
Po> 0 
X 0 ~ 0 

-a+ uc;:) ~ 0 

~20 
Po -
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(46.2) - P + x*( ~) < 0 . 
Po 

This, however, violates (32). Hence the implication in (44) has been 
established for p > 0. We shall now take up the case p = 0. I.e., 
we must show that 

(47) 
Ui(x) > 0} . = Imply x*(x) ~ 0 . 
x~O 

Let x1 satisfy the hypotheses of (47) and take a real ..l > 0. Then, by ·(31), 

(48) - [a- U(x)]..l + U(x1) ~ 0 
and hence 
(49) 
Note also that 
(50) 

- a.l + U(x1 + ..lx) ~ 0 . 

Hence, for Po= ..l, Xo = x1 + ..lx, the hypotheses of (45.1) are satisfied, 
so that 
(51) - {d.l + x*(xl + .lx) ~ 0 . 
We therefore have 

(52) for all ..l > 0. 

Suppose now that 

(53) x*(xJ = - E < 0 . 

Then (52) is false for any ). > 0 if x*(x) - {3 ;:;;;; 0. 
Hence suppose 

(54) x*(x) - p = 7J > o . 
and take ..l = c/(27J). Then (52) becomes 

(55) 

i.e., 

(56) 

-E+-E-7)>0, 
27] 

__ E_ > Q 
2 

which contradicts (53). Hence 

(57) x*(x1) ~ 0 

which establishes the validity of (47). 

IV.6. Consider now the special case of Theorem IV.3, where P~ = 2", 
so that the restriction x ~ 0 is necessarily satisfied for all x. In this 
case O! is the only non-negative element of Z*. [For otherwise there 
would be some x't e Cii?* with x;(xu) > 0 for some x0 e JF,- hence 
x;( -x0) < 0 even though -x0 e P~, which contradicts xt ~ 0.] Now the 
counterpart of (12) for Theorem IV.3 is 

(58) -fdp + x*(x) = z:[ -ap + U(x)] + r:tp + xt(x) 
for all p and x e ,2". 
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When P,. = ,2"', it follows that xt(x) = 0 and (58) becomes 

(59) -(dp + x*(x) = zt[ -ap + U(x)] + rtp for all p and all x e z. 
Putting p = 0, (59) reduces to 

(60) x*(x) = Zo*[U(x)] 

Furthermore, if U(x) - a ~ 0 and 
then (34) in Theorem IV.3 yields 

for all x e ,2"'. 

x*(x) ~ x*(x) for all U(x) - a ~ 0, 

(61) zt[U(x) - a] = o . 
which, by (60), implies 
(62) x*(x) = zo"'(a) . 

Hence, with (d ~ x*(x) by hypothesis, we have 

(63) x*(x) = z:(a) ~ (d , 

as in Dantzig's Corollary ([10], p. 334). 

We may state these results as 

COROLLARY IV.3. 

A. Let .Jt!' and % be locally convex linear spaces, U a linear transfor­
mation on .;J'f!? to %, P. a closed convex cone in %, and assume that 
the set 

(64) Xt = {x* e %~:"'*: x* = U*(z*), z* ~ 0} 

is regularly convex. 

B. It follows that if, for some x e ,Jt;"', 

(65) U(x) - a ~ o , 
and if, for some x* E ,2"'*, 

(66) U(x) - a ~ 0 implies x*(x) - (d ~ 0 , 

then there exists a Zo* ;?; 0 such that 

Z:[U(x)] = x*(x) for all X E z· ; (67) 

furthermore 

(68) min x*(x) = Zo*(a) ~ (d • 
U(:o)<:;a 

It will be noted that, in Banach spaces at least, the assumption of 
regular convexity of X& is necessary as well as sufficient if U is bounded ; 
this follows from Theorem IV.2. 

In finite-dimensional Euclidean spaces the requirement of regular 
convexity of X~ is necessarily satisfied (cf. III.9) and if z ;?; 0 means, 
as usual, that each of its coordinates is non-negative, then P. is closed. 
Hence the hypotheses of the regular convexity of X~ and the closure 
of P. may be omitted, and we obtain, as a special case of Corollary 
IV.3, the Lemma (and its· Corollary) stated by Dantzig in [10], p. 334. 
This, of course, suggests the possibility of generalizing the Dantzig 
result on the equivalence of linear programming and game problems, 
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since the Lemma plays a crucial role in Dantzig's proof and Corollary 
IV .3 above provides its generalization. 

V. The Lagrangian Saddle· Point Theorem 

V.l. Isotone Lagrangian saddle-point implies maximality. 

V.l.O. Contrary to the customary sequence, we find it more convenient 

to start with the theorem indicated in the title, rather than with one 

in which the implication goes in the opposite direction. This is done in 

order that the reason for requiring that the functional on ~ be strictly 

isotone and that on % isotone may become more readily apparent. 

V.l.l. Let rr11 denote the partial ordering maximization problem 

obtained if in rr1 of II.3.3 the following two requirements are added: 

( 1) % is a locally convex linear topological space ; 
( 2 ) P. is closed. 
V.l.2. THEOREM V.O. Let the generalized Lagrangian expression 

c'P"11(x, z* ; 7Jt) have an isotone saddle-point at (x0, z[ ; 1)[). Then X 0 is 

maximal. 
For the sake of convenience, we give a more explicit statement of 

the preceding theorem. 
THEOREM V.l. Let x E £"", while the values of f(x) and g(x) are in 

~ and %, respectively, where ~ is ordered by a relation written as ~ 

and % is a locally convex, linear topological space such that z ~ 0 means 

z E P., P. being a closed convex cone. 
Write 

(1) c'P(x, z*) = 7J:Cf(x)] + z*[g(x)] 

where 1J: is a strictly isotone functional on ~ and z* is linear continuous 

functional on %. Here z* ~ 0 means that z*(z) ~ 0 for all z ~ 0. 

Suppose that, for some X 0 EX, zt ~ 0, (X<:;;; £""), we have 

( 2) c'P(x, zt) :;;; c'P(x0, zt) 2 c'P(x0, z*), for all x E X and all z* ~ 0 . 

Then 
(3.1) 
and, for all x E X, 

(3.2) g(x) ~ 0, f(x) ~ f(xo) imply f(xo) ~ f(x). 

V.l.3. PROOF. 

( 4) 

The right-hand inequality in (2) implies that 

z[[g(x0 )] 2 z*[g(x0)] for all z* ~ 0 ; 

hence, in particular, 

( 5) zt[g(x0)] :;;;; (z: + zt')[g(x0)] for all zt ~ 0 , 

since z: + zt ~ 0 if zt ~ 0. But (5) gives 

( 6 ) 0 :;;;; z[[g(x0 )] for all zt ~ 0 , 

and (3.1) follows from Lemma II.2 in II.2.5 above, based on the Mazur­

Bourgin Theorem. 
We shall now show the validity of (3.2). Equation (2) yields 
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( 7) for all x e X and all z* ~ 0 . 
Using z* = o;, this gives 

( 8) 7Jo*[f(x)] + zt[g(x)] ;;:;; 7JtCf(x0)] for all x e X . 

Now let x' eX be such that the hypotheses of (3.2) are satisfied, 
i.e., 

(9.1) 

and 

(9.2) 

g(x') ~ 0 

f(x') ~ f(xo) . 

Suppose that the conclusion of (3.2) is false, i.e., 

(9.3) f(x0) ;f; f(x') . 

Since 7J: is strictly isotone, (9.2) and (9.3) together imply (cf. II.2.1) 

(10) 7Jt[f(x')] > 7Jt(f(xo)] . 

Also, since zt ~ 0, (9.1) gives 

(11) zt[g(x')] ~ 0 . 

From (10) and (11) it follows that 

(12) 7Jt[f(x')] + zt[g(x')] > 7JtCf(xo)] , 

which contradicts (8). Hence (9.3) is false and (3.2) follows. 
It is important to note, that, in this proof, it would not have been 

sufficient to assume 7Jt isotone rather than strictly isotone (cf. V.2.6). 
V.2. Scalarization. 
V.2.1. Let "JiY be a topological linear space and K a convex cone in 

';¥. Then there always exists a linear continuous functional non-negative 
on K, since the null functional [sb(w) = 0 for all w e ~v] has this prop­
erty. However, even with additional assumptions on K (viz., that it 
is closed and pointed50), there may not exist any continuous linear func­
tional strictly positive on K, as shown by example in Krein and Rutman 
([29], pp. 21-22). On the other hand, it has been shown (ibid., Theorem 
2.1, p. 21) that if K is a closed pointed convex cone and "JiY a separable 
Banach space, a linear continuous (equals bounded, in this case) func­
tional strictly positive on K does exist. It is shown below that the 
requirement of pointedness can be removed (Lemma V.2.2 in V.2.5 
below). ["Strictly positive" is defined in II.2.4.] 

When a strictly positive functional exists, it may be used to " scala­
rize" the Lagrangian problem. It has been pointed out in V.l.2 that 
a non-negative functional is not adequate for our purposes (cf. also 
V.2.6 below). 

V.2.2. Let Pv <;;;;; :f/ be a convex cone in the linear topological space 
:f/. We write y' ~ y" if and only if y' - y" E Pv. Y denotes the ~ 
-maximal subset of the given permissible set Y. 

5° K is said to be pointed if Ow of= w e K implies -w !t K. 
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An element51 Yo e Y may have the property that there exists a y: = 
0 

y; > 0 such that 

( 1) y e Y implies y"t(y) ~ y't(Yo) . 

In the light of the remarks in V.2.1, such a y_"t will not always exist 
in infinite-dimensional spaces. But even in the two-dimensional Euclidean 
space, where every closed convex cone does possess a strictly positive 
linear continuous functional, and with Pv chosen as the non-negative 
quadrant, the required Yo" may not exist for some Yo· This, of course, 
is not surprising since so far nothing has been assumed about the set 
Y. But even if (as is natural in certain problems) one were to assume 
Y to be convex, closed, and even bounded, yt > 0 may not exist for 
certain elements of Y.52 

Let Y denote the subset of Y such that Yo e Y if and only if there 
exists a y"t such that (1) holds. 

We shall now formulate a necessary condition for membership in Y. 
Suppose that there exists a y't > 0 such that (1) holds for a given 

Yo E Y. Then 
( 2) Yt(y- Yo)~ 0 for all y e Y, 

i. e., 

( 3) y't(y) ~ 0 for all y E Y - Yo • 

Furthermore, by definition of strict positiveness, 

( 4) 

and 

( 5) 

Putting 

( 6) 

Y"t(y) ;;:;; 0 for all y;;:;; 0 

y"t(y) > 0 for all y ~ 0 . 

yf = -y:' 
we may rewrite (3), (4), and (5) as 

(7.1) 
(7.2) 

(7.3) 

respectively. 

y't(Y) ;;:;; 0 

Y"t(Y);;:;; 0 

Y"t'(y) > 0 

for all y e Y - Yo , 

for all y ~ 0, 

for all y ~ 0, 

Now consider the intersection Ko of all convex cones containing the set 

( 8 ) (Y - Yo) U (- Pv) . 

Clearly, Ko is a convex cone, and furthermore 

( 9) y't(y) ;;:;; 0 for ally E ~. 

[This follows from the fact that the set {y: y"t'(Y) ;;:;; 0} is a convex cone 

51 The element y0 in this context need not be ~ -maximal: cf. Theorem V.2.3. 
52 Arrow's example: Y = {y: y = (y1 , y2), Yt ~ 0, y~ + y~;:;;;;; 1}, Yo= (0, 1). Cf. also Kuhn 

and Tucker [31], p. 488, example. 
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which, by (7.1) and (7.2), contains (Y- Yu) U ( -P11), and hence, by 
definition of Ko, it includes Ko.] 

Writing ~ to denote the closure of Ko, we also have 

(10) yf(y) ~ 0 for all y e Ko , 
by continuity of y{. 

[For linear normed (hence Banach) spaces, this has been noted in 
Krein and Rutman ([29], pp. 16-17). When ~ is a linear topological 
space, (10) is proved as follows : Let y' e ~ and suppose y"f(y) < 0, 
say y{(y) = -a. The inverse image by y"f of the open interval (-3a/2, 
-a/2) is an open set containing y', hence containing at least one point, 
say y" of K0• Thus yf(y") < - af2 < 0, which contradicts (9).] 

Now suppose that there exists an element y' with 

(11.1) y' e Ko 
and 
(11.2) y' ?_ 0. 

Define 

(12) y" = -y·' 

so that 

(13) y" s 0. 

Then, by (7.3), 

(14) yt(y") > 0 . 

But because of (11.1) and (10), 

(15) yf(y') ~ 0 ' 

hence 

(16) yf(y") ~ 0 ' 

which contradicts (14). Hence we have 
THEOREM V.2.1. Let ~ be a linear topological space and P 11 a convex 

cone. If, f0'1.oa Yo e Y, there exists Y:' > 0 such that (1) holds, then the 
set Ko [the closure of the intersection of all the convex cones containing 
the set (Y- Yo) U ( -P11)J does not contain any y' such that y' ?. 0. 

V.2.3. Definition. If ~ contains no y' ?. 0 and Yo is ~ -maximal, Yo 
is said to be properly ma:x:imal. 

V.2.4. THEOREM V.2.2. Let ~ be a linear topological space with the 
property that for every closed convex cone K ~ ~. there is a linear 
continuous functional y* e ~* strictly positive on K. . 

Then, for every Yo properly maximal, there exists a y~ > 0 such that 
(1) is satisfied. 

PROOF. By hypothesis, there exists yt strictly positive on Ko. Then 

liB In this Theorem, y0 need not be ~-maximal. But Theorem V.2.3 asserts that Yo 
must be ~·-maximal. 
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(7.1) and (7.2) are satisfied because Ko contains the sets Y....:. Yo and 
- P-u and because y: e (Ko)Ell. Now take y'::;; 0. Then y' e Ko. Sup­
pose - y' e Ko also. Then, since Yo is properly maximal, -y' "t 0, which 
contradicts y' ::;; 0. Hence, -y' ¢ ifo. But then, because of yt' > 0, 
y{(y') > 0; i.e., (7.3) also holds. It is seen that 

(17) yt = -yi 
has the required property. 

V.2.5. COROLLARY V.2.2. Let :V be a sepG!l"able linear normed space 
and Yo properly maximal. Then there exists a y: > 0 such that (1) 
holds. 

PROOF. In view of Theorem V. 2. 2, it will suffice to prove the fol­
lowing: 

LEMMA V.2.2. For every closed convex cone K in a linear normed 
separable space :V, there is a linear bounded functional strictly positive 
on K. 

To prove the Lemma, we :first note that Theorem 2.1, p. 21, in Krein 
and Rutman [29] is precisely equivalent to our Lemma for the case 
where K is pointed, i.e., where 0 * w e K implies -w ¢ K. Hence, 
it is sufficient to show that the Krein-Rutman proof can be extended 
to cover the case of K not assumed pointed. 

Now the pointedness of K is not used in the Krein-Rutman proof in 
reaching the conclusion that there exists a y"t (in their notation fo) such 
that 

(18) y; e KEll 

and 

(19) Yo e K, Yi(Yo) = 0 imply y*(y0) = 0 for all y* e Kff! . 

We may now use Theorem 1.4, p. 17, in Krein and Rutman [29] which 
asserts54 that for every w0 e C where C is a closed convex cone in .'7?" 
and -w0 ¢ C, there exists w"t e ce such that w:(w0) > 0. This Theorem, 
together with (19), yields the conclusion that 

(20) Yo e K, Yi(Yo) = 0 imply -Yo e K 

which, with (18), makes y: strictly positive on K. 
V.2.6. THEOREM V.2.3. Let :V be a topological linear space and 

y;' strictly positive on the convex cone Pv, and let Ya e Y be such that 
(1) holds, i.e., that y e Y implies y't(y);;:;; Y"t(Y0). Then Yo is maximal 
in Y. 

PROOF. Suppose not. Then, for some y' e Y we have 

(21) y' ~Yo· 

Also, by (1), since y' e Y, 

5' This Theorem follows from the Mazur-Bourgin Theorem (!!.1.4.1) whenever ~Vis locally 
convex. 
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(22) Y"t(y' - Yo) ~ 0 , 

while (21) together with y"t > 0 yields 

-(23) Y'"t(y' - Yo) > 0 . 

The contradiction between (22) and (23) completes the proof. 
It would not have been enough to assume y"t e P11f!3 (or even y: 2 O:> 

instead of Y"t > 0. For in that case (21) would only have yielded 

(23') Y"t(y' - Yo) ~ 0 , 

which does not contradict (22) since equality could hold in both. (E.g., 
in the case of P 71 closed, y' - Yo could be a boundary point of P 11 with 
Y:(y' - Yo) = 0.) 

V.2.7. Noting that the hypotheses of Theorems V.2.1 and V.2.3 
are identical, we summarize the results of V .2 in Theorem V .2.4. 

THEOREM V.2.4. Let ~ be a linear topological space. ordered by the 
relation ~ (where y' ~ y' means y' - y" e P11 , P11 being a convex cone). 

A. If there exists y"t > 0 such that (1) holds for some Yo e Y, then Yo 
is properly ~ -maximal in Y. 55 

B. lf for every closed convex cone K ~ ~ there is a linear continuous 
functional y* e ~* strictly positive on K (as is, for instance, the case 
in a separable linear normed space), then for every Yo properly ~ -maxi­
mal there exists a y"t > 0 such that (1) is satisfied. 

V.3. Maximality implies existence of a saddle-point. 

V .3.1. Lagrangian saddle-points without differentiability. 
V.3.1.1. The basic idea of the Theorem presented in this section 

goes back to Slater's paper entitled "Lagrange Multipliers Revisited" 
[41]. The chief accomplishment of Slater's paper was to establish the 
existence of a saddle-point for the Lagrangian expression without using 
differentiability properties in any way whatever, the reliance being 
placed on the concavity properties of the relevant functions. (A more 
detailed comparison is given at the end of Part I of the present chap­
ter.) Since the differentiability approach also used the concavity prop­
erties, Slater's result was a . significant improvement. The present 
writer extended Slater's result (except for a slight strengthening of 
Slater's concavity requirements to conform with the usual ones) in a 
Cowles Commission Discussion Paper (Economics No. 2110) of September 
1954. The present version differs significantly from the 1954 version. 
A suggestion, due to Hirofumi Uzawa, has made it possible not only 
to simplify the proof tremendously, but also to weaken the assumptions 
on the functions used (which are merely concave, but not necessarily 
continuous) and on the underlying spaces. 

V.3.1.2. THEOREM V.3.1. Let c2"' be a linear system, ~ and % linear 
topological spaces. P 11 , P. are convex cones in ~ and % with non-empty 

56 The point Yo is;;;;; -maximal by V.2.3; proper maximality then follows from V.2.L 
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interiors, Pv * ~. X a (fixed) convex subset of ,2"', fa concave function 
on X to ~, g a concave function on X to %. Let there be a point x* 
in X such that 

(i.e., g(x*) is an element of the interior of P.). 

lf x0 maximizes f(x) subject to g(x) ~ 0 and x EX, then there exist 
linear continuous functionals 

( 2 ) Y"t ?: 0 and zt ~ 0 

such that, for the Lagrangian expression 

( 3) ct>(x, z*) = y*[f(x)] + z*[g(x)] , 

the saddle-point inequalities 

( 4 ) ct>(x, zt) ~ ct>(xo, zn ~ ct>(xo, z*) 

hold for all x E X and all z* ~ 0. 
(We may note that in applications X is usually a convex cone-e.g., 

the non-negative orthant of the system ,2"'.) 

PROOF. Let r be the topological product space ~ X %and consider 
the subset of W defined by 

( 5) A= {(y, z): y E ~. y ~f(x), z E %, z ~ g(x) for some x EX}. 

The set A is convex because of the concavity of the functions f and g 
and the convexity of the set X. Also, A has interior points because 
P. and Pv have non-empty interiors. 

Consider the point (f(xo). o.) = Wo of the space '»: The point Wo is 
an element of A, since, by hypothesis, o. ~ g(x0). On the other hand, 
w 0 ·does not belong to the interior of A; for if w0 were interior to A, 
there would exist an element x in X such thatf(x0) <f(x) and o. ~ g(x), 
which cannot happen because of the assumed maximality of x0 • 

Hence, we may apply the Corollary of the Hahn-Banach (Bounding 
Plane) Theorem (see Corollary II. 1 of II.l.4 above) and obtain a non­
null functional wt such that 

wt(w) ~ wt(w0 ) for all w E A . 

Writing wt = (yt, zt), this implies 

( 6) yt(y) + zt(z) ~ yt[f(x)] for all (y, z) in A . 

Since (f(x), g(x)), with x in X, belongs to A, we have in particular 

( 7) yt[f(x)] + zt[g(x)J ~ yt[J(x0)] for all x in X. 

Also, since w 0 = (f(x0 ), O.) is in A, it follows that all ordered pairs of 
the form (f(x0), z) are in A if z ~ 0., which implies zt(z) ~ 0 for all 
z ~ 0, i.e., ' 

(8) z:~o. 

Similarly, because w 0 is in A, so are all pairs of the form (y, O.) for 
y ~ f(x0) ; this implies 

( 9) Yt ~ 0. 
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Now suppose yt = o; (the null functional). It follows from (7) that 
zt[g(x)] ;;;;; 0 for all x in X, hence for x*. Also, since w~ is non-null, 
z; ~ 0. But then zt[g(x*)] = 0 because g(x*) was assumed positive and 
zt- is non-negative. However, since g(z*) is an interior point of the 
cone P. and z"t is non-null, it must be that Zo*[g(x*)] > 0. (This follows 
from an extension of Prop. 5, Bourbaki [7], p. 75, to the case where 
the cone need not be pointed and the space is merely assumed linear 
topological ; that this extension is valid follows directly from Bourbaki 
[7], Prop. 16, p. 52.) Hence we have established that 

(10) y"f ~ 0 . 

Now let x = x0 in (7). It follows that 
(11) z"t[g(x0)] ;;;;; 0 . 
On the other hand, since both g(x0) and zt are non-negative, 
(12) z"f[g(:va)] ;s 0 , 

hence 
(13) z"t[g(x0)] = 0 . 

Since z*[g(x0)] ;s 0 for all z* ;s 0, (13) implies the right-hand saddle­
point inequality, while (7) and (13) yield the left-hand inequality. This 
completes the proof. 

V.3.1.3. A case of particular interest is that of ~ being the space 
of reals. Here yt ;::::: 0 is equivalent to y't > 0 and we have a strictly 
isotone functional of the type needed in Theorem V.1.1 (saddle-point 
implies maximality). When ~ is multi-dimensional, however, yt is 
not strictly isotone but merely isotone, which is inadequate in the con­
text of Theorem V.l, for example, to establish "efficiency" of a given 
resource allocation. 

V.3.1.4. It was shown by Slater that the condition g(x*) > 0 cannot 
be dispensed with. [In his counter-example, all three spaces are one­
dimensional (reals),f(x) = x- 1, g(x) = -(x- 1)2.] A slight modification 
of Slater's counter-example shows that the condition g(x*);?:::: 0 is not 
sufficient : we again take f(x) = x - 1, ~ two-dimensional, with g1(x) = 
-(x- 1)2 , g,(x) = -x + 2. 

V.3.2. Non-negative Lagrangian saddle-points: the linear non-homo­
geneous case. 68 

V.3.2.1. Although linear non-homogeneous situations may be handled 
by theorems covering the non-linear situations as well, it seems more 
helpful and simpler to give the direct proofs based on the assumption 
of linearity. 

V.3.2.2. We consider the problem of maximizing the linear non-homo­
geneous real-valued function on z to ~ (V reals) 

56 We call a function (P(X) + y0 on z to Y linear non-homogeneous if q>(a:) is linear [i.e., 
if q>(a:) is homogeneous and additive). The possibility that Yo vanishes is not excluded. 
("Affine" might be a more appropriate term.) 
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( 1) f(x) = -x*(x) + v (x* E ~*) 

subject to the linear constraints 

(2.1) g(x) = U(x) - a ~ o. , 
(2.2) X~ 0,., 

where U is a linear transformation on ~ to %, it being assumed that 
~is a linear topological space and % a locally convex space, and the 
convex cones P. = {z: z ~ o.}, P,. = {x: x ~ 0,.} are closed. 

In this case, the Lagrangian expression (cf. II.3.3) can be written 
ass7 

( 3) <I>(x, z*) = [ -x*(x) + v] + z*[U(x)- a]. 

V.3.2.3. THEOREM V.3.2. Le;t; ~ be a linear topological space, and 
% a locally convex linear space, the convex cones P., P,. closed, and as­
sume the regular convexity of 

( 4) w~ = {w* E ~: w* = T*(v*), v* ~ 0, v* E ~~*} ' 

where T is the linear continuous transformation on the topological linear 
product space ~of the pairs w = (p, x), p real, x E ~.into the topologi-
cal product space % >< ~ = ~- given by 
( 5) T((p, x)) = ( -ap + U(x), (p, x)) for all p real and all x E ~ • 

Then, for Xo to maximize f(x) subject to the constraints (2), it is neces­
sary and sufficient that <P(x, z*) have a non-negative saddle-point at (x0 , z:); 
i.e., for <I> defined by (3), 

(6.1) <I>(x, z:) ~ <I>(x0, Zo*) for all x ~ 0 , 

(6.2) c;Il(x0, Zo*) ~ c;Il(x0, z*) for all z* ~ 0 , 

if and only if 

(7.1) 

(7.2) 

and, for any x E dii!:"', 

U(x0) - a ~ 0. , 

Xo ~ 0,., 

(8) if (2.1) and (2.2) hold, then -x*(x) + v ~ -x*(x0) + v. 
PROOF. In view of Theorem V.1, we need only prove the necessity. 

Inequality (6.1) may be rewritten as 

(6.1') -x*(x) + Zo*[U(x) - a] ~ -x*(x0) + z:[U(Xo) - a] for all x ~ 0 

or as 

(6.1") zt[U(x) - a] ~ x*(x) - x*(x0) + zt[U(Xo) - a] 

Now write 

(8) x*(xo) = {3 • 

Then, for any x ~>atisfying (2), (8) yields 

for all x ~ 0. 

57 In general, the first term of the right member of (3) is y:[ -x*(x) + .!]. In this case, 

since we shall always take Yri > 0, we may put Yri = 1 without loss of generality. [I.e., 

y:(y) = y for all y E Y .] 
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( 9') -x*(x) ~ -(3 , 

or 
( 9") x*(x) - f3 ;?; 0 . 

Hence the hypotheses of Theorem IV.3 are satisfied58 and therefore 
there exists a zt ;?; 0 such that 

(10.1) z;[U(x) - a] ~ x*(x) - f3 for x ;?; 0 

and 

(10.2) zt[U(x0) -a] = 0 

since x0 satisfies the hypotheses of IV (34). Equations (10.1) and (10.2) 
imply (6.1"), hence (6.1). 

Inequality (6.2) may be written as 

(6.2') -x*(x0) + z;[U(x0) - a] ~ -x*(x0) + z*[U(x0 - a)] 

for all z* ~ 0 , 
i.e., because of (10.2), 

(6.2") z*[U(x0 ) - a] ~ 0 for all z* ~ 0 . 

But (6.2") must hold because of (7.1) and z* ~ 0. 

V.3.3. Non-negative Lagrangian saddle-points and quasi-saddle-points: 
the differentiable case. 

V.3.3.1. In this section all spaces are Banach and the functions f 
and g are assumed to possess Frechet differentials. We shall call them 
differentiable. The convex cones Px, Pv, P, are assumed closed. 

V.3.3.2. Definitions. We shall say that the function g on Z into 
% is regular at a point x E z if and only if, for every 

( 1 ) f E Z, ~ * 0"' 
such that the equality 

( 2) 

implies the two inequalities 

( 3) x~O 

and 

(4) ~g(x; f) + g(x) ~ o , 
there exists a function 'l! on the closed (real) interval [0, 1] into z, 
say x' = 'l'(t) (0 s t s 1), with the following properties : 

( 5 ) (a) ~'l"(t; T) exists for all 0 s t s 1 

(b) x = 'l!(O) 

(c) 'l"(t) ;?; 0 for 0 s t s 1 

(d) g['l"(t)] ;?; 0 for 0 s t s 1 

(e) f = ~'l'(O; T) with T > 0 . 

68 Note that x required in IV.3 exists, for x0 has this property by definition of 
rnaximality. 
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It is easily seen that the condition of regularity is closely related to 
the Kuhn and Tucker "constraint qualification" ([31], p. 483). In fact, 
the assertion concerning 'IF is identieal with the corresponding assertion 
in Kuhn and Tucker, while the conditions (1), (2), (3), (4) under which 
'IF must exist are not weaker59 than the correspondL'lg conditions (5), 
[31], Zoe. mt. Therefore z is necessarily regular in our sense if the· 
Kuhn-Tucker. " constraint qualification " is satisfied. 

It should also be noted that our condition of regularity is closely 
related to Goldstine's hypothesis (a) ([15], p. 145) whose relationship to 
the condition in Bliss ([4], Lemma 76.1, p. 210) is similar to that of 
our regularity concept to the Kuhn-Tucker " constraint qualification." 

V.3.3.3. THEOREM V.3.3.1. A. Let f be a real-valued differentiable 
function on the Banach space 2", g a differentiable function on Z into 
the Banach space %. The cones P,. = {x: x;:::;;; 0} and P. = {z: z;:::;;; 0} are 
assumed closed. 

Let X0 maximize f(x) sub:ject to the constraints x ;:::;;; 0, g(x) ;:::;;; 0 and 
suppose g is regular at x0 • 

B. It then follows that the relations 

(6.1) X ;:::;;; 0 

(6.2) bg(x0 ; ,;) + g(x0 ) ;:::;;; 0 (,; = x - Xo) 

imply 
( 7) 

PROOF. Consider the real-valued function h(t), 0 ~ t ~ 1, of the real 
variable t, defined by 
( 8 ) h(t) = /['l"(t)] (0 ~ t ~ 1). 

[The function 'IF exists since, by virtue of (6), the relations (1), (2), 
(3), (4) are satisfied and g is assumed regular at x0.] 

Because of 5(b), (c), (d) and the maximality of x0, h(t) must have a 
maximum at t = 0. It follows that60 for 

T > 0, ( 9) 

(10) 8h(O; -r) = 8/['l"(O) ; 8'l'(O, -r)] ~ 0 , 

whence l>Y 5(e), (7) follows. 61 

THEOREM V.3.3.2. (This Theorem is a generalization of the Kuhn­
Tucker Theorem 1 [31], p. 484.) 

A. Let all assumptions under A in Theorem V.3.3.1 hold. Assume 

59 Since Kuhn and Tucker impose their conditions only on certain components of a: and 
g, it should be noted that for those components Ui of g on which Kuhn and Tucker impose 
the constraint (5) ([31], loc. cit.), we have gi(x) = 0. Hence (4) is not weaker than the first 
part of Kuhn-Tucker (5). 

so Using the "function of a function rule" as applied to Frechet differentials, cf. !!.5.2. 
•r .. Theorem V.3.3.1 is implicit in the Kuhn-Tucker proof of their Theorem L The proof 

is suggested (mutatis mutandis) by Goldstine [15]. The writer is indebted to Kenneth J. 
Arrow for clarification on this point. 
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further the regular convexity of the set 

w: = {w* E ~*: w* = T*(v*), v* ~ 0, v* E r*} ' 
where T is given by V.3.2(4), with U and a as in (15) below. 
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B. Then there exists a zt ~ 0 such that the Lagrangian expression 
ct>(x, z*) = f(x) + z*[g(x)] 
has a non-negative quasi-saddle-point at (x0 , zt; yt-), y(! = 1, i.e., it satis­
fies the following relations: 

(11.1) 3/P((Xo, zn ~) ~ 0 for all X~ 0, X= Xo + ~ 
(11.2) 3,,<:I>((Xo 1 zrt); Xo) = 0 

(12.1) az*<P((xo,zn (*) = (*[g(xo)] ~ 0 for all z* ~ 0, c.* = z* - zt ' 

(12.2) az*<P((xo, z;); zrt) = zt[g(xo)] = 0 . 

PROOF. Since 3g(x; ~) and 3f(x; ~) are additive in ~. x being fixed, 
the relations (6.1), (6.2), and (7) of Theorem V.3.3.1 may be rewritten 
respectively as 

X~ 0, (13.1) 

(13.2) 

and 

(14) 

-3f(x0 ; x) - [3g(x0 ; Xo) - g(xo)] ~ 0 , 

Since x0 is assumed maximal, Theorem V.3.3.1 states that (13.1), (13.2) 
together imply (14). This corresponds to the implication (34) in Theorem 
IV.3, with the following correspondence: 

(15.1) U(x) = 3g(x0 ; x) for all x E £:' , 

(15.2) a= 3g(x0 ; Xo) - g(x0) , 

(15.3) x*(x) = -3f(x0 ; x) for all x E £:' , 

(15.4) (3 = -8f(xo; Xo) . 

Since all the other hypotheses of Theorem IV.3 are satisfied (in partic­
ular, x of IV (31) exists since x0 is maximal and hence has the required 
properties), there exists a zt ~ 0 such that 

(16.1) zt[3g(x0 ; x) - (3g(x0 ; x 0) - g(x0))] ~ -Bf(xo; x) - ( -3f(xo; Xo)) 

and 

(16.2) for x = Xo. 

Equation (16.2) immediately yields 

em ~[g~n=o 

which is (12.2) in Theorem V.3.3.2. 
Since x0 is maximal, 

(18) g(xo) ~ 0 ; 

hence 

(19) z* ~ 0 implies z*[g(x0)] ~ 0 . 
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Hence, because of (17), (12.1) holds for any (*such that(*= z* - z;, 
z*;;;;; 0. 

Using (17) and the additivity of aj(x; ~) and ag(x; f) as functions of 
~. we may rewrite (16.1) as 

(20) zt[ag(x0 ; x - X 0)] ~ -Bf(Xo; x - x0) for all x ;;;;; 0 , 
• 62 I.e., 

(21) Bf(xo; X - X0) + azt'g(xo; X - X 0) ~ 0 for all X ;;;;; 0 , 

which is (11.1) in Theorem V.3.3.2. [z"tg(x) = zt[g(x)] for all x.] 
Now setting x = 0 in (21), we get 

(22) -Bz<P((x0, z:); x0) ~ 0 . 

Rewrite (21) as 

(21') Bz<P((x0 , z:); x) - B.,<P((x0 , zt); x0) ~ 0 

and suppose that · 

(23) 

for all x;;;;; 0 

But using in (21') x = 2x0 , we reach a contradiction since Bz<P((x0 , z"t); x) 
is homogeneous in x. ,I_Ience the equality sign must hold in (22), and 
(11.2) in Theorem V.3.3.1 follows. 

V.3.3.5. THEOREM V.3.3.3. (This Theorem is a generalization of the 
"only if" part of the Kuhn-Tucker Theorem 3. The converse-the 
"if" part of the Kuhn-Tucker Theorem 3-follows from V.l.l.) Let 
all the assumptions under A in Theorem V.3.3.2 hold, and assume further 
that f and g are concave. Then <P(x, z*) has a non-negative saddle-point 
at (x0, z:) where x0 is the maximal point of the hypothesis. 

PROOF. The Kuhn-Tucker proof of the "only if" part· of Theorem 
3 [31], p. 487, is valid under our assumptions. For the sake of com­
pleteness we reproduce its major steps in our notation. First, if h(x), 
x e 2", 2" Banach, is a concave function with values in a Banach 
space V, and the ordering relation is given by a closed63 convex cone 
P., we have, for 0 < (} ~ 1 

(24) h(x") - h(x') ~ ! {h[x' + O(x" - x')] - h(x')} . 

1-!ow 

(25') Bh(x'; x" - x') =lim_!_ {h[x' + O(x" - x')] - h(x')} 
e-o (} 

Then, because P. is closed, 

(25") h(x") - h(x') ~ Bh(x'; x" - x') 

which corresponds to Lemma 3 in Kuhn and Tucker [31], p. 485. Hence, 
for x ;;;;; 0 and z"t ;;;;; 0 and using (25), since f and g are concave, 

62 We use the function of a function rule and the fact that, since z* is·linear, Bz*(zo; 0 
= z*((). (Cf. 1!.5.2 and 1!.5.1, footnote 29.) 

Bs Closedness is not used for (24) or (25'), . but only for (25"). 
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(26) <I>(x, z:) ~ f(xo) + z~[g(xo)] + gf(x0 ; x - x0) + zt[gg(x0 ; x - X 0)] 

= <l>(Xo, zt) + g~<f>((Xo, zn; X - Xo) 

~ <I>(xo, Z:) 
where the last inequality is based on (11.1) in Theorem V.3.3.2. 

On the other hand, for z* G; 0, · 

(27) <I>(xo, z*) - ll>(Xo, zt) = (z* - zt)[g(xo)] ~ 0 
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by (12.1) in Theorem V.3.3.2. Relations (26) and (27) together imply 
that <I> has a non-negative saddle-point at (Xo, zt). 

V.3.3.6. THEOREM V.3.3.4. (This Theorem is a generalization of the· 
Kuhn-Tucker Theorem 4.) 

A. · Let !Jf!f', %', P~, P., and g be as in Theorem V.3.3.2 (including 
the assumption of regular convexity of X; and regularity of g but not 
that of concavity) while :V is a Banach space possessing the property 
stated at the beginning of Theorem V.2.2 (e.g., it would suffice to assume 
~ separable). Assume further that f is a differentiahle function on !Jf!f' 
into ~ and also that x0 is properly maximal. 

B. Then for some yt > 0, 
(28) <I>r(x, z*) = y*[f(x)] + z*[g(x)] 

has a non-negative quasi-saddle-point at (x0, z:; yn; i.e., the relations 
(11), (12) hold with f(x) replaced by yt[f(x)]: 

PROOF. Using Theorem V.2.2 with Yo =f(x0) we obtain y't such that 

(29) y e Y implies yt(y) ~ y:(Yo) 

for 

(30) Y = f(P~ n g- 1(P.)) ; 

i.e., the function y'tf, given by 

(31) F(x) = yt[f(x)] for all x e !Jf!f' 

has a maximum at x0 subject to 

(32) X G; 0, g(x) G; 0 . 

Thus we may use Theorem V.3.3.2 as applied to F(x) and the Theorem 
follows. (F(x) is differentiable since f is differentiable and so is yf.) 

V.3.3.7. THEOREM V.3.3.5. (Generalization of the "only if" part of 
the Kuhn-Tucker Theorem 6.) Let all the assumptions under A in 
Theorem V.3.3.4 hold, and assume further that f and g are concave. 
Then the function <l>1(x, z*) as defined by (28) has a non-negative saddle­
point at (x0, Z: ; y:) for some y"f > 0. 

PROOF. Use Theorem V.3.3.4, then Theorem V.3.3.3 as applied to 
11>1 • (Note that F, defined in (31), is concave if f is.) 

Note. The converse is found in Theorem V.1 (the "if" part of 
the Kuhn-Tucker Theorem 6). 

192



100 PROGRAMMING IN LINEAR SPACES 

V.3.3.8. In Section V.3.3 the spaces have so far been assumed 
Banach and the differentials Frechet. It appears, however, that by 
using a more general concept of a differential (to be called here the 
MF differential) one can validate the results of V.3.3 for that class of 
linear topological spaces for which the auxiliary results from previous 
sections are valid (i.e., locally convex linear, or the alternatives men­
tioned in II.1.4.1). 

The MF differential is that called p (or p*) differential in Michal [38], 
p. 82, and also defined (later but independently) by Frechet [12], pp. 
64-65.6• We shall denote this differential by df(x0 ; h) if evaluated at 
x0 with increment h E 2"'; f(x) is in :Y'; Jf:? and V are Hausdorff linear 
spaces. The MF differential is additive and continuous (hence linear) 
in the increment h and is further characterized by the following prop­

erty (c) : There exists a fixed neighborhood W of Oz such that, given 
any neighborhood V of Ov, there is a neighborhood U of Oz (U depends 
on W) such that if 

hE U, nh E W, 
then 

n[f(xo + h) - f(x0) - df(x0 ; h)] E V 

for all positive integers n (or all positive real numbers n). 65 As partly 
stated in [38] and shown in [12], df(x0 ; h) has the important properties 
o£ Lhe Frec:heL dii1:erenLial; in particular, the "function of a function " 
rule is valid and the partial differentials are defined in the usual way 
and are additive. Furthermore, from the remarks and theorems in 
Michal [36], [37] and [38], it follows that when df(x0 ; h) exists, then 
the Gateaux differential, i.e., 

lim l_[f(xo + (}h) - f(xo)] , 
e~o 8 

exists and the two are equal."" Now let c'Z:_? and % be (say) locally 

" 4 One could probably also use the slightly more general F or M differentials; cf. Hyers 
[22], pp. 14-15. 

65 In linear normed spaces the MF differential exists if and only if the Frechet differen­
tial exists, and the two are equal. Property (c) is equivalent to that given at the end of 
IL5.1. This is shown in [12], pp. 62-64. 

"" In [38], p. 82, it is stated that in what we called linear spaces the~'-* differential (equiv­
alent to the MF differential) is equivalent to what in [38] is called the M 1 differential. In 
[37], Theorem V, the existence of the M 1 differential (called "the differential") is asserted 
to imply the existence of the M differential of [36] and the two are equal. Finally, in 
Theorem 4 of [36] it is stated that the existence of the M differential implies that of the 
Gateaux differential and the two are equal. The precise meaning of the limit in the defini­
tion of the Gateaux differential is as follows. Write g(e) = [f(x0 + eh)]je and denote by 
daf(x0 ; h) the Gateaux differential at x0 with increment h. Then for a given neighborhood 
V of Oy there exists a real number (} > 0 such that 

g(e) E daf(xo; h) + V for all 0 < I e I < lJ . 
The equality df(x0 ; h)= daf(x0 ; h) follows easily from property (c) above when the 
"starlike " neighborhood system CZJ is used (see Bourgin [9], pp. 638-39). 
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convex Hausdorff linear spaces (cf. II.1.4.1 for possible alternative assump­
tions) and consider the results of V.3.3 with the MF differential df(x0 ; ~), 
etc., substituted for the Frechet differential, 5j(x0 ; ~), etc., throughout. 
Theorem V.3.3.1 obviously remains valid, since the MF differential is 
linear and obeys the " function of a function " rule. Theorem V.3.3.2 
also retains its validity since the partial MF differentials. have the 
required properties. In the proof of Theorem V.3.3.3, the two relations 
(25) remain valid because the MF differential, like the Frechet differen­
tial, equals the Gateaux differential, and Theorem V.3.3.3 follows. (It 
can also be shown that relations (11) and (12) in Theorem V.3.3.2 are 
satisfied at a non-negative saddle-point.) The remaining two theorems 
of V.3.3 also go through. 

It may nnally be noted that the MF differential is defined and retains 
many of its important properties when the domain and the range of 
the function whose differential is taken are in topological groups (not 
necessarily linear spaces). Thus a possibility appears of studying a 
broader class of spaces and their Lagrangian expressions from the view­
point of differentiability. 
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