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THE PROBLEM OF LAGRANGE WITH nIPFERENTIAL INEQUALrrI&~

AS ADDED SIDE CONDITIONS

1 .. The problem of the calculus of varia-

tlons to be considered here consists in finding in a cla8~ of

adr.1issible arcs x) joining two fixed 90intB and satisfying a

set of differential equations and inequalities of the form

(x , y, y') :::: 0,

that one which minimizes the integral

(x, s , y') ~ 0,

The problem considered 1s for a space of n + 1 dimensions A

geometric illustration of a three-dimensional problem was sug­

gested by Zermelo. 1
This problem required the finding of the

shortest distance between two points on a surface subject to the

condition that the direction of the tangent line at any point of

the curve make an angle with the perpendicular which is never

greater than a given constant. BoIza in a paper2 issued in 1914

obtained a first necessary condition for a minim\ll1 and several

corollaries. However he made no sufficiency proofs

lE Zermelo, Jahresberichte der Deutschen Mathematlker­
vereinlgung, B 11 (1902).

2 f1
O. BaIza, Uber Va.riationsprobleme mit UngleichWlgen ~

Nebenbedinifegen, Mathematische Abhandlungen, H. A.. Schwarz,
(1914), se e 1.

(407) -1-
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2 VALENTINE: THE PROBLEM OF LAGRANGE (408) 

An equivalent problem is introduced in section 2 or this 

paper by considering functions z~(x) such that the equations 

z ,2 
I' 

hold. This equivalent problem yields a multiplier rule and 

necessary conditions analogous to those of Weierstrass and Clebsch. 

These are given in section 3. However as the equivalent problem 

may become singular, as it does for a composite arc, this method 

does not provide a complete treatment. 

Two sufficiency proofs are made for a composite arc. 

such an arc is one without corners composed of two subarea such 

that all but one of the functions cf>t, (x, y, y') are greater than 

zero on one subarc, whereas all the functions mentioned are 

gres.ter than zero on the reiiiB.ining subarc. An imbedding theorem 

and a necessary condition analogous to that of Mayer are proved 

in sections 4, 5 and 6. The first sufficiency proof is made in 

section 6 and is made with the assumption of normality on sub­

intervals. The second sufficiency proof is made without the 

above assumption and in part depends upon a necessary condition 

analogous to that of Hestenes for the problem of Bolza. 

It should be noted that although the sufficiency proofs 

are made for a composite arc, any other subcase which might arise 

could be handled in a similar manner. It is not due to the fact 

that other subcases present special difficulties that all of them 

are not treated, but rather to the fact that each subcase has to 

be handled separately. The case of the composite arc was treated 

since it represents a fair sample of the variety of cases which 

do exist. The treatment applied to the composite arcs will in 

gene,al apply to all other cases. The singularity or the equiv­

alent problem requires the separate treatment of the various 
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(409) INTRODUCTION 

subcases. The case considered affords a fairly complete treat-

ment of the plane and 3-dimensional problems. 

The following section describeR the analytic setting of 

the problem and introduces the mechanism by means of which all 

the necessary conditions, save the analogue of the condition of 

Mayer, may be obtained. 

2. Formulation of the problem. In the following pages 

the set (x, y1 , ••• , Yn• y1 •, •.• , Yn') will be denoted by 

(x, y, y'). The functions yi(x), (i = 1, .•• , n), defining the 

minimizing arc E12 and the functions 

f(x,y,y•), 

lft~..(x, y, Y') 

(~ =l, ... ,m), 
( 2:1) 

(oe. = m + 1, • • • I m + p < n) 

are required to satisfy the following hypotheses: 

(1) The functions yi(x) are continuous on the interval 

x 1x2 and have continuous derivatives on this interval except 

possibly at a finite number of corners. 

(2) In a neighborhood N of the set of values (x, y, y') 

belonging to the arc E12 the functions (2:1) have continuous 

derivatives up to and including those of the third order. 

(3) At every element (x, y, y') of the arc ~12 the 

n x (m + p)-dimensionnl matrix 

I Vi., • (>, 
y, Y') 

( i = 1, ... , 

</>{Jy:,(x, 

<(3 = 1, ... , 
y, Y') (OC. =m + 1, • • • , m + 

has rank m + p. 

Henceforth the subscripts i, f9• and ~ shall have the 

ranges specified in hypothesis (3). Moreover a repeated index 

in a term will indicate summation with respect to that index, 

unless otherwise stated. 

n) 

m) 

p) 
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4 VALENTINE: THE PROBLEM OF LAGRANGE (410) 

An admissible arc is one with the continuity properties 

(1) and one whose elements (x, y, y 1 ) lie in the region N speci-

fied in hypothesis (2). 

The problem to be treated here consists in finding in the 

class of admissible arcs Yi(x), joining two fixed points vTith 

coordinates (x1 , y1 ) snd (~, y2 ), and satisfYing the conditions 

q)p ~ 0 and ~~ = o, that one which minimizes the integral 

(2:2) J = rxs f(x, y, y 1 )dx. 
}x~ 

A problem of Bolzn with vat•iable end-points which is equivalent 

to the problem just formulated may be obtained by setting 

( 2:3) 

where the functions z-(x) will obviously have the same continuity 

properties as the functlons yi(x) in the above problem. The 

equivalent problem is stated as follows: 

To find in the class of admissible arcs 

satisfying the differential equations 

q>P(x, y, y')- zp' 2 (x) o, 

1/Je~.(x, y, Y') O, 

and satisfying the end-conditions 

that one which minimizes the integrnl (2:2). 
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(411) FORMULATION OF THE PROBLEM 

In view of hypotheses (1) to (3) it follows that the 

corresponding hypotheses for this equivalent problem are also 

satisfied. Moreover the above end-conditions are independent. 

Hence one may apply the theory of the problem of Bolza to this 

problem so as to obtain a number of necessary conditions. How-

ever as t~ equivalent problem may be singular it does not afford 

a complete attack. As will be seen later, other methods will be 

necessary in same cases to complete the theory. The equivalent 

problem is used primarily in sections 3 and 8. 

3. First necessary conditions. From the theory for the 

problem of Bolza it follows that for every minimizing arc E12 

there must exist constants Ci, d~ and a function 

such that the equations 

Gy t = (X G..,. dx + Ci, 
i lx1 o~i 

are satisfied along E12 • In the last rn equations the repeated 

index {J does not denote SUJIUI1ation. Moreover from the t:r;oansver­

sality conditions in the problem of Bolza it follows that at the 

end points of E12 une expressions 

(G- Yi'Gyi' - z-'Gz,tldxs + GyitdYia + esdxs 

+ bsdYis - 2 >. 11 z 11 ' dzps ( s = 1, 2) 

must be identically zero in dxs, dyis and dz~s· As a consequence 

the m conditions 

>. z ' lxe = .>. z ' IX:~, = 0 II II II II I ( ~ not surmned) , 

muRt hold. Hence the fUnctions .>.pz~t must be identically zero 

along the arc E12 • Therefore one obtains the 
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6 VALENTINE: THE PROBLEM OF LAGRANGE (412) 

FIRST NECESSARY CONDITION I. ~ every minimizing arc 

E12 joining the !"ixed points 1 ~ 2, ~ ~ ~ constants 

ci ~ .! function 

(3:1) 

~ ~ ~ equations 

(3:2) 
¢fJ(x, y, y 1 ) ~ 0, cjl;._(x, y, y') = 0 

~!!every point of E12 • The constant Ao ~ ~ !"unctions 

Aoo:(x) and >. 11 (x) ~~simultaneously at ~point of 

E12 , ~ ~ continuous except possibly at ~ of x defining 

corners ~ E12 • Moreover the m functions 

~ at ~ points £f. E12 • 

The following corollary may be obtained as an immediate 

consequence of the preceding sentence. 

COROLLARY 3:1. If all~ functions c/>fJ ~greater than 

zerc:/!! every point £f. E12 , the minimizing~~~~~ 
minimizes~ integral (2:2) in~~£[ admissible arcs 

satisfying the differential equations 

~u(x, y, y 1 ) = 0. 

For~~~ function F in expression (3:2) reduces to 

Since this case is an ordinary problem of Lagrange, a 

fairly complete treatment of 1t 1s known. 
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(413) FIRST NECESSARY CONDITIONS 7 

The following corollaries and further nece3sary conditions, 

with the exception of the necessary condition of }.'eyer, are ob­

tained for the general problem stated above. In the case of the 

Mayer condition the problem considered is the one in which all 

but one of the functions GDp are greater than zero on the inter­

val x1x2 , whereas the remaining function is zero on certain sub­

intervals of x1x2 and greater than zero on the remaining sub­

intervals. It will be no restriction to label this last function 

by qb1 . For this problem the function F occurring in the expres­

sion (3:1) has the form 

If a minimiz~ng arc E12 is composed of two subarcs E13 

and E32 , the functions C/Jp being 

greater than zero on E13 , and zero 

on E32 , it follows that the func-

tions A(J are zero on E13 . Hence 

~ ~ E12 is ~ g the ~ 

E13 ~ ~· The arc E13 is de­

fined by equations (3:2) in which 

F has been replaced by the function 

F1 occurring in corollary (3:1). 

2 

0 

The following corollaries are an immediate consequence of 

the first necessary condition. 

COROLI,ARY 3:2. QE_ every subarc between corners of a 

minimizing ~ E12 the differential equations and inequalities 

¢ 13 (x, y, y') ~ 0, 1/f"'(x, y, y•) = 0 

~ be satisfied, where F is the funct~.?~ ( 3:1). 
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8 VALF.NTINE: THE PROBLEM OF LAGRANGE (414) 

COROLLARY :3::3. At every ~ of ~minimizing ~ E12 

the conditions 

Fyi 1 (x, y, y 1 (x-0), A(x-0)) 

must be satisfied. ---
The analogue of the Weierstrass necessary condition for 

the equivalent problem yield~ the result that at each element 

(x, y, z, y1, zl, .).) of a minimizing arc which is normal, the 

inequality 

& = G(x, y, z, y1, z1, >.)- G(x, y, z, yl zl, A) 

- (Yi1 - Yi1 lGy 1- (Z 11 1 - z,. 1)Gz 1 
i ' 

> = 0 

must be satisfied for every admissible set (x, y, z, Y1, Z1) I 

(x, y, z, y 1, z 1 ), satisfying the equations 

C/>(1 (x, y, Y 1 l lfot.(x, y, Yl) 0. 

Since the functions >.fJ zl' 1 are identically zero on E12 one obtains 

immediately the 

SECOND NECESSARY CONDITION II. At ~ element 

(x, y, y 1, A) of~ minimizing~ E12 ~is~~ in­

equality 

(:3:3) 

~~for!,!!~ (x, y, Y1) I (x, y, y 1 ), and satisfying 

the differential equations and inequalities 

¢s<x, y, Yl) ~ o, 1/f.,_ (x, y, Y1 ) o, 

~ E(x, y, y1, y1, >.,., \s) is the function 

F(x, y, Y 1 , >. .. , A11 ) - F(x, y, Y1 , .A ... A{J)- (Yi'- Yi 1 lFy I• 
. i 
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(415) Flll~3T NECESSARY CONDITIONS 9 

In a similar marmer the analogue of the Clebsch condition 

for the equivalent problem gives the following r.ondition. 

THmD NECESSARY CONDITION III. At every element 

( x, y, y' , A) £.!: !. minimizing ~ E12 ~ .!!_ !.!~ ~ !!,!­

equality 

( 3: 4) 

[o, ... , 0, 0, .•• , 0] and satisfying the equations 

0, 

At any point of E12 where any one of the fUnctions z,•, 
say z1 •, is zero, choose [1Ti] = [oJ, snd all the >tf3 exeept x 1 

zero. Renee at sueh a point of E12 the eondition ).1 -a 0 must 

hold. '!'/here z1 • I 0, 1t follows fi'om the first necessary condi­

tion that Al = o. Hence one obtains the following eorollary. 

COROLLARY 3:4. At every element (x, y, y') of! minimiz­

~ .!!:,£ E12 it !!!, necessary ~ ~ inequalities 

be satisfied. 

As a consequence of the paragraph preceding the above 

cordllary the condition III yields the following result. 

COROLLARY 3:5. !! every element ~!minimizing~ E12 

~ .!,! ~ the inequality 

(3:5) 

~£!satisfied for every~ [fl1 , .••• , 1tnJ I [o, •.. , o] and 

satisfying the equations 
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10 VALENTINE: THE PROBLEM OF LAGRANGE (416) 

The equivalent problem was used to obtain the preceding 

necessary conditions. In the following sections 4 to 7 special 

methods are used to obtain the necessary condition of Mayer and 

a sufficiency proof. 

4. Imbedding theorem. In the following section an im­

bedding theorem is established for the case in which all but one 

of the functions cpfl are greater than zero on E12 • The remaining 

function, which will be denoted by qb1 , is to be greater than 

zero on one subarc E13 of E12 and zero on the remaining subarc 

E32· Let R1 and R2 represent the determinants 

F '/t.yi' 
Pyi'Yk' *'Yi' 'A_yi' 

(4:1·) Rl = Yi 1 Yk 1 

R2 = 1/tfyk I 0 0 

1./l'syk' 0 

¢lyk' 0 0 

where(oc. & =m+l, ••• ,m+p)and(i,k=l, ••• ,n). LetF1 

and F2 denote the functions 

(4:2) 

The symbol P1 represents the function F which occurs in the first 

necessary condition for the problem in which E13 is an extremal; 

similarly P2 denotes the corresponding function for the problem 

in which E32 is an extremal. The class of arcs defined by equa­

tions (3:2) with the function F replaced by P1 will be denoted by 

A; whereas the class of arcs which are defined by equations (3:2) 

with P replaced by P2 , and along which the equation 9)1 = ~ is 

sa-tisfied, will be represented by B. ~composite ~ !_! defined 

!£~~composed_£!~ subarea, .2.!!!!. ~belonging!£ A, ~ 

~~belonging .!2 B! ~ ~ ~ fUnctions y1 (x) defining 
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(41'1) IMBEDDING THEOREM 11 

the~~ and~ derivatives Yi'(x) are continuous. From 

the first necessary condition it follows that the multipliers 

.A.,(x) and A1(x) are continuous on a composite arc. With this 

definition in mind, one may prove the following theorem. 

IMBEDDING THEOREM. Consider ~ composite ~ E12 = E13 + 

E32 satisfying the conditions that R1 ~ R2 be different from 

~ ~ E13 and E32 respectively, and that ¢ 1 • I 0 .£!?; E13 at 3. 

Such ~ ~ is ~ member of an n parameter family of composite 

~ defined £I the equations 

Yi(x, al, .... , anl 

).. "' ( x, al, ... , an) 

.Al(x, al, .... , an) 

Y i y i ( x' al' • · • ' an) 

.A., .1\. .. (x, a1 , ... , an) 

A1 = .1\.l(x, al, • • •' B.n) 

for the special values a 0 of~ parameters. 

Proof: Henceforth the letter a will stand for the set 

( a1 , ••. , an). Consider a com­

posite extremal arc E12 = E13 + E32· 

Since R1 I 0 on the arc E13 it 

follows from the theory of the 

problem of Lagrange that E13 can 

be imbedded in an n-parameter 

family of extremals belonging 

to A, passing through the point 

1 or through a point 0 on the 

extension of E13 • Similarly it 

1 

is known that if R2 I 0 on E32 , then E32 may be imbedded in a 

2 
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12 VALENTINE: THE PROBLEM OF LAGRANGE (4-18) 

2n-parameter family of extremals of class 1 B. Denote the n-para­

meter family of extremals passing through 1 and containing E13 by 

( 4:3) A... = A "' ( x, a) , 

and the 2n-parameter family containing E32 by 

A"' = i\. .. < x, c l. 

where (c c1 , •.. , c2n), and E32 is defined for the value of the 

parruneters c = c 0 • It is also known that at the special values 

(x3 , co) the condition 

D (k 1, ••• , 2n) 

holds, where 

ui = F y i 1 ( x, y, y 1 , A ) . 

The necessary conditions 

yi(x4 , a) - Yi(x4 , c) = o, 

( 4:4) 

F1yi 1 [x4 , y(x4,a), yl(x4 ,a), :X(x4,a)] 

- F2yi 1 [x4 , Y(x4 ,c), Y1(x4,c), i\.(x4,c)] o, 

4\(x4 , y(x4 ,a), y 1 (x4 ,a)] = 0 

must hold at the point 3, that is for the values x4 = x3 , a = so, 

and c = c 0 • The functional determinant of these equations (4:4) 

with respect to x4 and c is 

0 -Yick 

( 4:5) :f' I iyil - F2 ~~ yi -uick - cpliD. 

¢11 0 

1 G. A. Bliss, Problem of Lagrange ~ the calculus of·~-
~.American Journal of Mathematics, vol. 52 (1930), p. 687. 
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(4.19) IMBEDDTIW THEOREM 13 

The above determinant will be different from zero at 3 if the 

function ¢\' at x = x3 is different from zero. In the theorem 

it was assumed that ¢ 1 • I 0 holds at x = x3 • From the theory of 

implicit functions it follows that one may solve equations (4:4) 

for x4 and c as functions of a. Denote these solutions by 

( 4:6) c=c(a). 

There remains to show that for values of a sufficiently 

close to ao, the subarcs defined by the equations 

yi = yi(x, a) 
( 4 :7) 

y 1 = Y1(x, c(a)) 

[x1 ~ x ~ x4( a)] , 

[x4 ( a) ~ x ~ x 2], 

are tangent along the n-space defined by the first n equations of 

(4:3) and by (4:6). To show this consider the equations 

ui F2yi' (x, y' Y', ./\.), 

( 4:8) 0 1j/«(x, Y, Y')' 

0 ¢l(x, Y, Y'). 

Since R2 as defined in expression (4:1) is different from zero, 

equations ( 4:8) have a unique solution for Y', A, 1\1 • Moreover 

since Y = y is a solution of (4:8) with 

it is plain that Y' = Y', and J\ = ~at x = x4(a). Hence the 

arcs defined by equations (4:7) are composite arcs. Thus there 

exists an n-parrunet er family of compos! te arcs imbedding the 

composite arc E12 = E13 + E32• 
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l4 VALENTINE: THE PROBLEM OF LAGRANGE (420) 

5. The Mayer condition for~ ~posite minimizing arc. 

In developing this condition a geometric argument will be given 

first. In section 8 another proof is given by means of the ac-

cessory minimum problem associated with the second variation. 

Consider an n-parameter family of composite extremals 

through the point 1 defined by the equations 

( 5:1) 

yi = yi(x, a) 

Yi = Yi(x, a) 

[xl ~ :x ~ x 4(a)], 

[:x4 (a) ~ x ~ x 2 ], 

Also consider a one-parameter family of these arcs having an 

envelopeD obtained by letting a= a(t). Let the equation of D be 

x = x(t), 

The fact that D is tangent at each of its points to an extremal 

may be expressed by the equations 

x 1 (t) = k, 

These equations have the solution (aj') /(0) if and only if the 

determinant 

is identically zero in t, when x and a are replaced by x(t) and 

a( t). 

DEFINITION. A value x6 is said to define a point conju­

gate to the point 1 if it is a root of the determinant ~(x, a) 

belonging to ann-parameter family of composite arcs (5:1). 
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(421) THE MAYER CONDrr ION 15 

To prove that if~ vanishes at x 6 , the equations (5:1) 

do have an envelope to which 

E32 is tangent at x = ~, let 

E12 be contained in an n­

parameter family of composite 

extremals with equations of 

the form (5:1) for values of 

the parameters a = a 0 • All 

the extremals satisfy the 

eCJuations 
1 

where x4(a) is defined by the first of equations (4:6). Let x6 

define a conjugate point to 3 on E32 • We assume for purposes of 

the proof that ~x(x6 , ao) I 0. Hence at least some one n - 1 

rowed minor of the determinant IYia I is different from zero. 
j 

Suppose for example that the determinant 

(k, t = 1, ••. , n- 1) 

is different from zero. Then the first n differential equations 

of the set 

( j 1, .•. , n), 

can be solved for dx/dan, dat/dan. They determine uniquely a 

solution 

(t = 1, .•. , n - 1) 

through the initial point (xs, ao). The determinant ~(x, a) is 

identically zero on this solution since it vanishes at (x6 , a 0 ) 

and since its total derivative with respect to an is identically 
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16 VALENTINE: THE PROBLEM OF LAGRANGE (422) 

zero. Hence the last equation is also satisfied. A similar 

argument CRn be made for any other n - 1 rowed minor which may 

be different from zero. One thus determines 

( s = 1, •.• , n) , 

t being a properly selected one of the parameters a. 

On the one-parameter family of extremals 

( 5:2) 

the curve D is define by the equations 

X= X5(t), 

and satisfies the equations 

since 

Yiajaj' = o. 

Hence the family (5:2) is a one-parameter family of composite 

extremals with an envelope D, touching the extremal E32 at the 

conjugate point 6. 

FOURTH NECESSARY CONDrriON IV. ~ E12 = E13 + E32 be !. 

composite~~ is~~ every subinterval of x1x2 and 

~ !! imbedded in ~ n-parameter family ££ composite ~· 

Moreover suppose ~ R1 and R2 are different from zero ~ E13 

~ E32 respectively. Then if E12 _!!!. minbizing ~ there ~ 

exist ~ conjugate point to 1 ~ ~ !.!:,£ E12· 

In the following proof it is assumedthat the envelope D 

of the one-parameter family of arcs (5:1) has a branch projecting 

backward from 6 to the point 1, as shown in the figure below. It 

is also assumed that the envelope D is not tangent anywhere to 
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(423) THE MAYER CONDITION 17 

the n-space of tangency defined by the first n equations of (4:3) 

and by (4:6). That there can exist no conjugate point to 1 on 

E13 between 1 and 3 follows from the theory of the problem of 

Lagrange which applies to extremals E13 • To prove that there can 

exist no point conjugate to 1 on E32 between 3 and 2 consider the 

integral 

fxx 5(t) 
+ f(x, Y(x, t), Y'(x, t)]dx 

x 4(t) 

+ hto f[x(u), Y(x(u) ,u). Y' [x(u), uJ]x• (u) du. 

In this expression the equations 

yi = yi(x, t) 

Yi = Yi(x, t) 

(x1 ~ x ~ x 4 ), 

(x4 ~ x ~ x2 ), 

define the one-parameter family of composite arcs, having an 

envelope D which has the equations 

X = x 5( t), 

Add .i\1 cp1(x, Y, Y1 ) + 

.1\,."'.jt .. (x, Y, Y') to the 

integrands of the second 

and third integrals in 

the above expression for 

I(El4 + E45 + Dss>• and 

add A.,.'/J'"' to the inte-

grand of the first in­

tegral. Then the deriv­
1 

ative of I with respect to x5 is 
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18 

di 
dxs 

VALENTINE: THE PROBLEM OF LAGRANGE 

di dt ( Y' 1 g' , <it dxs = -E x, Y, 

where g' is the slope of D. But since 

at every point of D, it follows that 

in t. Consequently one obtains the result 

Hence by the usual argument1 I(E12 ) cannot be a min~. 

(424) 

6. Sufficiency proof. The four necessary conditions have 

been denoted by I, II, III, IV, the order being the same as they 

occur in this paper. The notation II' will be used to designate 

the condition II when the equality sign in expression (3:3) is 

omitted. The condi-tion III' is defined for a composite arc as 

follows: The ~ composite ~will be denoted by E12 = 

E13 + E32' ~ E13 belongs to A and E32 belongs to B. For 

every element (x, y, y 1 , A) of E13 the inequality 

> 0 

holds for every set ( « i) ;l ( 0) satisfying ~ equations 

whereas~ every element (x, y, y', A) ~ E32 the inequality 

F2yi'Yk' 12"1 1l"k > 0 

is satisfied!.£!:. ever;y set ( 17:i) ;l (0) satisfying the equations 

o, 

1see Bliss, loc. ~., p. 722. 
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(425) SUFFICIENCY PROOF 19 

condition IV' exc-ludes the point 2 as well as the interior points 

of E12 from being a conjugate point to 1. An arc E12 satisfies 

condition II~ if the inequality 

holds for all sets ( x, y 1 y' 1 Y' 1 A) for which the sets 

(x 1 y 1 Y' 1 A) are in a neighborhood of similar sets belonging 

to E12 , and (x 1 y, Y1 ) I (x, y, y 1 ) satisfies 

~,.(x, y, Y1 ) = 0. 

We can now state the following theorem. 

SUFFICIENCY THEOREM FOR A STRONG RELATIVE MINIMUM. If' an 

admissible composite ~ E12 = E13 + E32 ~ ~ extension ~ 

~every subinterval satisfies~ conditions I~, III', IV', 

~~~!.neighborhood M ~~points (x, y) of E12 

~ ~ the inequality I(C12l > I(E12> ~for every admis­

~ !!.!?. c12 satisfying 

~. = o, 

~,!! ~ ll, and~!!~ identical~ E12 • 

In the first place since- E12 is normal and satisfies I it 

is true that there exists a unique set of multipliers Ao = 1, 

A111 , A1 and constants ci which with the equations of E12 satisf'y 

equations (3:2). In order to complete the proof, the following 

lemma is established. 

LEMMA 6:1. The condition III' ~ !_ composite ~ E12 = 

E13 + E32 implies ~ ~ determinants R1 ~ R2 def'ined ~ 

(4:1) ~ dif'f'A~•n~ ~ ~ ~ E13 ~ E32 respect1ve1y. 

The fact that R1 I 0 on E13 follows from the theory of 

the Lagrange problem which applies to E13 • However along the 
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20 VALENTINE: THE PROBLE'M OF LAGRANGE (426) 

extremal E32 if the determinant tl2 = 0, the equations 

( 6 :1) Fyi'Yk' 1Z'k + '>."''f/"'yk' + ),lcplyk' = O, 

'P"or.yk' 1Z"k = o, ¢lyk' rrk = o, 

would have solutions ( fl'i, Ace, A1 ) f. (0, 0, 0) with "Tl'k not all 

zero since by hypothesis the matrix 

must have rank p + 1. By multiplying equations (6:1) by 

(1t'l' •.. , 1t'nl respectively, and adding the result, one obtains 

0 

on account of equations (6:2). But this contradicts the latter 

part of condition III' which states that 

> 0 

is satisfied for every set ( 1Ti) f (0) satisfying the equations 

Thus condition III' implies that R2 f. 0 on E32 . 

According to the imbedding theorem in section 4 a point 0 

can be chosen on the normal extension of E13 , so that E12 can be 

imbedded in an n-parameter family of composite extremals passing 

through 0. From the first n of equations (4:4) it follows that 

along the n-space of tangency of this composite family we have 

tor values of a close to ao which defines E12 • Hence ~(x. a) 
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defined in section 5 is continuous in x. On account of condition 

IV' this n-parameter family simply covers a region containing 

E12 = E13 + E32 . For L\(x, a) I 0 on x1x2 implies from implicit 

function theory that there exists a neighborhood M of the points 

(x, y) on E12 in which the equations 

( 6:3) 

have solutions 

Yi = yi(x, e.) 

yi = Yi(x, a) 

y i ( x~, a) = Y i ( x3, a) , 

(xl ~ :x ~ x3), 

(x3 ~ x ~ x 2 ), 

If the region M is taken sufficiently small the values 

(x, y, p, ~) belonging toM will remain in so small a neighbor­

hood of the sets (x, y, y', A) of E13 and E32 that according to 

II~ the inequality 

will be satisfied for all sets (x, y, y') I (x, y, p) in M, where 

Y1x or Yix according as the notation refers to an arc 

of class A or B. Hence one may show that I(E12 ) is a minimum in 

M as foll.ows. 

Let any admissible 

curve C in M satisfying 

the conditions ¢11 <x, y, y') 

~ 0 and ~~(x, y, y') = 0 

be defined by the equations 

0 
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LX4
f (X, ,.( x,a), Y'(x, alJdxx,

+ lX5r [X. Y{x,al. Y' (;o; .a )}dxx.
+ lX2

f [X, g ( x, a ), g ' ( x , al J dx ,
"5

(428 )

where l (x , a) and Y(x, a) define the unique compos i te are E06
E0 4 + E46 joini ng an arbitrary po i n t 5 on C12 t o the poi nt O. If

the point 5 lies be t ween t he point 0 and t he point of t a ngency 4

on E04' then I{xS ) htl! the derivaU ve

wh ereas if 5 Ile a b etween 4 and 6 on E46 • then I{xS ) has t he

derivative

In either case PUtS) ill l e s s than or equal to zero, s i nc e

).1: 0 along arcs of clas s A. Moreover we have the equations

l ( xO) '" I(EOl) + I ( C12 ) ,

l (x2) UROl ) + I{ E1 2 ) ·

The conditi on II~ no w i mplie s t hat I(E12) 15 a mi n lmUIII.

7 . Genera lization s 1£~ complex arcs . In sec tions 4,

5, an d 6 the c omposite arc s a defined c onsi st ed of only two s ub ­

arc ~ . Th e proofs made i n t he se s ect ions f or the i mbedd i ng

theorem , the May er cond i tion, an d f or t he suf f i c i enc y proof may

be extended to a pply to arcs "ithout c orners compose d of n s ub ­

ar c s , 4>1 being zer o on some of t h ese suba r ea, and greater than

zero on th " r f!maln i ng ""h..%'o. . An i ",bodd t " ll theor em i s here

established for an are " ithout corners con sisting of t hree aub_
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arcs. It will then be obvious how to construct an imbedding 

theorem for an arc composed of four or more subarcs. 

Consider an extremal E12 = E13 + E34 + E42 without cor­

ners along which all the functions ¢p save one are greater than 

zero. The function qD 1 is to be greater than zero on the subarea 

E13 and E42• but zero on the arc E34 • Suppose that R1 is differ­

ent from zero on E13 and E42 , whereas R2 is different from zero 

on E34· From the imbedding theorem for composite arcs, we know 

that the arc E14 = E13 + E34 may be imbedded in an n-parameter 

family of composite arcs of the same form. Denote this n-para­

meter family by 

Moreover it is known 

that under the above 

hypotheses E42 may be 

imbedded in a 2n-para-

meter family of arcs 

of class A. Let these 

extremals be defined 

by the equations 

The following conditions 

Yi = hi(x, 

Y1 = Yi(x, 

>."' = A"( x, 

A1 = .Al(x, 

1 

yi yi(x, 

Ac A.(x, 

).1 = :X1(x, 

a) 

a) 

a), 

a). 

b) 

b) 

b) 

(x1 ~x~x3 ), 

(x3 ~ x ~ x 4 ), 
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('7:1) 

hold at the 

determinant 

VALENTINE: THE PROBLEM OF LAGRANGE 

Yi(x, a) - Yi(x, b) = 0, 

F2,_1 1 [x, Y(x,a), Yl (x,a), A(x,a)] 

- F111 1 [jr, y(x,b), y 1 (x,b), /..(x,b>J 

¢ 1 [x, y(x,b), y'(x,b)) = 0 

o, 

point 4 on E12 • Moreover it is known that the 

D satisfies the condition 

I Yibk I f. o, D = ui Flyil Uibk 

(430) 

at the point 4 on E12 • The fUnctional determinant of the above 

expression with respect to x and b is 

c 

yi 1 - Y1 1 

Flyil I - F2yil I 

¢11 

Since at the point 4 we know that 

yi(x4 , b) = Yi(x4 , a), 

Yi I (x4, b) = yi I (x·4, a)' 

holds, it follows from Corollary 3:2 that the determinant C has 

the value 

c 

For purposes of the proof we assume that Q)1 1 f. 0 holds at the 

point 4. Hence it is true that C f. 0 at the point 4 on E12 • 

Thus one may solve equations (7:1) for x and b as functions of a. 

con~equently under the above hypotheses the arc E12 = E13 + E34 + 

E42 can be imbedded in an n-parameter f!"1r.J ly of arcs of the same 
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kind, that is, consisting of three subarea, two belonging to 

class A, and one belonging to class B. A proof similar to that 

given in section 4 shows that the members of this family have no 

corners. An imbedding theorem for an arc E12 composed of n sub­

arcs, qb 1 being greater than zero on every other subarc, and zero 

on the remaining subarea, can now be made by alternately repeat-

ing the processes described in section 6 and in this section. 

The proof of the Mayer condition and the sufficiency 

proof for the arcs considered in this section are so similar to 

those given for a composite arc that they will need no repetition. 

8. ~analogue Ef the Mayer condition!.!!!!~~ 

variation. The following section establishes the condltion IV, 

formulated geometrically in section 6, by means of the second 

variation. The equivalent problem stated in section 2 will now 

be used again. 

For a normal extremal E12 of the equivalent problem it is 

known that if "1i(x), ~11 (x) is a set of admissible variations 

satisfying the equations 

lftor.< X, 7J• ?J I) 
i 

~Yi~i + ~«Yi'"'Ji' = o, 

( 8 :1) rp~(x, "?• TJ') - 2z,' ~~~' = cpfJy{/1 + ¢/Jn'''/1' - 2z,_' ~~', 

then there exists a one-parameter family of admissible arcs 

containing E12 for b == bo, and having the set r11(x), ~, (x) as 

its variations along E12 • In this section the second variation 

is to be calculated for an admissible arc E12 without corners 

satisfying the equations ~or.= 0 and ¢1 (x, y, y') - Zp' 2 = 0, 
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26 VALENTINE: THE PROBLEJ.I OF LAGRANGE (432) 

and also satisfying the multiplier rule with multipliers Ao = 1, 

A .. (x} and A1(x}. 

\'lhen the members of the equations 

I(b} = f~f[x, y(x,b), y'(x,b)]dx, 
fx1 

0 lf'"'[x, y(x,b), y'(x,b)], 

0 = q)plx, y(x,b), y'(x,b)J- z~' 2(x, b), 

are differentiated twice with respect to b, one may obtainl the 

equation 

(8:2) 

where 

The accessory minimum problem for this problem consists 

in finding in the class of arcs 171 ( x), S'"p ( x) satisfying the 

equations (8:1} that one which minimizes the second variation 

(8:2). The case to be considered here is the one in which the 

minimizing s.rc is a composite one E12 = E13 + E32 • The extremals 

for the accessory minimum problem for this case must satisfy the 

differential equations 

(8:3) 
~ nlli' = n.,i. 
1Jr ... (x, '7• '7') = o, 

where 

~1'.>.1 + flzl' = dl 

pl(x, 7]• 7]') - 2zl'~l' 0 

and d1 is a constant. From the transversality condition one 

finds that 

0 

1see Bliss, loc • .=.!.!·• p. 723. 
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holds. Hence it is true that 

on x 1X2. Since A1 is zero on E13 and zl' is zero on E32• it 

follows that 

holds. The functions r; ( x), ~ 1 ( x) which define the minimizing 

arc for the accessory minimum problem are determined by the 

equations 

f11' 
lf!"' = o, 

27 

It follows that 1Ji', JL«• jt1 are continuous at x3 as well as at 

all other points on x 1X:i! since 1J 1 (x) are continuous, and thus 

all three terms not involving fJi', f•"' and f-1 are continuous 

since the determinant of coef'ficien ts of 7J i' , f"', f 1 is R2 or 

R1 which are different from zero on x3~ and x1x3 respectively. 

The functions '/• ~ 1 are defined for the intervals x1x3 

and x3X2 by the following equations, 

(8:4) 
Q2'7i' 

cpl - 2zl' ~ 1' = 0' 

~ nl,i, = nlYfi' 
(8:5) l[r... o, 

where 

fLoW + ~4"1/!a., 

foW + f"'l/loc + fl pl. 
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28 VALF:NT nm: THE PROBLEM OF LAGRANGE (434) 

On the interval x1x3 the function t 1 (x) is dbfined by the equa­

tion ifJ1 - 2z1 •t1 ' = 0, The function ~l(x) is admissible, since 

z1 • i 0 for (xl ~ x < x3) and the equationA 

o, 

hold at the point 3. Also the function ~ 1' (x) is zero at x x3 

since the li:r,i t 

(8:6) 

exists at x = x3 and is zero. For if the numerator and deno~ina­

tor of the function 

are differentiated separately, one gets 

Since it has already been assumed that qb 1•(x3 , y, y 1 ) i 0, it is 

true that the limit (8:6) is zero at 3. Thus the minimizing arcs 

for the accessory minimu~ problem are defined by equations (8:5) 

and ( 8 :4). 

In the following 

argument the determinants R1 

and R2 defined by expression 

(4:1) are assumed to be dif-

ferent from zero on E13 and 

E32 respectively. 

Definition, A value 

x 4 is said to be conjugate 

to x1 on the arc E13 + E32 

2 
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(435) THE SECOND VARIATION 29 

if there exists an extremal of the accessory minimum problem of 

the form 

f'ot. = p...(x) 

f1 = fl(x) 

continuous and having continuous derivatives on x1x2 and satisfying 

but not identically zero on x1~. 

ANALOGUE OF THE MAYER CONDYriON. Supoose E12 = E13 + E32 

is a composite ~ which is normal on every subinterval, and 

~ ~ such that R1 and R2 ~ different from ~ ~ E13 and 

E32 respectively. If E12 g ~minimizing !!:.,£ ~ can exist ~ 

point conjugate to 1 between the points l and 2. 

To prove this statement consider the special solution 

'Y'/f(X) - ui(x), f'O((x) = p.._(x), (xl ~ x ~ x4 ) 
~ when x4 x3, 

7]i(x) - o, (x4 ~X~ X2) 

ryi ( x) - ui(x), f«(x) = p.._(x), 
(xl ~ x ~ x3) l 

1i(x) - vi(x), f'«( x) :: p...<xl, 
(x3 ~ x ~ 

f1(x) = f1(x)' 
x4) when x3 < x4 . 

"'/i( x) :;; o, (:x4 ~ X ~ x2) 

For this choice of "Ji(x) the second variation has the value 

which has the form 
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30 VALENTINE: THE PROBLEM OF LAGRANGE (436) 

I"(bo) = ~x:3(uiD.lu1 + ui'f2lui' + P01.Qlf., + f1Qlp1 )dx 

+ ~x:4(vifl2vi + vi'il2vi' + p.,,J22p ... +flQ.lp:a.)dx. 

Upon using equations (8:5) and (8:4) this integral may be evalu­

ated to be 

But since the relation 

holds at the point 3, I'1(bo) has the value 

or 

Since for a minimizing arc ']i(x) the corner conditions 

.Q'7i' [x4' 7]• 7]' (x4-0), f(x4-0)] 

-U"'Ji' [x4, 1J• r;•(x4+0),f(x4+o)J 0, 

hold, 1 and since 

1Jr<x, '?• 1]') o, o, 

hold, it is true that 

vi s vi' ;: f"' ;: 0 

( x3 ,; x ~ x4 ) • 

Similarly it £allows that 

4 2 

1see Bliss, loc, cit., p. 725-6. 
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for the interval (x1 ~ x ~ x3). Thus the Mayer condition has 

been established. 

9. Analogue~ the necessary condition of Hestenes. In 

sections 10 and 11 a sufficiency proof is made for a composite 

31 

arc without the assumption of normality. In order to lead up to 

this proof another necessary condition, analogous to the necessary 

condition IV1 , given by Hestenes for the problem of Bolza, is 

derived. 

As shovm in section 8 the minimizing arc T]i(x) for the 

accessory minimum problem, when E 12 = E13 + E32 is a composite 

arc, is defined by (8:5) for (x1 ~ x ~ x3) and by (8:4) for 

(x3 ~ x ~ ~). The functional determinant of equations (8:5) 

with respect to 7]i' and jJ-« is R1 , whereas the functional deter­

minant of equations (8:4) with respect to '7i', f'« and JL1 is 

R2 , R1 and R2 being defined by (4:1). Since we suppose that R1 

and R2 are different from zero on E13 and E32 respectively, the 

equations 

( 9: 1) 

have the solutions 

and the equations 

{9:2) 

have the solutions 

ti = f2.17)i' (x, 7j, TJ'' fL) 
0 = \[roc. 

TTi(x, 7f• t) 

Mel( x, 1J• t) 

ti = rr2'7i'{x, '7• '7'• f-l 
0 1Jro~. 

0 <f\ 

'7i' = Ki{x, 7f• t) 

f« = N"'{x, 1)• t) 

fLl = Nl{x, 7f' t) 
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32 VALENTINE: THE PROBLEM OF LAGRANGE (438) 

Equations (8:5) and (8:4) may be put into the usual canonical 

forms by introducing the Hamiltonian functions1 H1 and H2 • 

Equations (8:5) will then be equivalent to 

( 9 :3) 

and equations (8:4) will be equivalent to 

( 9: 4) 

For an arbitrary pair of solutions of (9:3), <ryi, ti) and 

Cryi*• ti*l, it is known that 

( 9: 5) 

The same relation holds for an arbitrary pair of solutions of (9:4 

DEFINITION. ~ solution (r/1*, ti*) ~ said .!£ be conju­

gate to the solution (TJi• til if equation (9:5) holds with c = 0. 

The sets [~ik• tikJ form a conjugate system if any pair 

of them are conjugate to each other. 

A conjugate system of solutions (ryik• tik) of equations 

(9:3) and (9:4) may be found such that O]ik• tik) are continuous. 

Suppose 1] ik = erik and tik = sik form a conjugate system of 

solutions of (9:4) on (x3 ~ x ~ ~) where f2 has been replaced 

by Sl2 . The solutions ryik = uik• tik = rik of equations (9:3) 

with the end conditions 

cr ik( x3), 

sik( x3)' 

1G. A. Bliss, Problem of Bolza in the Calculus of Varia­
tions, Lecture notes at the uniVersity of Chicago, Winter 1935, 
p:-74. 
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on the interval (xl ~ x ~ x 3 ) are well defineri. 'fhe system of 

solutions (7Jik' tik) thus obtained is continuous on the entire 

interval (xl ~ x ~ x2) and is a conjugate syf'tem. 

33 

ANALOGUE OF '!'HE CONDITION OP H1<:s·:r~~NF:R, IV1 • Sup:'ose th.e 

~ E12 = F.13 + E32 satisfies ~ hypotheses ussumerl for the cal­

culation of t:he ~ va!"iation. The arc !! s•:>id to satisfy 

condition IV1 if the inequality 

( 9:6) 

1:.1 '''tliaftF:~ on ( x1 ~ x ~ x2), ~ th~ ~t.o.nts aj _f!!ld bj 

sntisfy ~ equations 

( 8 :7) 

and whe!"e the eet 

~equations P:3), ~ (u1 j, vij)!!:: .£_~r:_,il.lglite sy:;tA:n of solu­

~ ~equations (9:4). ~first~ ( 'fJij' ~ij) is rlefined 

by the transversality and end-conditions for the point 1, whereas 

the~~ set (uij• vijl is defined~ the corresponoing condi­

tions for ~ point 2. Every ~ co'l!posite minimizing arc 

E12 = E13 + E32, ~ ~ R1 and R2 ~ different from ~ ~ 

Eu~ ~ E32 respectively, ~ sHtisfy the condition rv1 • 

We will first prove the necessity of this comli t ion on F.32. 

Let the set ( 7ij, ~ ij) be defined as follows 

"Jij r ij(x) 

~ij rij(x) 

and 

?ij CJ"ij(x) 

~ij sij(x) 

i.\oreover let 
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uik E mik(x) 

vlk s. nik(x) 

ulk = Pik(x) 

vlk = qik(x) 

(440) 

Consider a solution aj, ~ ot (9:7) for a value x4 between x3 and 

x2 , and let the sets ('t'i, ri)• (O'"i• si)• (mi• ni) and (pi, qi) 

represent 

't'i = 't"ijaj 

ri = rijaj 

mi = mikbk 

ni = nikbk 

tri = O"'ijaj 

Si sijaj 

Pi = Pik~ 

qi qik~ 

The arc defined by ~i(x) on (xl ~ x ~ x3 ), by O"'i(x) on 

(x3 ~ x ~ x4), and by Pi(x) on (x4 ~ x ~ x2) is continuous by 

( 9:7), and sal;"isfies the equations ljr... = 0 on x1~ and p1 = 0 

on x3x2. This arc gives to the second variation (8:2) the value 

I"(bo) = {x32w(x,1:, t:•)dx + lx42w(x, (T1 CT')dx 
fxl x3 

+ {~2w(x, p, P' )dx. Jx4 

If jLkVia. is added to the integrand of the first integral, and if 

fo~.'/ta. + f 1 ~l is added to the integrands of' the second and third 

integrals, I"(bo) will have the form 
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I 11 (bo) = 1x32fl1(x, 't', 't'' )dx + {X42Q2 (x, <r, a-• )dx 
xl }~ 
+ {~2fl2(x, p, P' )dx. lx4 

By the use or the homogeneity property of quadratic forms, 1 one 

may find the value of I 11 (bo) to be 

which reduces to 

Since the equations 

'l't(X3) = (1'"i(x3), 

~i(xl) = Pt(~) = O, 

hold, it follows that 

and this last expression for I 11 (0) 1s 

A similar·proof can be made when the point 4 lies between the 

points 1 and 3. In event the point 4 is taken at the point 3, 

the second variation I"(b 0 ) will have the form 

35 

where Ti(x) and Pi(x) are defined above. The completion of the 

proof for this case is then easily made. Thus the condition rv1 

has been established. 

1Bliss, Problem~~. p. 87. 

351



S6 VALENTINE: THE PROBLEM OF LAGRANGE (442) 

10. Sufficiency proof without ~ assumption or normality. 

One may now prove the following theorem with the aid of the pre-

ceding section and some auxiliary lemmas. 

'l'HEOREM 10:1. Let E12 = E13 + E32 be an admissible com­

posite~· satisfy~ the conditions liN, III', Iv1 •, ~! ~ 

of multipliers Ao = l, A,.(x), A1 (x). !.!!~~~exists ~ 

neighborho_od F 2f.. E12 = E13 + E32 such ~ J(C12l > J(El2 ) for 

~ ~issible ~ c12 in F joining the points l and 2, satis­

fying 

lfot 0 , 

and dist inc!_ from E12. 

Consider a one-pnrarneter family of composite arcs 

yl = yi (x, a)' ;>. :: 
"' 

A. .. (x, a) (xl ~ x ~ x 3 ), 

( 10: 1) y1 "'Yi(x, a), )."' "' AQ((x, a) (x3 ~ x ~ x 2 ), 

:Xl = i.1 (x, a), 

anc'! a set of functions x1(t), x2 (t), a{t-). having continuous 

derivatives, and such thot Yi• Yi, Yix• Yix• ').{3 and ;\ 1 have 

continuous first partial derivatives in a neighborhood of the 

sets ( x, e.) defined by 

a{t) (t' -;:;; t ~ t 11 ). 

The end polntR 1 and 2 of the curves uescribe two arcs C and D, 

the eqnntions of' C being 

x = x 1 ( l), 

and the curve D being de-

fined by 
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x=J12(t), 

The differentials dx, dyi along the curves C and D are given by 

the equations 

( 10:2) 
dx1 = x1 •(t)dt, 

~ = X2' ( t)dt, 

dyi = Yix 1 dxl + Yiada, 

dyi = yixedx2 + Yiada. 

37 

Along the particular composite extremal arc defined by a 

value t the integral I has the form 

The derivative of I with respect to t is 

Upon integrating by parts and using equations (10:2) one gets 

( 10:3) 

The symbol I* denotes the integral 

By integrating (10:3) from t• to t" one obtains the following 

result. 

J,!•:J~/.IA 10:1. If ~ composite extremal ~ !:!!._ the one 

P.E-ramet~!_ family ( 10:1) corresponding to ~ values t• and t" of 

~ ~ter t ~ E34 and E56 respectively, ~ 
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38 VALENTJNE: THE PROBLEM OF LAGRANGE (444) 

Definition~! Field. A field is a region-,: of (x, y) 

space with a set of slope-functions and multipliers 

.fo = 1, 

having continuous first partial derivatives in 'lf, and such that 

the sets {x, y, p) are admissible and satisfy~~= o, ~l ~ 0, 

and make the I* integral 

independent of the path 1n ~. 

LEMMA1 10:2. ~ E12 = E13 + E3 2 ~ ~ composite ~ ~ 

~ R1 .f 0 ~ E13 and R2 .f 0 ~ E32• ~ having ! conjugate ~­

~£!solutions (Uik• Vik) ~~accessory equations (9:3) and 

(9:4). This solution ~ the form 

uik = <Tik 

vik = 8 1k 

field 1r consisti•g of an n-parameter family of composite !!£! 

Y'i = Y'i( x, 0(.1• ••• , cC.n), ri Fly!' [x1 ~ x ~ x3{cC.)], 

Y'i = Yi{x, ac.l, ... , «nl, Rl F2y1' [x3(«) ~ x ~ x2J, 

~ containing E12 for ~ (x, OC.) satisflinfi 

(k 1, ••• , n). 

lsliss, loc. ~., Problem of Bolza, p. 103. 
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The functions Yi, Yi, Yix• Yix• ri, Ri have continuous first 

partial derivatives in ! neighborhood of the ~ (x, <X.) be­

longing to E12, and the variations of that family along E12 ~ 

the values -----
Yi«k(x, O) = uik(x), 

Yiot (x, O) = <Tik(x) • 
k 

rict (x, O) 
k 

Rio: (x, 0) 
k 

[x1 ~ x ~ x3 (0)], 

[x3( 0) ~ x ~ ~]. 

The proof of this lemma can be obtained by an extension 

of a lemma given by Bliss for the problem of Bolza. By a proof 

whose details are identical with those given for the imbedrting 

theoren in section 4, it may be proved that the composite arc 

E12 = E13 + E32 may be imbedded in a 2n-parameter family of com­

posite arcs. As shown by Bliss1 it i~ true that this 2n-parameter 

family may have the form 

yi yi(x, ocl' ••• , <Xn) 
[xl -a x-a x3 (ot)], 

ri ri (x, oc1 , •. •' G(n) 

yi Y1 (x, !Xp •.• ' O(n) 
[.x3(oc.) ~ X~~], 

Ri Ri(x, a:l, ••• ' G(n) 

containing E12· for (<X1 , ••• , tXnl = ( 0, •.. , 0) • It follows from 

the theory given by Bliss and from the imbedding theorem men-

tioned that the equations 

hold. The remainder of the proof of the above lemma is so similar 

to that made by Bliss that it will not be repeated. 

~liss, loc. ~., Problem of Bclza, p, 105. 
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40 VALENTINE: THE PROBLEM OF LAGRANGE (446) 

THEOREM 10:2. A FUNDAMENTAL S ill'J:o'IC IENCY THEOREM. If an 

~ E12 = E13 + E32 ~~composite~ in~ field~ and satis­

fies the condition !IN, then I(E12l is ~minimum as described in 

Theorem 10:1. ----
In view of the assu._mption that E 12 satisfies the condition 

!IN, the field T may be restricted to a sufficiently small 

neighborhood of E12 so that all the elements [x, y, p(x,y), ,l(x.y)] 

belonging to 1r lie in the neighborhood N. Then at all pointe of 

7 the condition 

E(x, y, p(x,y), Y1 ,.l) -.11 cp(x, y, Y') >0 

must be satiBfied for every set (x, y, Y') f (;x:, y, y') and 

satisfying <:/\(x, y, Y') ~ 0, 1/Ja.(x, y, Y') = 0. Since 

it is true that 

I(Cl2) - I(El2) -= I(Cl2) - I*(El2) 

{~ ~x~ - ] = j f(x, Y, Y' )dx- ( (P- piFy 1 dx + FYi'dyi) 
x1 x1 i 

,= 1x2lJ, -,/lcjJl(x, y, Y')- F(x, y, Pi)- (pi -Yi')lo'yit]dx 
1 

= r~[E(x, y, p, Y', A) -11 </-\(X, y, Y' l}lx. 
}x1 

Hence tlw theorem is est.,blished. 

L'·~t.1t1A1 10:3. I,et E12 = E13 + E32 ~~ >_0. ~dml_~~l~l-~ ~!!!-

ttoliers 

1BJ.bs, loc. ~-:!,_~--, Proble•·1 of' Bolza, p. 112. 
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(447) ANOTHER SUFF'ICIENCY PROOF 

(9:3) ~~ (9:4) with luikl I 0 ~ x1x2. 

The pt'oof of this lemma is almoRt identicnl with t.bat 

given by Bliss in his notes on the problem of Bolza, hence it 

will not be repeated. 

41 

Now one is in a position to prove the sufficiency_ theor·em 

10:1. According to Lemma 6:1 an admissible arc E12 = F:13 + F:32 

satisfying III' must be such that R1 and R2 are different. from 

zero on E1~ and E32 resp!'!ctively. Condition rv1 • and Lc:nmn. 10:<. 

imply th., exlste11ee or e eonjugR.tf-> system of solutions Uik( x), 

Vik(x) of tho canonical equntions (9:3) and (9:4) with deter­

minant !Uik(x) I I 0 on x1x2. Hence by r.emrna 10:2 the composite 

arc E12 is in a field T, contfd.ned in an n-par•ameter family of 

compoflite arcs. Thus by these conditions and II' 
N it follows that 

the hypotheses or the sufficiency Theorem 10:2 are rulfillen, and 

therefore the conclusion of Theorem 10:1 is established. 
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