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SECOND ORDER CONDITIONS FOR CONSTRAINED 
MINIMA* 

GARTH P. McCORMICKt 

Abstract. This paper establishes two sets of "second order" conditions-one 
which is necessary, the other which is sufficient-in order that a vector x* be a local 
minimum to the constrained optimization problem: minimizef(x) subject to the con­
straints g;(x) !;:; 0, i = 1, · · · , m, and h;(x) = 0, j = 1, · · · , p, where the problem 
functions are twice continuously differentiable. The necessary conditions extend the 
well-known results, obtained with Lagrange multipliers, which apply to equality 
constrained optimization problems, and the Kuhn-Tucker conditions, which apply 
to mixed inequality and equality problems when the problem functions are required 
only to have continuous first derivatives. The sufficient conditions extend similar 
conditions which have been developed only for equality constrained problems. Ex­
amples of the applications of these sets of conditions are given. 

1. Introduction. Efforts to establish conditions which determine whether 
or not a point solves an optimization problem have been in progress since 
the classical work involving Lagrange multipliers. The Lagrange multi­
plier approach is applied to optimization problems with equality con­
straints of the form given in Problem L. 

PROBLEM L. Find a vector x* = (x1*, · · ·, x,.*)T that minimizes f(x) 
subject to 

} = 1, ... 'p. 

Although one is interested in the true or global solution to optimization 
problems, in general one can only prove theorems about local solutions. 
A local solution is a point x* such that in a neighborhood about that point 
all other points either do not satisfy the constraints of the problem or give 
values of the objective function greater than or equal to f(x*). 

Using this definition, the basic result of Lagrange multipliers is stated in 
Theorem 1. (Throughout this paper, the symbol V is the differ­
entiation operator with respect to the vector x, i.e., "Vj(x) 
= (aj(x)jax1 , • • • , aj(x)jax,.)T; the symbol \72 represents the operator V 
applied twice, "V2j(x) is then X n matrix whose i, jtb, element is a2j(x)/ 
dXjiJX.;. For shorthand, f* will indicate f(x*), vt will indicate Vf(x*); 
for a parameterized function, a' will represent the derivative with respect 
to the parameterizing variable, i.e.,/ ( 0) = df[x( 6) ]/dO.) The term "differ­
entiable" will always mean "continuously differentiable." 

'IHEOREM 1 (Lagrange multipliers) [3, p. 100]. If the junctions 
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f, h1, , hP are differentiable and if x* is a point where the vectors 
'Vh1*, · · · , 'Vh/ are linearly independent, then a necessary condition that x* 
be a local minimum to Problem L is that there exist scalars (called Lagrange 
multipliers) w; *, j = 1, · · · , p, such that 

p 

(1) 'VJ* + L: w/ 'Vh/ = 0. 
j=l 

The proof of this theorem will be a by-product of later developments in 
this paper. 

That the necessary conditions expressed by (1) are not always able to 
distinguish a local minimum from other points is seen in the following 
example. 

Example 1. Minimize -x1 - x2 subject to 

X12 + X22 - 2 = 0. 

Using the necessary condition expressed in (1) we need examine only 
points (x1, x2)T on the circle x12 + x22 - 2 = 0 for which a scalar W1 exists 
satisfying the equation 

(2) ( -1, -1)T + w1(2x1, 2x2)T = (0, O)T. 

Clearly x1 must equal X2, and this leaves the two points ( -1, -l)T and 
( 1, 1) T as possible local minima. For the former point w1 = -! and for 
the latter, w1 = ! would satisfy (2). Just using (1) then, there is no way 
to distinguish algebraically between those two points, although geometri­
cally it is clear that ( -1, -1f is not a local minimum. 

The equality constrained optimization problem, Problem L, is a special 
case of the constrained optimization problem, Problem I. 

PROBLEM I. Find a vector x* that minimizes f(x) subject to 

g,(x) ~ 0, i = 1, · · ·, m. 

With respect to Problem I, Fritz John [1] proved a general theorem of 
which the following is a special case. 

THEOREM 2 [1, Theorem 1, p. 188]. If the functions f, U1 , · · · , Um are 
differentiable, then a necessary condition that x* be a local minimum to 
Problem I is that there exist scalars uo*, u0*, · · · , um* (not all zero) 
such that the following inequalities and equalities are satisfied by 
( * * * * *) X1 , • • • , X,. , Uo , U1 , • • • , Um : 

g;(x) ~ 0, i = 1, · ··, m, 
m 

(3) 

(4) Uo 'Vf(x) - L u. 'Vg;(x) = 0, 
i=l 
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(5) 

(6) 
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u,g,(x) = 0, i = 1, · ··, m, 

u, ~ 0, · i = 0, 1, · · · , m. 

The proof is omitted here. 

643 

With respect to the inequality constraints then, the variables 
u;,*, i = 0, 1, · · ·, m, are always nonnegative. 

In a later paper, Kuhn and Tucker [4] showed that if a condition, called 
the "first order constraint qualification," holds at x*, then Uo * can be taken 
equal to 1. The statement of the first order constraint qualification and the 
proof of the Kuhn-Tucker theorem are given in §2. 

The failure of conditions (3) through (6) to answer questions which 
have proper answers is illustrated in the following example. 

Example 2. Find the values of the parameter k > 0 for which (0, 0) is a 
local minimum to the problem: minimize (x1 - 1)2 + x22 subject to 

-x1 + X22/k ;:;; 0. 

Using (3) through (6) the following equation must be satisfied: 

uo*( -2, O)T- u1*C -1, O)T = (0, O)T. 

Since uo * = 0 implies u1 * = 0, and since Theorem 2 says they both cannot 
be equal to zero, it follows that uo* can be taken equal to 1, and u/ = 2. 
These values of uo* and u/ make the necessary conditions (3) through (6) 
valid for all values of k. But fork = !, (0, O)T is not a local minimum and 
for k = 3, it is. 

These two examples provide the motivation for the remainder of the 
paper. The theorems henceforth will be addressed to the constrained op­
timization problem, Problem M, containing a mixture of inequality and 
equality constraints. 

PROBLEM M. Minimizef(x) subject to 

(7) 
g,(x) ~ 0, 

h;(x) = 0, 

i = 1, · · ·, m, 

j = 1, ... 'p. 

In §2, using the first order constraint qualification, the Kuhn-Tucker 
theorem is proved. In §3, by addition of a condition called the "second 
order constraint qualification", additional necessary conditions are placed 
on a local minimum to Problem M when the problem functions are assumed 
twice differentiable. This is a new result although special cases have ap­
peared elsewhere. In [5] similar results are obtained for the problem of 
maximizing a quadratic indefinite form subject to linear constraints. Next, 
we prove constructively that the first and second order constraint qualifi­
cations are satisfied when a regularity condition is placed on x*. In §4, a 
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sufficiency theorem for a point x* to be a local minimum to Problem M is 
given, extending classical results which are valid only for the equality con­
strained problem Problem L. In §5 it is shown how the "second order" 
necessary and sufficient conditions solve the two examples for which the 
first order condition failed. 

2. First order necessary conditions. Use will be made of the following 
lemma which is stated here without proof [2). 

FARKAS' LEMMA.1 If every vector z (n components) which satisfies the 
inequality relations 

and the equality relations 

zTbi = 0, 

also satisfies the inequality 

i = 1, ... 'q, 

} = 1, · · ·, r, 

then there exist nonnegative scalars t1 , · · · , tq and scalars s1 , · · · , sr ( unre­
stricted in sign) such that 

q r 

c- L t;ai + L s1b; = 0. 
i=l j=l 

We now state a condition, first introduced by Kuhn and Tucker [4, p. 
483], which will be required to hold at any candidate for a local minimum. 

First order constraint qualification. Let x0 be any point satisfying 
the constraints of Problem M, and assume that the functions 
91, · · · , 9m, h1 , · · · , hP are differentiable at X0 • Then the first order con­
straint qualification holds at x0, if for any nonzero vector y such that 
yT \lg;(x0 ) ~ 0 for all i EB0 = {i / 9;(x0 ) = 0}, and yT\lhi( x0 ) = 0, 
j = 1, · · · , p, y is tangent to an arc a( 8) differentiable at x 0 which is 
contained in the constraint region. 

An arc a( 8) is considered here to be a parameterized curve, differentiable 
when 0 ~ 8 ~ E. The first order constraint qualification means that at 
a(O) = x 0, a'(O) = y. 

THEOREM 3 (Kuhn-Tucker). If the functions f, 91 , · · · , gm, h1 , · · · , hp 
are differentiable at a point x* and if the first order constraint qualification 
holds at x *, the necessary conditions that x* be a local minimum to the con­
strained optimization problem M are that there exist scalars u/, · · · , Um *, 
w/, · · · , Wp *such that (x*, u*, w* ) satisfies 

1 For convenience Farkas' lemma has been restated here in a form different but 
equivalent to its usual form. 
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(8) 

(9) 

(10) 

(11) 
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gi(x) ~ 0, 

h;(x) = 0, 

uig;(x) = 0, 

i = 1, · · ·, m, 

J = 1, ... 'p, 

i = 1, · · ·, m, 

i = 1, ···, m, 
m P 

(12) 'Vf(x) - L u; 'Vgi(x) + L w; 'Vh;(x) = 0. 
i=l j=l 

645 

Proof. Let B* == { i I g.(x*) = 0}. Consider any nonzero vector y such 
that yT 'Vg/ ~ 0 for all iEB* and yT 'Vh/ = 0, J = 1, · · ·, p. By the 
first order constraint qualification y is the tangent of a differentiable arc, 
emanating from x*, which is contained in the constraint region. 

Let a(O) be that arc. Using the chain rule, the rate of change off along 
a(O) ata(O) = x*is 

f[a(O)] = a'(O)T 'Vf(x*) = yT 'Vf(x*). 

By assumption, x* is a local minimum and f must increase or remain the 
same along a(O). Thus, yT 'Vf(x*) ~ 0. 

The hypotheses of Farkas' lemma are satisfied by the vectors 'Vg.(x*) 
for all iEB*, the vectors 'Vhi(x*), j = 1 · · · p, and the vector 'Vf(x*). 
Then there exist values u/ ~. 0 for all iEB*, and w/, j = 1, · · · , p, such 
that 

p 

'Vf(x*) - L u/ 'Vgi(x*) + L w/ 'Vhi(x*) = 0. 
iEB* j=l 

Let u/ = 0 for all i (j: B*, and the theorem is proved. 

3. Second order necessary conditions. The following may be a require­
ment on some point in the constraint region. 

Second order constraint qualification. Let x0 be some point satisfying the 
constraints of M, and assume that the functions g1, · · · , Ym, ht, · · · , h11 

are twice differentiable at x0• The second order constraint qualification 
holds at x0 if the following is true. Let y be any nonzero vector such that 
yT 'Vgi0 = 0 for all iEB0 = {i I gi(x0 ) = 0}, and such that yT 'Vh/ = 0, 
j = 1, · · · , p. Then y is the tangent of a twice differentiable arc a( 0) 
(where (J ~ 0) along which g,[a(O)) = 0 for all iEB0, h;[a(O)] = 0 for 
smallO,J = 1, ··· ,p,anda(O) = x0,i.e.,a'(O) = y. 

THEOREM 4 (Second order necessary conditions). If the functions 
f, g1, · · · , Ym, h1, · · · , hp are twice differentiable at a point x*, and if the 
first and second order constraint qualifications hold at x*, then necessary 
conditions that x * be a local minimum to the constrained optimization 
proble:m M are that there exist vectors u* = (u1*, · · · , Um *)T and 
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w* = Cw1*, · · · , w/)T such that (8)-(12) hold, and such that for every 
vector y, where yT 'Vg/ = 0 for all iEB* = {i I g.;(x*) = 0} and such that 
yT 'Vh/ = 0, j = 1, · · · , p, it follows that · 

(13) YT[ \12 !* - ~ U,:* \12 g,* + "'t:. W;* \12 h;* J y E?; 0. 

Proof. (i) The first part of the theorem is a repetition of Theorem 3 
and follows because the first order constraint qualification is assumed to 
hold. 

(ii) Let y be any nonzero vector such that 

(14) yT 'Vg.:* = 0 for all iEB*, 

and such that 

(15) YT 'Vh/ = 0, j = 1, ... 'p. 

(If there are none the theorem is proved.) Let a:(O) be the twice differ­
entiable arc guaranteed by the second order constraint qualification where 
a:(O) = x*, a:'(O) = y. Denote a:" (0) by z. Then 

(16) g./'(0) = yT(\12g/)y + zT 'Vg/ = 0 for all iEB*, 

(17) h;" (0) = y~(\12h/) y + ZT 'Vh/ = 0, j = 1, · · · , p. 

Otherwise some (J;, iEB*, or h;, j = 1, · · · , p, would not be equal to 
zero along a:( B). Using the u* and w* given by (i), (14) and (15), 

j'(o) = yT'Vf* = yT (f u,*'Vg/- f w/'Vh/) = 0. 
i=l i=l 

Since x* is a local minimum, and /(0) = 0, /' (0) must be E?; 0. That is, 

(18) l' (0) = YT 'V2fy + ZT 'Vf E?; 0. 

From this, (12), (16) and (17), it follows that 

YT [ \12f*- ~ u/'V2g/ + t; w/'V2h/ J y E?; 0. 

The following example illustrates that the first order constraint qualifi­
cation can be satisfied while the second order constraint qualification fails 
to hold. 

Example 3. Minimize x2 subject to 

(Jl = - X19 + X23 ~ 0, 

(/2 = X19 + X23 E?; 0, 

gs = X12 + (x2+1) 2 - 1 E?; 0. 
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The solution is ( ~). Now, \1 g1 *' = \1 g2 * = ( ~ ), 'V g8 * = (~). Since all 

the constraints are equal to zero at (0, O)T, B* = (1, 2, 3). Any vector y 
such that y Vg.,* f;; 0 for all iEB* must be of the form (y1 , y22)T. Clearly, 
any such vector is tangent to an arc pointing into the constraint region. 
Thus, the first order constraint qualification is satisfied. 

Any vector y to be considered for the second order constraint qualifica-

tion is of the form ( ~1) (where y1 7"" 0 since y must be "nonzero"). Since 

there is no arc along which g1 , g2 and g3 remain equal to zero, the second 
order constraint fails to hold. 

Note that the first order Lagrange conditions are only satisfied by 
(u1*, u2*, t), where u1*, uz* are any scalars ;;;; 0. However, 

is negative definite and the second order necessary conditions do not hold. 
That the second order constraint qualification does not imply the first can 
be seen in the following example. 

g1 = -x/ - (x2 - 1)2 + 1 ;;;; 0, 

;;;; 0. 

The point(~) is the solution to any problem with these three constraints. 

Their gradients are(~), (-~),G). 
The second order constraint qualification is satisfied because there are 

no vectors orthogonal to all three gradients. The first order qualification is 
not since there are no arcs pointing into the region of feasibility (which is a 
single point). There are vectors y giving nonnegative inner products, for 

exam ole, y = ( ~). 
In order to use these necessary conditions as criteria for determining if 

a point can be a local minimum, one must determine if the constraint 
qualifications are satisfied. One situation which often occurs where this can 
be done is given in the next theorem. 

THEOREM 5 (Condition implying constraint qualifications). Suppose the 
functions g1, · · · , gm, h1, · · · , hp are twice differentiable. A sufficient con­
dition that the first order and second order constraint qualifications be satisfied 
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at a point x* is that the vectors Vg/ for all iEB*, (Vh/, j = 1, · · · , p) 
be linearly independent. 

Proof. We shall prove that the second order constraint qualification 
holds by constructing an arc which satisfies the hypotheses. The proof 
that the first order constraint qualification holds is omitted but is analogous 
to the one given. 

Let y be any nonzero vector satisfying (14) and (15). (If none exist, 
the second order constraint qualification is trivially satisfied.) Let z be 
some vector such that 

(19) 

(20) 

yT('l2g/) y + zT'lg/ = 0 

yT(\l2h/) y + zT'lh/ = 0, 

for all iEB*, 

j = 1, ... 'p. 

Such a z exists because of the independence of the gradients. Assume there 
are q indices in B* and that the inequality constraints are reordered so 
that g1 , • • • , gq are those constraints. Let c = p + q, which, by the as­
sumption of linear independence and the existence of a nonzero y satisfying 
(14) and (15), must be less than n. Let 

ag1 ag1 
ax! axe 
:(: t, .. : 
' .. 
agq agq 

Mc(B) 
axl dXc 

ah1 ah1 
axl dXc 

ahp ahp 
L dX1 dXc .J 

let 

ag1 ag1., 

axe+! axn 

agq agq 

Mcn(B) 
dXc+l OXn 

ah1 ah1 
dXc+! dXn 

ahp ahp 
dXc+! dXn.J 

where each partial derivative in Mc(B) and Mcn(B) is evaluated at a(B). 
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We can assume without loss of generality that the vectors in Me(O) at 
0 = 0 are linearly independent. Let 

d(O) 

a' (Ol~ 2gl a' (0) l 
a' (O)T\1 2gq a' (0) j 
a'(o)TT 2hla'(o) , 

a' (O)T\1 2hp a' (0) 

Zm ~ [TJ. 
where each matrix of second partial derivatives in d( 0) is evaluated at 
a(O). The arc is constructed as follows: let a(O) = x*, a'(O) = y, and 

(21) a" (e) = [[Me(o)r1
[ -~=(O)zcn - d(O)]J . 

The existence of a twice differentiable function (arc) satisfying these con­
ditions is guaranteed since the right-hand side of (21) is defined and con­
tinuous in a neighborhood about x*. (See [6, Theorem 1.2].) It is a non­
trivial arc since y was assumed not equal to zero. 

That a" (0) = z follows by solving (19) and (20) for (z1 , · · • , Ze)T 
in terms of Zen . This agrees with ( 21) at 0 = 0. Let e = ( (/1 , 

· · · , (Jq, h1, · · · , hp)r, and let ek be any component of e. Then 

ek(O) = ek(O) + Oek'(O) + (fi/2) ek" (¢), 

where 0 ~ cp ~ 0 in a neighborhood about x *. But e( 0) = 0 = e' ( 0), and 

e"(¢) = dk(cp) + [Mek(¢): M~,(¢)] [{Me(¢)}-1[-Men(cf>)z,.- d(¢)]] 
Zen 

= 0. 

4. Second order sufficient conditions. The following conditions con­
stitute an attempt to add as little as possible to the necessary conditions 
of Theorem 4 to create ones which are sufficient that a point be a local 
minimum. 

THEOREM 6 (Second order sufficient conditions) .2 Sufficient conditions 
that a point x* be an isolated local minimum to the constra1:ned optimization 
problem M, where J, g1, · · · , (Jm, h1, · · · , hP are twice differentiable func­
tions, are that there exist vectors u*, w* such that 

2 A statement of this theorem when there are no inequality constraints is con­
tained in [3, pp. 115-116]. 
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(22) 

(23) 

(24) 

(25) 

(26) 

GARTH P. McCORMICK 

g;(x*) ~ 0, 

h1(x*) = 0, 

u/g;(x*) = 0, 

* "Ui ~ 0, 
m P 

i = 1, · · ·, m, 

j = 1, ... 'p, 

i = 1, · · ·, m, 

i = 1, · · ·, m, 

\lf* - L u/\7 g/ + L w/Vh/ = 0, 
i=l i=l 

and for every nonzero vector y where yr\7 g/ = 0 for alliED* = { i [ u/ > 0) 
and yr'Vh/ = 0, j = 1, · · · , p, it follows that 

(27) yr [ \72f* - ~ u/\72g/ + ~ w/'V 2h/ J > 0. 

Proof. Assume that x* is not an isolated local minimum. Then there 
exists a sequence of points { yk) where lim"_,."' y" = x* such that (i) each 
yk is feasible, and (ii) f(y") ;;::; f(x*). We can rewrite each y" as 
x* + lll (ok > 0), where lis a unit vector. We consider any limit point 
of the sequence {ok, i). Clearly any such limit point is of the form (0, s), 
where sis a unit vector. By (i), 

and by (ii), 

for all i E B*, gi(y") - g;(x*) ~ 0 

h1(y") - h1(x*) = 0, j = 1, ... 'p, 

f(y") - f(x*) ;;::; 0. 

Dividing each equation above by o", and taking the limit as k ~ CXJ (using 
that sequence converging to s), we have, by the assumed differentiability 
properties, that 

(28) \lT .*- > 0 g, 8 = for all i E B*, 

(29) \lrh*s = o 
3 ' 

j = 1, ... 'p, 

(30) vrfs ;;::; o. 
We have two cases to consider, and show a contradiction arises from 

each of them. 
(a) For the unit vectors, \lrg/8 > 0 for at least one i E D*. This as­

sumption coupled with (28), (29), (30), (24), (25) and (26) means that 
p 

o ~ vr!*s = I: u1*\lrg1*s + I: w/'Vrh/s > 0. 
iED* i=l 

This is an impossibility. 
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(b) For the unit vector 8, 

\!Tg1*s = 0 for all i E D*., 

Using Taylor's expansion (defining £(x, u, w) = f(x) - L Utgt(x) 
+ L w;h;(x) ), 

£(y", u*, w*) = £(x*, u*, w*) + o"(s")T\7 £(x*, u*, w*) 

(31) + [(o")2/2](s")T[\72£(n", u*, w*)]s", 

where n" = >.x* + (1 - X)o"(s"), 0 ~ X ~ 1. Using properties (i) and 
(ii), (24), (25), (26) to reduce (31) to an inequality, then dividing by 
( o") 2 /2 yields 

(32) 

Taking the limit ask---+ co yields, because of assumption (b), a statement 
contradicting (27). 

6. Examples. The application of these theorems to the earlier examples 
will now be shown. In Example 1, since there is only one equality con­
straint, the hypotheses of Theorem 4 (by virtue of Theorem 5) are satis-

fied. If (-1, -1)T is a local minimum, the matrix [-~ -~J must be 

positive semidefinite for all vectors y such that (y1 , y2 ) ( -2, -2) T = 0, 
that is, all vectors of the form (y1, -yt). Multiplying yields -4yl2 < 0 
(when Y1 ~ 0). Thus ( -1, -1)T cannot be a local minimum. Applying 
the sufficiency test of Theorem 6 assures us that ( 1, 1) Tis a local minimum. 
Since it is the only local minimum, it must also be the global minimum. 

In Example 2, [\l 2f- L u;\l2g;] at x* = (0, O)T is [~ ~ _ 41kJ. 
Now since \7 g1 * = ( -1, 0) T' we need only consider vectors y of the form 
(0, y2) T. The number to be investigated is, therefore, y22[2 - 4/k]. By Theo­
rem 6, for k > 2, ( 0, 0) T is a local minimum. By Theorem 4, for k < 2, 
( 0, 0) T is not a local minimum. At k = 2, the necessary conditions are 
satisfied, but not the sufficient ones. 
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