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Abstract. Many social media platforms promote political polarization
by creating online echo chambers where people are only exposed to
information confirming their beliefs. Newer systems such as Polis and
Kialo aim to foster constructive conversations and teach critical rea-
soning skills. However, these platforms rely heavily on human modera-
tors to manage discussions effectively. This paper examines the effective-
ness of large language models (LLMs) as moderators on Polis, an open-
source, real-time system designed for democratic discourse. We evaluate
the F1 score of various prompting techniques at classifying five Polis
datasets labeled by human moderators. Our findings indicate that LLMs
are robust to different prompting strategies and produce minimal false
positives. While LLMs come with certain risks, we argue that they can
be valuable tools to support human moderators, enabling broader par-
ticipation in democratic discourse.
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1 Introduction

Strong democracies thrive on active citizen engagement in constructive debate.
Collective intelligence, the combined power of diverse perspectives working
together, offers solutions to complex issues [9]. Public participation allows poli-
cymakers to tap into the “wisdom of the crowds” for better decision-making [10].
Polis is one of the platforms, developed by the Computational Democracy
Project1 to harness this collective wisdom. This open-source tool facilitates real-
time online discussions, gathering and analyzing citizen viewpoints directly.

Public deliberation tools face hurdles in handling the sheer volume of public
opinion data. This data can be messy, filled with personal views, and may lack
strong evidence. Additionally, these platforms are susceptible to manipulation
by those spreading misinformation. Thus, most platforms rely heavily on human
moderators to ensure that political discourse remains productive, making it more
difficult to scale policy discussions to include a significant percentage of the
1 https://compdemocracy.org/.
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citizenry. Moreover, there is a hidden cost—the potential for mental health issues
like PTSD and depression in moderators who are regularly exposed to nefarious
content [2].

This paper evaluates the usage of LLMs for content moderation on Polis
and examines the role of different prompting strategies on F1 score, false posi-
tive rate, and confidence level. Our experiments on five different Polis datasets
show that content moderation is fairly robust to different prompting strategies,
exhibits a low false positive rate, but is not reliable enough to entirely supplant
human moderators. This is unsurprising since moderation on Polis also involves
removing redundant ideas from discussions. To enhance Polis’s content modera-
tion capabilities, we advocate for a human-machine collaborative approach that
integrates large language models (LLMs) into the moderation pipeline.

2 Related Work

2.1 Deliberative Democracy

constitutes discourse that focuses on evidence and reasoning, which encourages
participants to reflect on various perspectives and form an informed opinion.
It assumes that through rational discourse, participants can arrive at decisions
that are more legitimate and informed [18]. According to Fishkin [4], the practi-
cal realization of deliberative democracy faces several challenges. While effective
deliberation can be facilitated in small groups, scaling this to a larger pop-
ulation becomes difficult. Maintaining inclusivity and equality in discussions
is especially critical to ensure that all voices are heard and considered. Most
importantly, the moderation efforts needed to structure and manage complex
discussions are essential to keep them focused and productive, and this time
commitment grows significantly with the number of participants. Hadfi et al. [8],
proposed the usage of conversational agents to promote constructive discussion
in democratic forums; however their agent was proactively driving discussion
towards consensus, rather than performing content moderation.

Technological Platforms. Rather than using existing social media platforms,
Klein [10–12] championed the creation of technological platforms that facilitate
the aggregation, organization, and analysis of collective inputs, ensuring that
the deliberative process is efficient, scalable, and inclusive. The Polis platform
was specifically designed to host public deliberation and has been used by sev-
eral organizations and governments in Austria, Taiwan, New Zealand, and the
US [16]. Discourse on Polis is structured around conversations, created by an
owner who sets the discussion topic. Participants submit comments on the topic,
which are then routed to other participants to vote on. The current version of
Polis relies more heavily on voting rather than natural language processing and
uses matrix factorization to understand group opinions based on participants’
votes on comments. The authors of the Polis platform themselves highlighted
some of the ways that LLMs could promote scalable deliberation and also poten-
tial risks related to LLMs [17]. Their report was cautiously optimistic about the
usage of LLMs on Polis and identified summarization, topic modeling, reporting,
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vote prediction, and content moderation as potential applications. However, they
remained concerned about the problem of hidden biases inherited from training
data.

Algorithmic Content Moderation. Algorithmic content moderation
includes “systems that classify user-generated content based on either matching
or prediction, leading to a decision and governance outcome.” [5] Grimmelman
presented a taxonomy of moderation practices for building online communities,
including exclusion, pricing, organization, and norm-setting [6]. Our research is
an example of moderation through organization, shaping the information flow
between content producers and consumers. Much of the research in this area
has focused on the detection of hate speech [14], removal of copyrighted con-
tent [20], and age-appropriate content moderation [1]. However, Polis does not
contain the same type of inappropriate content found on platforms like Twitter
and YouTube, since there is no pathway for content monetization. Instead, it
is more similar to content moderation on Reddit, where the aim is to remove
material that does not adhere to specific guidelines determined by the mod-
erator. However, some of the Polis content moderation guidelines are mainly
meant to facilitate voting on policy issues, which is not a consideration for most
platforms.

3 Method

3.1 Comment Moderation

For our set of experiments on comment moderation, we use the Polis moderation
guidelines to design prompts for various language models.2 This method aims
to identify and label irrelevant and overly complex statements. Specifically, each
statement undergoes individual analysis by the language model for classification
purposes. The efficacy of this strategy is evaluated by comparing the outcomes of
the language model’s spam detection against a gold standard-moderation data
previously labeled by the moderators of each Polis study dataset. This com-
parison seeks to ascertain the spam detection accuracy across various language
models.

To manage text generation from our language models, we use the
guidance framework originally developed by Microsoft. This library represents
a unique programming paradigm that enhances control and efficiency for a lan-
guage model by constraining generation through regular expressions and context-
free grammar. Developers can freely add text to the context window at any point
between text generations, effectively interleaving control and generation seam-
lessly using traditional programming paradigms such as conditionals and loops.

The Polis project has proposed the following moderation guidelines. Each
organization conducting a user study ultimately decides its policy for moderation
but generally follows these guidelines.
2 Our code is available at: https://github.com/aadityabhatia/polis-argmap.

https://github.com/guidance-ai/guidance
https://compdemocracy.org/Moderation/
https://github.com/aadityabhatia/polis-argmap
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– Spam: Comments devoid of relevance to the discussion.
– Duplicative: Comments restating a previously made point.
– Complex: Comments articulating multiple ideas or problems.

Our experiment considers the effect of several variables on moderation out-
comes, including:

1. Class labels used for classification by the language model, varying across
experiments between a simple set (ACCEPT, UNSURE, REJECT) and a
more detailed set (ACCEPT, UNSURE, SPAM, IRRELEVANT, UNPRO-
FESSIONAL, SCOPE, COMPLEX).

2. A set of examples provided to the language model to help it better understand
the task.

3. Chain-of-thought reasoning techniques that ask the model to state a pre-
decision “thought” statement and potentially enhance the model’s reasoning
abilities, as demonstrated by the ReAct strategy [19].

4. Application of additional reasoning techniques, like statement deconstruction,
to dissect and understand statements in depth.

We took steps to ensure that the model is not too strict in its moderation,
since there is more harm done from falsely rejecting a statement than from
falsely accepting it. A statement that is allowed into discussion will still be
voted upon and moderated by the community. For example, a statement that
adds no value to the discussion is likely to be treated as noise and see a strong
disagreement. However, a statement that is incorrectly rejected is less likely to
be seen again. Moderating legitimate statements discourages community partic-
ipation and damages the trust people place in the system. This is also a place
where inherent biases in language models can surface. Therefore, we prefer false
positives to false negatives.

We structured our methodological approach to leverage the capabilities
of transformer-based language models, specifically focusing on their applica-
tion in comment moderation tasks. Using the transformers library and specifi-
cally chat-tuned versions of Mixtral model, we defined the task using instruc-
tional prompts and user statements for the model to respond to in a chat
paradigm. We carefully crafted our inputs to align with our experimental objec-
tives by providing context, task and expected output format. The use of the
guidance framework allowed us to retain control over most aspects of the model’s
output, ensuring adherence to our structured generation format.

To uncover the latent structures within the discussion statements, we
employed the BERTopic library [7], leveraging an advanced pipeline based on
transformer embeddings and class-based Term Frequency-Inverse Document Fre-
quency (TF-IDF) statistics. This process starts with generating statements
embeddings, reducing their dimensionality using Uniform Manifold Approxi
mation and Projection (UMAP) [15], and identification of clusters using Hierar
chical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN).
The resulting clusters were then analyzed for their most representative keywords
and assigned descriptive labels for easy identification and interpretation using

https://react-lm.github.io/
https://huggingface.co/docs/transformers/
https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
https://github.com/guidance-ai/guidance
https://maartengr.github.io/BERTopic/
https://umap-learn.readthedocs.io/
https://umap-learn.readthedocs.io/
https://hdbscan.readthedocs.io/
https://hdbscan.readthedocs.io/
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an LLM. Figure 2 shows an example topic distribution projected on a 2D plane
using PCA (Fig. 1).

Fig. 1. The set of instructions and prompts used to generate insights using Guidance
framework. Text highlighted in green was produced by LLM, while everything else
was programmatically inserted into the LLM context. Guidance enables developers to
intertwine text and generation, allowing precise control of language model contexts.

Datasets. Our research focuses on two sets of events from the Polis dataset:
american-assembly.bowling-green and scoop-hivemind. The first one originates
from a conversation facilitated by the American Assembly in Bowling Green,
Kentucky. This dataset explores local and regional perspectives regarding the
city’s well-being and probes the narrative of a divided America. It comprises 896
comments, of which 289 were moderated out, leaving a substantial 607 comments
for analysis. This dataset is particularly valuable for understanding community
priorities and perceptions at a local level.

The second set, scoop-hivemind, stems from multiple conversations conducted
by New Zealand’s Public Engagement Projects (PEP) in partnership with the
news outlet Scoop regarding issues of national significance. It consists of a
total of 752 comments submitted by 96 people, with 294 comments moder-
ated out, resulting in 458 accepted comments. Within this group, the biodiver-
sity and freshwater datasets provide insights into protecting and restoring New
Zealand’s biodiversity and preserving freshwater resources, an area of global
environmental concern that drives significant policy decisions, while taxes and
affordable-housing address the socio-economic challenges faced by the public.
These datasets include detailed voting data accounting for each agree or dis-
agree vote cast by the participants.

https://github.com/compdemocracy/openData
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Fig. 2. Distribution of statements in the american-assembly.bowling-green dataset col-
ored by topic projected in a 2D plane using PCA.

4 Experiments

Table 1 shows eight experimental configurations tested for comment moderation.
For the baseline, we used a simple instructional prompt to categorize comments
into three labels: ACCEPT, UNSURE, or REJECT. When the model rejected a
statement, we further classified it as either SPAM or COMPLEX. Subsequently,
the configurations were expanded to a more complex seven-class system, pro-
viding detailed instructions for each category to enhance the model’s decision-
making precision and explainability. The semantic extraction technique focused
on the content of each comment to identify the problem being addressed, the pro-
posed solution and the number of ideas introduced. We require each comment to
mention at least one problem or solution and no more than one unique idea. Com-
bining it with chain-of-thought reasoning, this approach deviated from standard
moderation guidelines and instead judged comments based on their relevance to
the ongoing conversation. Chain-of-thought reasoning allowed the model to artic-
ulate its thought before each decision, aiming for a higher moderation accuracy
and transparency. We made extracted ideas and thought statements available as
a part of our results for increased explainability.

Evaluation Metrics. To evaluate these experiments, we selected datasets with
high-quality statements that align closely with Polis moderation guidelines. Raw
statements were used with no pre-processing, mirroring real-world conditions
where moderators make quick decisions without access to the full dataset. Effec-
tiveness was measured using the F1 score, false positive rate, and the rate at
which the model selected UNSURE over ACCEPT or REJECT. The F1 score
is a balanced measure that considers both the precision and recall of the clas-
sification process, particularly useful when the costs of false positives and false
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Table 1. Summary of experimental configurations for comment moderation. E =
semantic extraction and T = chain of thought reasoning.

Configuration Target Classes Chain-of-Thought Semantic Extraction

3 3 No No

7 7 No No

3T 3 Yes No

7T 7 Yes No

3E 3 No Yes

7E 7 No Yes

3ET 3 Yes Yes

7ET 7 Yes Yes

negatives differ significantly. It is especially useful when dealing with imbalanced
datasets where positive cases, which in our case are the comments to be rejected,
are significantly less common than the negative ones. It is calculated using the
formula

F1 = 2 · Precision × Recall
Precision + Recall

=
2 × TP

2 × TP + FP + FN

Throughout these experiments, we carefully considered the implications of false
positives on the moderation outcome, with a particular emphasis on minimizing
false positives to foster inclusive community discussions.

5 Results

Table 2 shows the F1 score, false positive rate and number of comments classified
by the LLM as uncertain across the five Polis datasets. The weighted average
shows the average across all datasets, normalized by the size of the dataset. Our
results show that the simple three-class baseline in which the model is simply
asked to classify a statement as ACCEPT, REJECT, or UNSURE outperforms
the other prompting strategies. The more sophisticated prompting strategies,
chain of thought (T) and semantic extraction (E) did not consistently improve
the F1 score over the baseline. The overall F1 score was not sufficiently high
to make the LLM alone a convincingly good replacement for a human Polis
moderator.

A second question is whether an LLM can work well in tandem with a human
moderator. All the model variants exhibit low false positive rates, making them
well suited for this application. Both chain of thought and semantic extraction
tend to make the model more unsure, which is less problematic when the LLM
is not expected to be the final arbiter.
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The LLM struggles with duplicate detection, which is more important for
Polis since the moderators don’t want to keep issuing redundant votes. Detecting
duplicates requires a large context window and increases the memory footprint
linearly with the number of comments, often causing the model to run out of
GPU memory or overflow past its maximum context window length. A more
effective approach would involve clustering comments using their text embed-
dings and detecting semantically identical statements, which is a promising tech-
nique for implementing a moderation system.

Kolla et al. recently published a paper on the usage of GPT-3.5 for moderat-
ing Reddit content [13]. Although they employed different prompting strategies,
they reported similar performance trends in terms of false negative and true
positive rates. One issue that they noted is that the LLM cannot be easily
queried about its confidence level and sometimes reversed its decision upon fur-
ther queries. Hence, we believe that our simpler strategy of including UNSURE
as a possible class produces superior results.

Table 2. Comment moderation results averaged over all datasets. Weighted average
normalizes the results by the size of the dataset.

Metric Dataset Configuration

3 7 3T 7T 3E 7E 3ET 7ET

F1↑ american-assembly.bowling-green 0.26 0.08 0.21 0.19 0.15 0.11 0.18 0.12

scoop-hivemind.biodiversity 0.33 0.09 0.25 0.21 0.20 0.22 0.25 0.13

scoop-hivemind.freshwater 0.26 0.07 0.16 0.29 0.16 0.06 0.18 0.12

scoop-hivemind.taxes 0.10 0.04 0.06 0.07 0.10 0.19 0.26 0.17

scoop-hivemind.affordable-housing 0.11 0.12 0.15 0.12 0.10 0.12 0.24 0.20

Weighted Average 0.24 0.08 0.19 0.18 0.15 0.14 0.20 0.13

FPR↓ american-assembly.bowling-green 0.06 0.02 0.04 0.05 0.02 0.01 0.02 0.02

scoop-hivemind.biodiversity 0.05 0.03 0.07 0.04 0.06 0.06 0.07 0.03

scoop-hivemind.freshwater 0.10 0.04 0.20 0.02 0.16 0.13 0.27 0.09

scoop-hivemind.taxes 0.02 0.01 0.16 0.04 0.12 0.04 0.10 0.05

scoop-hivemind.affordable-housing 0.06 0.02 0.15 0.04 0.10 0.01 0.12 0.06

Weighted Average 0.06 0.02 0.08 0.04 0.05 0.03 0.06 0.03

Unsure american-assembly.bowling-green 0.01 0.05 0.05 0.04 0.02 0.02 0.02 0.03

scoop-hivemind.biodiversity 0.02 0.08 0.07 0.07 0.04 0.04 0.06 0.11

scoop-hivemind.freshwater 0.04 0.07 0.12 0.12 0.10 0.10 0.04 0.12

scoop-hivemind.taxes 0.07 0.11 0.03 0.11 0.09 0.09 0.09 0.13

scoop-hivemind.affordable-housing 0.04 0.05 0.05 0.09 0.02 0.08 0.01 0.10

Weighted Average 0.02 0.06 0.06 0.06 0.03 0.04 0.03 0.07
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6 Conclusion

In this study, we assessed how well large language models (LLMs) perform as
content moderators for Polis, a platform designed to facilitate open and demo-
cratic discussions. We tested different prompting techniques, such as those that
focus on extracting meaning (semantic extraction) and revealing the reasoning
process (chain-of-thought reasoning). Our findings indicate that for the Mixtral
model, prompts focused on simple classification yielded the best results.

The use of artificial intelligence (AI) tools in public debates and policymaking
has the potential to significantly change how we understand and address social
issues. LLMs can lighten the load on human moderators by automating some
content review tasks, paving the way for democratic discourse to truly flourish at
scale. Our research suggests that LLMs are best suited to work alongside human
moderators as part of a larger moderation system. This is because they have a
low rate of incorrectly flagging comments, making it less likely that valid content
will be removed unnecessarily.

Limitations There is a growing emphasis on addressing algorithmic bias and
ethical considerations in these methodologies. As LLMs are trained on extensive
datasets, there is a risk of inheriting biases present within the data. Contempo-
rary methods are frequently focused on mitigating these biases to ensure that the
insights generated for policymaking are equitable and representative of diverse
viewpoints [8]. Another critical aspect is the scalability and computational effi-
ciency of these approaches, particularly vital when addressing global-scale issues
with large number of participants. The application of LLMs and AI-driven tools
needs to be weighed against computational costs and the practicality of imple-
menting these solutions on a large scale [3].
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