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Preface

We are delighted to introduce the proceedings of the 19th European Alliance for Innova-
tion (EAI) International Conference onHeterogeneousNetworking forQuality, Reliabil-
ity, Security and Robustness. This conference brought together researchers, developers
and practitioners around the world who are addressing the challenges from both trend-
ing application requirements and communication technologies. The theme of QShine
2023 was heterogeneous networking-related subjects, particularly quality, experience,
reliability, security and robustness of heterogeneous networking.

The technical program of QShine 2023 consisted of 78 full papers, including 2
invited papers in oral presentation sessions at themain conference tracks. The conference
tracks were: E-Health Networks; Transportation Networks; Reliability and Scalability;
Artificial Intelligence and Machine Learning; Networks and Applications; Robustness;
Network Security and Privacy; Quality of Service (QoS) and Quality of Experience
(QoE). Aside from the high-quality technical paper presentations, the technical program
also featured four keynote speeches. The four keynote speakers were Song Guo from
Hong Kong University of Science and Technology, Hong Kong SAR, China Panos
Nasiopoulos from The University of British Columbia, Canada, F. Richard Yu, Carleton
University,Canada, and JiangchuanLiu fromSimonFraserUniversity,BritishColumbia,
Canada.

Coordination with the steering chair Prof. Bo Li was essential for the success of
the conference. We sincerely appreciate his constant support and guidance. It was also
a great pleasure to work with such an excellent organizing committee team for their
hard work in organizing and supporting the conference. In particular, the Technical
Program Committee, led by our TPC Co-Chairs, Xiaojie Wang, Chengming Li, and
Liangtian Wan, have completed the peer-review process of technical papers and made a
high-quality technical program. We are also grateful to the Conference Manager, Ivana
Bujdakova, for her support and to all the authors who submitted their papers to the
QShine 2023 conference.

We strongly believe that QShine provides a good forum for all researchers, devel-
opers and practitioners to discuss all science and technology aspects that are relevant to
heterogeneous networking-related subjects. We also expect that future QShine confer-
ences will be as successful and stimulating, as indicated by the contributions presented
in this volume.

October 2023 Xiping Hu
Wei Wang
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Vladimír Stenchlák, and Andrej Bencel



xviii Contents – Part II

Autonomous Vehicles

Efficient Joint Deployment of Multi-UAVs for Target Tracking . . . . . . . . . . . . . . . 409
Jiashuai Wang, Lu Sun, Liangtian Wan, Jibin Zheng, and Xianpeng Wang

Joint User Scheduling and UAV Height Control for Smart Wearable
Device Charging Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422

Hongjing Ji, Xiaojie Wang, and Zhaolong Ning

Studies on Vehicle Object Detection and Tracking in UAV Aerial Data . . . . . . . . 431
Ting Cao, Xinrong Zhang, Penghui Wang, and Chenle Wang

Task Prediction Based Computation Offloading over Multi-UAV MEC
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 438

Xi Cheng, Zhenquan Qin, Ruixin Liu, Jiong Lu, and Jianbo Zheng

TraMap: SLAM-Based Trajectory Generation and Optimization
for Emergency Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453

Yuqing Sun, Lei Wang, Sunhaoran Jin, Jian Fang, and Bingxian Lu

Bandwidth Resource Allocation and Uplink Optimization in MEC System
Based on Multi-UAV Collaboration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 471

Na Yu and Xuehe Wang

Visible Light Two-Way Communication Method for Vehicle-Road
Collaboration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 484

Caipeng Gu, Jijing Cai, Meilei Lv, Jiefan Qiu, Chenzhuo Jin,
and Kai Fang

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 495



E-Health Networks I



Transfer Learning for Audio-Based Speech
Emotion Recognition in Chinese:
Leveraging Pretrained Models
for Improved Performance

Lanke Zhu1,2, Xinyue Ma1,2, Rui Zhang1,2, and Jianbo Zheng1,2(B)

1 Artificial Intelligence Research Institute, Shenzhen MSU -BIT University,
Shenzhen 518172, Guangdong, China

jianbo.zheng@smbu.edu.cn
2 Guangdong-Hong Kong-Macao Joint Laboratory for Emotional Intelligence

and Pervasive Computing, Shenzhen MSU -BIT University,
Shenzhen 518172, Guangdong, China

Abstract. In the field of Speech Emotion Recognition (SER) research,
there is a growing emphasis on strengthening model generalization,
stepping beyond the traditional classification accuracy metrics. Recent
progress in cross-corpus SER has allowed machines to explore relation-
ships among languages from diverse regions. In this paper, we propose
an audio emotion recognition model which leverages a pretrained CNN
model with a multi-head attention block. To adapt the model for the
Chinese dataset CH-SIMS employed in our experiments, we fine-tuned
it from a pre-trained English model. The data are categorized into five
valence states: negative, weakly negative, neutral, weakly positive and
positive. Remarkably, our top-performing model (multi-layer-CNN14)
achieves a 24% improvement in accuracy over the baseline. The results
highlight the effectiveness of fine-tuning in enhancing speech emotion
recognition performance. This study contributes to improving model gen-
eralization in transfer learning, nudging us toward a deeper understand-
ing and more accurate recognition of emotions expressed in speech.

Keywords: speech emotion recognition · transfer learning ·
fine-tuning · attention mechanism · Pretrained audio neural network

1 Introduction

Speech Emotion Recognition(SER) is a vital task in Natural Language Pro-
cessing (NLP). It aims to detect and recognize the emotions conveyed through
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speeches, such as happiness, sadness, and more. Emotion recognition systems
leverage machine learning and deep learning techniques to extract relevant
features from speech data, enabling accurate classification of emotions. High-
performance SER systems hold significant value across various domains, includ-
ing human-machine interaction [24], voice assistants [14], and psychological
research [8]. They not only help computers better recognize the emotional states
of inter-actor, but also pave the way for more personalized and effective human-
computer interactions. Advancing SER is one of key objectives in emotion recog-
nition system research. To improve accuracy, researchers employ techniques such
as data augmentation and transfer learning, complemented by the use of larger
and more diverse speech datasets. These strategies aid in training models profi-
cient at accurately capturing and identifying emotional cues from speech data.

In the task of SER, the objective is to correlate input speech signals with
specific emotion categories, thereby determining the underlying expressed emo-
tions. Traditional classification techniques usually rely on probabilistic models,
such as the Gaussian mixture model (GMM) [12], hidden Markov model (HMM)
[23], and support vector machine (SVM) [26]. However, with the progression of
research, various artificial neural network architectures have also been widely uti-
lized, ranging from the simplest multilayer perceptron (MLP) [33], convolutional
neural networks (CNNs) [9], to deep architectures like residual neural networks
(ResNets) [32] and recurrent neural networks (RNNs) [17] [18]. Particularly,
long short-term memory (LSTM)and gated recurrent units (GRU)-based neural
networks, which are state-of-the-art solutions in time-sequence modeling, have
been ubiquitously applied in speech signal modeling. Additionally, researchers
have also proposed various end-to-end architectures aiming to jointly learn both
feature extraction and classification [16]. These architectures intensively opti-
mize the identification and association of emotions in speech signals, enhancing
the overall performance of SER systems.

SER in Chinese involves identifying and analyzing emotions in Chinese speech
data. Chinese-specific speech datasets are used to create diverse databases cov-
ering various emotional states. Techniques such as sound signal processing and
feature extraction are employed to capture emotion-related features from speech.
Machine learning algorithms, including Convolutional Neural Networks (CNN)
and Recurrent Neural Networks (RNN), are used for emotion classification.
Recent advancements like transfer learning and data augmentation have shown
promising results. [34]

The attention mechanism imitates human attention, selectively focusing on
different parts of input data and assigning varying levels of importance. Self-
attention, used for sequential data, treats each input element as a query, key,
and value. Multi-head self-attention extends this concept by introducing multiple
attention heads, enabling the model to capture diverse feature representations
and enhancing its expressive power.

Our research focuses on Speech Emotion Recognition (SER) in Chinese. We
leveraged the CH-SIMS dataset for our study, which provides a comprehensive



Transfer Learning for Audio-Based Speech Emotion Recognition 5

collection of data covering Chinese text, images, audio data, and detailed anno-
tations of modality.

In our study, we employed Pretrained Audio Neural Networks (PANNs) that
were trained on the comprehensive AudioSet dataset. PANN is a deep learning
model architecture crafted for audio data processing, built on the convolutional
neural network (CNN) structure. Through fine-tuning on our unique dataset
and integrating a multi-head self-attention mechanism, PANNs became more
attuned to the specific features of the task and emotional nuances present in
speech data, leading to enhanced emotion recognition performance. Our primary
contributions include:

– We fine-tuned the pre-trained model on the AudioSet dataset and applied it
to CH-SIMS for data preprocessing, yielding results with remarkable gener-
alization capabilities.

– We introduced an architecture that merges CNN with a multi-head attention
mechanism, enhancing the model’s downstream performance.

2 Related Works

2.1 Speech Emotion Recognition

Over the past nearly three decades, researchers have tried to give machines the
ability to understand and express emotions. Currently, the mainstream emotion
recognition methods are extracting features that can accurately express emo-
tions and detecting them, either manually or with the help of machines. This
field encompasses a wide range of literature and utilizes various English datasets,
such as RAVDESS [19], SAVEE [7], and IEMOCAP [2]. AudioSet [4] records a
collection of 10-second sound clips including 632 audio event classes and over two
million human-tagged clips drawn from YouTube videos. For Chinese language
datasets, CH-SIMS [18] is notably prevalent, offering sentiment labels such as
Strong Negative, Weak Negative, Neutral, Weak Positive, and Strong Positive.
This study contributes to advancing multimodal sentiment analysis and captur-
ing richer representations of sentiment within Chinese language data.

Emotion detection of sound relies on the integration of classical machine
learning methods and deep learning techniques. Acoustic features, such as loud-
ness, pitch, and timbre, are extracted and utilized in the algorithm to achieve
accurate emotion detection. Spectral features, including Mel Frequency Cep-
stral Coefficients (MFCC) and their associated features, are also widely used
[20]. The demarcation between machine learning and deep learning methodolo-
gies primarily resides in their respective approaches to data representations. In
machine learning, a set of values is extracted from temporal, frequency, and per-
ceptual domains and then fed into the machine learning algorithm as manually
selected or predefined features to establish patterns and relationships for tasks
like classification or regression. On the other hand, deep learning employs more
complex and elusive algorithms, for example, CNN and attention mechanisms,
to automatically learn intricate correlations within data. Unlike the traditional
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models, deep learning models do not require handcrafted features but directly
learn feature representations from raw data, making them more powerful for
processing complex and large-scale datasets and often exhibiting superior per-
formance in specific tasks.

Xu et al. [35] proposed a framework for dual-modal (audio-text) emotion
recognition. The framework consists of a parallel convolution module (Pconv)
and an attention-based BLSTM [30], with a specific focus on single-modal pro-
cessing of audio data from the CH-SIMS dataset. By combining Pconv and
attention-based BLSTM, the Tensor Fusion Network effectively captures the
complementary information from audio and text modalities, enabling more pow-
erful multimodal sentiment analysis. The multiple self-attention mechanism is
also a method of sentiment analysis that can enhance modal information [31].
In this paper, we apply transfer learning to a pre-trained CNN model with a
multi-head attention mechanism and evaluate the performance of the system in
terms of classification accuracy and training time.

2.2 Transformer

The Transformer model possesses several advantages, including its ability to
effectively handle long sequences, capture long-range dependencies, and its par-
allel computing capabilities, making it highly suitable for processing large-scale
data. Initially, the transformer model was mainly used in the field of machine
translation, but because of its properties, it has gradually been generalized to
the field of audio recognition.

In 2015, Chorowski [3] proposed to utilize an attention-based architecture,
where the encoder side is a BiRNN structure. This was followed by a study on
how transformers can replace RNNs for computation. The combination of CNN
and attention mechanism is also a trend in audio emotion recognition, and the
self-attention mechanism can express the salient regions of emotion in audio
very well [16]. In 2021, Gong et al. Li et al. [15] proposed an Attention pooling
method to avoid overfitting of convolutional features input to the fully connected
layer. [5]introduced the Audio Spectrogram Transformer (AST), an audio clas-
sification model that canceled CNNs. Applying the Transformer encoder output
to an audio spectrogram representation. They then proposed a semi-supervised
framework [6] that improved the performance of AST by an average of 60.9%.

2.3 Transfer Learning

Transfer learning leveraging knowledge and models learned from one task to
improve performance on another related task, reducing the need for extensive
training data. It can effectively bypass the time-consuming task of data tagging
when discrepancies exist in the feature space or data distribution [25], signifi-
cantly increasing data mining efficiency. Transfer learning is crucial for multi-
lingual or cross-lingual datasets due to the correlation between languages and
speech, enabling the discovery of implicit connections parallelization [28].



Transfer Learning for Audio-Based Speech Emotion Recognition 7

In deep learning research, various studies have adopted transfer learning
methodologies, using techniques like embedding extraction and fine-tuning of
pre-existing models [13,21], instead of training models from scratch. Both
PANNs [11] and DeepSpectrum [1] are highly influential modern libraries
designed for audio-based tasks. Among them, PANNs introduce pre-trained
audio neural networks for sound event detection. The ability to fix hyperpa-
rameters in PANNs provides flexibility to use it as a transfer learning module
with pre-existing knowledge. Singh et al. [27] simplified the original PANNs
model using a pruning algorithm to remove redundant parameters and reduce
computational effort.

To reduce the computational cost, researchers often use pre-trained mod-
els with fixed parameters to extract features, and training output layers on the
generated embeddings. However, fine-tuning certain layers has been found nec-
essary for specific tasks to achieve excellent performance [11,17]. Earlier layers
in convolutional neural networks (CNNs) generally have stronger generalization
capabilities than subsequent layers [29], explaining why fine-tuning all layers
is essential for achieving good performance. In our study, we aim to explore
whether a similar operation is necessary for the model under consideration. We
will conduct two experimental designs, freezing the parameters of pre-trained
layers or fine-tuning all output layers, to compare the effects of these approaches
empirically.

3 Methodology

In our proposed architecture, we have designed two key modules: the pre-trained
block and the multi-head attention block. The pre-trained block is a convo-
lutional neural network (CNN) model that we have encapsulated within the
PANNs [11] framework. The system’s overall structure and the interconnections
between these modules are depicted in Fig. 1. In this section, we provide compre-
hensive explanations of the datasets utilized and the specific application strate-
gies employed for each module.

Fig. 1. The structure of proposed multi-head attention block. The number of attention
layers will be adjusted to the specific task. 1 and 3 were applied in our experiments.
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3.1 CH-SIMS Dataset

To conduct Speech Emotion Recognition (SER) on Chinese speech, we utilized
the CH-SIMS v2 training dataset [18]. This dataset comprises 60 original videos,
resulting in 2,121 video segments. It offers a diverse range of character back-
grounds, covering different age groups, and featuring high-quality recordings.
Only Mandarin Chinese speech is included in this dataset.

Compared to version 1.0 [36], the video data in this updated version includes
a broader range of scenarios, and the focus is on acoustic and visual features
rather than text, encompassing a wider variety of emotional expressions. This
aspect serves as a valuable inspiration for our research.

Each video segment in the CH-SIMS v2 dataset has undergone multimodal
annotations, further categorized into five emotion categories:

negative : {−1.0,−0.8},
weakly negative : {−0.6,−0.4,−0.2},

neutral : {0.0},
weakly positive : {0.2, 0.4, 0.6},

positive : {0.8, 1.0}.

3.2 Pre-trained Block

Our approach aims to leverage a pre-trained speech recognition network to
extract meaningful features from the samples of CH-SIMS. The CNN archi-
tectures utilized in our study are adapted from those presented in reference [11].
The PANNs framework houses a diverse of pre-trained models, encompassing
various versions of CNN models. These models are trained on extensive audio
datasets, empowering them with ability to capture intricate audio feature rep-
resentations. This capability allows PANNs to efficiently capture and analyze
patterns and recognizable features within audio data. We applied its subsample
since, within PANNs [11], the CNN-14 model achieves the best performance,
and also uses the pre-trained model corresponding here. Following the prepro-
cessing phase, the vocal data is fed into the framework which then internally
constructs a frequency-based representation of the recordings. Interestingly, in a
related study [27], it was observed that CNN-10 model performs well with some
smaller datasets. Consequently, in our experiments, we employed both CNN-10
and CNN-14 models for the feature extraction and embedding.

The audio data undergoes the following preprocessing steps: first, the audio
is resampled to 32kHz. Then, a Short-Time Fourier Transform (STFT) is applied
with a window size of 1024 frames and a hop size of 320 frames. This process is to
obtain spectrograms from the standard time-domain waveforms. Subsequently,
Mel filter banks are utilized to the obtained spectrograms. After this, a logarithm
operation is performed to derive log Mel spectrograms.

Each of CNN architectures is composed of convolutional layers with a ker-
nel size of 3 × 3 for CNN10 and CNN14. Batch normalization is applied after
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every convolutional layer, and then ReLU non-linearity is applied to facilitate
better training convergence. For CNN10 and CNN14, the convolutional blocks
are used in pairs before an average pooling layer is applied. Specifically, CNN10
is composed of 8 convolutional blocks (4 pairs), while CNN14 consists of 12 con-
volutional blocks (6 pairs). All networks include a penultimate fully connected
layer to enhance representation capability, succeeded by a final fully connected
layer with 527 units. A sigmoid activation function is applied at this stage to
derive the probabilities of each class.

3.3 Multi-head Attention Block

To capture the semantic relevance embedded within the speech signal, the multi-
head self-attention mechanism [30] is employed to focus on emotional information
from various subspaces. In the multi-head attention mechanism, there are H
parallel attention heads, and each of these attention heads calculates a set of
attention weights:

Attention(Q,K, V ) = Softmax
(
Q� · K√

dk

)
· V � (1)

where: Q, K, and V are the query, key, and value matrices for calculating the
multi-attention mechanism. The Softmax function is commonly used to nor-
malize the attention scores and ensure that they represent a valid probability
distribution, where the sum of all attention weights is equal to 1.

We use the optimization algorithm Noam for learning rate tuning to achieve
better model solutions. By computing similarities between Q and K, the mecha-
nism assigns weights to each query position, determining the significance of the
corresponding values.

lr = factor · modelsize−0.5 · min(step−0.5, step · warmup−1.5) (2)

where: factor refers to the initial learning rate size, model size denotes the hidden
layer dimension, step represents the number of optimization steps, and warmup
denotes the value of the step when the learning rate reaches its maximum value.

Between each layer, we introduced a gate function incorporating the sigmoid
function.

f(x) =
1

1 + e−x
(3)

x is the input variable. It converts the output of the model into a probability
value between 0 and 1. This gated mechanism helps the model to dynamically
adjust the importance of different layers and enables more flexible and adaptive
information processing. Furthermore, the use of the sigmoid function ensures
a smooth gating operation, avoiding abrupt changes and maintaining stability
during the learning process.

After applying several layers of multi-head attention, we performed an fully
connected layer (comprised of a linear layer and a ReLU activation function)
following each gating mechanism. This means that before the output from each
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attention layer is passed into the next layer, it first goes through an additional
transformation via a fully connected layer. The potential benefit of this could be
to provide an additional means to capture and transform more complex patterns
in the data.

4 Experiment

4.1 Dataset Setup

In our experiments, we utilized the CH-SIMS v2.0 [18] dataset, which is parti-
tioned into three sets: the training set (80%), the test set (10%), and validation
set (10%). The obtained output is categorized into five distinct labels. For feature
extraction, the librosa library [22] is employed to extract log mel spectrograms
from raw audio data.

4.2 Experimental Setting

In the training experiments, we leverage a pre-trained model on the AudioSet
dataset to facilitate transfer learning on an existing dataset. During the fine-
tuning phase, we employed both single and triple multi-head self-attentive layers,
with the results being labeled as ’multihead’ and ’multilayer’ respectively. The
training process was utilized the Adam optimizer [10] and cross-entropy loss with
a batch size of 16.

Results from the two original models (CNN10 and CNN14), with frozen
parameters, were served as the baseline for our benchmark. In the fine-tuning
phase, the models with multi-head and multi-layer were trained for 200 epochs
with an initial learning rate of 1e-4. Each experiment set were conducted ten
times with the average results recorded. The best-performing model is selected
and saved, conducting experiments on both test sets and validation sets. The
recorded results are presented in Table 1.

4.3 Results and Discussion

Table 1 presents the results of experiments conducted on the CH-SIMS2.0
dataset, with the primary evaluation metrics being the F1 score and accuracy
(Acc). Remarkably, the fine-tuned models consistently outperform their coun-
terparts with frozen parameters. When compared to other models, our app-
roach delivers highly competitive results. The findings indicate that fine-tuning
of parameters significantly enhances the accuracy of audio classification. There-
fore, we firmly advocate for implementing parameter fine-tuning as an effective
strategy to elevate output performance.

Table 1 provides a summary of the performance exhibited by the various
speech emotion recognition models that were tested. When considering the
experiments with the frozen initial parameters as the baseline, improvements
are observed across all tested results in comparison to the baseline. Notably, we
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Table 1. Quantitative evaluation of the different strategies on speech emotion recog-
nition. In bold, the best model.

Classification train F1 score val F1 score train Acc Val Acc

original frozen CNN10(baseline) 0.2760 0.3125 0.3658 0.3994
original frozen CNN14(baseline) 0.2528 0.2413 0.3644 0.3778
original CNN10 0.6612 0.4432 0.6831 0.4657
original CNN14 0.8822 0.4542 0.8901 0.4774
multihead CNN10 0.6297 0.4536 0.6576 0.4684
multihead CNN14 0.9144 0.4642 0.9208 0.4674
multilayer CNN10 0.7694 0.4636 0.7871 0.447
multilayer CNN14 0.9516 0.4652 0.9613 0.4722

also observed a large performance gain for valence and a lesser gain for other
aspects. The results suggest that while fine-tuning does incur additional compu-
tational costs, the benefits it yields in terms of improved performance make it a
worthwhile endeavor. The validation set F1 scores for both CNN10 and CNN14
models, when employing the multilayer multi-head attention module, surpass
those of the baseline, with the CNN14 model also demonstrating higher accu-
racy on the validation set. A comparison between different structures reveals that
the multilayer multi-head attention modules generally outperform their single-
layer counterparts. Specifically, the ’multilayer CNN14’ model delivered the best
results, achieving optimal performance with the least amount of epochs.

4.4 Future Work

Compared to the baseline, we believe there is ample room to improve the accu-
racy of the validation set. There are several areas for future improvements. First,
we did not adjust the architecture of the pre-trained model, and the limited num-
ber of CNN layers may have hindered its ability to recognize emotions arising
from emotional correlations in the data fully. Thus, further adjustments to the
model architecture and hyperparameters are necessary for better generalization.
In addition, we should further explore the linguistic and cultural differences
in the datasets. Our target dataset is in Mandarin Chinese, while the baseline
dataset is in English. Cross-language disparities may impede significant perfor-
mance improvements.

Revealing these potential differences between languages and cultures requires
further research in multi-task learning and exploring the fields of language and
cultural studies. These areas offer significant potential for future research efforts,
helping bridge the cross-linguistic gap and improving the performance of deep
learning algorithms in specific tasks.
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5 Conclusions

In this paper, we effectively applied transfer learning to fine-tune the English
pre-trained model, achieving a notable improvement in the F1 score to 0.46,
significantly surpassing the baseline of 24%. For future research, we will continue
exploring the cross-corpus SER domain and further investigating other deep
learning techniques to enhance the performance of the transfer learning models
in emotion recognition.
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Abstract. In order to account for a large number of hydrodynamic influencing
factors with multiple levels in rock fracturing experiments, the uniform design
method is frequently utilized instead of conventional methods like comprehen-
sive and orthogonal designs, as they significantly impact the experimental effects.
Based on the Perkins-Kern-Nordgren (PKN) model, the influencing factors of
injection rate, viscosity, and density of the fracturing fluid, along with their cor-
responding parameter values or levels, were taken into consideration to construct

an optimal table U∗
12

(
6 × 43

)
for experiment design. Subsequently, an optimized

experimental schemewas developed. The experimental results based on this design
were analyzed usingmultiple regression analysis to establish an optimal regression
equation for the influencing factors (x1, x2, x3, x4, representing fluid viscosity,
density, loading axial compression, and injection rate, respectively) and to deter-
mine the corresponding rock fracturing value (y). This indicates a good distribution
uniformity of experimental points. Additionally, this study validated the efficiency
and suitability of the experimental method in establishing a fracture pressure cor-
rection formula for various hydrodynamic factors, and it is also a precise approach
for geostress measurements.

Keywords: Uniform design method · Mixed-level · In-situ stress measurement ·
Rock fracturing

1 Introduction

The stress stored in the interior of a rockmass without disturbance is referred to as in-situ
stress, which has multiple sources and is influenced by various factors, resulting in a
complex and variable distribution of stress in the Earth’s crust [1]. Hydraulic fracturing
is a crucial technique for measuring in-situ stress in various geological structures such as
hydropower stations, tunnels, chambers et al. [2–4]. This approach offers an efficient test
procedure, alongwith straightforward data analysis procedures. However, several factors
can influence the accuracy of rock fracturing measurements [5–7]. The primary sources
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of error include: (1) the drill pipe and the packer deformation [9–11]; (2) variations
in the determination method of the measurement curve during data analysis [12]; and
(3) different category and the associated performance factors of the fracturing fluids
[13–17].

Many researchers have dedicated themslves to explore the fracturing fluids impact
on rock fracturing. For instance, Ito (1991) and Chang (2014) suggested that increasing
the injection rate of fracturing fluid and considering factors like flow rate, viscosity, and
density can enhance the tensile strength of the rock. Zhou et al. (2013) and Zhang (2018)
conducted tests using different density mud media as fracturing fluids and observed sig-
nificant variations in rock fracturing behavior. Matsagaga (1993) and Ishida et al. (1997)
verified the impact of fracturing fluid viscosity on rock fracturing through oil drilling
experiments. Wang (2012) and Zhou (2013) analyzed the error in stress measurement
caused by the compressibility of clear water used as a fracturing fluid and its effect on
system flexibility. These studies contribute to a better understanding of fluid mechanics
factors in accurate rock fracturing measurements.

In summary, the hydrodynamic factors that influence rock fracturing during hydraulic
fracturing include flow velocity, viscosity, density, and compressibility. Conducting sim-
ulation experiments based on these factors is crucial for understanding their impact on
rock fracturing. However, these experiments can be destructive to the testing core, mak-
ing them complicated and costly to design. To address this, the uniform design method
has been proposed as an experimental design approach that evenly spreads test points
throughout the range of variables, requiring fewer trials compared to other methods [19,
20]. In particular, the design aims to conduct trials with many experimental factors and a
large number of levels, with fewer trials required compared with the orthogonal design
or comprehensive design methods [21–23]. In this study, a uniform table for experiment
design is used to combine selected hydrodynamic factors of the fracturing fluid with the
factor of horizontal pressure. This approach reduces the test times while ensuring their
effectiveness and significantly improving efficiency. The results of these experiments
are then analyzed to determine the effects of the factors on rock fracturing value.

2 Error Analysis of Hydraulic Fracturing Theory

2.1 PKN Mechanical Model

The borehole used to measure hydraulic fracturing in-situ stress was typically vertical
and primarily influenced by the maximum horizontal principal stress, and the minimum
stress, and minimum is same as it is [24]. The fracturing crack was vertical because it
was perpendicular to theminimum horizontal principal stress plane [25, 26]. The authors
used the PKNclassicalmechanicalmodel [27, 28] to analyze howfluidmechanics affects
the fracture crack and its fracture pressure in this paper.

Figure 1 illustrates the PKN fracturing crack model [27, 28]. Nordgren (1972)
obtained the fluid’s continuity equation in the crack, ignoring the compression properties
of the fracturing fluid [28]:

∂q

∂x
+ qt + ∂q

∂t
= 0 (1)
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Fig. 1. PKN classical mechanical model

Here, q(x, t) represents the volume of fluid flowing through the cross-section of the
crack, qt(x, t) represents the volume of fluid lost per unit length of the crack, and A(x,
t) represents the cross-sectional area of the crack. When there is no fluid leakage, the
length of the crack L, its local width w, and the pore pressure Pw can be calculated [28,
29]:

L = 0.68

[
GQ3

(1 − υ)μh4

] 1
5

t
4
5 (2)

w = 2.5

[
(1 − υ)μQ2

Gh

] 1
5

t
1
5 (3)

pw = 2.5

[
G4μQ2

(1 − υ)4h6

] 1
5

t
1
5 (4)

The following variables are used in this context:G (shearmodulus), ν (Poisson ratio),
h (length), Q (injection rate), and μ (viscosity).

2.2 Principles of Hydraulic Fracturing Measurement

The basic principle of in-situ stress measurement based on hydraulic fracturing involves
placing drill rods and packers into a borehole using a drilling rig to measure their posi-
tions. Fluid is injected into the packers through a loading control system, isolating a test
section within the borehole, and the fluid is further injected into the test section until
fracturing occurs.

As shown in Fig. 2, the first highest pressure value is recorded as the fracturing
pressure Pb. Then the pressure drops rapidly to a state of fluid seepage into the fracture
and remains constant. At this point, the pump is turned off to stop loading, and the
pressure in the fracturing section decreases rapidly, causing the fracture to close quickly.
When the fracture is in the near-closed state, the rate of pressure decrease slows down,
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Fig. 2. Typical Pressure-Time Record Curve in Hydraulic Fracturing

and the pressure value at this time is recorded as the instantaneous closure pressure Ps.
After releasing the pressure, reloading causes the fracture to reopen, and the pressure
value at this time is recorded as the reopening pressure Pr .

According to the elastic theory and the PKN mechanical model, as shown in Fig. 3,
the fracturing pressure of the rock in the fracturing section is:

Pb = 3σh − σH + T (5)

Among them, σH and σ h are the maximum and minimum horizontal principal
stresses, respectively, and T is the tensile strength of the rock. The fractures induced
by hydraulic fracturing are vertical fractures and perpendicular to the direction of the
minimum horizontal principal stress. Equation (5) indicates that the fracturing pressure
of rocks is independent of the size of the borehole and the elastic modulus of the rock,
and is mainly determined by the tensile strength of the rock and the magnitude of the
in-situ stress around the borehole.

3 Optimal Design of the Testing

The high pressure fluids are commonly applied in hydraulic fracturing simulation exper-
iments, including clean water, hydraulic fluid, carboxymethyl cellulose (CMC) aqueous
solution, and drilling mud [30–32]. The density and viscosity of the mud medium can be
adjusted according to the requirements of the simulation experiment. For these fractur-
ing fluid media, only a small number of factors and tests are required, so conventional
comprehensive experimental methods can be used for their respective simulation exper-
iments. In contrast, there are more parameters and theirs values in the mud medium, so
an optimal design based on uniform design method is suitable for the testing.

The theoretical analysis of the PKN model revealed that when using mud as the
fracturing fluid medium in the simulation test, it requires three hydrodynamic factors:
density, injection rate, and viscosity, as well as a factor of loading axial compression.
Different numerical values of each element are presented in Table 1.
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Table 1. Elements and their numerical value

Element Level Parameter value

Viscosity 4 70; 150; 170; 280

Density 4 1.0; 1.2; 1.4; 1.6

Axial compression 4 1.2; 2.4; 3.6; 4.8

Injection rate 6 0.05; 0.1; 0.2; 0.25; 0.4; 0.55

In order to account for the numerous elements and their values, using mud as fractur-
ing fluid, an optimized experimental scheme based on mixed-level uniform was devel-
oped. Using the Data Processing System (DPS) software [33], a total of 12 experiments
were conducted, as shown in Table 2. The constructed optimal mixed-level uniform
design table U∗

12

(
6 × 43

)
was subjected to a maximum of 1000 iterations.

Table 2. Table of Influencing elements in U∗
12

(
6 × 43

)

No. Influencing elements

x1 x2 x3 x4

1 4 3 1 3

2 3 4 3 3

3 1 4 1 5

4 1 3 2 1

5 1 1 4 3

6 2 3 4 6

7 4 4 4 2

8 2 2 2 4

9 2 2 3 1

10 3 2 2 6

11 3 1 1 2

12 4 1 3 5

A smaller D implies better uniformity of the experimental design [19, 20]. By cal-
culating the Eq. (6), we obtained that D* = 0.1713 for the U∗

12

(
6 × 43

)
, which exhibits

a good distribution uniformity.
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4 Results Analysis

4.1 Experimental Results

Table 3 presents results of the experiments using the uniform design method involved
in Sect. 3, showcasing the obtained effective rock fracturing value.

Table 3. Table of hydraulic fracturing values of the simulation experiments

No. Influencing factors Results

Viscosity(g/cm3) Density(mPa•s) Axial
Compression(MPa)

Injection
Rate(MPa/s)

Fracturing
pressure(MPa)

1 280 1.4 1.2 0.1 12.46

2 170 1.6 3.6 0.1 10.35

3 70 1.6 1.2 0.55 9.34

4 70 1.2 2.4 0.05 10.12

5 70 1.0 4.8 0.1 10.58

6 150 1.2 4.8 0.4 11.12

7 280 1.6 4.8 0.1 11.85

8 130 1.2 2.4 0.2 11.91

9 150 1.2 3.6 0.2 12.1

10 170 1.2 2.4 0.4 12.88

11 170 1.0 1.2 0.05 13.19

12 280 1.0 3.6 0.55 13.15

4.2 Multivariate Polynomial Regression

Regression analysis is a method used to establish the relationship between the dependent
variable y and the independent variables (x1, x2,…, xi) [34–36]. In Eq. (6), y represents
actual demonstration value of the rupture pressure, x1 represents the density, x2 represents
the viscosity, x3 represents the axial pressure, and x4 represents the injection speed.
Table 4 underwent multiple linear regression and multivariate polynomial regression to
determine the respective fitting models. These models were then compared to obtain the
optimal fitting formula.

A regression model was subjected to a multicollinearity diagnosis using the variance
inflation factor (VIF) method, which resulted in Table 4. Generally, if VIF < 5, there is
no collinearity. The independent variables in Table 4 had VIFs below 5, indicating the
absence of multicollinearity in the model.

In order to enhance the non-linear terms in the model, a stepwise regression app-
roachwas employed to conduct a generalized linear regression analysis using a quadratic
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Table 4. Multi-factor VIF value

VIF Value

x1 1.0027

x2 1.0009

x3 1.0035

x4 1.0021

polynomial. The Matlab Linear-Model.stepwise function was utilized to perform a mul-
tivariate quadratic polynomial regression of the data presented in Table 4. Based on this
regression analysis, the stepwise regression method of the LinearModel class object was
employed to establish the Eq. (6), to show the relationship between factors (x1, x2, x3,
x4) and fracturing value (y).

y = a + b1x1 + b2x2 + b3x3 + b4x4 + b5x
2
3 + b6x1x4 + b7x

2
4 (6)

Based on the stepwise regression calculation results, the resulting equation for
multivariate polynomial regression can be expressed as follows:

y = 17.937 + 0.023x1 − 10.266x2 + 2.054x3 + 1.598x4 − 0.361x23 − 0.067x1x4 + 18.535x24 (7)

Furthermore, Eq. (8) produces a p-value2 = 0.000405, and p-value2 << 0.05 (signif-
icance level). Figure 3 illustrates the regression fitting plots of Eqs. (6) and (7), demon-
strating a higher degree of fit in the latter. Therefore, Eq. (7) is an optimal fitting formula
for (y) and (x1, x2, x3, x4) in this design.

Fig. 3. The optimal fitting formula for linear regression and stepwise regression fitting
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To summarize, Eqs. (6) and (7) demonstrate a similar changing pattern as x1 and x4,
but undergoes an opposite changing pattern in relation to x2 (fracturingfluid density). The
simulation experiments confirmed a strong correlation between rock fracturing pressure
and the viscosity, density, and injection rate of the fracturing fluid. These findings support
the conclusions of theoretical analysis in Sect. 2. This indicates a good distribution
uniformity of experimental points. Additionally, this study validated the efficiency and
suitability of the experimental method in establishing a fracture pressure correction
formula for various hydrodynamic factors.

5 Discussion

Simulation experiments were conducted to analyze the impact of various factors such
as injection rate, density, viscosity, and fracturing fluid medium on hydraulic fractur-
ing. These experiments provide a fast and reliable way to understand the influence of
hydrodynamic factors on hydraulic fracturing. A compensation model can be utilized to
minimize the interference of hydrodynamic factors and enhance the accuracy of in-situ
stress measurement during hydraulic fracturing in practical engineering applications.
Consequently, simulation tests have the potential to improve the measurement accuracy
of hydraulic fracturingmethods.However, this study only considered three fluidmechan-
ics parameters, namely injection rate, fracturing fluid density, and viscosity. Therefore,
future research should explore the incorporation of additional hydrodynamic parameters
such as hydraulic friction, liquid compressibility, and the effects of different types of
fracturing fluid media on the effective fracturing pressure of rocks. These insights are
valuable in advancing our understanding of hydraulic fracturing in practical applications.

• In terms of different fracturing fluids, such as hydraulic oil, mud, and aqueous solu-
tion, test results fromZhou Longshou (2013) [15] and Zhang Jie,WangChenghu et al.
(2017) [16] indicate that mud and hydraulic oil lead to higher rock fracturing pres-
sures compared to aqueous solutions. The combination of densities and viscosities
of the fracturing fluids greatly affects the rock fracture pressure, while the compress-
ibility of the fracturing fluid also influences the flexibility of the hydraulic fracturing
measurement system (Wang Chenghu et al., 2012) [11], thereby affecting the mea-
surement results. This study only considered mud as the fracturing fluid, so future
studies should include more representative hydrodynamic parameters and different
types of fracturing fluids for a comprehensive analysis of their influence on rock
fracture pressure. Additionally, an appropriate correction formula and compensation
model should be established for hydraulic fracturing errors under different working
conditions.

• The experimental results confirmed that the injection rate of the fracturing fluid has
a significant impact on the rock fracturing pressure, with a proportional increase.
This finding aligns with the results of hydraulic fracturing tests conducted by sev-
eral foreign researchers (Ito and Hayashi, 1991; Schmitt et al., 1992; Zo-back et al.,
2007) [12–14, 36, 37]. To further enhance the accuracy of future simulation tests and
reduce losses associated with hydraulic friction, especially head loss, it is recom-
mended to install a high-precision pressure sensor in the fracturing test section. This
enhancement will allow for a better analysis of the influence of injection rate on the
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experimental results. Meanwhile, neural networks and deep learning algorithms are
also considered to analyze and predict rock fracturing values, verifying the accuracy
of the rock fracturing model [38].

6 Conclusions

In this paper, we utilized the optimal uniform design method to optimize hydraulic
fracturing simulation experiments. The results showed that this design method not only
reduced the number of experiments but also improved the uniformity and test effect. It
provides a fast and effective way to develop an error compensation formula for vari-
ous influence elements, aiming to enhance measurement accuracy of the hydrofracture
method of geostress measurement.

• The paper proposed an optimal approach for the hydrofracture method of geostress
measurement using the uniform design method. Considering these unique properties
of the drilling mud, which involves multiple hydraulic elements and values. This
paper constructs an experimental plan that can simplify the testing procedure, and
decrease implementation fees. As a result, the efficiency of the simulation hydraulic
fracturing tests can be significantly enhanced.

• This study examined the impact of various hydrodynamic factors on rock fractur-
ing pressure using test results. Through multivariate regression analysis, an optimal
regression model for multiple influencing factors (fracturing fluid viscosity, density,
axial load, and injection rate) was obtained. Additionally, the values of instantaneous
rock splitting were discussed in depth, and the validity of Perkins-Kern-Nordgren
(PKN) classical mechanical model in theoretical analysis was confirmed.
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Abstract. Depression has recently gained significant attention as a con-
dition marked by persistent and profound mood disturbances. Extensive
research suggests that depression can influence individuals’ online speech
behavior, manifested through the use of depressive language and a reduc-
tion in posting frequency. Our system seamlessly integrates various sources
of information, including historical tweets and user profile data. Concern-
ing historical tweets, we propose two methods to navigate the extensive
and intricate user tweet history. Our findings indicate that these meth-
ods yield more pertinent user information. Subsequently, we input this
information into our meticulously constructed deep learning classifica-
tion model. This model is built upon a pre-trained BERT (Bidirectional
Encoder Representations from Transformers) and a bidirectional LSTM
(Long Short-Term Memory) model that incorporates attention mecha-
nisms. In the context of user information, we extract relevant details and
directly incorporate them into a deep learning model based on bidirec-
tional GRU (Gated Recurrent Unit) and MLP (Multi-Layer Perceptron).
Concurrently, to address the challenge of imbalanced depression datasets,
we introduce Focal Loss and Dice Loss. Our experimental results under-
score the effectiveness of these loss functions in our model. To validate the
efficacy of our system, we reprocess the depression tweet dataset and con-
duct a series of experiments. Through these experiments, we conclusively
demonstrate the robustness of our model, effectively mitigating the chal-
lenge of sample imbalance to a considerable extent.
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1 Introduction

With the advancement and progress of society, people’s material living stan-
dards are constantly improving, and psychological issues are receiving increas-
ing attention. Psychological disorders are prevalent among young individuals,
with approximately 75% of cases emerging during adolescence [15]. According
to estimates by the World Health Organization, depression is one of the most
prevalent psychological disorders, and by the year 2030, depression is projected
to become the leading burden of disease globally [16,21].

Depression is characterized by significant and enduring mood melancholy,
with symptoms encompassing sleep disturbances, appetite changes, and mental
turmoil [3–5]. Despite its high prevalence, there is evidence indicating that 60%
of severely depressed adolescents do not receive treatment.

Depression possesses a covert nature, and its occurrence is influenced by
intricate factors such as heredity, gender, living environment, and physical ail-
ments, rendering its diagnosis exceedingly challenging [4–6]. Presently, an accu-
rate diagnosis of depression necessitates psychiatric practitioners to employ
systematic inquiries, psychiatric examinations, and supplementary assessments,
such as the Hamilton Rating Scale for Depression (HAMD) and the Patient
Health Questionnaire-9 (PHQ-9) self-rating scale. Thus, the diagnostic evalua-
tion heavily relies on patients’ self-reported severity of depressive symptoms or
clinical judgment regarding symptom severity. However, the advent of artificial
intelligence-based approaches has presented the potential for objective diagnosis.

We focus on depression detection based on social networks. Recently, [14]
discovered that a lack of social interaction increases the risk of depression. [24]
analyzed the behavior and language usage of depressed users on Twitter. People’s
tweets on social networks such as Facebook, Twitter, and Weibo can be used to
assess the risk of various mental health issues, such as depression and anxiety.
[32] employed lemmatization tools to vectorize more recent tweets, reducing
redundant features. [13] utilized a multimodal model and applied reinforcement
learning to merge textual and image features of tweets, thereby improving the
accuracy of depression identification [19].

The efficacy of depression identification through artificial intelligence remains
suboptimal, encountering several noteworthy challenges. These challenges may
be succinctly outlined as follows: Limited Sample Size: The recruitment of
patients poses a substantial hurdle due to ethical concerns within the medi-
cal field. Consequently, a pervasive issue in depression studies is the constraint
imposed by small sample sizes. This limitation complicates the attainment
of definitive conclusions regarding individual-level depression diagnoses. Data
Complexity: The datasets employed in these studies often exhibit a profusion
of irrelevant features and noise. This characteristic not only augments the com-
putational intricacy of algorithms but also compromises the predictive perfor-
mance of models. Additionally, an inherent imbalance exists within the dataset,
stemming from a lower representation of depression cases. Temporal Con-
straints: Extracting nuanced daily life characteristics of patients necessitates
a protracted timeline. For instance, methodologies reliant on mobile devices to
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extract activity information typically mandate real-time tracking for a duration
exceeding two weeks. This extended timeframe, coupled with the requisite high
level of patient cooperation, introduces significant costs and complexity into the
research process.

Efforts to enhance the precision and applicability of AI-based depression
identification must contend with these multifaceted challenges.

Our contributions are as follows:

1. We present a comprehensive depression assessment model that concurrently
leverages users’ historical tweets and their personal information. To achieve
this, we meticulously devise distinct models for both historical tweets and user
information. Our approach involves the integration of two discrete method-
ologies, one dedicated to handling multiple tweets and the other addressing
the inherent challenge of imbalanced depression data.

2. We reprocess the depression tweet dataset to enhance its practical utility.
3. Through rigorous experimentation, we showcase the efficacy of our model in

discriminating depression, yielding compelling empirical results and partially
alleviating the associated challenges.

2 Related Work

In the field of psychology, early scholars have observed the theoretical correla-
tions between mental health conditions and specific linguistic attributes, such
as the presence of “depressive language” [2] advanced cognitive therapy and
emphasized the significance of the frequency of negatively-valenced words, while
other researchers [25] focused on the utilization of first-person pronouns and
the patients’ negative anticipations. Subsequent empirical investigations have
validated these hypotheses and revealed associations between specific linguis-
tic characteristics and the mental states of patients. Consequently, numerous
studies utilize social media as a rich source of textual data, employing online
user-generated posts for the manual analysis of mental health conditions. [7,26].

However, due to the burgeoning volume of online texts and the sensitivity
of mental health conditions, manual text analysis and large-scale psychiatric
interventions are no longer tenable. Consequently, Natural Language Process-
ing (NLP) and text mining technologies have been harnessed to automate the
analysis of mental health from social media data. While these approaches are
not intended for definitive diagnoses, they do offer assistance in early detection
[11,22,27]

Advancements in the realm of deep learning also bolster tasks related to
mental health. The most recent methodologies employ deep learning models to
automatically capture latent semantic information without the need for explicit
feature engineering. Some studies utilize Convolutional Neural Networks (CNN)
[33] or Recurrent Neural Networks (RNN) [8], including Long Short-Term Mem-
ory (LSTM) [12] and Gated Recurrent Unit (GRU) [28], to discern depres-
sion. Researchers also explore hybrid architectures combining CNN and RNN
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to effectively capture both local contextual features and long-range dependen-
cies [31,38].

Moreover, attention mechanisms [1,34,37] are employed to enable models to
focus on the most salient aspects of the input. Additionally, multi-task learning
is harnessed to jointly train models alongside other auxiliary tasks, such as sta-
tistical feature classification [35] and depression causation prediction [36], which
yield supplementary insights for depression detection.

Recently, researchers have gathered data through online surveys and online
social discourse, leveraging the substantial number of users and tweets on social
platforms to obtain an ample and longitudinally sampled dataset. This approach
effectively addresses the previously mentioned issue of collecting depression-
related data. One study collected data from over 4,000 individuals, encompassing
both depressed and non-depressed users on Twitter. [30] The dataset comprised
over 2,000 samples from individuals diagnosed with depression, encompassing
personal information and an anchor tweet to determine their depressive status.
Additionally, all tweets posted within the 30 days preceding the anchor tweet
were collected, based on the clinical characteristic of prolonged mood despon-
dency among depression patients. For non-depressed users, relevant personal
information and tweets within the same 30-day period were collected. However,
this dataset did not account for the issue of data imbalance. Building upon
this dataset, [39] further integrated personal information features and textual
features, effectively removing redundant features through the utilization of k-
means algorithm and the Bart summarization model [17], thereby improving the
accuracy of depression identification. Our work builds upon the aforementioned
research, focusing primarily on addressing data redundancy and data imbalance
issues.

3 Method

In this section, we present our model for depression. Our model utilizes both
the users’ personal information and their historical posts as the foundation for
detecting depression. Figure 1 illustrates our model diagram.

3.1 Task Definition

For social media datasets, users’ posts often exhibit redundancy, irrelevance to
their status, and may even contain unusable information, posing significant chal-
lenges for researchers to effectively extract user information. Herein, we have
established the relevant symbols as defined in the article. We assume a user,
denoted as Ui, has a total of n tweets in their history: [T1, T2, . . . , Tt, . . . , Tn],
where the t-th tweet represents the user’s recent post. Our objective is to deter-
mine whether user Ui is a depression sufferer, for which we define the label as
yi ∈ depression, undepression. To achieve our goal, we amalgamate each user’s
profile information with their historical posts. We explore three approaches to
process a user’s historical tweets to address this issue: conducting direct tweet
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Fig. 1. We have integrated the user information and the user’s past tweets of each
user to forecast their labels. The user’s historical tweets are processed through a tweet
processing procedure and then handled by a classification model based on pre-training
and bidirectional LSTM. The user’s information, on the other hand, is processed using
a model based on bidirectional GRU.

extraction, tweet filtering based on K-means clustering. Furthermore, we also
incorporate user behavioral metrics, including the number of friends, follow-
ers, favorited contents, and the frequency of posts within a month, denoted as
MFR,MFL,MCN ,MTN respectively.

3.2 Data Processing

The analysis of users’ historical tweets constitutes a pivotal aspect of the depres-
sion assessment process. Consequently, our efforts are directed towards scruti-
nizing the past tweets of individuals experiencing depression, in comparison to
those of mentally healthy users. This endeavor seeks to afford us a more pro-
found understanding of the behavioral patterns manifested by individuals grap-
pling with depression. Following this analysis, our objective is to leverage these
insights to enhance the efficacy of depression detection methodologies.

Conducting Direct Tweet Extraction. Primarily, our initial consideration
revolves around a streamlined approach to tweet handling, specifically involving
the extraction of a defined quantity of tweets to encapsulate the entirety of a
user’s Twitter activity. We posit that the temporal dynamics of a user’s posts
exert a substantial influence on the thematic content of their tweets. To illus-
trate, an individual experiencing depression may consecutively share a series
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of tweets articulating their emotions over several days. Considering the token
length constraints inherent in BERT [10] and the acknowledged temporal impact
on a user’s narrative, we judiciously adopt a straightforward strategy: selecting
a user’s most recent 20 tweets as the primary method for tweet processing. In
cases where a user has fewer than 20 tweets, we employ padding techniques to
ensure completeness of the dataset.

Tweet Filtering Based on K-Means Clustering. We acknowledge that not
all of a user’s posts are necessarily relevant to the point we focus on. For instance,
a depressed individual might also publish tweets expressing positive emotions,
such as ’Today’s weather is lovely!’ In order to mitigate the influence of such
tweets on our determination of a user’s depressive status, we endeavor to filter
out tweets that more accurately portray the user’s identity. Since we cannot
introduce user labels during the processing phase, we adopt an unsupervised
approach to analyze users’ historical posts. Consequently, we employ the K-
means clustering method as our second approach to tweet processing. We select
a user’s most recent 50 posts, tokenize them using BERT, apply the K-means
algorithm to cluster the tweets into two categories, and then extract the 20
tweets closest to the cluster centroids. Should there be an insufficient number of
tweets remaining, we will once again utilize padding to complete the dataset.

3.3 Historical Posting Information Model

We employed a pre-trained BERT model and a bidirectional LSTM (BiLSTM)
based on an attention mechanism to process the input, capturing sequential
information such as sentence context. Moreover, in light of the minority repre-
sentation of depression patients, we tackled the prevalent issue of imbalanced
data in the depression dataset by adopting the Focal Loss and Dice Loss tech-
niques, as introduced in the works by [18,20], respectively.

Classification Module Based on Pre-trained Bidirectional LSTM. From
the embedding layer of BERT, the extracted features are passed to the Bidi-
rectional Long Short-Term Memory (BiLSTM), which is an RNN designed to
capture sequential information and the long-term dependencies within sentences.
Comprising the Bidirectional LSTM are the forward and backward LSTMs, each
one independently updating the input xi at time t:

forward(ht) = LSTM(xt, forward(ht−1)). (1)
forward(ht) = LSTM(xt, backward(ht−1)). (2)

After BiLSTM processing, the hidden state ht at time t is a concatenation
of the states

→
h and

←
h obtained from the forward LSTM and backward LSTM,

respectively. The representation of the i-th word is as follows:

ht = forward(ht−1). ⊕ backward(ht−1). (3)
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The mechanism of attention allows assigning distinct weights to each input
feature and reflects the correlation between features and outcomes.

Data Imbalance. The phenomenon of data imbalance is quite common within
social media datasets. This imbalance gives rise to the following two issues:

(1) Disparity between training and testing procedures: Under the influence of
imbalanced data, models tend to converge towards points that strongly favor
classes with the majority labels. This, in effect, creates a disparity between
the training and testing processes. During training, each training instance
contributes equally to the objective function, whereas during testing, F1
equally weighs the contributions of positive and negative samples.

(2) Excessive impact of simple negative samples on the model: As pointed out by
[23], an abundance of negative samples implies a large quantity of straight-
forward negatives. Consequently, an overwhelming proportion of the loss
stems from these numerous simple negative samples, thereby dominating
the gradients and hindering the model from adequately learning how to dif-
ferentiate between positive samples and challenging negative samples. Both
cross-entropy (CE) and maximum likelihood estimation (MLE), which are
extensively utilized loss functions in machine learning, fail to address these
two issues.

Focal Loss and Dice Loss are two deliberately designed loss functions aimed
at mitigating the imbalance between positive and negative samples during the
one-stage classification process.

The primary objective of Focal Loss is to diminish the weight of easy samples,
thereby focusing the training on the negation of difficult samples. To be more
precise, Focal Loss introduces a modulation factor (1−pt)γ into the cross-entropy
loss, where γ ≥ 0 represents an adjustable focal parameter. The general form of
Focal Loss can be expressed as follows:

FL(pt) = −(1 − pt)γ log(pt). (4)

Dice Loss, on the other hand, contemplates the classification task from a
distinct perspective. In this framework, categorizing a sample as negative is
contingent solely upon its probability being less than 0.5; there is absolutely no
need to drive it towards 0. Furthermore, considering that the primary objective
is to mitigate the data imbalance issue within the dataset and, consequently,
enhance the effectiveness of the F1 evaluation metric, Dice Loss is designed to
exert a direct impact on F1.

Consequently, the general formulation of Dice Loss has been derived as fol-
lows:

Dice(pt) =
2(1 − pt)pt · yt + ε

(1 − pt)pt + yt + ε
, (5)

where pt represents the estimated probability, incorporated ε acts as a smoothing
term, and yt denotes the true label. The term (1 − pt) serves as a scaling fac-
tor. For uncomplicated samples (when pt approaches 1 or 0), (1− pt)pt prompts
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the model to pay less attention to them. From a derivative perspective, once
the model correctly classifies the current sample (just passed the 0.5 thresh-
old), Dice Loss leads the model to pay less attention to it, unlike cross-entropy,
which encourages the model to approach the two endpoints, 0 or 1. This effec-
tively prevents the training of the model from being dominated by numerous
straightforward samples.

3.4 User Information Model

After considering user behavioral data, we extracted relevant features pertaining
to their social interactions, such as the number of followers and friends. Further-
more, we took into account user-generated actions, including the quantity of
tweets posted and tweets favorited. These extracted features were utilized as
inputs for the Bidirectional Gated Recurrent Unit (BiGRU) [9].

Both GRU and LSTM employ gating mechanisms to capture interdependen-
cies among inputs, with GRU being a simplified variant of LSTM. Given the
relatively straightforward nature of user behavioral data, we posit that the Bidi-
rectional GRU is better suited for capturing relationships among these features.

Subsequently, the features derived from the Bidirectional GRU were fed into
a fully connected layer. The resulting output from this layer serves as a guiding
factor for classifying users within the historical posting model.

4 Experimental Setup

4.1 Dataset

We have reprocessed the extensive publicly available depression dataset proposed
by [29]. These tweets were collected and labeled by the authors on Twitter, while
also retrieving the user’s historical tweets within a month. The dataset consists
of three parts: (1) Depression Patient Dataset D1, comprising 2506 labeled
samples of depressed users and their tweets; (2) Non-depression Patient
Dataset D2, comprising 4166 labeled samples of non-depressed users and their
tweets; and (3) Depression Patient Candidate Dataset D3. The author con-
structed a large-scale unlabeled depression candidate dataset containing 58,810
samples. In our experiments, we only utilized the labeled datasets: D1 and D2.
We preprocessed the datasets by removing users with fewer than ten posting his-
tories, users without an anchor tweet, or users posting tweets in languages other
than English. Additionally, we removed emojis from the data to eliminate any
impact on the experimental results, thus ensuring that we have sufficient statis-
tical information related to each user. Finally, for balanced data experiments,
we considered only 4000 user samples, with 2000 samples each for depressed and
non-depressed users. For unbalanced data experiments, we explored the ratios
of depressed users to non-depressed users at 1:2 and 1:4, with 2000 samples for
non-depressed users in both cases. For testing purposes, we randomly divided
the dataset into a training set (80%) and a test set (20%).



34 Z. Li et al.

4.2 Hyperparameter Configuration

We attempted to employ the BERT pre-trained model as our Encoder model.
For the tweet extraction model (a BiLSTM classification model with attention
mechanism), we utilized a 2-layer BiLSTM with hidden layer neural units set
to 128. As for the user behavior model, we opted for a single-layer BiGRU with
hidden layer neural units set to 128. All experiments were conducted on an
RTX3090GPU using the Pytorch framework. We employed the SGD optimizer
for training with specific parameters: learning rate (lr) = 0.001, momentum =
0.9, and weight decay = 0.0004. Additionally, we employed a warm-up strategy
to reach the initial learning rate. We performed a total of 30 epochs, and during
the 10th and 20th epochs, we applied a learning rate decay with a rate of 0.1.

We introduced two approaches to process tweets: simple tweet extraction
and K-means-based tweet filtering. To assess the performance of our model, we
employed metrics such as accuracy, precision, recall, and F1 score. Additionally,
to examine the impact of various components in the model, we conducted an
ablation analysis. In experiments involving imbalanced data, we set γ = 2 in the
Focal Loss and α = 0.9 in the Dice Loss, with ε = 1e−4.

4.3 Ablation Study

Method of Data Processing. We have presented three distinct approaches for
data processing: a straightforward tweet extraction method and a tweet filtering
based on K-means clustering. These methods were subjected to experimental
comparison. All models employed the BERT pre-trained model in conjunction
with a single layer of Bidirectional LSTM (BiLSTM). The results are presented
in Table 1.

Table 1. Module for Data Processing

Data processing Prec Rec F1 Acc

simplistic tweet extraction 81.6% 83.3% 82.4% 82.3%

K-means 76.6% 83.5% 79.9% 79.0%

As indicated in Table 1, the employment of a simplistic tweet extraction
approach exhibits superior performance compared to the utilization of the K-
means extraction approach, yielding improvements of 5%, 2.5%, and 3.3% in
accuracy, F1 score, and precision, respectively, over the BiLSTM model. In terms
of recall, the difference between the two methods is negligible. We hypothesize
that this discrepancy could be attributed to K-means clustering, which identifies
text closely related to the classification but, at the same time, disrupts contextual
coherence to some degree, leading to the deterioration of results.



Sentiment Analysis Based on Social Media 35

Historical Tweet Model. We employed the large-scale language pretraining
model BERT and attention-based bidirectional LSTM to construct a historical
tweet feature extraction model. Subsequently, we conducted experimental com-
parisons on each module, and the results are presented in Table 2. Note: due to
better performance with straightforward extraction during data processing, all
experiments were performed on data obtained through straightforward extrac-
tion.

Table 2. Historical tweet model

model Prec Rec F1 Acc

BERT 77.7% 82.8% 80.1% 79.5%

BERT+BiLstm 81.6% 83.3% 82.4% 82.3%

BERT+StackedBiLstm 80.2% 89.0% 84.3% 83.5%

According to Table 2, it can be observed that the utilization of BERT in con-
junction with the StackedBiLSTM model yields the most favorable results when
processing textual features. Following this, the employment of BERT in combi-
nation with BiLSTM ranks second in performance. We believe this is due to a
certain temporal correlation in the user’s tweet data. Due to BiLSTM’s capacity
to maintain “memory,” the model with an added BiLSTM layer outperforms the
classification model solely relying on BERT. Furthermore, it is evident that the
StackedBiLSTM model outperforms the BiLSTM model in terms of recall, F1
score, and accuracy, surpassing it by 5.7%, 1.9%, and 1.2%, respectively. How-
ever, it should be noted that the accuracy is reduced by 1.4% . We posit that
this could be attributed to an excessive focus on contextual information, lead-
ing to the inadvertent capture of some depression-irrelevant data and thereby
increasing the likelihood of misidentifying depression patients.

The Impact of User Information. We investigated the impact of user infor-
mation on the classification of users with depression in our experiment. We
extracted personal information from users, including the number of individuals
they follow, the count of their followers, the quantity of friends, and the number
of tweets sent in the past month. For feature extraction, we utilized a Bidi-
rectional Gated Recurrent Unit (BiGRU) to complement the historical tweet
features. We explored the experimental outcomes achieved by solely using his-
torical tweets and by amalgamating user information with historical tweets. The
model employed in this study is depicted in the aforementioned model diagram
in Fig. 1, and the results are presented in Table 3.

From Table 3, it can be observed that the incorporation of user information
and historical text enhances the model’s precision and accuracy, surpassing the
historical tweet model by 4.6% and 1%, respectively. However, the recall rate
decreased by 6.2%. We contend that the inclusion of user information enhances
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Table 3. The impact of different information

User information Prec Rec F1 Acc

Historical tweet 80.2% 89.0% 84.3% 83.5%

Historical tweet+BiGRU 85.8% 82.8% 84.2% 84.5%

the model’s robustness. In practical scenarios, this inclusion can mitigate the
risk of misidentifying healthy individuals as depressed patients. Furthermore, as
user information tends to display greater individuality and lacks a discernible
pattern, our user information extraction module can still capture its distinctive
features, thereby contributing to incremental improvements in the overall model.

4.4 The Experiment on Data Imbalance

To investigate the efficacy of traditional methods for handling imbalanced data
in depression detection, we randomly extracted two imbalanced datasets from
the original dataset. The first dataset had a ratio of depressed patients to non-
depressed patients of 1:4, while the second dataset had a ratio of 1:2. Subse-
quently, we conducted a comparative analysis of three methods on these two
datasets: the direct usage of cross-entropy loss without any imbalance treat-
ment, the employment of Focal Loss for handling imbalance, and the utilization
of Dice Loss for the same purpose. The experimental outcomes are presented in
Table 4, with the evaluation metric being the F1 score.

Table 4. The effects of different methods for handling data imbalance.

Imbalanced ratio CE Focal Loss Dice loss

1:4 33.3% 79.5% 75.7%

1:2 66.3% 79.8% 81.8%

From Table 4, it can be observed that when the imbalance ratio reaches 1:4,
the model fails to learn useful classification knowledge from the limited positive
samples when using cross-entropy loss without imbalance handling. Even under
a 1:2 imbalance ratio, the results are significantly unsatisfactory. Focal Loss, in
comparison to cross-entropy, demonstrates a 46.2% and 13.5% increase in F1
scores at 1:4 and 1:2 imbalance ratios, respectively. Similarly, Dice Loss shows
a 42.4% and 15.5% improvement in F1 scores at 1:4 and 1:2 imbalance ratios.
This verifies the effectiveness of traditional data imbalance handling methods
for depression classification in our model. Additionally, it is evident that under
higher imbalance conditions (1:4), Focal Loss outperforms, achieving an F1 score
of 79.5%, whereas when the imbalance ratio reduces to 1:2, the performance of
Dice Loss is superior, achieving an F1 score of 81.8%.
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5 Conclusions

In this work, we have devised a versatile framework for processing Twitter data
to facilitate the diagnosis of early-stage depression. Through an extensive study,
we have ascertained that Twitter textual content, user profile information, and
historical posting data all hold profound significance in diagnosing depression.
Consequently, we have proposed a comprehensive model that amalgamates these
inputs and conducted empirical validations to evince the efficacy of our approach.
Moreover, we addressed the issue of imbalanced data pertaining to depression
patients by exploring several diverse methodologies, culminating in commend-
able achievements.
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Abstract. Depression is a serious mental illness and one of the leading causes
of suicide worldwide. However, the social prejudice and the lack of psychiatrists
for depression lead to a significant number of depressed patients without accurate
diagnosis and subsequent serious consequences. With the rise of social media,
previous studies have found that the information of depressed patients on social
media can be analyzed to automatically detect depression for auxiliary diagno-
sis. In the context of weakly supervised learning framework, a multiple instance
learning (MIL) method is proposed to identify depression from social media with
visual and vocal information. By leveraging the state-of-the-art attention-based
deep LSTM (AD-LSTM), the proposedMIL method can handle the problem with
sparse labels (i.e., one label for a long-term sequence of visual information). More
specifically, the AD-LSTM module is used to process a fixed-length visual and
vocal segments to extract temporal representations of instances, and the AD-MIL
module is used to aggregate the obtained temporal representations for individual
subject predictions. Compared with current benchmarks, our experiments demon-
strate that our proposed MIL method can achieve the best weighted average pre-
cision, recall and F1 score with the corresponding values as 66.56%, 66.98% and
66.55%, respectively. The numerical results illustrate that the potential and effec-
tiveness of our proposed MIL method in the field of depression detection.

Keywords: Depression Detection · Multiple Instance Learning · Social media

1 Introduction

Major depressive disorder (a.k.a.. depression) is a critical mental illness with serious
consequences for individual physical and mental health. More than 300 million people
worldwide, which is equivalent to 4.4% of the global population, are currently suffering
from varying degrees of depression [22]. Depressed people often exhibit low mood, loss
of interest in practice, sleep disturbance, loss of appetite, lack of self-confidence, loss
of energy, and inability to concentrate [34]. In addition, depression increases the risk of
diabetes, heart disease, Alzheimer’s and, in more severe cases, suicide [28,32].

Accurate diagnosis of depression can be effectively controlled and treated through
psychological consulting and psychotropic medication. However, the current diagnosis
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of depression mainly relies on the subjective and complex reports of the subjects and the
professional judgment of the psychiatrists. For example, the clinician rating scales (e.g.,
Hamilton rating scale) require rigorous training of raters. The self-rating depression
scales (e.g., Self-rating depression scale) rely on accurate description, assessment, and
expression of subjects and may change the purpose of their report [29]. Due to the lack
of medical resources, the great harm of depression, and the large number of patients,
the subjective assessment and diagnosis cannot meet the current demands for depres-
sion diagnosis. In this vein, the automatic detection of depression has attracted ever-
increasing research attention due to objectivity, fast deployment, and long endurance.

With the advancement of affective computing, previous studies use behavioral sig-
nals as objective indicators to conduct research on depression detection, which pro-
vides an objective and effective way for auxiliary diagnosis of depression. Many current
research outcomes have shown that common behavioral signals can be used as objective
indicators for depression detection, such as, eye movement [2], voice [4], gait [33], and
facial expression [3].

Different from eye movements and gaits that need to be collected during profes-
sional experiments, the leveraged facial expressions and voices in our research obtained
through more relaxed methodologies (e.g., social media). In this paper, we use social
media data collected from vlog of people documenting their daily lives on the Inter-
net. Compared with data collected from the experimental environments, vlog data has
three advantages: 1) easier to obtain; 2) larger quantity; and 3) consistent increase in
volume. The three advantages of the vlog data allow to build a more generalized model
and explore the ability to articulate the datasets in the wild. In general, a vlog dataset
has both facial expressions and voice modalities, and there are dedicated annotators to
judge whether the subjects are depressed. However, a complete piece of vlog data has
only one binary classification sparse label, because it is impractical for annotators to
accurately label the symptoms reflecting depression at a fine-grained level. The tradi-
tional depression detection methods [1,5,18,21] assign the same coarse-grained labels
to the training instances (video clips or single frames) and may lead to overfitting and
corresponding performance loss [27,36].

To address this challenge, we propose a weakly supervised method to identify the
binary classification of the subjects (depression or health) using vlog data. Our model
takes temporal segments of a certain size as instance input, and uses AD-LSTM to
extract temporal contextual information to obtain instance-wise representations. Then,
AD-MIL views the vlog video of each subject as a bag containing multiple instances
that may be positive or negative. More specifically, the AD-MIL model first uses an
attention mechanism to identify the contribution weights of instances to the final classi-
fication, and then obtains individual subject representations by combining the weights
with instance representations. Technically, using the attention mechanism can effec-
tively alleviate the impact of instances that are not related to the classification label
and integrate the information of the whole bag. We conduct a series of experiments on
the D-vlog dataset [37], and the experimental results show that our proposed method
exceeds the state-of-the-art works, indicating the effectiveness of the proposed method.

The remaining parts of this work are organized as follows. In Sect. 2, we present
recent approaches to automatic depression detection using deep learning as well as
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approaches using weakly supervised learning. In Sect. 3, we introduce the relevant pre-
liminaries and the details of our proposed model. We provide the datasets, experimental
settings and results used in the experiments in Sect. 4. Finally, we conclude our work in
Sect. 5.

2 Related Work

This section briefly reviews the related methods of depression detection and weakly
supervised learning.

2.1 Deep Learning for Depression Detection

Since the emerging applications in affective computing, the deep learning-based meth-
ods can use behavior signals for depression detection. The datasets for depression detec-
tion tasks can be divided into task-specific collection and non-specific task collection.
In a specific task, the process of data collection comes from recording subjects com-
pleting a certain task according to the requirements of the examiner, such as answering
some specific questions or discussing the certain topics. In a non-specific task, the pro-
cess of data collection comes from external information, such as, voice, video, and text
of individuals on the Internet.

AVEC2013 [31] and AVEC2014 [30] are typical task-specific datasets which focus
on video modalities. For example, Zhu et al. [41] proposed a two-stream deep network
to detect depression by considering the appearance and movements of subjects. By
leveraging the optical flow of dynamic information of facial expressions, they improved
the performance of the model. Similarly, Jazaery et al. [1] used a convolutional 3D net-
work (C3D) to capture spatio-temporal information and to learn the features of contin-
uous segments through Recurrent Neural Network (RNN). To reduce the model size for
depression detection, Melo et al. [19] proposed the 2D deep network (a.k.a., MDN) to
capture the spatio-temporal information in facial videos. By embedding the maximiza-
tion block and difference block in the 2D deep network, the model captured the subtle
changes and sudden transitions between face expression, and achieved comparable per-
formance to 3D deep network.

Since a considerable number of users share recent life emotions and states on the
Internet, social media can provide data information under non-specific tasks for depres-
sion detection. There are several approaches that use multi-modal data of social media
for depression detection. For example, Safa et al. [23] used the biological features, fea-
tures generated by analyzing user profile pictures, and banner images to detect depres-
sion. By using image and text information posted by users on social media, Gui et al.
[9] introduced a new collaborative multi-agent reinforcement learning method to pre-
dict depression. Zagan et al. [42] presented a novel interpretable depression detection
framework, the Hierarchical Attention Network, which used textual, behavioral, tempo-
ral, and semantic aspects of social media features for deep learning. Moreover, a deep
visual-textual multimodal learning system dubbed SenseMood was proposed to predict
the mental state of the users on social networks. Lin et al. [16] used CNN and Bert to
extract deep representations of pictures and text on social media, which were combined
for further depression classification.
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2.2 Weak Supervision and Multiple Instance Learning

Multiple instance learning (MIL) is a form of weakly supervised learning, which is used
to deal with model training under insufficient labels. Typically, in multiple instance
learning, the model only receives coarse-grained bag-level labels, and the labels of the
instances that make up the bag are unknown. According to the different MIL settings,
the current MIL algorithm can be divided into instance-level [13] and bag-level [10].
Due to the difficulties and high costs in the actual labeling process, specific annotators
can only assign bag-level labels in the context. Hence, MIL has been widely used in
many fields including object detection [7], pneumonia detection [20] and tumor detec-
tion [24].

Recently, several works of MIL has been applied for depression detection. Con-
cretely, in the use of weakly supervised learning framework, Salekin et al. [25] pro-
posed a MIL method to identify depression from voice speech containing labels of
depressed patients without providing specific segments of symptoms. Shangguan et al.
[26] proposed a dual-stream MIL deep network to identify depression by using raw
facial expressions. In addition, extensive works have used MIL for detecting depression
on social media due to its superiority. Wongkoblap et al. [35] proposed two multiple
instance learning models to predict depression using textual information from Twitter.
Moreover, a MIL method for detecting depression using students’ posts from univer-
sity was presented by Mann et al. [17]. They performed theoretical and experimental
analysis by using Transformer and LSTM model on the dataset of university students.

Previous work using MIL to identify depression in social media has mainly focused
on text information, and few works have used the information of subjects’ facial expres-
sions and voices to identify depression. Since the facial expressions and voice can
express the mental state of the subjects and the effectiveness of MIL in the detection
of depression, it is very necessary to establish a model for detecting depression using
MIL based on these two modalities. Inspired by the work of these pioneers, we aim to
expand the scope of the current literature on depression detection through the applica-
tion of MIL and attention mechanisms.

3 Methods

We propose a weakly supervised learning model for the depression detection task in a
single end-to-end deep network. Concretely, our model receives the vocal features and
visual features extracted by OpenSmile and Dlib respectively, and then the AD-LSTM
module extracts the temporal information within the instances. Finally, the AD-MIL
module integrates the information of the instance for identifying depression. In this
section we present the formulation of MIL and the details of the proposed MIL model.

3.1 Preliminaries

The MIL algorithm receives N labeled sample pairs D= {(S1,Y1) , . . . ,(SN ,YN)}, where
Si (i from 1 to N) is the whole bag and Yi is {0,1} for binary classification of depression
and health. Also, Si = {si1,si2, . . . ,siM} consists ofM instances where sim represents the
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m-th instance of i-th bag. Furthermore, each instance sim is assumed to have implicit
label ym ∈ {0,1} to represent negative or positive, which is not given in practice due to
labeling difficulties.

Traditional MIL meets the following constraints: A bag is positive if there is at least
one positive instance, while a negative bag is only if all the instances making up the bag
are negative. Formally, it follows that

Y =
{
0, iff ∑m ym = 0
1, otherwise.

(1)

However, in the case of our work, there will be cases where both positive and neg-
ative instances are included in one bag, so assumption here is not strict. Hence, we
propose an attention-based algorithm for depression detection by introducing a looser
version of the attention mechanism to assign implicit weights to instances.

3.2 AD-LSTM

The proposed AD-LSTM module first uses Bi-directional LSTM (BiLSTM) [8] to
extract the temporal information of the two directions of LSTM [12] as output, and then
uses the attention mechanism to integrate the semantic features with temporal informa-
tion to obtain the feature of the instance.

We develope BiLSTM combining information in both directions of LSTM at the
same time to obtain richer semantic information in the instance. Notably, each layer
of BiLSTM consists of LSTM in two directions, and the outputs of the layer are as
follows:

hi,t = l f (Oi−1,t) (2)

Hi,T−t = lb (Oi−1,T−t) (3)

Oi,t = [hi,t ,Hi,T−p] (4)

where T represents the total length of the segment. l f and lb represent the forward
and backward LSTM models, respectively. hi,t and Hi,T−t represent the output of the
i-th layer at the time t of the forward LSTM and the output of the i-th layer at the
T − t time of the backward LSTM. Then, we add the forward and backward features
of the last layer w of BILSTM to get O = {Ow,1, . . . ,Ow,T}, and we connect the for-
ward and backward output features of BILSTM at time T to form contextual feature
h= {h1,T ,H1,T , . . . ,hw,T ,Hw,T}. Similar to the feature map in CNN, each hi,T in h rep-
resents the feature of BILSTM at the last time. Therefore, in order to obtain rich con-
textual information, we use the mean pooling operation and max pooling operation,
which is commonly used in spatial information processing, to obtain context features
hmean and hmax. Further, we use the two-layer network model to introduce the non-linear
operations of the two pooling features:

Fmean =W1hmean (5)
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Fmax =W2hmax (6)

where W1 and W2 represent trainable weights respectively. Moreover, in order to inte-
grate the information of the obtained vectors Fmean and Fmax, we concat them and use a
one-dimensional convolution operation to obtain the contextual kernel α:

α = fc ([Fmean : Fmax]) (7)

where fc represents the convolution operation with convolution kernel size is 1. For-
mally, by combining the context kernel α with the final outputO of BILSTM, we obtain
the instance features with temporal context. This step can be formulated into:

z=
T

∑
t=1

atOw,t (8)

where,

at =
exp

(
αO�

w,t

)
∑T

τ=1 exp
(
αO�

w,τ
) (9)

Technically, at is the attention weight to indicate the effectiveness of the BiLSTM out-
put feature. Also, instance feature with temporal information is obtained by combining
the attention weight with the output feature, which helps to articulate the dynamic infor-
mation of depressed patients.

3.3 AD-MIL

Recently, many studies have attempted to use attention mechanisms to integrate them
into the MIL framework [11,14,38]. Notably, Ilse et al. [14] demonstrate that MIL
based on attention pooling can achieve better performance compared to conventional
multiple instance pooling such as max pooling and mean pooling. Inspired by these, we
use attention pooling to aggregate the instance features obtained in the previous section.

Formally, we denote Z = {z1, . . . ,zM} as a bag ofM instance features, and attention-
based MIL pooling can be defined as:

e=
M

∑
m=1

bmzm (10)

with,

bm =
exp

{
q� tanh

(
Vz�m

)}
∑M
k=1 exp

{
q� tanh

(
Vz�k

)} (11)

where q and V are trainable parameters and hyperbolic tangent tanh(·) is the element-
wise non-linearity. In addition, bm represents as an attention weight indicating the con-
tribution of a given instance to the prediction of the whole bag. Therefore, different
attention weights can be used as an implicit feature selection to make the final bag
features more informative.
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4 Experiments

4.1 Experimental Dataset

In this work, we use the D-Vlog dataset [37] collected from YouTube, which contains
961 vlogs videos from 816 subjects composed of 322 males and 639 females. The
dataset has a total of 505 depressed subjects and 406 healthy controls, and the average
length of the vlog is 596 s. According to the ratio of 7:1:2, the dataset is divided into
training set, validation set, and test set, respectively. The preliminary label assignment
of the dataset comes from the title keywords of the vlog. Usually, vlogs containing
keywords such as “depression daily vlog”, “depression journey vlog” and “depression
vlog” are labeled as depressed vlog. In addition, vlogs containing keywords such as
“daily vlog” and “haul vlog” are labeled as non-depressed vlogs. Then, two tasks are
used to ensure the plausibility of labels. First, videos that do not conform to the “vlog”
format (e.g., videos without appearance) are removed. Second, specific annotators are
assigned to judge whether the subjects have depression by watching the vlog videos
with automatic text generation. For privacy protection considerations, D-Vlog only pro-
vides the features of the extracted voice and facial expression in the video, which are
the 15-dimensional extended Geneva Minimalistic Acoustic Parameter Set and the 68-
dimensional facial landmarks, respectively.

4.2 Experimental Setup

In this paper, the size of the time segment that constitutes the instance is 16, and the
total length of the bag is limited to 596. All models are trained for 30 epochs, using
Adam [15] as the optimizer with learning rate, weight decay and eps are set to 1e-4,
5e-4, and 1e-8, respectively and the batch size is set to 16. We report weighted average
precision, recall, and F1 score to evaluate model performance. In order to prevent over-
fitting, the model uses an early stopping mechanism during training. All experiments
are implemented in pytorch, running on a server with NVIDIA 1660 s and 16 GB RAM.

4.3 Comparison with the Previous State-of-the-Art Models

We compare with current state-of-the-art methods to evaluate the effectiveness of our
method, and the results are shown in Table 1. Specifically, the recent methods for
comparison include: 10 methods using in the D-Vlog dataset [37] as the baseline,
the Knowledge-Embedded Temporal Convolutional Transformer method proposed by
Zheng et al. [39] and the CAIINET method proposed by Zhou et al. [40]. The tradi-
tional machine learning methods including LR, SVM and RF don’t perform well on the
D-vlog dataset, which is due to the lack of nonlinear fitting ability of machine learning.
Moreover, corresponding deep learning methods including BISTM, TFN and Depres-
sion Detector achieve better performance compared to machine learning methods.

Compared with baseline, our proposed method improves at least 1.87%, 2.2% and
3.14% on the weighted average precision, recall and F1 score metrics. In addition,
compared with the recently proposed Knowledge-Embedded Temporal Convolutional
Transformer method and the CAIINET method, our proposed method has achieved the
highest results in all metrics, indicating the effectiveness of the proposed method.
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Table 1. Evaluation of the proposed methods on D-Vlog dataset

Method Precision(%) Recall(%) F1Score(%)

LR 54.86 54.72 54.78

SVM 53.10 55.19 52.97

RF 57.69 58.49 57.84

KNN-Fusion 57.86 59.43 54.25

BiLSTM 60.81 61.79 59.70

TFN 61.39 62.26 61.00

Transformer Concat 62.51 63.21 61.10

Transformer Add 59.11 60.38 58.11

Transformer Multiply 63.48 64.15 63.09

Depression Detector 65.40 65.57 63.50

Temporal Convolutional 65.40 64.70 65.00

CAIINET 66.57 66.98 66.56

Ours 67.27 67.77 66.64

4.4 Comparison with the MIL Methods

Fig. 1. Evaluation of the MIL methods on D-Vlog dataset

In order to explore the potential of MIL in depression detection and compare with the
attention-based MIL method used in this paper, we present the methods based on max
pooling [6] and mean pooling [6] as comparison experiments. Notably, the max pool-
ing and mean pooling operation select the feature with the highest and average feature
among the instance to obtain the bag-level feature.
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As show in Fig. 1, the max pooling operation performs the worst, but is compara-
ble to machine learning-based methods. The mean pooling operation outperforms the
max pooling operation and achieves comparable results to multiple deep network based
methods. In contrast, our proposed attention-based pooling operation achieves the best
result, which shows that the attention mechanism effectively improves the performance
of the MIL framework.

4.5 Effect of Instance Temporal Size

Fig. 2. Evaluation of varying instance temporal size on D-Vlog dataset

To assess the effect of instance time segments size on the method, we construct time seg-
ments k of different sizes for the study. As shown in Fig. 2, the best results are achieved
in all metrics when k = 16. Moreover, it is worth noting that the results of the model
do not exhibit linear change when the value of k increases or decreases, demonstrating
that the smaller or larger time segments are not appropriate in depression detection.
Technically, the size of the time segment determines the length of the time information
contained in the instance. When the size of time segment decreases, continuous time
series entering the time window is too short to perform sufficient feature aggregation
through the multiple instance pooling layer. When the size of time segment increases,
the redundancy of too much temporal information may affect the training of the model.

5 Conclusion

In this study, we perform an attention-based multiple instance learning method to detect
depression using social media. We conduct sufficient experiments on the D-Vlog dataset
and report the state-of-the-art model performance compared to us. The experimental
results show the advantages and potential of multiple instance learning in depression
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detection task, and the best performance results illustrate the effectiveness and superi-
ority of our proposed method. We hope that our work can add more effective contribu-
tions to the field of weakly supervised depression detection. In future work, we hope to
add more modal social media such as text for depression detection.
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32. Verhoeven, J.E., Révész, D., Epel, E.S., Lin, J., Wolkowitz, O.M., Penninx, B.W.: Major
depressive disorder and accelerated cellular aging: results from a large psychiatric cohort
study. Mol. Psychiatry 19(8), 895–901 (2014)

33. Wang, T., Li, C., Wu, C., Zhao, C., Sun, J., Peng, H., Hu, X., Hu, B.: A gait assessment
framework for depression detection using kinect sensors. IEEE Sens. J. 21(3), 3260–3270
(2020)

http://arxiv.org/abs/1412.6980


Automatic Depression Detection Using Attention-Based Deep MIL 51

34. Williams, J.B., First, M.: Diagnostic and statistical manual of mental disorders. In: Encyclo-
pedia of Social Work (2013)

35. Wongkoblap, A., Vadillo, M.A., Curcin, V., et al.: Deep learning with anaphora resolution
for the detection of tweeters with depression: Algorithm development and validation study.
JMIR Mental Health 8(8), e19824 (2021)

36. Wu, J., Zhou, Z., Wang, Y., Li, Y., Xu, X., Uchida, Y.: Multi-feature and multi-instance learn-
ing with anti-overfitting strategy for engagement intensity prediction. In: 2019 International
Conference on Multimodal Interaction, pp. 582–588 (2019)

37. Yoon, J., Kang, C., Kim, S., Han, J.: D-vlog: Multimodal vlog dataset for depression detec-
tion. In: Proceedings of the AAAI Conference on Artificial Intelligence, vol. 36, pp. 12226–
12234 (2022)

38. Zhang, H., et al.: Dtfd-mil: Double-tier feature distillation multiple instance learning for
histopathology whole slide image classification. In: Proceedings of the IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition, pp. 18802–18812 (2022)

39. Zheng, W., Yan, L., Wang, F.Y.: Two birds with one stone: knowledge-embedded temporal
convolutional transformer for depression detection and emotion recognition. IEEE Trans.
Affect. Comput. 14(4), 2595–2613 (2023)

40. Zhou, L., Liu, Z., Yuan, X., Shangguan, Z., Li, Y., Hu, B.: Caiinet: neural network based on
contextual attention and information interaction mechanism for depression detection. Digit.
Sig. Process. 137, 103986 (2023)

41. Zhu, Y., Shang, Y., Shao, Z., Guo, G.: Automated depression diagnosis based on deep net-
works to encode facial appearance and dynamics. IEEE Trans. Affect. Comput. 9(4), 578–
584 (2017)

42. Zogan, H., Razzak, I., Wang, X., Jameel, S., Xu, G.: Explainable depression detection with
multi-aspect features using a hybrid deep learning model on social media. World Wide Web
25(1), 281–304 (2022)



Analysis of Factors Related to Anxiety
and Depression in Medical Students

Zheng Jinfang1,2,3, Pan Jiachen1,2,3, Zhang Peiyi1,2,3, Xiao Yi2,3,
and Wang Wei2,3,4(B)

1 Faculty of Engineering, Shenzhen MSU-BIT University, Shenzhen 518172,
Guangdong, China

1120200266@smbu.edu.cn
2 Artificial Intelligence Research Institute, Shenzhen MSU-BIT University,

Shenzhen 518172, Guangdong, China
xiaoyi@smbu.edu.cn, ehomewang@ieee.org

3 Guangdong-Hong Kong-Macao Joint Laboratory for Emotional Intelligence and
Pervasive Computing, Shenzhen MSU-BIT University,

Shenzhen 518172, Guangdong, China
4 School of Medical Technology, Beijing Institute of Technology,

Beijing 100081, China

Abstract. The psychological well-being of university students, particu-
larly those pursuing medical education, has garnered widespread atten-
tion. These students hold the potential to shape the future of societal
progress, with medical students shouldering a crucial responsibility for
the development of overall community health. However, many medical
students are susceptible to psychological disorders such as anxiety and
depression due to high levels of stress. While numerous studies have
investigated factors contributing to the prevalence of psychological ail-
ments in the general population, there has been a limited focus on ana-
lyzing this phenomenon specifically among medical students. This study
utilizes a sample of 886 medical students, gathering information regard-
ing their personal backgrounds, academic pursuits, psychological states,
and physical health conditions. The aim is to discern which subgroups
have a higher prevalence of anxiety or depression. Employing statistical
analysis, the relationships between various factors and the occurrence
of psychological disorders are examined. Through differential analysis,
factors with a stronger correlation to psychological disorders are identi-
fied. Notably, factors like study duration and emotional fatigue exhibit
a positive association with anxiety and depression, while factors such as
academic year and academic efficacy demonstrate a negative correlation.
Furthermore, gender and health status exhibit robust correlations with
the manifestation of anxiety and depression.
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1 Introduction

The psychological well-being of college students has garnered extensive atten-
tion. The university phase, which signifies the transition between academic and
social realms [10], marks the initial steps of students venturing into the societal
arena. However, due to factors such as uncertainty about the future, substantial
academic pressure, challenges in interpersonal relationships, and insufficient self-
confidence, college students are susceptible to experiencing psychological health
issues such as anxiety and depression [12].

Among various academic disciplines, medical students particularly warrant
significant concern as they encounter heightened psychological health challenges
[2,3,8]. Their prolonged academic duration, substantial academic pressures, and
the weight of future employment prospects create a formidable environment.
Moreover, the daily exposure to patients’ ailments and suffering brings about
negative emotions, thereby increasing the likelihood of psychological health prob-
lems.

Despite the plethora of research focusing on factors contributing to psycho-
logical disorders, there remains a relative scarcity of investigations concentrating
on medical students. Consequently, this study primarily revolves around medical
students as a specific sample group, delving into their prevalence and severity of
psychological disorders. Concurrently, we aim to discern potential factors con-
tributing to the onset of psychological ailments and analyze the varying degrees
of correlation between these factors and psychological disorders.

2 Related Work

Many researchers have initiated investigations into the psychological well-being
of medical students. Medical students exhibit higher levels of depression, anx-
iety, and stress symptoms [7,15]. Such psychological disorders as anxiety and
depression can potentially have adverse effects on medical students’ personal and
professional lives, leading to issues like insomnia and even triggering thoughts of
suicide [9].

Mao et al. [13] found that the occurrence of depression and anxiety among
medical students is influenced by a variety of factors, including individual char-
acteristics, socioeconomic status, and environmental factors such as gender, aca-
demic year, family structure, family income, parental educational background,
and social support. Additionally, Ahad et al. [1] revealed that age, gender,
employment status, and accommodation situation are significant factors affecting
stress levels among medical students. Notably, female students tend to experi-
ence higher stress levels, and those engaged in clinical internships face greater
stress compared to pre-internship periods. It’s noteworthy that the findings by
Moutinho et al. [15] emphasize significant variations in the psychological well-
being of medical students across different semesters.

Early detection and treatment of mental disorders are crucial for achieving
favorable recovery outcomes and reducing the risk of relapse [6,14]. Typically,
questionnaire surveys are employed for the early screening of anxiety and depres-
sion patients. Among these, the STAI-T [16] and CESD [11] questionnaires are
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commonly utilized, each specifically designed for screening anxiety and depres-
sion symptoms, respectively.

3 Methods

3.1 Dataset Introduction

The dataset [4,5] for this study was released in 2020 and encompasses infor-
mation from 886 medical students. The features comprise individual demo-
graphic details (‘age’, ‘year’, ‘sex’, ‘glang’, ‘part’, and ‘job’), educational aspects
(‘stud h’, ‘mbi cy’, and ‘mbi ea’), psychological conditions (‘qcae cog’, ‘qcae aff’,
and ‘mbi ex’), and physical well-being (‘health’). Two labels describing the psy-
chological disorder status are ‘stai t’ and ‘cesd’, which are derived from the
STAI-T and CESD questionnaires respectively. These questionnaires are widely
employed for screening anxiety and depression patients. The introduction of each
feature is shown in the Table 1.

Table 1. Study variables

variable name description

age age at questionnaire

year curriculum year

sex gender

glang mother tongue

part having a partner

job have a paid job

stud h how many hours per week spend on study

health How satisfied are you with your health

psyt consulted a psychotherapist or a psychiatrist for health

qcae cog QCAE Cognitive empathy score

qcae aff QCAE Affective empathy score

mbi ex MBI Emotional Exhaustion

mbi cy MBI Cynicism

mbi ea MBI Academic Efficacy

3.2 Statistical Analysis

This study primarily engages in statistical description and hypothesis testing of
the dataset, aiming to identify the relationships between psychological disorders
(anxiety or depression) and various features.
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Statistical Description. Creating statistical graphs for individual features
provides a more intuitive display of the distribution of each feature’s quantity,
aiding in gaining a deeper understanding of the overall feature distribution within
the sample population.

We have chosen two indicators, the proportion of individuals with psycho-
logical disorders and the average scores of the affected population, to depict the
quantity and severity of psychological disorders. By visualizing the trends of
these two indicators in relation to other features, we can gain a clearer insight
into the influence of these features on psychological disorders.

Statistical Inference. This study primarily employs two hypothesis testing
methods: the t-test and the chi-squared test, to conduct an analysis of dissimi-
larities among various features.

The independent samples t-test is utilized to compare differences between
categorical and quantitative samples (samples A and B). The main steps are as
follows:

1. Hypothesis formulation: The null hypothesis assumes no significant differ-
ence between samples A and B, while the alternative hypothesis assumes the
presence of a difference.

2. Assumption of sampling distribution: Independent samples A and B are
assumed to be approximately normally distributed, satisfying the conditions
for t-distribution.

3. Calculation of t-value:

t =
X̄1 − X̄2√

(n1−1)s21+(n2−1)s22
n1+n2−2 ( 1

n1
+ 1

n2
)

4. Calculation of confidence interval for means: Using the computed t-value,
along with sample sizes and confidence level, the confidence interval for means
is calculated, allowing for statistical inference regarding mean differences.

The Pearson chi-squared test is employed for analyzing differences between
two categorical sample variables. The statistical measure used is

χ2 =
r∑

i=1

(ni − n · pi)2
n · pi ,

which assesses the disparity between theoretical frequencies and observed values.
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4 Result and Discussion

4.1 Statistical Analysis

Fig. 1. Frequency Distribution of Each Feature. In Figure (a), the horizontal axis scale
of 0 and 1 represents no partner (no job, no psychological treatment) and have a partner
(job, psychological treatment) categories, respectively.

Univariate Statistical Analysis. The statistical graphs for each feature are
depicted in the Fig. 1.

From Fig. 1(a), it is evident that students without partners outnumber those
with partners, and similarly, students without jobs exceed those with jobs. Most
students have not undergone psychological therapy over the past year.

Figure 1(b) illustrates that the first-year student count significantly surpasses
other academic years, while second to sixth-year students exhibit a more even
distribution.

Figure 1(c) indicates that the age distribution of medical students in the
sample is concentrated between 18 to 25 years.

Figure 1(d), the highest number of individuals falls within the 10 to 20 h per
week study time range. Most individuals do not exceed 40 h of study time per
week.

The distributions of other features approximate a normal distribution.
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Statistical Analysis of Other Variables’ Relationship with Psycholog-
ical Disorders. The statistical graphs illustrating the proportions of anxiety
and depression, as well as the average scores of the affected population, varying
with different features, are presented in Fig. 2.

Fig. 2. Anxiety or depression statistical graphs

Features that exhibit a negative correlation with the proportion and severity
of individuals with anxiety and depression include: age, academic year, aca-
demic efficacy, cognitive empathy, and health status. We observed that as age
increases or academic year advances, the proportion of individuals with anxiety
or depression decreases. Notably, the proportion of individuals with depression
significantly drops after the age of 23. This may be attributed to medical students
gradually adapting to the pace of learning, acquiring effective study methods,
and consequently reducing the occurrence of anxiety and depression.

Features that show a positive correlation with the proportion and average
scores of individuals with anxiety and depression include study duration, emo-
tional exhaustion, cynicism, and affective empathy. We found that individuals
with longer study durations exhibit a higher prevalence of psychological disor-
ders, coupled with increased severity.
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The presence of a job or a partner appears to have limited influence on
anxiety or depression.

4.2 Correlation Analysis

Through t-tests and chi-squared tests, we will determine features that exhibit
robust correlations with anxiety and depression, as well as those with weaker
correlations.

Table 2. Demographic characteristics of college students - Anxiety and Depression

Variable Anxiety p-Value Depression p-Value

Gender 0.000*** 0.000***

Job 0.439 0.018**

Part 0.242 0.012**

psyt 0.000*** 0.000***

year 0.083* 0.084*

age 0.76 0.626

glang 0.000*** 0.000***

stud h 0.987 0.851

health 0.001*** 0.000***

qcae cog 0.216 0.15

qcae aff 0.074* 0.405

mbi ex 0.587 0.053*

mbi cy 0.005*** 0.000***

mbi ea 0.529 0.578

Note: ***, **, * represent significance levels of 1%, 5%,
and 10%, respectively.

Based on the results from Table 2, the following insights can be derived:
For anxiety disorder: In the examination of study duration, the significance

p-value is 0.987; concerning the emotional exhaustion and academic efficacy
scores from the MBI questionnaire, the respective p-values are 0.587 and 0.529;
regarding the presence of a job, the p-value is 0.439. These outcomes indicate that
statistically, the aforementioned features do not exhibit significant differences at
the given level. In other words, we lack sufficient evidence to support a significant
association or disparity between these features and anxiety.

However, when considering features such as gender, history of psychological
counseling, native language, and health status, all respective p-values are below
0.05. This suggests the potential existence of some degree of correlation, associa-
tion, or influence between these features and anxiety. This statistical divergence
implies that these features might have a certain impact or role in relation to
anxiety emotions.
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Regarding depression: Concerning study duration, age, academic efficacy
scores from the MBI questionnaire, and QCAE affective empathy scores, the
corresponding p-values are 0.851, 0.626, 0.578, and 0.405, all significantly greater
than 0.05. From a statistical standpoint, this indicates that these features do not
manifest significant differences at the given level. In other words, we lack suffi-
cient evidence to support significant relationships or disparities between these
features and anxiety.

However, in the context of gender, history of psychological counseling, native
language, health status, and MBI Cynicism scores, the corresponding p-values
are all below 0.05. This implies that these features may possess some degree of
correlation, association, or influence with anxiety. In terms of statistical analysis,
these divergences suggest that these features might hold a certain impact or role
in relation to anxiety emotions.

5 Conclusion

In this study, we investigated the statistical relationships between various factors
and the occurrence of psychological disorders, revealing patterns of variation in
the proportions of individuals affected by psychological disorders and the sever-
ity of these disorders across different populations. We identified several factors
closely associated with psychological disorders, with gender, native language,
and health status potentially exhibiting more significant correlations with anxi-
ety and depression.

Nevertheless, our study does have certain limitations. The size of the dataset
is relatively small, and the number of features is limited, which could potentially
impact the accuracy of our conclusions. To arrive at more universally applica-
ble conclusions, we require a more comprehensive dataset of medical student
information and a larger sample size.
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Abstract. It focuses on a composite material made of glass and carbon fibers in
this paper. The composite can be actively monitored and controlled by the self-
sensing of the carbon fibers. However, due to the high stiffness and brittleness
of the composite material, damage often occurs instantaneously. It is difficult to
monitor damage patterns and control damage through factors such as fiber type
variables and displacement relationships. This is why monitoring the health of
composite fibers is an important direction, which has major implications for the
aerospace, industrial and automotive sectors. In this project, the main focus is to
monitor the electrical conductivity of carbon fibers online by breaking thin layers
and observing the changes in their conductivity, and to understand changes in
condition through changes in current. In addition, the composite design of this
project can be applied to the monitoring of large planar materials, as well as to
applications in important areas such as aerospace. In making further comparisons,
it can be seen that the 5 mm thin layer of carbon fiber is more sensitive in the
process of self-sensing, while the change in resistance is more noticeable when
damage is received in the period.

Keywords: Structural Health Monitoring · Carbon Fiber Composite
Lamination · Electrical Resistance · Three-point bending test

1 Introduction

There are more and more high-tech products made of composite materials, such as
aerospace or automotive, and even the latest batteries. They are becoming increasingly
popular due to their outstanding properties, such as their high strength, low weight and
fatigue resistance, Composites are combinations of two or more materials with different
physical behavior and chemical states. In particular in this test, the materials used are
fiber reinforced polymers. As the properties of composites are usually more variable,
engineers consider their design structure and components to minimize failure during the
design of composites [1].
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In fields such as aviation and construction, it is important to ensure safety margins,
as sudden damage can potentially lead to injury or death as well as huge financial losses.
In these important areas, sudden failures as well as small residual load capacities are not
allowed. This is why higher safety margins and more conservative structural designs are
the dominant design approach in current designs, while another problemwith engineered
materials is that they break down without prior detectable damage and warning [2].

2 Literature Review

The composite material is made by two or more components. Composite material can
be made by using fiber that are cured within a resin. Using a combination of different
materials, taking advantage of their strengths and reducing the impact of theirweaknesses
is an important idea in designing composite materials. The most common types are
combining carbon fibers and glass fibers with a thermosetting resin to create either a
CFRPs or GFRPs. The use of multiple fiber-reinforced polymer laminations to form a
new composite material with enhanced mechanical properties, such as compressive and
tensile resistance, and the consideration of how to efficiently monitor the new composite
material, based on previous research by scientists, has become an important key, and
finally some of the advantages and disadvantages of previous monitoring methods in
relation to the composite material in this experiment are presented.

3 Aims and Objective

How to monitor the health of composite materials is an important current research
issue. It can effectively contribute to the development of several areas where composites
are used, such as aerospace engineering and the automotive industry. However, in the
traditional composite fiber industry the damage itself is unpredictable and sudden as it
can be caused by different kind of stresses and pseudo-plastic deformations. There are
many different methods of detection, but most of them do not reflect the changes in
the material in real time and are also too expensive. This project therefore proposes a
method to monitor changes in material resistance based on the fact that the resistance
of thin carbon fibers changes gradually during damage. Research done by Meisam has
shown that damage to fibers varies linearly (Rev, Jalalvand et al. 2019) and therefore the
health of the material can be monitored by detecting changes in resistance based on this
theory. The aim of this project is to design another sensor based on resistance variation,
to experiment in order to check if the sensor is usable, and to design and test the sensor in
order to achieve the best possible results, observing through experimentation and results
whether it is sensitive and efficient.

Research Objective 1. Research test samples and target sensors based on existing
literature and conjecture.

Research Objective 2. Analysis of the change in resistance of the sample and its force
and displacement profiles.

Research Objective 3. Using a hybrid S-shape to detect damage on a flat plane and
resistance changes monitored using a carbon glass hybrid.
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4 Research Methodology

It describes themethods and techniques used in the selection ofmaterials, the preparation
process, and the design of the testing process for this project. In particular, first, it
will be described in detail what materials are used to prepare the samples, as well as
the preparation process and methods. Then, it will be described the test process of
the experiment and other equipment used in the experimental process, last, it is going
to be described the detail of the whole experiment and the theoretical data will be
given, including the theoretical currents and the theoretical stresses generated by the
experiment.

Material Selection
In addition, for sample preparation we used T700/XC130 unidirectional prepreg carbon
fiber as the sample body and S -Glass/913 andM46JB unidirectional prepreg thin carbon
fiber as the sensor. The base material was made from T700 carbon fiber manufactured
by Toray of Japan. When selecting the substrate material, it was considered that the
main carbon fibers are mainly T300 and T700, both of which contain a large amount
of carbon, but the overall performance of T700 is significantly better than that of T300.
In the selection of the sensing layer, we chose to use a thin carbon fiber sandwiched
between the two glass fibers. As the thin carbon fiber chosen, M46JB, has a similar
tensile strength to T700, but obviously the compressive strength of M46JB is weaker
than that of T700.T In this experiment, glass fibers were chosen to wrap the thin carbon
fiber because, as seen in Meisam’s model, there are three different damage modes for
composites made from high and low strain materials, so in order for the sensing layer of
carbon fibers to break before the glass fibers in the isolation layer, a thin layer of carbon
fibers with a lower degree of strain than the glass fibers must be used as the induction
material (Fig. 1). (Fotouhi, Jalalvand et al., 2017)

Fig. 1. Possible failure modes in a three layers UD hybrid made from HSM and LSM (red lines
show fracture) (a) single crack through the whole specimen, (b) single crack in the LSM followed
by instantaneous delamination, and (c) multiple fracture and localised stable pull-out of the LSM

Typically, the basic constituent material of a carbon fiber reinforced material is
usually a combination of multiple or unidirectional fiber orientations, rearranged to
provide different mechanical properties. A single unidirectional (UD) fiber arrangement,
where all the fibers in the resin are aligned in one direction with no voids or breaks.
Another type of arrangement is where the fibers are aligned at 0 and 90 degrees, this is
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known as multi -directional (MD) fibers (Fig. 2). This multi -axial material has better
tensile and compressive resistance than uniaxial material, but because it is manufactured
at an angle, it is less malleable.

Fig. 2. UD carbon fiber(A), MD carbon fiber(B)

Experiment Test Group
The carbon fibers in the experimental group will be linked to each other, showing S-
shaped connections, which then means that the data from the experimental group will
affect each other. This control group can be used to see if the resistance will be affected
by the occurrence of fiber breaks. Having established that the resistance will change
due to fiber breakage, then this experimental group has the advantage that only two
electrodes are needed to complete the experiment due to the large area it covers. The
main reason for using two different widths of samples was to see the rate of change in
resistance by comparing the two sizes of 5 mm and 10 mm. In the graph below, sample
1 is the control group of 10 mm, sample 2 is the control group of 5 mm, sample 3 is the
experimental group of 5 mm and sample 4 is the experimental group of 10 mm, shown
as Fig. 3.

Fig. 3. Kinds of simple.

Three-Point Bending Test
After the indentation test, the material is tested using the three-point bending method,
which is one of the simplest and most effective methods of testing laminates and is
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widely used in destructive testing due to its simple construction and the fact that it
does not require much manipulation. For this test, the sample is placed on a jig and a
multimeter is connected to the two sections of copper to read the resistance data. The
movement speed of 7 mm/min is entered into the control of the hydraulic press and the
test is started (Fig. 4).

Fig. 4. Three -point bending test. Fig. 5. Injury patterns under three-point bending

The three-point bending process is achieved mainly by applying pressure to the tip,
during which the sample undergoes a process of gradual destruction. The following
diagram shows the principle of three -point bending (Fig. 5).

During the three-point bending experiment, the sample started to break gradually
when it was loaded to a high enough stress. As this sample was a mixed sample, the
surface glass fiber started to break when it was loaded to 0.7 KN, the glass fiber broke
completely when it was loaded to 1.2 KN, then the load was reduced to 0.6 KN and then
the carbon fiber started to break gradually.

The images show that the entire damage process is produced gradually, and based
on the experimental images it can be seen that the samples start with damage and end
up with damage (Fig. 6).

Fig. 6. The process of three-point bending test

Theory of Three-Point Bending Test
When bending deformation occurs in the three-point bending method, the fibers near
the bottom elongate and those near the top shorten. According to the planar hypothesis,
the fiber state changes gradually from stretching to compression along the height of the
cross section from the bottom to the top, then there must be a layer in between where
the length of the fiber remains constant, this layer is called the neutral layer (Fig. 7).
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Fig. 7. Three-point bending method model

In the three-point bending test, when viewed from the front, it can simply be seen
as a simply supported beam subjected to a concentrated pressure. Three-point bending
should theoretically result in a linear distribution of positive stresses along the beam in
the cross-sectional area when loaded.

σ = M

Iz
y (1)

where σ is the stress, M is the moment, Iz is the moment of inertia of the cross-section to
the z-axis and y is the distance in the cross-section to the y-axis. The maximum positive
stress at the danger point of the beam is:

σMax = MMax

Iz
yMax (2)

For rectangular section specimens:

M = P × l

4
Iz = bh3

12
(3)

Substituting Eqs. (3) into (2) yields the new equation

σbb = 3P × l

2bh2
(4)

where P is the load and L is the span, b is for width, h is for thickness.
In the case of a sample based on this equation, themaximum shear stress is calculated

a

sσ bb = 3P × l

2bh2
= 3× 1.5KN × 150mm

2× 50mm× 9mm2 = 800Mpa (5)

According to the Table 1, its standard value is 880 Mpa, However, as this design
contains other fibers of different thicknesses or patterns, this data can only be used as a
reference value for the main body of the sample, so in principle the maximum acceptable
shear stress for this design should be lower than this value.

5 Results

This experiment focused on the fabrication process of the self-sensor, which was
designed using an innovative mixture of carbon fiber and thin layers of E glass fiber,
and investigated the advantages and differences between this combination and the use
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Table 1. Mechanical properties of curing

Properties Numerical value Unit

Tg Onset(DMA) 140 °C

Tensile Strength 645 MPa

Compressive Strength 515 MPa

Flexural Strength 882 MPa

Flexural Modulus 60.1 GPa

Interlaminar Shear Strength 69.8 MPa

Tg Peak(DMA) 148 °C

of plain carbon fiber strips alone. As the fiber orientation was also considered in this
carbon fiber experiment to affect the magnitude of the current, a unidirectional thin
layer of carbon fiber was used in this case so that the consistency of the current could
be maintained throughout.

In the three-point bending test, since the three -point bending test causes large shear
stresses, data were collected from the start to sample failure and finally the changes
in resistance and the reasons for these changes were analyzed in conjunction with the
changes in the curves.

5 mm Bending Test
In this section the experimental data on the 5 mm three-point bending method is
described. Unlike the above, as this design is a hybrid design, the standard T700 car-
bon fiber bending performance criteria above can only be used as a reference value, so
according to the experimental process, the bending performance is significantly lower
compared to T700, only around 800 Mpa, so it is speculated that it is possible that the
mixture of glass fiber and thin-layered carbonfiber has affected the bending performance.

Fig. 8. 5 mm experimental group resistance displacement curve(top) and 5 mm experimental
group resistance Force curve(bottom)

According to the data we can see that there is a relatively obvious increase in resis-
tance after the indentation test, as can be seen from the graph, at 25mmof the experiment
is the maximum stress, when the carbon fiber begins to destroy, it can be concluded that
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Fig. 9. 5 mm experimental group displacement and Force curve

in the 25–30 mm zone, the resistance begins to rise, indicating that the carbon fiber body
is further destroyed in this zone, when in the 30–35 zone, the carbon fiber is completely
destroyed and the resistance rises to 4000 � (Fig. 8). When the carbon fibers are com-
pletely destroyed, the loading force is removed and the fibers spring back, at this time
some of the fibers reduce in resistance because the stress is reunited (Fig. 9).

10 mm Bending Test
The 10mm three-point bending test is also primarily a comparisonwith 5mm, observing
the change in resistance of two different widths of carbon fiber to determine which is
more appropriate.

Fig. 10. 10 mm experimental group resistance displacement curve(left) and 10 mm experimental
group resistance Force curve(right)

By comparing the two sets of plots, it can be found that the 5mm images of resistance
and Force are relatively similar to the 10mm images on the three -point bending method,
but on the resistance displacement curve, it is obvious that the rising trend of the 10 mm
curve is smoother, so after the comparison, it is more recommended to use a 10 mm
wide thin layerof carbon fiber as a self-sensor (Figs. 10 and 11).

Damage Mode Analysis
In this section, the damage pattern of the experimental product and the image in the above
figure will be analyzed in detail, as the damage to the sample occurred gradually over the
course of the test and this fiber hybridization slowed down the catastrophic rate and so led
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Fig. 11. 10 mm experimental group displacement and Force curve

to the phenomenon of pseudo-stretchability. Analysis of the sample damage showed that
shear damage dominated at the upper end of the sample, while delamination dominated
from the middle to the lower plies, shown as Fig. 12. However, the main change in
resistance in this test was due to the fracture of the thin carbon fibers, which was mainly
due to tensile stresses, while the delamination of the lower plies was mainly due to shear
stresses, so the design of this test was reasonable.

Fig. 12. Injury patterns under three -point bending

6 Conclusion

In this project, a hybrid thin-layer carbon/glass fiber self-sensing method is proposed. It
is innovative in that it changes the traditional case of applying the carbon fibers directly
to the object to be sensed. Also, by using an S -shape instead of the traditional direct
strip, it allows for greater coverage and a larger area to be monitored than just partial
detection, while its more holistic nature makes it more effective for monitoring a whole
plane rather than monitoring a broken location, and also has a greater improvement in
monitoring the effects of certain unseen damage. Regarding the experiment, this experi-
ment uses the controlled variable method to create differences for different variables. By
designing groups of different widths as well as different styles, several experiments were
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conducted to get the correct data and then compared to draw conclusions. Damage to the
carbon/glass blend and fracture of the carbon fibers was observed by using Three Point
Bending method. The pictures show that where pressure is applied the upper layers are
damaged by shear stresses leading to kinking and the lower layers are damaged mainly
in the form of delamination leading to failure.

In conclusion, this study has been designed, experimented and concluded that it is
feasible to monitor the electrical conductivity of this hybrid carbon/glass fiber blend and
that this composite fiber can also be seen as a self-sensor.
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Abstract. Panel study and machine learning are important tools for
analyzing various aspects of the economy. They allow researchers to study
the dynamics of changes in different economic indicators, such as GDP,
inflation, unemployment, etc. In addition, these tools can be used to
determine causal relationships between social, economic and psycholog-
ical factors what can allow us to predict the development of the econ-
omy and changes in people’s life in the future. However, previous works
in this sphere studied the connections between income and happiness,
not taking into account the relationships between economic indicators
and mental disorders. This article is aimed to analyze the relationship
between economic factors and the level of mass depression based on a
panel study and machine learning methods. Experimental results based
on panel study and machine learning demonstrate effectiveness of our
proposed econometric model.

Keywords: Panel Study Machine Learning Depression Identification
Economic Factors Econometrics Models

1 Introduction

The increasing number of people suffering from depression and other mental
diseases is one of the most challenging issues in the 21 century. According to
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World Health Association, around 280 million of people worldwide are suffering
from depression, moreover, the World Health Organization assumes that 5%
of men and 9% of female experience depressive disorders in their lifetime [10,
15]. Depression can lead to the development of other illnesses what effect on
premature mortality [1,2,16] and even increase the suicide rates [9,11,14], that
is why it is crucial for authorities to be aware of development of such illnesses.
The innovation of this work is that it includes factors and figures from different
spheres and examine their impact on the development of depression and other
mental disorders. This allows us to broaden our thinking and to make more
clear judgments [7,13]. Particularly, in addition to social-economic indicators,
we also added urban population growth in our list of economic indicators, what
allows to see the big picture. This article is aimed to determine how the main
economic indicators are connected with mental disorders. After establishing the
relationships, it will be possible to judge whether the country at the risk of mass
depression. We believe that with the help of our research local authorities will
be able to identify the upcoming health threats more effectively, and, what is
the key point, much earlier, thus, many human lives would be improved or even
saved.

2 Methods

This is a panel study which includes data from 196 countries throughout 27 years.
In our research we mainly used econometrics and ordinary least square (OLS)
analysis to make proper models. All implemented models have passed the Ram-
sey Test, the check for heteroscedasticity and multicollinearity, thus, all described
models are trustful. Besides, in case with the depression analysis, the Fixed
Effects model was used due to take into account each country peculiarity [7,13].

2.1 Dependent Variables

In addition to Depression, we also considered the following types of mental dis-
eases: Schizophrenia, Bipolar disorder, Eating disorders, Anxiety disorders, Drug
use disorders, Alcohol use disorders. All variables are examined as % of all pop-
ulation.

2.2 Economic Indicators

For each variable we make an econometric model with the following regressors:

– NY.GDP.MKTP.CD - GDP (current US$)
– NY.GDP.MKTP.KD.ZG - GDP growth (annual %)
– SI.DST.FRST.20 - Income share held by lowest 20%
– NY.GDP.DEFL.KD.ZG - Inflation, GDP deflator (annual %)
– SP.DYN.LE00.IN - Life expectancy at birth, total (years)
– EN.POP.DNST - Population density (people per sq. km of land area)
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– SI.POV.NAHC - Poverty headcount ratio at national poverty lines (% of
population)

– SP.URB.GROW - Urban population growth (annual %)
– Unemployment - Unemployment rate, (% of work force)
– GDP PER CAPITA - GDP per capita, (current US$)

2.3 Panel Study

In order to avoid omitted variable bias, we took regressors from different spheres
[7,13]: pure economic, social and urban. We also have added the variable of con-
trol - Anxiety, as, by all means, anxiety disorders influence on the development of
depression and other mental disorders. We conducted all measures using special
econometric program Gretl.

3 Results

We calculated the correlation between all mental disorders and economic indi-
cators as Fig. 1.

At the same time, we got the following depression model as Tabel 1.

Table 1. Depression Model

Coefficient St. error t-statistics p-value

const 325,388 0,707587 4,599 ¡0,0001 ***

anxiety disorders 0,354180 0,145535 2,434 0,0168 **

NYGDPMKTPCD 0,000000 0,000000 4,352 ¡0,0001 ***

NYGDPMKTPKDZG 0,00112238 0,00100377 1,118 0,2663

SIDSTFRST20 −0,0239324 0,00750013 −3,191 0,0019 ***

NYGDPDEFLKDZG −0,000230614 0,000412541 −0,5590 0,5775

SPDYNLE00IN −0,0134092 0,00500963 −2,677 0,0088 ***

ENPOPDNST 0,000163380 0,000295864 0,5522 0,5821

SIPOVNAHC −0,00107081 0,00145502 −0,7359 0,4636

SPURBGROW −0,00724004 0,00900659 −0,8039 0,4235

population −1,04580e−09 1.73E−05 −6,051 < 0,0001 ***

unemployment rate −0,00358409 0,00199508 −1,796 0,0756 *

GDP PER CAPITA −2,74364e−06 9.21E−02 −2,978 0,0037 ***

The LSDV R-square for this model is 0,9956, ‘*’ means that variable is sig-
nificant on 10%, ‘**’ - 5%, and ‘***’ - 1%. Therefore, we could interpret four
variables of interest (on 5%):
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Fig. 1. Correlation matrix between variables and economic indicators

– GDP per capita - all things being equal, with an increase in GDP by
one dollar, the number of people suffering from depression decreases by
2,74*e-6%

– Income share held by lowest 20% - all things being equal, with an increase in
Income share held by lowest 20% by one dollar, the number of people suffering
from depression decreases by 0,024%

– Life expectancy at birth, total - all things being equal, with an increase in
life expectancy at birth, by one year, the number of people suffering from
depression decreases by 0,013%

– Population - all things being equal, with an increase in population by
one people, the number of people suffering from depression decreases by
1,05*e-9%

– Anxiety disorders - all things being equal, with an increase in anxiety disorders
by one percent, the number of people suffering from depression increases by
0,35%

Now countries that have the highest rates of depression are shown in Fig. 2.
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Fig. 2. Top 10 countries with the highest level of depression

As can be noticed, top ten includes mainly developing countries where GDP
per capita quite small. The exceptions are Finland, Australia, United States,
Portugal and Greenland as a special region of Denmark, where the GDP per
capita is medium or higher. In case with Finland and Greenland, such higher level
of depression could be explained by two factors: 1) isolated and low populated
communities, as can be seen from the depression model, the population size is
significant factor; 2) the lack of sunny days, what negatively effects on mood
and emotional conditions [12]. As for other countries, the further deep analysis
is required.

4 Discussion

This large-scale study based on worldwide panel data about depression showed
that people who live in countries with low GDP per capita are more vulnerable
to depression. We find that the relationship between depression and GDP per
capita is strongly negative, and because of analyses of huge massive of date, the
results are universal. At the same time, the connection between depression and
anxiety disorders is strongly positive, thus, the following conclusions could be
made: in countries with lower GDP per capita, more people tend to suffer from
depression. Actually, this fact can be proved even statistically: the majority of
the countries in the list of top 10 countries with high level of depression are
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developing countries (Fig. 2); anxiety contributes to the development of depres-
sion and must be taken into account as well.

Considering all above we can suggest the authorities to take more measures
to ease the burden and stress of the depraved people. As other studies showed
[4,6,8], low-income group are at the higher risk of getting depression and having
worse health condition in general [3,5], so, some government financial help is
better be provided (subsidiaries, money allowance, etc.).
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Abstract. Since sleep quality is crucial to human health, sleep moni-
toring has become a hot spot in the field of smart healthcare. Previous
methods depend on polysomnography and wearable devices need imme-
diate contact with the subject, which brings discomfort. Contactless sen-
sors can address this issue. The most common contactless sensors used
in sleep monitoring are wireless sensors (including radar and WiFi). To
clarify the research in this area, we summarized the existing sleep mon-
itoring methods based on WiFi sensors and wireless radar and made a
comparison. The conclusion shows that the two kinds of methods have
advantages and disadvantages, so the development of complementary
methods is very promising for sleep monitoring.

Keywords: Sleep monitoring · contactless sensors · wireless sensing

1 Introduction

Sleep is one of the most important basic life activities of human beings, and it is
also an important basis for maintaining physical and mental health [1]. Chronic
poor sleep has also been linked to cardiovascular disease, obesity, and even some
mental health problems [2–4]. Therefore, sleep monitoring is important for health
status monitoring and is now become a hot topic for research.

Polysomnography (PSG) is the most widely used tool to monitor sleep, and
it is regarded as the gold standard to detect sleep-related breathing disorders
[5]. PSG can provide comprehensive information on sleep stages on the basis of
Electroencephalography (EEG) activity, eye movements, and muscular tension
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[6], However, the recording of PSG always needs expensive equipment and keep
lots of contact with the subjects’ body which bring discomfort. These drawbacks
make it unsuitable for daily life sleep monitoring.

With the development of information techniques, more and more wireless sen-
sors are used for sleep monitoring. There are already a lot of wearable devices
used for sleep monitoring, but they also face resistance because of the discomfort
brought to subjects and instability during sleep. Contactless sensors can effec-
tively address the problem that invasive sensors bring natural sleep difficulties.
There are various contactless sensors used in sleep monitoring now. The main of
them are wireless sensors. Wifi sensor is also a kind of wireless sensor but since
it has received more attention than other wireless sensors, it is put in a separate
category.

Since wireless sensors are now widely used in sleep monitoring and have
shown great potential, it is meaningful to review sleep monitoring research based
on wifi sensors and wireless sensors. This can help develop contactless devices
to achieve stable, safe, and non-contact sleep detection. In this work, we will
first review the main sleep detection methods based on wifi sensors and wireless
sensors respectively, and then a comparative analysis is made to summarize the
difference between wifi sensors and wireless used in sleep monitoring. Finally, we
provide a conclusion of our work.

2 Sleep Detection Based on Wifi Sensor

Wifi-based sleep monitoring activities are generally carried out through high
precision indoor positioning, and the commonly used methods include Received
Signal Strength (RSS) and Received Signal Strength (CSI) [7]. With the devel-
opment of the technology, the CSI technique has demonstrated greater stability
and accuracy and has become the more mainstream method nowadays. While
using wifi sensors for sleep monitoring, CSI can be used to capture the effect of
sleep activity contained by the Wifi signals [8].

Existing methods that use Wifi sensors to monitor sleep quality include heart
rate monitoring and respiration monitoring [9]. A method is proposed to track
the breathing rate and heart rate during sleep with Wifi [10]. They exploit to
utilize the fine-grained channel information of existing Wifi networks to extract
the minute movements that come with breathing and heartbeats. Wifi network
activity is also used in a sleep-tracking approach called SleepMore which utilizes
machine learning methods [11]. SleepMore constructs a semi-personalized ran-
dom forest model to make a classification of the network activity behavior and
the results are divided into sleep and awake states in minute dimensions. The
experimental results show that SleepMore achieves an indistinguishable result
with the Oura ring baseline within a 5% uncertainty rate.

Wifi sensors are also used for sleep stage classification and sleep-related dis-
orders detection. An advanced signal processing and fusion method is proposed
to extract accurate respiration and body movement for four-stage sleep clas-
sification, which achieves an accuracy of 81.1% [12]. In disorders monitoring,
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wifi sensors are used for obstructive sleep apnea (OSA) detection and rhythmic
movement disorder (RMD) detection. An intelligent apnea monitoring system
can utilizing linear fitting and wavelet transform eliminate the phase error of
CSI. The system uses commodity wifi, which is better able to eliminate inter-
ference from changes in sleeping posture [13]. A sleep monitoring system named
Wi-PSG is proposed to utilize CSI from Wifi infrastructures for RMD-related
movement detection, which can achieve an accuracy of above 92% for different
RMD movement classifications [14].

Fig. 1. Comparison between WiFi sensors and radars.

3 Sleep Detection Based on Wireless Sensor

Wireless radars are the most widely used sensors in sleep detection based on
wireless sensors. Systems with wireless sensors are usually used for vital signs
detection during sleep and sleep quality detection. The main sensors used in these
systems are Ultrawideband (UWB) radar, Doppler radar, and Radio Frequency
(RF) sensors.

UWB radar is commonly utilized for precise localization, employing low
energy levels for short-range and high-bandwidth communications across the
radio spectrum [15]. The required sleep information can be extracted by the
UWB radar sensor penetrating the clothes and quilt. A fine-grained prototype
for overnight respiration monitoring is proposed by exploiting the complemen-
tarity between the amplitude and phase of the radar signal [16]. Four respiration
patterns are recognized during overnight sleep in this method. Another image
processing method converts the raw signals collected by the UWB radar into a
2-D heatmap image and then an image-processing algorithm is used to capture
respiratory information for respiratory motion measure [17]. An attention-based
LSTM model is proposed to use the vital signs detected remotely by an impulse-
radio UWB radar for sleep stage classification [18].
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Doppler radar is widely used in the field of sleep detection due to its excel-
lent ability to measure target displacement remotely. Doppler radar can capture
the information of chest displacement due to respiration or heartbeat through
the transmitted microwave signals and analyze it through the Doppler effect
[19]. A contactless system named PRMS using quadrature microwave doppler
radar to monitor sleep apnea events in real time. The system contains a real-
time actigraphy and sleep apnea detection algorithm [20]. A novel sleep posture
recognition technique is proposed, which employs classifiers that are amenable to
optimization through Bayesian hyperparameter tuning. These classifiers operate
on data from a dual-frequency monostatic continuous-wave radar system [21].
DopplerSleep, a contact sleep sensing system, uses a single Doppler sensor to
track sleep quality. DopplerSleep can monitor both body movements and tiny
chest and heart movements, and the system has been experimentally validated
to perform well on sleep stage classification tasks [22].

RF signals are widely used for contactless motion and vital signs monitoring
in the field of sleep monitoring. Radio Frequency Identification (RFID) is a
contactless communication technology that enables two-way data exchange for
identification and data transfer using RF signals with flexibility and low cost. A
respiration monitoring system with RFID sensors called LungTrack is proposed
to achieve dual objective monitoring with an accuracy of above 93% for two
targets at a distance of 10 cm at least [23]. TagSleep is a sleep posture recognition
system using the concept of two-layer sensing with RFID sensors [24]. A model
combining a convolutional network and recurrent neural network is trained on
the RF-measured sleep dataset with an adversarial training regime [25].

4 Comparative Analysis

WiFi sensors and other wireless sensors, as non-interference devices, offer both
advantages and disadvantages in sleep monitoring. Figure 1 shows a compari-
son between these two methods. WiFi sensors typically utilize wireless signals
and receivers to track variables such as breathing, body movement, and sleep-
ing positions. These sensors analyze movement patterns and breathing rates by
observing changes in WiFi signals. They are cost-effective and easy to deploy,
but privacy concerns may arise.

On the other hand, radar technology emits high-frequency pulse signals and
measures the time it takes for the signals to bounce back. This enables accu-
rate positioning and tracking of objects, including monitoring human move-
ments and breathing patterns during sleep. Radar provides precise distance and
position measurements, boasting high accuracy and reliability. However, radar
requires specialized hardware and incurs higher costs. Both UWB and doppler
radars described previously are capable of real-time sleep monitoring with a high
degree of accuracy, but there is the problem of higher equipment costs and more
demanding deployment conditions during equipment placement.

While RFID technology offers advantages like low power consumption and
affordability, it may have limitations when it comes to more detailed sleep anal-
ysis and breathing monitoring.
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In summary, each technology has its own merits and considerations. Contact-
less sensing also leaves much to be desired, such as greater noise immunity to
the varying light conditions of different indoor environments. At the same time,
because contactless sensing can capture more information, it faces more serious
privacy issues. The choice depends on specific requirements, budget constraints,
and the desired level of monitoring accuracy. Besides, more research can focus
on how to combine these two methods for better performance and less cost.

5 Conclusion

In this work, we review the existing sleep monitoring methods based on Wifi
sensors and wireless sensors. Then we make a comparative analysis between
these two methods for a better illustration of wireless sensors used in the field of
sleep monitoring. Through the summary of the existing methods, we can better
find the direction for the follow-up research. However, in addition to wifi sensors
and radar, acoustic and optical sensors are also beginning to be used in this field.
Therefore, it is our future work to further summarize and analyze the advantages
and disadvantages of these methods.
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Abstract. Obsessive-Compulsive Disorder (OCD) is a complex and het-
erogeneous mental health condition that challenges our understanding
of its underlying mechanisms. This paper explores the potential con-
nection between OCD and human skin textures, particularly Excoria-
tion Disorder (chronic skin-picking), through a comprehensive analysis
of existing literature. Investigating cognitive aspects, memory impair-
ments, and potential neurobiological factors contributing to this associ-
ation, the study also examines the role of human-computer interaction
(HCI) in data analysis and treatment approaches, with a focus on skin
texture-related aspects. Additionally, the thesis delves into two entry
points for understanding OCD through human skin texture. OCD’s clini-
cal manifestations involve compulsive repetitive movements, where mem-
ory disorders lead individuals to hyperfocus on event details, causing
behaviors of constantly enlarging objects, leaving traces of skin texture
on them. Drawing inspiration from Exposure and Response Prevention
(ERP) therapy, the paper proposes magnifying skin texture details to
simulate ERP, exposing patients to imperfections and reducing perfec-
tionistic tendencies. Secondly, related OCD symptoms, like compulsive
skin peeling, leave specific skin marks, providing potential clues for iden-
tifying OCD characteristics and patterns. This innovative approach offers
valuable insights into the complexities of OCD, highlighting the signifi-
cance of human skin texture in understanding and treating the disorder.
By integrating cognitive and neurobiological aspects, this study provides
a comprehensive perspective on the intriguing relationship between OCD
and human skin textures, contributing to advancements in OCD research
and intervention.
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1 Introduction

Obsessive-Compulsive Disorder (OCD) presents a complex and heterogeneous
mental health challenge, requiring in-depth investigation to comprehend its
underlying mechanisms fully. This paper ventures into the unexplored territory
of OCD and its potential link to human skin textures, with a specific focus on
Excoriation Disorder, commonly known as chronic skin-picking. By conducting
a comprehensive analysis of existing literature, this study seeks to elucidate the
cognitive aspects, memory impairments, and potential neurobiological factors
contributing to this unique association. The theoretical framework draws upon
Exposure and Response Prevention (ERP) therapy, which encourages patients
to confront their fears and obsessions. An innovative approach utilizes skin tex-
ture immersion as a simulated ERP, exposing individuals to imperfections and
targeting perfectionistic tendencies associated with OCD.

The exploration of OCD demands an understanding of its clinical manifesta-
tions, particularly compulsive repetitive movements that often involve the skin.
Within the realm of OCD, memory disorders lead individuals to hyperfocus on
event details, resulting in behaviors such as constantly enlarging objects, which,
in turn, can influence memory function. A noteworthy aspect is the lasting traces
of skin texture left on objects during repeated exposures, potentially offering
insights into the connection between OCD behaviors and the skin itself. This
background serves as a crucial foundation for comprehending the complexities
of OCD and its manifestations related to human skin textures.

The motivation driving this study arises from the limitations encountered
in existing approaches to understanding OCD fully. Traditional methodologies
have faced challenges in exploring the intricate nuances of the disorder, neces-
sitating innovative avenues for investigation. Focusing on human skin textures,
particularly in the context of Excoriation Disorder, this paper aims to offer a
fresh perspective on OCD analysis. The juxtaposition of this novel approach
with conventional methods illuminates the potential benefits of using human
skin textures to enhance our comprehension of OCD and its related behaviors.
Additionally, this study addresses the shortcomings of previous approaches and
underscores the necessity for innovative methodologies to unlock the intricate
relationship between OCD and human skin textures.

Central to this thesis are the main ideas and methods, prominently featur-
ing skin-based motivation. The study proposes the use of magnified skin texture
details to simulate ERP therapy for OCD. This simulation endeavors to expose
patients to imperfections, fostering a gradual reduction in perfectionistic ten-
dencies. Amplifying skin texture to create an immersive environment for ERP
therapy serves as a medium for personal interaction and bridges the gap between
the individual and their surroundings. Data collection for this research encom-
passes diverse approaches, such as questionnaires and real-world observations,
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enabling the acquisition of a comprehensive dataset. Based on this data, the
study draws conclusions regarding the unique manifestations of OCD symptoms
related to human skin textures, providing novel insights into the intricate con-
nections between these elements.

The innovation point of this study lies in its interdisciplinary approach, inte-
grating cognitive and neurobiological aspects to analyze OCD through the lens
of human skin textures. This holistic exploration of OCD-related behaviors and
skin texture traces offers a novel perspective on the complexities of the disorder,
potentially paving the way for advancements in research and treatment strate-
gies. By unveiling potential links between OCD and skin textures, this study
aims to contribute valuable insights to the broader understanding of the disor-
der, ultimately aiming to improve the lives of individuals affected by OCD.

2 Background

Obsessive-compulsive disorder (OCD) is a multidimensional heterogeneous dis-
order characterized by impairments in volitional processes, including attention,
association, thinking, and behavioral autonomy. The core of this disorder lies
in the disharmony within the self [1]. This phenomenon manifests as a conflict
between rational thoughts and the intrusive, distressing obsessions character-
istic of OCD. Patients may express frustration, guilt, and shame, recognizing
the irrationality of their obsessions and compulsions but finding it exceedingly
difficult to resist or control them. This internal turmoil can significantly impact
their self-esteem and emotional well-being, contributing to a cycle of distress
and compulsion. Addressing this disharmony becomes a central therapeutic goal,
as it is vital for helping patients develop effective coping strategies and build-
ing resilience in managing OCD symptoms. Some individuals with OCD may
present with comorbid dissociative identity disorder (DID), characterized by
difficulties in memory judgment related to both actual and imagined execution.
Patients exhibit a lack of confidence in their memories, resulting in compulsive
symptoms such as repetitive checking [1]. Repeated checking behaviors include
skin-to-object contact, such as touching the door handle when repeatedly check-
ing whether the door is closed, rummaging through a bag when checking whether
the contents are adequately stored, repeatedly touching the gas, water, and elec-
tricity switches with the fingers when checking whether the switches are turned
off, and so on.

Due to the presence of memory impairments in OCD, patients tend to focus
more on event details, affecting their memory function. Some scholars propose
that episodic memory deficits are secondary to executive function impairment,
attributed to deficits in memory encoding [2]. As a result of paying attention
to detailed content, it is easy for patients to see only specific parts of things or
events and become too obsessed with the content of those parts, thus becoming
unable to control their thinking as well as their behavior, making it challenging
to take a macroscopic view of things. For example, a perfectionist will not be
able to tolerate the marks or imperfections on an object, and thus will not be



88 Y. Zhu et al.

able to control himself to think about this phenomenon over and over again;
some obsessive-compulsive disorder sufferers cannot accept the imperfections on
their skin, such as scars or pimple marks and thus repeatedly think about them
and touch them, which not only affects their daily life, but also causes more
damages to their skin itself in severe cases. Individuals with OCD demonstrate
slowed performance on neuropsychological tests due to excessive focus on test
accuracy and interference from intrusive obsessive thoughts. This impairment
may be associated with dysfunction in the ventral prefrontal cortex system [3].
Individuals with OCD may have concerns about incorrectly filling their exam
numbers during exams, leading to repetitive checking behaviors that impact
their cognitive reasoning and problem-solving skills, potentially resulting in an
inability to finish the exams within the time constraints.

ERP is a form of Cognitive-Behavioral Therapy (CBT) designed to assist
patients in confronting and exposing themselves to fears or discomfort related
to their obsessive thoughts, with the goal of preventing the performance of com-
pulsive behaviors to alleviate the distress. The ultimate goal of ERP (Exposure
and Response Prevention) is to challenge patients’ conditioned fear and response
to stimuli, allowing them to experience the outcome and gain an understanding
that the feared stimuli are, in fact, safe [4]. Amplifying the skin texture under
certain circumstances exposes the patient to an immersive imperfect skin tex-
ture, which reduces the excessive focus on perfection and imperfection and acts
as a palliative.

Trichotillomania (hair-pulling disorder) and skin-picking (excoriation) disor-
der are neuropsychiatric disorders that usually occur in conjunction with OCD,
but are not recognized by professionals [5]. Skin-picking disorder is a psychiatric
disorder characterized by repeated scratching or picking at the skin, resulting in
skin injuries such as minor ulcers, hyperpigmentation, shallow scars, and even,
less commonly, more severe skin disfigurement and skin infections [6–8]. Some of
the characteristics of OCD can be explored by analyzing the textures of the area
of skin injuries with the electromyographic information generated during the
behaviors. In addition to medical consequences, psychological sequelae of skin
scratching have been identified, including clinically significant distress and differ-
ent areas of dysfunction [9]. Skin picking is categorized as a body-focused repet-
itive behavior (BFRB) characterized by recurrent and habitual actions directed
at the body [10].

Trichotillomania is characterized by a repetitive act of pulling one’s own hair,
leading to hair loss and potential dysfunction [11]. This condition primarily
involves pulling from the scalp, eyebrows, and eyelashes, although any body
part with hair, such as the pubic area, can also be affected [12,13]. It is not
uncommon for individuals with Trichotillomania to engage in hair pulling from
multiple areas, and the episodes of pulling can vary in duration, ranging from
a few minutes to several hours. Magnify and observe the multiple skin areas
involved in the act of hair plucking, looking for specific skin features.



Understanding Obsessive-Compulsive Disorder 89

3 Proposed Method

The research methodology is centered on data analysis using wearable devices.
Electromyography (EMG) signals and corresponding skin features are captured
to explore the correlation between OCD and EMG data. Integrating physio-
logical and skin texture information aims to provide deeper insights into the
association between OCD symptoms and skin texture changes.

3.1 Method for Skin-Picking Disorder

The research methodology revolves around data analysis using wearable devices,
with a primary focus on capturing EMG signals and corresponding skin features.
The objective is to explore the correlation between OCD and EMG data while
integrating physiological and skin texture information to gain deeper insights
into the association between OCD symptoms and skin texture changes. Through
the application of wearable devices, the study aims to investigate individuals
with skin-picking disorder, analyzing the EMG signals during episodes of skin-
picking and correlating them with the corresponding skin texture changes. This
analysis seeks to uncover patterns in EMG activity associated with skin-picking
behaviors, contributing to the identification of potential markers of the disorder.

Moreover, the research methodology seeks to identify specific characteris-
tics of OCD through the analysis of skin texture changes in conjunction with
EMG data. By integrating physiological and skin texture information, the study
endeavors to explore whether certain patterns in skin texture changes are associ-
ated with OCD symptoms, providing a deeper understanding of the underlying
mechanisms.

Additionally, the research methodology aims to assess the psychological con-
sequences of skin scratching by analyzing EMG data and corresponding skin
features. The study intends to explore the correlation between the severity of
skin-picking behaviors and the level of distress experienced by individuals, shed-
ding light on the psychological impact of skin-picking and its potential role in
the maintenance of the disorder.

The research methodology can contribute to the classification of skin picking
as a Body-Focused Repetitive Behavior (BFRB) by capturing EMG signals dur-
ing recurrent and habitual actions directed at the body. By establishing a link
between the repetitive behaviors observed in skin picking and the broader cate-
gory of BFRBs, the study provides a foundation for understanding the relation-
ship between different BFRBs and contributes to a comprehensive understanding
of these conditions.

In conclusion, the research methodology focuses on data analysis using wear-
able devices, particularly EMG signals and skin features, to comprehensively
explore the association between OCD symptoms and skin texture changes in
skin picking disorder. By integrating physiological and skin texture informa-
tion, the study aims to advance knowledge in both OCD and BFRB research,
informing the development of targeted interventions for affected individuals. The
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utilization of wearable technology enhances understanding of skin-picking disor-
der’s complexities and its potential connections to OCD, potentially leading to
more effective therapeutic approaches for managing these conditions.

3.2 Method for Trichotillomania

The research methodology revolves around data analysis using wearable devices,
specifically focusing on EMG signals and corresponding skin features. This app-
roach aims to explore the correlation between OCD and EMG data while inte-
grating physiological and skin texture information to gain deeper insights into
the association between OCD symptoms and changes in skin texture.

The study intends to utilize the EMG signals to investigate individuals with
Trichotillomania, analyzing the muscle activity involved in hair-pulling. By cap-
turing EMG signals and corresponding skin features, the research seeks to under-
stand the patterns and frequency of hair-pulling episodes, as well as the physical
consequences, such as hair loss and potential skin injuries. The analysis of this
data may reveal connections between EMG signals, skin texture changes, and
the severity of Trichotillomania symptoms, offering a comprehensive exploration
of the disorder’s impact on the skin.

Additionally, the wearable devices’ data analysis will be extended to explore
hair-pulling patterns across different body areas, such as the scalp, eyebrows,
eyelashes, and pubic area, as mentioned in the previous. This investigation aims
to identify any differences in the intensity or frequency of hair pulling in various
regions, contributing to a more nuanced understanding of Trichotillomania and
informing targeted interventions.

Furthermore, the duration of hair-pulling episodes will be assessed through
the EMG signals, enabling researchers to understand the persistence and inten-
sity of these behaviors. The study seeks to correlate the duration of hair-pulling
episodes with the severity of Trichotillomania symptoms and potential skin dam-
age, facilitating the development of interventions to interrupt hair-pulling behav-
ior and promote healthier coping strategies.

The research methodology also aims to explore correlations between OCD
symptoms and EMG data related to skin-picking or hair-pulling behaviors. By
capturing EMG signals during episodes of skin picking and analyzing corre-
sponding skin texture features, the study intends to investigate potential asso-
ciations between the intensity of skin-picking behaviors, the severity of OCD
symptoms, and observable skin changes. This integrated approach offers valu-
able insights into the relationship between OCD and Body-Focused Repetitive
Behaviors (BFRBs) like skin picking, contributing to a deeper understanding of
their underlying mechanisms and potential links between the disorders.

The research methodology, centered on wearable devices and data analysis
of EMG signals and skin features, provides a unique opportunity to compre-
hensively explore the association between OCD symptoms and changes in skin
texture in BFRBs like Trichotillomania and skin picking. The integration of
physiological and skin texture information enhances our understanding of these
disorders and may lead to advancements in both OCD and BFRB research,
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paving the way for the development of targeted interventions for affected indi-
viduals.

3.3 Proposed AIoT Framework for EMG-Based OCD Detection

We propose an AIoT for EMG-based OCD detection, which contains three main
modules: signal collection, signal processing, and OCD detection. The proposed
framework is shown in Fig. 1.

Fig. 1. AIoT Framework for EMG-based OCD detection. The proposed AIoT Frame-
work for EMG-based OCD detection can be divided into three main parts: signal
collection, signal processing, and OCD detection.

First, wearable devices are widely used for EMG signal collection, such as skin
sensor patches, smart bracelets, EMG helmets, and EMG gloves. These devices
can collect sufficient EMG data in a convenient way, and provide a way to collect
data in real time. These wearable devices can also be personalized according to
the needs of the user and the collected signal to meet the requirements of different
users. Then, IoT techniques are used for EMG signal processing. Specifically,
EMG signals are transferred with Bluetooth or Wi-Fi from wearable devices to
the database for signal storage, and data servers are used for data processing
with edge computing and cloud computing. In this way, it can provide fast
and efficient signal storage and processing with privacy security. In addition,
the database can store long-term signal data to achieve continuous recording,
which can achieve better correlation mining. Finally, AI models such as CNNs
and RNNs are used for analysis. Using AI models to analyze the EMG signal
and corresponding skin features can help explore the correlation between OCD
and EMG in an objective and accurate way. In addition, other AI technologies,
such as big data, can also provide effective assistance to explore the correlation
between OCD and EMG. With the correlation explored, a classification model
can be constructed for OCD detection.
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Fig. 2. Existing schematic diagram of AIoT Framework for EMG-based OCD detec-
tion.

In summary, the proposed framework aims to collect the EMG signal, then
capture the correlation between OCD and EMG, and finally complete OCD
detection. We also review some existing schematic diagrams of the AIoT Frame-
work for EMG-based OCD detection as Fig. 2.

Figure 2 (a) shows a wearable EMG measurement system on the forearm for
wrist gesture discriminations, in which twelve electrodes are utilized to measure
EMG from six locations [14]. Figure 2 (b) shows surface EMG Data collection for
the classification of physical actions, which observations consist of C categories
with R trials [15]. Figure 2 (c) shows arm EMG signal collection for hand gesture
classification, which contains 10 gesture classes, and each gesture is repeated 100
times by the participants during collection [16]. Figure 2 (d) illustrates EMG
detection with wearable sensors for abdominal muscle monitorings in 1950 as
shown in (A) and the modern system for knee EMG detection in (B), where (C)
illustrates the system [17].

3.4 EMG Classification Case

To better understand the EMG signal, we provide a classification case with the
Wearable Stress and Affect Detection (Wesad) dataset. This dataset provides
EMG signals with four different emotion states: neutral, stressed, amused, and
meditated. We first divided these states into neutral (neutral and neutral) as
label 0 and active (stressed and amused) as label 1. Then we downsample the
signal to 256 Hz and use a sliding window approach to obtain 10-second segments.
Finally, we use Decision Tree, Random Forest, and Support Vector Classifier to
make a classification. To evaluate the performance of models, we compare the
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precision score, recall score, f1 score, and accuracy. Compared results are shown
in Fig. 3.

Fig. 3. Compared results of EMG classification on the WESAD dataset.

We can see that the SVC achieves the best accuracy which is 0.65 and the
Decision Tree model achieves the best F1 score which is 0.51. We can also find
that although the accuracy of SVC is high, its F1 is not high, because the number
of samples in the two categories of the data set is unbalanced, and SVC is more
likely to classify the samples to the one with a larger number.

4 Discussion

The findings carry important implications for OCD research and intervention.
Understanding the connection between OCD and skin texture enhances compre-
hension of this intricate disorder. The immersive ERP approach offers a promis-
ing therapeutic avenue for directly confronting obsessions and compulsions.

Despite the study’s strengths, certain limitations must be acknowledged.
Sample size and specific OCD subtypes may influence the generalizability of
the findings. Additionally, the accuracy and limitations of wearable devices can
impact data quality.

In conclusion, this academic discourse explores the intricate relationship
between OCD and human skin textures. Utilizing wearable devices and an
immersive ERP approach, valuable insights into obsessive-compulsive traits
through skin texture analysis are gained. The combination of EMG signals and
skin features enables a holistic exploration of OCD’s underlying mechanisms.
This research contributes to the field by advancing our understanding of OCD
and proposing potential skin texture-based interventions in OCD assessment and
treatment.
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OCD presents a complex and heterogeneous mental health challenge, requir-
ing in-depth investigation to comprehend its underlying mechanisms fully. This
paper ventures into the unexplored territory of OCD and its potential link to
human skin textures, with a specific focus on Excoriation Disorder, commonly
known as chronic skin-picking. By conducting a comprehensive analysis of exist-
ing literature, this study seeks to elucidate the cognitive aspects, memory impair-
ments, and potential neurobiological factors contributing to this unique associ-
ation.

5 Conclusion

In summary, Obsessive-Compulsive Disorder (OCD) is a complex mental health
condition challenging our understanding. This study explores the potential
link between OCD and human skin textures, focusing on Excoriation Disor-
der (chronic skin-picking) through comprehensive literature analysis. Examin-
ing cognitive, memory, and neurobiological factors, it also considers human-
computer interaction (HCI) in analysis and treatment, emphasizing skin tex-
ture aspects. Two avenues for understanding OCD through skin texture emerge:
repetitive movements due to memory issues, resulting in enlarged objects with
skin texture imprints, and identifying OCD patterns through distinctive skin
marks from compulsive skin peeling. Inspired by Exposure and Response Pre-
vention therapy, magnifying skin texture details simulates ERP, countering per-
fectionism. This innovative approach provides insights into OCD complexities,
underlining skin texture’s role in understanding and treating the disorder. By
integrating cognitive and neurobiological aspects, this study advances our under-
standing of the intricate OCD-skin texture relationship, aiding OCD research
and interventions for a comprehensive perspective on this condition.
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Abstract. Due to the randomness, fuzziness, time variability and uncertainty of
traffic flow, it is difficult for traditional forecasting models based on time series
or artificial neural networks to accurately reflect the actual traffic situation, etc.
This paper takes the demand for short-term traffic flow forecasting of urban rail
transit as the research object, and analyzes the implementationmethods suitable for
short-term traffic flow forecasting. LSTMneural networkwas used to construct the
model for simulation experiment analysis. The results of data analysis show that the
LSTM neural network model obtains the minimum average absolute percentage
error MAPE value of 10.6% and the highest average accuracy of 89.4%, which
has a good prediction effect and can improve the prediction work of short-term
traffic flow.

Keywords: Neural network · Integrated learning · LSTM · Short time traffic
flow forecast

1 Introduction

In recent years,with the rapid development of our economy, the number ofmotor vehicles
and non-motor vehicles in urban areas is also increasing. The overall number of motor
vehicles has been increasing, and the problem of the sharp increase in urban traffic
pressure has also followed. In order to solve many problems such as the worsening
of urban traffic congestion, in the context of the continuous development of modern
social science and technology, the Internet of Things and other emerging technologies
have made people put forward more advanced ways to improve traffic conditions, and
gradually formed the concept of intelligent transportation system (ITS).

ITS is an efficient management system, which relies on road engineering to reduce
traffic congestion and natural pollution and ensure smooth traffic operation. Traffic flow
prediction is a very key part of ITS [1], which can quickly help the system to achieve
timely, dynamic, accurate and reliable quantitative prediction of vehicle data and future
road traffic flow conditions.
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For the problem of traffic flow prediction, domestic and foreign scholars have con-
ducted a lot of research, and built three research models, which are support vector
machine model (SVM), deep learning model and neural network model (NN). Because
of its own characteristics, SVM has been widely used in short-term traffic flow predic-
tion, solving the problem of too small data and other problems. With the continuous
development of deep learning, deep learning has also been studied in traffic flow predic-
tion to a certain extent. The research on deep learning in traffic flow prediction is just at
the beginning stage. According to the existing results, deep learning has high accuracy
in predicting the results of specific data, but it also has certain limitations, and there are
certain problems in the aspects of large calculation amount and long consumption time.
Over the years, scholars have developed a variety of neural network models. Compared
to previous machine learning, neural networks have more hidden units, using methods
to abstract objects at a deeper level and extract hidden features that the data cannot see.
Neural network also has the characteristics of strong adaptability.

On thewhole, the development direction of short-term traffic prediction has gradually
transited from linear model to nonlinear model, and from non-intelligent direction to
intelligent prediction direction [2]. Based on the analysis of estimation accuracy, training
model difficulty and reliability, the neural network model is usually better than the
traditional model in the case of the same data, and is more suitable for short-term traffic
flow prediction.

This paper will use the previous traffic data and build a model to predict the short-
term traffic flow and analyze the results, so as to provide a helping hand to promote the
smooth layout of ITS, reduce the current increasingly congested traffic situation, and
ensure the safe and convenient travel of the people and the improvement of road travel
experience.

2 Short Time Traffic Flow Forecasting Model

2.1 Model Input

The information used here is based on data from the Traffic Flow Prediction Project
database collected in real time from individual detectors in the highway system across
California’s metropolitan areas. The time span is 1 month, 38 days from April 3 to May
10, 2018 (Table 1).

Table 1. Original data examples

Local Date TIME ID CXDM HPZL SYXZ

2018/4/8 00:03:40 13631 K33 02 A

2018/4/28 14:38:29 41256 K31 02 A

2018/5/9 23:19:03 67293 K33 03 D

…… …… …… …… …… ……
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The collected data includes six data types: Local Date, TIME, ID, CXDM, HPZL,
and SYXZ. Table 2 describes the meanings of each data type.

Table 2. Original fields

fieldName Local Date TIME ID CXDM HPZL SYXZ

Meaning Date Record
timestamp

Vehicle
number

Vehicle
code

Type of
license plate

Nature of
vehicle use

Based on the research content, part of the data is selected for extraction, and the data
used are two types: Local TIME (date) and TIME (record time).

Based on the past traffic flow of a specific section of the road, the vehicle data of
the next moment can be predicted, so that it is possible to train the neural network
by constructing a data set based on the past traffic flow value. Before constructing the
data set, the traffic flow value of the intersection should be extracted successively in
time period. Sort the traffic according to the time sequence, and then use the resample()
function in Pandas to summarize the time data in a period of 5 min when the traffic
passes through the intersection. The summary results are shown in Table 3.

Table 3. Extracted data

Time Volume

…… ……

2018/4/8 0:05 130

2018/4/8 0:10 155

2018/4/8 0:15 125

2018/4/8 0:20 124

2018/4/8 0:25 111

2018/4/8 0:30 117

2018/4/8 0:35 91

2018/4/8 0:40 119

…… ……

After pre-processing and time series value extraction, the traffic data passed by the
intersection has been summarized into a five-minute time span of traffic flow data and
stored in the document. All data starts at 2018-04-03 00:00:00 and ends at 2018-05-31
23:55:00. The data span is 5 min.

In this paper, the vehicle flow data of 30 days from midnight of April 3 to evening
of May 10 are divided into four conditions according to the actual situation: working
day, holiday, rainy day and traffic control. According to the situation, the vehicle flow
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data of the first three days are constructed and trained as a sample set and retained as a
vehicle flow prediction set of the following day to test the accuracy of the model.

In this paper, vehicle data at n time intervals before the road surface is used to
estimate vehicle data at a subsequent time unit. Therefore, the sample set is constructed
by inputting data at n time from past time into the network, where X represents the input
network arrangement, the data at n+ 1 time becomes the network output, and Y is taken
as the network output arrangement. Neural networks generally associate input and output
with information. After training, the network will form another input network and obtain
a new output by direct association with specific data. Therefore, network input X and
network output Y jointly construct the sample set of the experiment, and the data set is
obtained in the form of rolling forward sampling, extracting n + 1 pieces of information
at a time. Previously, n pieces of information were input X, and rolling prediction was
also made in the prediction to build a larger number of samples. Therefore, in order to
process the experimental data sequence into a short-duration memory network which
can adapt to the data arrangement, it is necessary to use functions to complete the above
requirements. There are a total of 3 * 288 = 864 experimental data in the three days
from 4–8 to 4–10. When m + 1 experimental data is set at one time, the sample number
constructed when m + 1 experimental data is used as the input of the experiment and m
+ 1 experimental data is used as the output of the experiment is (864-m) item. A data
type in the constructed training sample set is shown in Table 4 (m = 11).

Table 4. Data after sequence transformation

X

……

130,155,125,124,111,117,91,119,79,112,81

155,125,124,111,117,91,119,79,112,81,88

125,124,111,117,91,119,79,112,81,88,71

124,111,117,91,119,79,112,81,88,71,78

111,117,91,119,79,112,81,88,71,78,118

117,91,119,79,112,81,88,71,78,118,82

91,119,79,112,81,88,71,78,118,82,71

119,79,112,81,88,71,78,118,82,71,83

……

Since the sigmoid function is used in the hidden layer of the experimental net-
work, in order to achieve the speed of network convergence and prevent the problem of
neuron saturation, it is generally required to normalize the training information. Here,
MinMaxScaler() function in numpy library is selected to normalize the data.

Xstd = X − X .min(axis = 0)

X .max(axis = 0) − X .min(axis = 0)
(1)
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Xscaled = Xstd ∗ (max − min) + min (2)

2.2 Model Output

In this paper, Tensorflow+ keras architecture is used to construct the predictionmodel of
long and short termmemory network and train the neural networkmodelwith data set. As
an open library [3], Tensorflow is a symbolic mathematical system based on data stream
programming, which has been widely used in the research of machine learning, deep
neural networks and other fields. Tensorflow is composed of multi-level institutions,
which can use GPU and TPU for numerical calculation, and supports C and Python,
which is completed in python language in Pycharm. In the process of using Tensorflow to
build a neural network model, the environment should first be built. The version selected
here is Tensorflow-GPU-2.6.0, and suitableCUDAshould be installed. Secondly, various
necessary packages should be imported into Pycharm. Such as keras, matplotlib, MKL
sklearn etc., after setting various parameters, in this paper, themodel set to 2 layer LSTM
model. The process of constructing LSTM neural network using Tensorflow library is as
follows: First, build a Sequential model with Sequential() to add layers. When building
the neural network model, it is necessary to set the parameters of the model in the
program, which has been introduced before. The number of hidden neurons in the first
layer LSTM network is 50 and the output dimension is 50. Return_sequences is set to
True and only the output of the last state is returned. The output dimension of the second
layer is 100, the output dimension of the Dense layer is 1, and the activation function is
liner.

After the traffic flow prediction model is built, it is necessary to train the neural
network model with the sample set. In this paper, the loss function loss is defined as the
mean square error function. RMSprop is used in the optimizer and batch gradient descent
algorithm is adopted. According to the above, the training batch size is 8, which means
that 8 data are extracted from the training set at a time for model training. During the
experiment, the data of the training set was continuously converted into the prediction
model, and the prediction results were compared with the real data of the verification
set [4]. After the deviation was obtained, the backpropagation algorithm was used to
optimize the training network, and the model was continuously trained. In this paper,
300 iterations of training were set as the end condition.

3 Related Technology

3.1 The Internal Structure of Long - TermMemory Network and the Calculation
Method of Data

Long term memory neural network has completely overcome the shortcomings of ordi-
nary RNNS [5], and is the most widely used RNN at present, which is widely used
in many fields such as speech and picture recognition [6], natural language processing
[7], emotion recognition [8] and so on. In the LSTM neural network, in addition to the
short-term input signal sensitive state h, the cell state c is added and used to store the
long-term state.
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TheLSTMneural network uses two gates to control the cell state c, one is the amnesia
gate, whose function is to judge how many cell states exist from the last time ct−1 to
the time ct , and the other is the input gate. Its function is to determine how much timely
input xt to the cell state ct . Another gate is the output gate [9], whose function is to
determine how much cell state ct is output to the LSTM’s current output value (Fig. 1).

Fig. 1. Internal calculation flow diagram of a short-duration memory neural network unit

In the LSTM network, forward propagation and computation of information are also
carried out through neuron transmission, and the network forward computation can be
expressed by six formulas [10]. The first is the forgetting door and the calculation of the
forgetting door is:

ft = σ(Wf × [
ht−1, xt

] + bf ) (3)

The input gate is calculated as follows:

it = σ(Wi ×
[
ht−1, xt

] + bi) (4)

The unit state describing the current input is calculated based on the output of the
previous moment and the input of the current moment, and its calculation expression is
as follows:

ct = ft ∗ ct−1 + it∗ ∼
ct (5)

∼
ct= tanh(Wc × [

ht−1, xt
] + bc) (6)

The number of gates that control the long-term memory acting on the current
instantaneous output is output gate ot , and its calculation formula is (7).

ot = σ(Wo × [
ht−1, xt

] + bo) (7)

The output result of the cell is determined by the output gate ot and the cell state ct ,
expressed as follows:

ht = ot ∗ tanh(ct) (8)

The above formula 8 is the forward calculation expression of the whole long and
short time memory network.
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3.2 Neural Network Training Steps for Long and Short Time Memory

Based on the above error propagation formula, the training steps of LSTMneural network
are as follows:

Firstly, the output value of each neuron is calculated by the forward calculation
formula, and the output value of the whole network is calculated according to the output
value of each neuron;

The total output is compared with the actual value, the total error value is obtained,
and the deviation of each neuron is calculated by the back propagation algorithm; The
gradient descent algorithm is used to calculate and update eachweight gradient according
to the corresponding error value; After the new network weight is obtained, the forward
calculation formula is continued to calculate the output of each neuron according to the
new input data, and the final output of the network is obtained and then compared with
the actual value.

When a certain error accuracy is reached, the network parameter is saved. At this
time, when the network training is completed, if the error accuracy is not reached, the
iteration is carried out continuously. Until the network output reaches a certain error
accuracy.

4 Experimental Results and Analysis

4.1 Software Running Environment and Hardware Configuration

In terms of hardware environment, the Windows OS version is win11, the operating
system is 64-bit, the processor model is Intel i5 8300 h, the display adapter is NVIDIA
GTX1050ti, and the memory is 16 GB. In terms of software environment, the program-
ming language is python, the python version is 3.6.8, and pycharm is selected as the
integrated development environment.

4.2 Operation Results and Analysis

The built training set data was fed into the prediction model, and four different datasets
were built using real-time data collected from individual detectors in the highway system
across California’s metropolitan areas between April 8 and May 10, 2018, classified by
four different conditions: weekdays, holidays, rainy days, and traffic control days. Each
part of the data is 4-day traffic flow data, and the sample set is built with the number of
vehicles passing through high-speed cameras every 5 min. The vehicle flow prediction
model of a short-durationmemory network is constructed and the trainedmodel is saved.
The model input is obtained by the sequential sampling method described above, and
then the vehicle flow of the same day is predicted on a rolling basis.

Here, plt.plot() function in Matplotlib is used to plot the prediction results and the
real values, and 4 graphs of the traffic flow prediction results under different scenarios
are obtained. Figures 2, 3, 4 and 5.

As shown in the figure above, the traffic flow of the following day is predicted based
on the traffic flow data of the previous three days, and the total number of samples is
1152 each time. The 864 samples of the first three quarters are used as training sets,
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Fig. 2. Forecast of weekday traffic flow

Fig. 3. Forecast of holiday traffic flow

Fig. 4. Forecast of vehicle flow in rainy days

Fig. 5. Flow prediction under traffic control

which are brought into the model for training, and the prediction results are obtained.
Use the plotting function to represent the prediction results. Among them, the real value
is set as the red solid line, and the prediction result is the green dotted line. It can be
seen from the figure that the short-term vehicle flow prediction model based on LSTM
has a better vehicle flow prediction result for working days.

In general, the relative error of the sequence value of traffic flow on the predicted
date can be obtained from the figure. To a certain extent, the main reason for the error
in the analysis is that the model only considers the time characteristics of vehicle flow
while other influencing factors are not taken into account, and there are not enough
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data vehicles in the training set. Although the relative error of a few predicted values is
slightly larger, most of the results can meet the requirements.

This paper also introduces the mean absolute percentage error (MAPE), which indi-
cates the accuracy of the model, and from the numerical values in the MAPE, how
accurate the model is (Table 5).

Table 5. Lists the data.

Map MAPE value

Working day 0.083704

Holidays and festivals 0.106437

Rainy day 0.126403

Traffic control day 0.107493

The averageMAPE value of the calculated scene is 0.106, indicating that the average
error is about 10.6% and the prediction accuracy is 89.4%, indicating that the model has
a high precision forecast of short-term traffic flow.

5 Conclusion

As an important part of ITS, traffic flow forecasting system based on LSTM provides
great help to people’s travel and traffic management department’s work. The system uses
python language, uses Tensortflow + keras architecture to establish LSTM prediction
model, and processes the acquired data set, which is divided into training set and test
set. The prediction results of the training set are compared with the test set, and a good
prediction accuracy is obtained. The model can be used to predict the future traffic flow,
which provides help for people’s travel and the work of relevant departments.
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Abstract. In the transportation system, the influence of haze is more significant,
such as license plate recognition, real-time monitoring, etc. The visibility of both
people and equipment is greatly affected in foggy weather, leading to the emer-
gence of foggy image processing. We analyzed the recognition requirements of
traffic signs in foggy weather and conducted research on algorithms for removing
fog from foggy images and extracting image edges. This topic mainly improved
on the traditional Retinex algorithm, recognizing the loss of detail information
in images under Gaussian filtering conditions. We applied guided filtering to the
estimation of illumination images to achieve the preservation of image edge infor-
mation. In terms of image recognition, the currently best performing LOG oper-
ator and Canny edge extraction algorithm were applied to achieve the extraction
of detail information. Then, based on the background knowledge of Convolu-
tional neural network, a small Convolutional neural network model is designed
for training to realize the recognition and classification of traffic sign images. The
experimental results show that themethod proposed in this paper can achieve good
functions in fog removal and traffic sign recognition.

Keywords: Haze · Edge detection · Retinex · Guided filtering · LOG operator ·
Convolutional neural network

1 Introduction

Traffic signs are the most important source for drivers to obtain road information during
driving. As an important auxiliary facility in the road traffic system, traffic signs play
an irreplaceable role. Haze inevitably reduces atmospheric visibility, and the accuracy
and timeliness of driver information acquisition will be greatly negatively affected.
Countless traffic accidents occur every year as a result. In addition, in foggy weather, the
implementation of technologies such as intelligent monitoring, intelligent recognition,
automatic navigation, and target tracking in outdoor environments has a significant
negative impact. Therefore, in order to minimize the impact of haze weather on images,
studying the implementation of traffic sign recognition algorithms under haze weather
has extremely important theoretical value and practical significance [1].
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Among the existing defogging algorithms, the retinex method has good performance
and adaptability in image defogging. However, traditional retinex methods have draw-
backs such as high computational complexity, difficulty in parameter selection, and
limited effectiveness [2]. To address the problems of traditional retinex, we propose an
improved retinex image clarity algorithm for image defogging and recognition of traffic
signs in the image.

2 Related Work

Wang introduced traffic sign images intoConvolutional neural network as training data to
realize the classification function of traffic sign images. This method uses Convolutional
neural network to study and classify the features of traffic signs, and can accurately
recognize and classify different types of traffic signs. Li et al. proposed a method called
FusedGAN to overcome the limitations of traditional defogging algorithms. Thismethod
combines the Generative adversarial network (GAN) and traditional image defogging
technology, and restores imageswith complex haze by introducingmulti-scale andmulti-
channel information fusion. FusedGAN can better remove the haze effect in the image
and improve the image clarity and contrast [3]. Liu et al. proposed a single image
defogging method based on the Recurrent Squeeze and Extraction Context Aggregation
Network (R-SECA-Net). Thismethod improves the quality and detail retention ability of
image defogging by introducing attentionmechanismand context aggregation.R-SECA-
Net can adaptively adjust defogging processing, effectively reducing the problem of
detail loss caused by haze [4]. Huang et al. proposed a traffic sign recognition algorithm
based on CNN networks [5, 6]. The algorithm uses Convolutional neural network to
extract and classify the features of traffic sign images, which can achieve high accuracy
of traffic sign recognition.

3 Methodology

3.1 Traditional Retinex Algorithm

Among traditional Retinex image enhancement algorithms, the most common ones
are single scale SSR algorithm, multi-scale MSR algorithm, etc., followed by iterative
McCann algorithm and multi-scale Retinex algorithm with color restoration (MSRCR)
[7–9]. The SSR algorithm needs to maintain a balance between contrast and image fea-
tures, but the images to be processed vary in terms of shooting environment and imaging
results. Therefore, the MSR algorithm is proposed based on the single scale algorithm.
In order to compensate for the color deviation caused by interference such as haze and
noise, a color restoration factor parameter C is added to themulti-scaleMSR algorithm to
adjust for the color deviation problem caused by the enhancement of local area contrast
in the image. This corresponding algorithm is called the multi-scale Retinex algorithm
with color restoration (MSRCR) [10–12].
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3.2 Improved Retinex Algorithm

The traditional Retinex algorithm uses Gaussian filtering for implementation, which has
the effect of smoothing the image after processing. During the enhancement process of
the image, there will be a loss of detail information, resulting in blurred information in
the logo. So when calculating the illumination information of an image, we use guided
filtering to estimate the illumination information of the image. Guided filtering is an
edge preserving filter, and here we use guided filtering for illumination estimation [13,
14].

qi =
∑

j

Wij(I)pj (1)

where p is the input image to be processed; I is the guiding image; q is the filtered output;
Wij is the filtering kernel, equivalent to F(x, y),Wij in the traditional Retinex algorithm
is a function of guide image I . In actual calculations, we generally consider the output
image q as the linear calculation result of guide image I. Assuming The output and input
of theWij(I) function are in a two-dimensional window Satisfy linear relationship within
Wk :

qi = akIi + bk ,∀i ∈ wk (2)

Among them, ak and bk is the constant term coefficient that needs to be calculated
by us, and it is also the coefficient when the window center is located at k; wk is the
window; i and k are pixel indices.

As a local linear model, guided filtering is defined as the following Loss function in
order to find linear correlation and minimize the difference between the output value of
the fitting function and the true value p:

E(ak , bk) =
∑

i∈ωk

(
(akIi + bk − pi)

2 + εa2k

)
(3)

ωk is right for ak Correction compensation when the value is too large; The parameters
about ε are used to adjust the blurriness of the image and the detection accuracy of edge
information; εa2k is used to suppress ak value is too large. In terms of results, if the
guide map does not contain edge information, the corresponding output mean filtering
fuzzy result; If the guide map contains more edge information, the edge information will
be reflected in the output image to achieve the preservation of edge information [15].
When calculating the coefficients of each window, a single pixel is usually described by
multiple calculated linear functions. When calculating the output value of a single point,
we take the mean of all calculated coefficients, and the final output result is as follows:

qi = 1

|ωk |
∑

i∈ωk

(akIi + bk) = aiIi + bi (4)

Calculate the value of the linear coefficient from this. The algorithm flow of the
guided filter is as follows:
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1. Read in the guidance image I and the pending image P;
2. Calculate the mean and variance of I , the mean of the image P to be processed, and

the product IP of I and P;
3. Calculate the linear correlation coefficient based on this ak = (IP −

ImeanPmean)/(IVar + ε); bk = Pmean − aImean;
4. Calculate the mean of ak and bk ;
5. Export filtering results: q = amean ∗ I + bmean;

This method uses guided filtering instead of Gaussian filtering to estimate illumi-
nance images, ultimately resulting in an improved Retinex algorithm.

3.3 LOG Filtering Method

The edge detection algorithm of images requires both noise suppression and accurate
positioning of edge information, and the LOG filtering method is an effective edge
detection method. The LOG filter operator, also known as the Laplacian of Gaussian
operator, and its corresponding operator, also known as the LOG operator, is the optimal
filter for detecting image edge information based on image signal-to-noise ratio. This
method comprehensively considers noise suppression and edge detection [16–18].

Perform the LOG operator on the test image to extract edge information, and the
effect is shown in Fig. 1.

Fig. 1. Edge information extraction using LOG operator

Due to the extraction results being not suitable for observation, the pixel values of
the resulting image were increased by a bias of 20 for observation. It can be seen that
the LOG operator can effectively extract edge information from images.

3.4 Traffic Sign Image Recognition Based on CNN Network

This part will use Convolutional neural network (CNN) based on deep learning to imple-
ment a traffic sign image classification and recognition algorithm [19]. The training data
is based on the BelgiumTS traffic sign dataset, which includes both training and testing
sets. The training set contains 62 sets of images, each containing a certain number of
logo images for training, with a total of 4575 images; The test set is also divided into 62
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Table 1. Network Architecture Diagram

Hierarchical network feature maps Convolutional kernel/pooling size step

Conv2D 64 × 5 5 × 5 5

MaxPool2d 32 × 5 2 × 2 2

Conv2D 32 × 5 × 5 5 × 5 5

MaxPool2d 16 × 5 × 5 2 × 2 2

Fully connected layer 120 – None

Fully connected layer 84 – None

Fully connected layer 62 – None

sets of images, including a total of 2520 images. The design and implementation of the
training model are coded in the Python environment and PyTorch dependency package,
which includes two convolutional layers, two maximum pooling layers, and three fully
connected layers. A CNN network is implemented to achieve traffic image classification.

The structure of the designed network training model is shown in Table 1.
As shown in the above figure, after each convolutional layer is extracted, a pooling

layer is added to reduce the dimensionality of feature information, thereby reducing
computational complexity and accelerating network training speed.

After the training is completed, the model parameters are used to predict the test
set, and the prediction accuracy for the test set can reach 92.73%. But for practical
application requirements, this accuracy is not high. The CNN network model designed
in this section is only a simple pre trained network, and its recognition performance still
has room for improvement.

4 Experimental Results

4.1 Display and Analysis of Experimental Results of Defogging Algorithm

Here we use traditional single scale Retinex algorithm, multi-scale Retinex algorithm,
and improved Retinex algorithm for experiments. In the traditional Retinex algorithm
experiment, different Gaussian scales c are continuously adjusted to achieve better pro-
cessing results. The final scale selection is: the scale in the single scale SSR algorithm is
set to 15% of the image size; The multi-scale MSR algorithm has a mesoscale setting of
5% of the image size for small scales, 15% for medium scales, and 40% for large scales.

As shown in Fig. 2, the experimental example is shown in the original image. 4–2
shows the processing results of the single scale SSR algorithm, 4–3 shows the processing
results of the multi-scale MSR algorithm, 4–4 shows the guided filtering processing
results, and 4–5 shows the weighted guided filtering processing results (Figs. 3, 4, 5, 6):

It can be seen that both the traditional Retinex algorithm and the improved guided
filtering algorithm can achieve good defogging results, achieving image enhance-
ment results. However, the processing quality of edge information in each group of
experimental results is difficult to compare with the naked eye.
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Fig. 2. Original image

Fig. 3. SSR processing results

Fig. 4. MSR processing results

Therefore, two parameters, edge intensity factor and peak signal-to-noise ratio
(PSNR), are selected as the comparison criteria, the images were divided into two groups
for processing in the experiment. The average values of the experimental results of the
two groups of images are shown in Tables 2 and 3 [20, 21]:

Among them, the edge intensity factor reflects the amount of edge information con-
tained in the image. The larger the edge intensity factor, the clearer the image edges
and the more edge information it contains; PSNR represents the ratio of signal to noise
and is often used to evaluate noise and signal strength. A larger PSNR indicates less
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Fig. 5. Guiding Filter Processing Results

Fig. 6. Weighted Guided Filtering Processing Results

Table 2. Experimental Results of the First Group

algorithm picture Edge intensity factor PSNR

SSR pic (c) 82.8520 13.0193

MSR pic (e) 83.5945 13.1975

Guided filtering pic (g) 85.5671 13.9176

Weighted guided
filtering algorithm

pic (i) 84.5239 13.8082

image noise. It can be seen that the experimental results of the algorithm combined with
guided filtering containmore detailed information than the traditional Retinex algorithm.
Therefore, it can be concluded that the improved Retinex algorithm can achieve edge
information preservation to a certain extent.

4.2 Presentation and Analysis of Experimental Results on Traffic Sign
Recognition

This part uses the Convolutional neural network pre training model designed in Sect. 3
to predict the test set, as shown in Fig. 7, the terminal output results of some kinds of test
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Table 3. Experimental Results of the Second Group

algorithm picture Edge intensity factor PSNR

SSR pic (d) 41.0715 16.2509

MSR pic (f) 42.0565 16.2701

Guided filtering pic (h) 42.2539 16.7990

Weighted guided
filtering algorithm

pic (j) 43.0994 16.8973

set graph prediction. In the figure, Input represents the true group identifier of the group
of images to be predicted, while Prediction represents the predicted group identifier.

Fig. 7. Prediction Results of Test Set Part

It can be seen that there was an error in the recognition of the third image, but overall,
the recognition rate can be maintained at a high level. After predicting all 2520 images
in the test set, the accuracy of the prediction result is 92.73%.

Figures 8 show the prediction results of some traffic sign images processed by the
improved Retinex defogging algorithm in this recognition algorithm, with two images
showing recognition errors.

Figures 8 show the predicted results of some traffic sign images in the first set of
experimental results of the defogging algorithm mentioned above. In this step, a total
of 43 images from the first and second groups of the defogging algorithm results were
used as predictive materials, with a total of 39 images predicting accurately, achieving
an accuracy rate of 90.69%.
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Fig. 8. Partial recognition results of improved defogging algorithm

4.3 Image Defogging and Traffic Sign Recognition System Based on Improved
Retinex

The design of the improved Retinex based image defogging and traffic sign recognition
system in this article is mainly divided into three parts: haze image selection, image
display after defogging, and traffic sign box selection image display.

The Home screen of image processing consists of module selection and system
menu, including four controls: button, panel, coordinate axis and text box. Each button
has a corresponding callback function to switch the main interface to each module sub
interface. The Home screen of GUI image processing system is shown in Fig. 9.

Fig. 9. Image Defogging and Traffic Sign Recognition System
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Click to select an image and select the one youwant to operate on. Click on ‘Identify’
to remove fog and recognize traffic signs on the fog map. The image after defogging and
recognition will be generated in the right display box.

5 Conclusion

This project mainly focuses on the recognition of traffic sign images in haze weather.
Combining the basic theory of digital image processing with traditional Retinex vision
theory, research and improvement on image defogging are carried out. A Retinex defog-
ging algorithm with guidance filtering influence factors is designed, and the recognition
algorithm for traffic signs is analyzed and implemented. Effective information extraction
is carried out on the image. The classification of traffic images is carried out on CNN
pre trained networks, and training and learning are conducted using the BelgiumTS traf-
fic sign dataset, Finally, our Convolutional neural network can get 93.89% recognition
accuracy, but in practical application, this number still needs to be improved.
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Abstract. Road extraction from aerial image has realistic significance for GIS
data updating. In view of the complexity challenging for acquiring road informa-
tion, this paper proposes supervised model that combines Convolutional Neural
Network (CNN) with Sparse Auto-Encoder (SAE) to cope with the road extrac-
tion task. First, the road features are extracted from the amount of non-annotated
data using SAE model that aim to train the road features using CNN principle
with implementing convolution and pooling to reduce model complexity. Sec-
ond, the encoder network completes the operation, and after the deep pooling and
deconvolution operations, the intermediate features are extracted by the decoder
network and sampled back to the input image of the same size on the map. Third,
the soft-max classifier categorizes images into roads and non-roads. Finally, the
experiments verify that the proposed method outperforms the traditional methods
and could achieve the satisfy result.

Keywords: Road extraction · aerial image · Deep learning · Convolutional
Neural Network · Sparse Auto-encoder

1 Introduction

Road extraction from aerial images has vital usage in many applications including geo-
graphic information system, intelligent transportation system, environmental security
and protection [1]. Various road extraction approaches can achieve road extraction suc-
cessfully when the road exhibit obvious contrast respect with the non-road areas [2].
However, when the road with complex situation, such as road vehicles, buildings, tree
occlusion cases, road extraction often appears discontinuous or gaps [3]. It is still chal-
lenging to deal with shadow or occlusion, geospatial information (urban, suburban or
rural), and image scales, and obtain full and smooth road network automatically [4].

With the rapid development of deep learning in recent years [5], road extraction can
be regarded as a classification task to distinguish aerial image into the road areas and
the background areas [6, 7]. The state-of-the-art Convolutional Neural Network (CNN)
is viewed as a successful deep learning model. CNN has advantages in hierarchical
learning that makes it more efficient in feature extraction and image classification.
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Therefore, due to the aerial images have more complex backgrounds and targets.
In this paper, a semi-automatic method combined Deep CNN with SAE (Sparse Auto-
Encoder) is proposed to detect the road information from aerial image. First, the SAE
model is carried out to learn the relationships and features of complex data and extract
concise expressions from them automatically. Second, the encoder network completes
the operation, and after the deep pooling and deconvolution operations, the intermediate
features are extracted by the decoder network and sampled back to the input image of
the same size on the map. Both convolution and pooling are implemented to reduce
model complexity and boost distance calculation. Third, the final output is obtained by
using the classifier, which is the probability distribution in the image representing the
likelihood that the pixels in each region belong to the road and the non-road.

2 Related Work

In recent years,manymethods have studiedon road extraction fromaerial image. Pradhan
[8] proposed an automatic road extraction method by the neural network, which was
superior to many methods of previous studies due to their ability to incorporate both
multi-source information. Soni [9] presented a neural network to extract roads by a
variety of texture parameters, and followed by the road vectorization stage. Experiments
were carried out on different IKONOS and Quick Bird sample images to prove the road
extraction capability of the proposed method.

Moreover, Nguyen [10] proposed a road extraction scheme based on feature learning,
using convolutional neural network to capture the local structure of the road network.
Due to the powerful learning ability ofCNN, the road extractionmethod thatwe proposed
can obtain high quality results. Wei [11] introduced a concise CNN for road extraction
in aerial image. The paper proposed a new loss function which integrates the road
geometry information into the cross-entropy loss. Experimental results showed that the
model could perform well in accuracy, recall, F-score and accuracy.

Also, Wang [12] adopted a single patch architecture to extract roads from high-
resolution images. Alshehhi [13] proposed a CNN network with integrated structure
based on Alex-Net and VGG-net. Due to the large network structure, Alex-Net paid
attention to the information of the large area. VGG networks focused on local details
because of their small size. In thiswork, the training, verification and testing of the current
popular deep learning models under different parameters have a good foundation for the
identify and extraction of large geological and scientific data such as roads and buildings
[14]. The accuracy of the road extraction is significantly improved.

3 Methodology

In our work, a semi-supervised based deep learning method was proposed, which com-
bines Deep CNN (Convolutional Neural Network) with SAE (Sparse Auto-Encoder) to
detect the road information from aerial image. In this part, the detail description of the
concrete algorithms applied in our network is shown at first, and the overall framework
and the algorithm execution process are elaborated on the follow.
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3.1 SAE Model

The performance of image classification is largely depended on the pros and cons of
extracted features. SAE model is more suitable for unsupervised learning, which does
not need a large number of tags during training massive aerial images. It can avoid the
annotation of massive remote sensing images, and greatly improve the automation of
the method. The unnecessary of annotation work can greatly improve the automation
and efficiency of the algorithm [16].

The classic structure of SAE usually includes an input layer, in Fig. 1, a hidden layer,
and an output layer, where +1 is the offset term.

Fig. 1. SAE model

The loss function for neural network can be denoted as in Eq. (1):

J (W , b)=
[
1

m

m∑
i=1

(
1

2

∥∥∥hW ,b(x
i) − yi

∥∥∥2)
]

+ λ

2

nl−1∑
l=1

sl∑
i=1

sl+1∑
j=1

(Wl
ji)

2 (1)

where, m is the amount of input samples, (W , b) is the network parameter, nl stands
for the layers amount, sl denotes the node amount in L layer, λ means the regularization
and hW ,b(xi) means the output sample.

The SAE algorithm constrains the output of the hidden layer, so that the average
could be high as 0. The loss function of SAE algorithm can be denoted as in Eq. (2):

Jsparse(W , b) = J (W , b) + β

s2∑
j=1

KL(ρ‖ρ̂ ) (2)

where, ρ stands for the sparse parameter, KL(ρ|| ∧
ρ) measures the distributions.
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3.2 Deep CNN

Methods based on deep learning have aroused widespread concerns, which establish
a high-level semantic mapping relation by extracting the features. As a kind of feed-
forwarddeep learningnetwork, theDeepCNNis suitable for image feature extraction and
recognition [15]. Usually, CNN architecture includes convolutional, mapping, pooling,
fully connected, and output layers, that can be formed by stacking multiple underlying
network structures.

First, feature extraction is performed in convolutional layer, and the formula can be
denoted as in Eq. (3):

yi = bi +
∑

i
kijÄxi (3)

where, yi means the output image, xi means the input image, ⊗ denotes convolution
operator and kij is kernel function, finally, bi is deviation value.

Second, the mapping layer employs a nonlinear activation function to obtain the
feature map from the convolutional layer. The commonly used activation function is
ReLU, sigmoid, tanh and softplus. Usually, the ReLU (Rectified Linear Units) function
is employed as the activation function because the output will be zero, which could
reduce the network and smooth the over-fitting problem.

Then, the pooling layer could avoid over-fitting phenomenon and maintain spatial
invariance. And the full connection layer connects to all the previous layers including
convolution layer or another full connection layer.

To train the network as a better performance, some operators, such as the local
response normalization and dropout regularizationmethod, are added to optimize results
and speed up the training process. It randomly reduces the output of some neurons and
reduces the neurons in the network that are no longer involved in the computation.

Finally, the classifier layer with full link is used to output in probabilistic form for
each category. The most used loss function output in is the softmax function.

3.3 Framework

Therefore, a semi-supervised based deep learning method was proposed. The specific
steps are as follows: Feature extraction part adopts the SAE model to study and find
out the relationship between the optimal, get a concise expression, DCNN decoder of
network from the encoder on the extraction of feature mapping samples back to the
same size of the input image, and finally, at the end of the DCNN network using softmax
classifier for the probability of road pixels in the final output.

Figure 2 shows the framework of our proposed method. The features learned by
SAE, are applied to the convolution of a large number of training sets and test sets. The
proposed DCNN network layers include one input, five conventional, two pooling, and
one output. A max-pooling operation is performed between layer 1 and Layer 2. The
average pooling layer follows the convolution of the five layers.
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Fig. 2. Framework

4 Experimental Result and Analysis

4.1 Dataset Description

The experimental results of the above network framework are as follows. The dataset
consists of two categories (urban roads and rural roads) with 900 images per category,
where 400 images for training and 50 images for each group. For each image, the
classification of ground truth is annotated bymanual with the advice of experts carefully.

Through a large number of experiments, different initial values are selected, and
the parameters with the highest performance in the cluster are selected to complete the
network design. The evaluation system including Completeness, Correctness and F1 is
used to test the road extraction performance. The formula can be denoted as in Eq. (4):

Com = TP

TP + FN
Cor = TP

TP + FP
F1 = 2

Com × Cor

Com+Cor
(4)

where, Com means the completeness of matched with GT (ground truth) calculated by
TP (truth positive) and FN (false negative), and Cor is correctness of matched with
ground truth by TP and FP (false positive). F1 is an overall that combines Com and Cor.

4.2 Result and Analysis

The proposed method is compared and to test robustness and flexibility of the related
methods. The showing example from the testing dataset are shown in Fig. 3. In our
testing images, the images were numbered as follows.

Figure 3 shows the different ways to achieve the road extraction, Table 1 gives the
objective comparison of the results using Completeness, Correctness and F1. Figure 4 is
the line chart, which could exhibit the objective comparison more intuitively. In terms
of Completeness, Correctness, and F1-score, the proposed method gives the best result
in general.

The test can verify that the proposed method has some advantages compared to some
existing methods in this field, and the results by our method is very close to ground truth,
which are higher than the other methods. But for the Correctness, it is Performance is
a bit poor which is caused by the almost indistinguishable gray level between the roads
and the background in the bottom of the image.
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(a)Input                                  (b)binary                                 (c)Otsu 

(d)Prewitt                               (e)Sobel                                (f)Valley 

(g)Canny                           (h)Our method                        (i)Ground truth 

Fig. 3. Comparison of different methods

Table 1. Objective Comparison

Methods Completeness Correctness F1

aver max min aver max min aver max min

Ref. [4] 0.587 0.735 0.418 0.534 0.851 0.376 0.553 0.755 0.396

Ref. [6] 0.596 0.807 0.329 0.544 0.758 0.327 0.560 0.749 0.408

Ref. [8] 0.619 0.871 0.448 0.549 0.786 0.308 0.574 0.773 0.387

Our method 0.906 0.926 0.864 0.901 0.929 0.859 0.903 0.926 0.861
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(a)Completeness                        (b)Correctness                                  (c)F1 

Fig. 4. Curve comparison for different methods.

5 Conclusion

Target detection in aerial images has been widely applied in many fields, including
agriculture, forestry, electric power, land resources, urbanplanning, etc. In the acquisition
process of aviation data, aircraft or UAV are constrained by the external environment,
stability, wind resistance ability and clarity are limited, jitter phenomenon often occurs,
camera Angle changes, etc. These uncertain factors will directly lead to the difficulty of
road extraction.

In this paper, a semi-automatic framework combining DCNN and SAE is studied to
extract road information from aerial images. SAE model is used to learn the correlation
between complex data, and the brief expression is found from the feature perspective.
The decoder network samples the feature map extracted from the encoder network back
to the input image of the same size, and finally the correct classification output is obtained
by softmax classifier. Experimental results show that the proposed algorithm reduces the
complexity of the model and improves the speed of calculation.
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Abstract. The rapid development of blockchain technology has demon-
strated great potential to revolutionize various application domains,
especially in the context of the Internet of Things (IoT). However, the
sheer number and diversity of IoT devices pose significant challenges
to the scalability and security of blockchain systems. To address these
issues, cross-chain technology has emerged as a promising solution. Nev-
ertheless, existing cross-chain solutions suffer from high centralization
and inefficiency. Our approach involves constructing a multi-chain net-
work capable of connecting different types of IoT devices, along with
designing a collaborative cross-chain mechanism engaging multiple par-
ticipating nodes. This collective participation diminishes the centraliza-
tion inherent in the cross-chain process. Specifically, we propose a data
verification method based on BLS signature. It aggregates cross-chain
data signatures across multiple chains, which leads to a reduced stor-
age burden on the blockchain. Furthermore, we introduce a reputation
update algorithm that leverages network latency and cross-chain opera-
tion metrics to automatically update node reputation scores via smart
contracts. Experimental results demonstrate that our solution achieves
better decentralization and efficiency.

Keywords: blockchain · IoT · cross-chain · BLS signature

1 Introduction

Blockchain is gradually extending from small-scale applications to multiple fields,
showing a bright development prospect. It has been applied to finance [1], food
traceability [1], smart home [10], IoT, and other industries. In particular, IoT has
a very good application prospect with blockchain due to its own decentralized
features [5]. However, another feature of IoT is the large number and diversity
of devices. With a large number of devices connected to the blockchain system,
higher requirements are placed on the performance of the blockchain system.
Unlike centralized systems, blockchain requires all nodes to reach a consensus
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during the transaction process [15]. So it leads to a significant gap in blockchain
performance compared to centralized systems.

Cross-chain technologies are seen as an effective way to address blockchain
scalability and performance. It can join different devices to separate blockchain
networks and organize multiple blockchains through cross-chain technologies.
The performance of blockchains can be effectively improved. Currently, the main-
stream cross-chain technologies include sidechains/relays [2], notary schemes [9],
and hash-locking [6]. However, all these technologies have shortcomings. Among
them, hash-locking and sidechains/relays are mainly used for asset transfer
rather than information interaction. This poses the problem that they focus more
on security when crossing chains. And reduce the performance requirements. The
notary schemes, on the other hand, suffer from the problem of centralization. In
general, the notary mechanism is only responsible by fixed nodes in the cross-
chain. The trustworthiness of the cross-chain data is completely guaranteed by
the node’s own credit. If the node carries malicious intent or it receives an attack,
the security of the entire cross-chain process cannot be guaranteed.

In this paper, We propose an decentralized and efficient cross-chain scheme
(DECS). First, We construct a multi-chain architecture consisting of multiple
local-chains and a global-chain. And we add IoT devices to the local-chain net-
work. Mutually independent local-chains can perform block transactions in par-
allel. It improves the blockchain and performance. Meanwhile, we propose a
scheme in which multiple nodes jointly participate in cross-chain data verifi-
cation. We design a calculation method for node reputation. It is calculated
based on the network latency and invocation frequency of the nodes so that
the selection of each node is as average as possible. This reduces the degree of
centralization in cross-chain and effectively addresses the shortcomings of the
notary schemes. During the cross-chain process, multiple nodes with the high-
est reputation are selected. They are responsible for verifying the data by using
BLS signatures. Our major contributions in this article are summarized as the
following aspects:

– We propose an Decentralized and Efficient Cross-chain Scheme in IoT sys-
tems. We adopt a multi-chain architecture to adapt the diversity of types of
IoT devices and enhance the scalability of the blockchain.

– We design a cross-chain scheme based on BLS signatures and implement
a smart contract that automatically updates node reputation. The scheme
reduces the degree of centralization of the cross-chain process while guaran-
teeing the accuracy of cross-chain data.

– We implement and evaluate our scheme on the HyperLedger Fabric, and the
results shows that our scheme can effectively improve system performance,
and the selection of nodes is uniform and fair in the cross-chain process.

The rest of this paper is structured as follows. In Sect. 2, we introduce the
related work of blockchain. In Sect. 3, we described the system architecture and
cross-chain interaction mechanisms. And we introduced how to select cross-chain
nodes based on reputation. Furthermore, we provide a detailed introduction to
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the process of using BLS signatures to verify data in Sect. 4. The experiment
results are stated in Sect. 5. Finally, Sect. 6 concludes this article.

2 Related Work

In this section, we introduce the research on blockchain in IoT and cross-chain
technology.

2.1 Blockchain in IoT

Existing work applies blockchain to IoT. Blockchain can enhance the security
of IoT systems. With encryption and digital signatures by cryptographic keys
[7], IoT data can be protected through blockchain. And the smart contract car-
ried by the blockchain can automatically update the firmware of IoT devices
and close the vulnerabilities that are susceptible to attacks [4]. Moreover, IoT
data stored on the blockchain data can be identified and verified anywhere and
anytime. For example, the work of Lu et al. [11] develops a blockchain-based
product traceability system that provides traceability to suppliers and retailers.
In this way, the quality and originality of products can be checked and veri-
fied. Boudguiga et al. [3] proposed a decentralized mechanism to push updates
to IoT devices using blockchain. The blockchain is used to record transactions
for software updates pushed to the device to prevent malware updates on the
device. In this case, there is no need for a trusted agent to deliver the updates as
the updates propagated to the device through the blockchain have guaranteed
integrity.

The diversity and heterogeneity of IoT devices pose a huge challenge for
blockchain [12]. Optimization of blockchain networks is one way to address per-
formance. In 2021, Zhou et al. [17]. proposed an optimization mechanism in
resource-constrained IoT systems. They improve the performance of the system
by dynamically adjusting optimal block assignments. Zhang et al. [16]. analyze
the IoT traffic by establishing a blockchain network that matches the scale of
IoT. And they implement a lightweight Bitcoin-like blockchain based on PoW
to solve the problem of high traffic load and network congestion.

2.2 Cross-Chain Technology

Cross-chain technology was first applied to the exchange of assets. It is mainly
used for the conversion of Bitcoin and Ethereum. In 2014, adam et al. propose
sidechain [2], which is a blockchain system independent of bitcoin. Sidechain can
access the Bitcoin network and interact with the Bitcoin ledger to enable asset
transfers. As a separate blockchain, the technical solutions and consensus mech-
anisms adopted by sidechain are not restricted by the main chain. The notary
schemes [9] is currently the most widely used cross-chain scheme. It set a trusted
node in the blockchain system, which is responsible for completing cross-chain
operations. However, the notary scheme uses a fixed node for cross-chaining,
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Fig. 1. System model.

which causes it to be more centralized. Once the node itself carries malicious
intent or suffers an attack. It will not be able to guarantee the authenticity and
trustworthiness of the cross-chain data. However, the cross-chain purpose of this
scheme lies in asset transfer, without realizing a universal cross-chain approach.

Sun et al. proposed a decentralized cross-chain scheme [13], which combines a
notary mechanism and hash-locking. By setting up multiple notaries and estab-
lishing an election mechanism, the degree of centralization of the cross-chain
process is reduced. However, the cross-chain purpose of this scheme lies in asset
transfer, without realizing a universal cross-chain approach. Ghosh et al. [8] pro-
posed a decentralized gateway architecture that connects private blockchains to
end users. The gateway employs a collective signature technique [14] to verify
the data. However, this method allows only one-way communication and does
not verify the identity of the requester.

3 System Architecture

In this section, we introduce the architecture and components of the system. As
shown in Fig. 1, we build a multi-chain network structure in HyperLedger Fabric:
including multiple local-chains, a global-chain, and a module that provides cross-
chain functionality. IoT devices join the local-chains according to their different
features and participate in the whole blockchain system. Next, we will introduce
each component of the system in detail.

1. IoT device: IoT devices include all networked devices that have a need to
participate in the blockchain. They upload important data to the blockchain,
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such as identity information of personal computers, user access information
in gateways, etc. Due to the complexity and large number of IoT devices
and the heterogeneous nature of IoT data. Adding all IoT devices to the
same blockchain will be a very difficult behavior. In this regard, we divide
the devices according to their types and organize the IoT devices of the same
type to join their respective local-chains.

2. Local-chain: The local-chain connects all IoT devices with similar features,
such as personal computers and mobile phones that belong to the same
smart device. The whole system will have multiple local-chains. It mainly
accomplishes the information storage function of the system and is responsi-
ble for the data recording, identity granting and world state updating tasks
within the local-chains. Taking the first local-chain in Fig. 1 as an example,
it is responsible for storing user information, personal wallet, and other data
uploaded by cell phones and computers onto the blockchain.
Moreover, it also records the cross-chain requests and reputation scores of the
devices, and these results will be recorded on the local-chain in a summarized
form. IoT devices can selectively add one or more local-chains according to
their geographic locations and device characteristics.

3. Global-chain: There is one and only one global-chain in the system. All
blockchain nodes are to be added to the global-chain. The global-chain has
two main functions. One is to store the local-chain data abstracts and provide
validation function for the local-chain data. When a blockchain node submits
data to the local-chain, it can choose to upload the abstracts to the global-
chain. Unlike the local-chain which stores a large amount of data, the global-
chain only needs to access a small amount of summary information. Second,
it provides information records during cross-chain interaction. During cross-
chain interaction, some parameters and key information of data exchange will
be submitted to the global-chain to ensure security.

4. Cross-chain module: The cross-chain module is an important component
in linking all local-chains. In this module, we propose a decentralized cross-
chain verification scheme. The scheme consists of two parts. The first one is
a reputation-based node selection mechanism. We calculate the reputation
value of a node based on its network latency and the number of times it
has been invoked. Multiple nodes with a good reputation are selected to
participate in cross-chain verification. This solves the centralization problem
under the notary schemes. It can effectively avoid a single point of failure and
improve cross-chain security.
The second is the data verification technology based on BLS signature. In
the cross-chain process, the selected nodes will utilize the BLS signature to
sign and verify the data. After that, the node with the highest reputation
utilizes BLS to aggregate the signatures of each node to jointly complete the
verification of the data. The specific cross-chain process will be introduced in
the next section.
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4 Cross-Chain Scheme

In this section, we introduce the cross-chain scheme proposed in this paper.
It includes a cross-chain interaction process based on BLS signatures and a
Reputation-Based Node Selection mechanism.

4.1 Cross-Chain Process Based on BLS Signature

The verification process based on the BLS signature consists of BLS signature
algorithm and Shamir based secret sharing algorithm. BLS signature is used
to avoid excessive storage cost of the final combined uplink signature, while
Shamir secret sharing algorithm is used to achieve a certain number or more node
endorsements for specific cross-chain transactions on the basis of BLS signature,
thereby ensuring security.

As shown in Fig. 2, our cross-chain process consists of 6 stages: Request, Key
Generation, Signature, Aggregation, Response, and Verification. Next, we will
describe the 6 stages in detail.

Request: The request stages consists of 2 steps: main steps. First, node Bi of
B initiates a request Cross−chain.request. Smart contract Bcross receives and
parses the request. It will obtain the address of the other party of the cross-chain.
After that, it forwards the request to A.

Key Generation: This stage also consists of 2 steps: Setup and Generation.
step1: Setup(λ) → {G1, G2, GT , e, g1, g2, p, h}
In the setup step, the smart contract BCross first parses the request. Deter-

mine the number of nodes participating in the cross-chain: n. And select the n
nodes with the highest reputation. This includes Aj , Ax, Ay, and Az where Aj

is the node with the highest score. After that, BCross sends the parameters to
the key generation center(KGC).

Then KGC obtains the relevant security parameters p of the algorithm and
the elliptic curve bilinear mapping functions e : G1 × G2 → GT . Multiplicative
Cyclic group G1, G2 and its generator g1, g2, hash function h for mapping points
onto elliptic curves. Specifically, Algorithm Setup(λ) inputs security parameters
λ, and outputs as Two multiplicative Cyclic groups of a prime p: G1, G2 and a
Bilinear map e : G1 × G2 → GT . And g1, g2 as the generator of G1, G2. At the
same time, a hash function is used in the scheme to map the hash digest of the
signature data to the elliptic curve. These parameters are publicly available in
the network:

h : {0, 1}∗ → G1 (1)

step2: Generate(G2, p, t, n) → {MSK,MPK,SK,PK}
After initialization of the relevant parameters, KGC generates the master

private key MSK, the master public key MPK, the threshold private key set
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Fig. 2. Cross-chain process of DECS.

SK, and the threshold public key set PK. After the generation is complete, the
generation center discloses the master public key MPK and the user group’s
public key PK. The key generation center randomly selects a random integer as
shown in the Eq. (2)

x ← Z∗
p (2)

At the same time, KGC set it as the master private key MSK = x, and
obtains the master public key according to Eq. (3), where G is a randomly
selected point from the elliptic curve:

v ← x × G ∈ G2 (3)

After this, v will be set as the master public key MPK = v. Subsequently,
the key generation center randomly selects t−1 elements a1, a2, a3, . . . , at−1(ai ∈
Z∗
p ), and set a0 = x, thus constructing a polynomial of order t − 1:

f(x) =
t−1∑

i=0

aix
i (4)

Then, KGC calculates x for each participant i xi = f(i) and set the cor-
responding threshold private key ski = xi. Calculate vi also according to
Eq. (3). And set pki = vi. It also calculates for n participants to obtain
SK = x1, x2, x3, . . . , xn and PK = {v1, v2, v3, . . . , vn}.
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After the computation is completed, KGC sends the threshold encryption
private key to the selected nodes through a secure channel.

Signature: Sign(SK,m, t, h) → σi

Each participant i receives the private key and signs the data m = {0, 1}∗.
First, participant i hashes the data and maps the resulting hash digest to G1:
h(M) ∈ G1, and M = m||d, with d equal to 0, 1, 2, ... This is because if the
value obtained by hashing m is mapped directly onto the curve, there is a 50%
probability that it will not map to a particular point. Therefore, the value of d is
increased until the point is successfully mapped. The signature σi of participant
i will be as shown in Eq. (5:)

σi ← xi × h(M) ∈ G1 (5)

Aggregation: Aggregate(σ) → σ
The node Aj with the highest reputation score is responsible for aggregating

signatures. It collects signatures from n participants. When it receives a signature
group σ generated from the set Q combined by t participants. and the individual
signatures within the signature group are verified. Aj can obtain the signature
of the master private key MSK on the data based on Lagrange interpolation.

σ =
∑

i∈Q

σi

∏

j∈Q,j �=i

j

j − i

=
∑

i∈Q

(h(M)) × xi

∏

j∈Q,j �=i

j

j − i

= h(M) ×
∑

i∈Q

xi

∏

j∈Q,j �=i

j

j − i

= h(M) × x

(6)

Response: After signature aggregation, Aj packages the cross-chain data and
MSK in Cross-chain.response. Then Aj sends the response data to Bi via
ACross.

Verification: V erify(MPK,σ, h(M), G, e) → true|false
After the Bi obtains the complete signature obtained by the endorsement

initiator, the signature can be verified based on the properties of the bilinear
function. The specific principle of verification is shown in the following equation:

e(σ,G) = e(x × h(M), G)
= e(h(M), x × G)
= e(h(M),MPK)

(7)



136 Y. Gao et al.

If the final calibration determines that e(σ,G) = e(h(M),MPK) is equal,
then the returned output is true, and the opposite is false.

The above six steps describe the cross-chain process of the BLS-based thresh-
old signature scheme. The scheme utilizes a polynomial to hide the master private
key in the BLS signature method and generates the private keys of the partic-
ipants from it. Then a specific number of individual participant signatures on
the data are integrated using an elliptic curve bilinear mapping function. The
master signature is recovered using Lagrange interpolation. Validation is then
performed to determine the validity of the transaction.

4.2 Reputation-Based Node Selection Mechanism in Cross-Chain

Parameter Settings: Before describing this mechanism, We first define the
following.

Definition 1: Assuming that there are m nodes within a localized chain. One
of the nodes is denoted as vi. where 1 ≤ i ≤ m. Each node maintains a called
coefficient ci. And the initial value is cInit, which satisfies the following equation:

cinit =
1
m

(8)

Definition 2: A node that is not part of the current local-chain is selected
as a cross-chain requester. It records the network latency t for each node in
V = {v1, v2, ..., vm}. The time factor ri is then computed for each vi. ri satisfies
the following equation:

ri =
ti∑

j∈V tj
(9)

Definition 3: Knowing the called coefficient ci and the time coefficient ri of a
node vi, the cross-chain initiator determines the weight parameter α(α ∈ [0, 1]),
for which it can compute the prestige value pi, which satisfies the following
equation:

pi = αci + (1 − α)ri (10)

Definition 4: After each cross-chain completion, each selected node vi needs
to be updated with the following equation:

ci = ci +
1

mn
(i ∈ N) (11)

And the unselected node vi also needs to update with the following equation:

ci = ci − 1
m(m − n)

(i ∈ V andi /∈ N) (12)



DECS: A Decentralized and Efficient Cross-chain Scheme in IoT System 137

(a) Range of all node frequencie s vs.
Number of cross-chain

(b) Frequenc y of the 8 nodes with the
lowest latency vs. Number of cross-
chain

Fig. 3. Frequency of nodes participating in cross-chain.

Reputation Update Process: We use smart contracts to automatically
update the reputation scores of nodes. The core idea of this contract is to con-
sider the frequency of participation in cross-chaining and network latency of
each node, achieving a balance between frequency and network latency. After
the node participant in the cross-chain, its called coefficient ci is updated. The
smaller the ci is, the more likely it is to be selected as a participant for cross-
chain. The specific description is as follows:

1. After the blockchain network is initialized, the smart contract awards cross-
chain participation status to the nodes with high trustworthiness. And ini-
tialize their called coefficients ci = c(init).

2. Cross chain initiator sr is for each strong node vi Calculate reputation pi.
And sort the obtained values in ascending order, determine the priority of
the signature, select nodes in order to form a set N, send (t, n) threshold
signature requests, and send unselected messages to nodes outside the set N.

3. After collecting ci, ti from these nodes, the smart contract computes the
reputation pi for each node vi. And it sorts the obtained values in ascending
order. And select the nodes in order to combine them into a set N . A (t, n)
threshold signature request is sent to the nodes in the set, and an unselected
message is sent to nodes outside the set N .

4. Node vk(k ∈ N) that receives threshold signature request performs the
reputation update algorithm of the Eq. (11). And the unselected nodes
vl(l ∈ V andl /∈ N) perform the reputation update algorithm of the Eq. (12).

5 Performance Analysis

We tested our scheme on the HyperLedger Fabric, using Intel (R) Xeon (R)
Silver 4214 CPU with 256 GB RAM with 16TB hard drive. We built a blockchain
network with 21 nodes. It includes two local-chains and one global-chain. One of
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(a) Time cost of cross-chain vs. number
of closs-chain nodes

(b) Storage cost of cross-chain vs. number
of closs-chain nodes

Fig. 4. Time and Storage cost of cross-chain.

the local-chains has 9 nodes and the other has 12 nodes. The two local-chains are
independent of each other. The blockchain network adopts the Raft consensus,
with a maximum blocking time of 7 s, a maximum number of 100 transactions,
and a maximum block size of 100M. At the same time, the experiment used the
mainstream testing tool Caliper of the Hyperledger Fabric to test blockchain
performance.

Frequency of Nodes Participating in Cross-chain: The first experiment
targets the Reputation-Based Node Selection Mechanism to test whether the
selection of cross-chain nodes is decentralized. We initiate a cross-chain request
to a local-chain of 12 nodes. And set the number of cross-chain nodes to 8, and the
reputation parameter α = 0.5, to test the frequency of each node participating
in the cross-chain.

The experimental results are shown in Figs. 3a and Figs. 3b. Figures 3a is
a box plot of the frequency of all nodes participating in cross-chaining. It can
be seen that there is still an obvious gap in the frequency of the nodes when
completing 100 cross-chaining. And as the number of cross-chaining increases.
The gap in frequency gradually decreases. Each node can be selected evenly.
Figures 3b count the 8 nodes with the lowest network latency. And calculate the
sum of their frequencies. It can be seen that at 100 experiments, the frequency
is the highest at 0.76. With the increase in the number of experiments, the value
gradually decreases and reaches a stable value of 0.67. This number is the ratio
of the number of nodes to the number of all nodes. It shows that our scheme is
able to decentralize the selection of nodes participating in cross-chain.

Time and Storage Cost of Cross-chain: We compare the DECS proposed
in this paper with the ECDSA-based notary scheme [9]. Compare the time and
storage cost used to validate cross-chain data for both. First, We performed a
step-by-step test of BLS signatures. The experimental results are shown in the
Table 1. Each step was experimented with 100 times and averaged.
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Table 1. Time cost for each step of the BLS signature.

Notation Description execution time

Tz Take a random number in Tz 0.0183 ms

TG1 Point multiplication in G1 0.5482 ms

TG2 Point multiplication in G2 0.6671 ms

Ta Point addition in G1 0.3030 ms

Tp Polynomial calculation time 0.0053 ms

Th Hashing with SHA256 0.0027 ms

Te Verification of Bilinear Functions in Tz 3.9822 ms

Figure 4a shows the time cost required by the two schemes. The experiment
starts with the most basic notary scheme, which means that only 1 node is
involved in the cross-chain. We can see that at this point the ECDSA scheme
significantly outperforms the DECS scheme. However, as the number of cross-
chain nodes increases, the time spent by the ECDSA scheme keeps increasing.
This is because the ECDSA scheme is unable to aggregate signatures. The verifier
needs to verify all the signatures one after another. On the other hand, the DECS
scheme can keep the verification time at 5.53 milliseconds due to the aggregation
of signatures.

Figure 4b illustrates the storage cost required by both schemes. Similar to
the time cost. The ECDSA scheme has increasing storage space as the number
of cross-chain nodes. In contrast, the DECS scheme only has one MPK for
each cross-chain process, regardless of the number of cross-chain nodes. So the
storage cost remains constant. Since this scheme uploads the public key into the
global-chain, the storage size will significantly affect the overall performance of
the blockchain. This gives the DECS scheme a more obvious advantage.

Blockchain Performance: Figure 5a and Fig. 5b illustrates the TPS of the
blockchain under both scheme. Where Fig. 5a shows the TPS of the global-chain.
As the number of cross-chain nodes increases. The data size that needs to be
stored on the global-chain increases for the ECDSA scheme. The throughput of
the blockchain also keeps decreasing. The same effect is seen in Fig. 5b. Figure
5b shows the test performed for the entire blockchain network, which includes
two local-chains and one global-chain. As we can be seen from the figure, the
performance of the ECDSA scheme keeps decreasing. While the performance
of the DECS scheme remains stable in both experiments. When the number
of cross-chain nodes reaches 8, the DECS scheme significantly outperforms the
ECDSA scheme.
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(a) TPS of global-chain vs. Number of
cross-chain nodes.

(b) TPS of entire blockchain vs. Number
of cross-chain nodes.

Fig. 5. Blockchain performance comparison.

6 Conclusion

In this paper, we present a novel decentralized and efficient cross-chain scheme
tailored for IoT systems. Our constructed system demonstrates excellent adapt-
ability to the diverse and intricate nature of IoT environments. Furthermore, our
proposed cross-chain solution effectively addresses the pervasive issue of exces-
sive centralization within current cross-chain technologies. The incorporation
of BLS signature-based data verification alleviates the burden of high storage
requirements associated with the ECDSA scheme. Experimental results show
that our scheme has better decentralization and efficiency, and the blockchain
throughput has a good performance. We hope our scheme can be used as a high-
performance tool for IoT systems to provide efficient, secure protection for IoT
data.
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Abstract. The issue of model privacy security is increasingly affect-
ing the application systems of Artificial Intelligence Internet of Things
(AI-IOT) terminals, where it is challenging to protect the privacy of the
underlying AI models. In this paper, we propose a security protection
RC6-plus algorithm based on cryptography and access control for AI
model security in IoT applications. Specifically, the proposed method
effectively protects the privacy of crucial algorithms in the program by
encrypted storing the model parameters, as well as storing and code
obfuscating the neural network structure and parameters of the AI model
independently while adding the isolation treatment of the JNI commu-
nication layer. The results of the experiments verify the effectiveness of
the proposed method.

Keywords: Model privacy security · internet of things · artificial
intelligence model · encryption technology · access control

1 Introduction

With the continuous development of society and technology, Internet of Things
(IoT) technology has been widely used in various fields. The IoT is gradually
becoming an indispensable part of people’s life and work because of its intelligence
and connectivity. In recent years, IoT and Artificial Intelligence (AI) technologies
are becoming more and more closely integrated, and more and more AI technolo-
gies are being applied to IOT end devices. Such devices also have the ability of
offline recognition, which can realize various applications in highland, deep sea,
remote areas, archaeology, exploration, and geological examination [4,5,10].

In the plateau, deep sea, and other particular environments, conventional net-
working equipment may have the problem of unstable network transmission, lead-
ing to interruption in the data transmission process. The Artificial Intelligence
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Internet of Things (AI-IOT) offline identification device can realize real-time pro-
cessing and identification of data by deploying the model on the body of the device,
and the data processing method that does not depend on the transmission envi-
ronment reduces the risk of data transmission interruption and solves the prob-
lem of its online real-time identification instability, which has high practical value.
In archaeology, exploration, and geological examination, AI-IOT can process and
comprehensively analyze a large amount of data. Based on the characteristics of
offline processing technology, this AI-IOT can also work autonomously through
unitized design and intelligent scheduling technologies to further improve work
efficiency. Conventional monitoring systems may have signal interruptions and
analysis errors in bad weather, such as rain, wind, and lightning. At the same time,
AI-IOT can deploy AI models on the equipment to realize real-time monitoring
and grasp the comprehensive situation of the machine, environment, and other
parameters, and conduct intelligent analysis and processing of this, increasing the
application areas of artificial intelligence [8,21]. At the same time, the applica-
tion of AI-IOT is becoming increasingly widespread and will face many challenges,
including physical security, identity identification issues, external attacks, vulner-
ability issues, data validation, model security, program update mechanism, and
communication security. In particular, AI models involve a large amount of data
and privacy; once attacked and maliciously changed, it is easy to affect the sta-
bility and reliability of the whole system, and people start to pay attention to the
impact of read and write operations of smart IoT terminal device data on the pri-
vacy and security of AI models. Therefore, how to protect the AI models of IoT
terminals has become a critical research direction [1,20,21,23].

This paper is organized as follows: Sect. 2 reviews the current research status
of AI-IOT; Sect. 3 reviews an efficient AI model application system architecture
for IoT terminals and crucial algorithm research (RC6, RC6-plus); Sect. 4 focuses
on the research content experimental results and analysis process. Finally, con-
clusions are drawn in Sect. 5.

2 Related Work

At present, AI model security protection for IoT terminals in academia and
industry is actively carrying out relevant research, mainly around the following
aspects:

1. Data security protection
For the security threats and risks faced by the data security of IoT terminals,
researchers have proposed a series of data security protection techniques.
For example, encryption technology is used for secure data storage, integrity
protection, and access control mechanisms [6,8,10,21,23].

2. AI model protection
In response to the security risks faced by AI models, researchers have devel-
oped a series of protection techniques for AI models. For example, AI models
are encrypted, compressed, and cut to increase the security of the models;
a reliable AI algorithm framework is used to ensure the reliability of model
training and inference [1,13,20,23,26].
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3. Encryption algorithm research
Encryption algorithms protect secure communication between IoT endpoints
and AI models. Researchers have recently researched encryption algorithms
to ensure data security during the communication process. For example,
researchers have proposed trusted authentication techniques, secure trans-
mission, and data encryption algorithms [2,3,7,15,18,19,24,25].

4. Multi-level security mechanism design
In order to enhance the security between IoT terminals and AI models, the
researchers proposed a multi-level security mechanism design. This approach
will strengthen security in several aspects, such as model management, model
usage, and model storage, to maximize the security of the IoT terminal system
[2,7,9,11,12,14,16–18].

The above are only some of the research contents related to the research of
AI model security protection methods for IoT terminals. However, the research
in this area is still in its initial stage, and further in-depth research and explo-
ration are needed in many aspects. Therefore, it is of significant theoretical and
application value to research the AI model security protection method for IoT
terminals [7,11–13,19,24].

Based on this, this research will draw on domestic and international research
results and methods to explore a more comprehensive, detailed, and feasible AI
model security protection method from various aspects, such as data security,
model protection, and encryption algorithms. The research aims to solve the
challenges faced by AI model security on IoT endpoints, protect the security
and privacy of devices and data, and provide useful academic and practical
references for the innovative development of related fields [2,3,7,18,25].

This paper first introduces the basic concepts of IoT and AI models and
analyzes the existing AI model security threats and the limitations of existing
solutions. Secondly, the paper also proposes a security protection method based
on encryption and access control and details the implementation process and
related technical details of the method.

Finally, the paper verifies the effectiveness and feasibility of the proposed
method through experiments. The experimental results show that the method
has high security and scalability and can provide more comprehensive protection
for AI models in IoT applications.

Overall, the application of AI-IoT offline identification devices can effectively
improve the efficiency of data sampling, reduce the cost of manual work, enhance
accuracy, and is suitable for data collection and processing tasks in various com-
plex environments. The development of this technology plays an essential role
in developing the modern manufacturing industry, promoting industrial upgrad-
ing, and enhancing national strength. The research results of this paper are of
great significance to the development and popularization of IoT applications and
provide a helpful reference for AI safety.

The main contributions of this work can be summarized as:

1. An efficient system architecture of AI model is proposed for IoT terminals;
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2. A new improved RC6 (Rivest cipher 6) algorithm is proposed for enhanced
model encryption, denoted as RC6-plus;

3. An improved design scheme between AI-IOT software layers is proposed to
further enhance security.

3 Proposed Method

This section focuses on two parts; the first part is an explanation of the model
training steps and the architecture diagram of the AI-IOT model inference sys-
tem; the second part introduces the traditional RC6 while proposing the RC6-
plus algorithm and its improvement process; the reader will learn about the
method of AI model security protection research for IoT terminals described in
this paper.

Fig. 1. Server model training and AI-IOT model inference system architecture

3.1 System Architecture Design

As the architecture is shown in Fig. 1, the model training task is done on the deep
learning GPU server, the model inference is made on the smart IoT terminal, and
the model can run on Linux or Android operating systems. The basic steps of
model training (feedback neural network) include data input, data preprocessing,
feedback neural network calculation, and parameter storage. Among them, model
inference (feedforward neural network) mainly includes input, model parameter
loading, and model computation inference. The data on the input side can come
from the camera, microphone, or locally stored data, and the output receiver
can be the display or stored in the database. This paper focuses on the software
system architecture approach to the smart IoT terminal. The operating system
(OS, Operate System) extract is coded by the connected terminal machine and
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transmitted to RC6-plus for encryption and decryption via JNI. If the secret key
is decrypted successfully, the gate control valve (GS, Gate Switch) is opened,
allowing the data received by the I/O to reach the feedforward neural network
layer through the JNI layer to complete the inference, which is often accompanied
by the process of model loading. The final result is again transmitted to the
terminal display device through the I/O interface.

3.2 Key Algorithm Study

In this section, we analyze the traditional RC6 algorithm in detail and find that
RC6 has certain defects in the application of this project [7,9,22]. Based on
this, we propose the RC6-plus encryption algorithm with flexible control of the
number of round bits and successfully apply it to our intelligent IoT terminal
AI project, achieving good results.

The detailed process of the RC6 algorithm has the following steps:

1. RC6 is one of the AES candidate algorithms. It is an improved version of the
RC5 algorithm. (w, r, b) in RC6-w/r/b denotes the operation word length,
the number of iteration rounds, and the user master key length, respectively.
Usually, we choose the arithmetic word length w = 32 bits (bit). The plaintext
packet length is 4 characters (128 bits). RC6 consists of input encryption, r
rounds of iteration, and output transformation.
Input encryption:

(A,B,C,D) = (A,B + Str(0), C,D + Str(1)) (1)

Round r iteration:

t = [B ∗ (2B + 1)] <<< lg(w); (2)

u = [D ∗ (2D + 1)] <<< lg(w); (3)

A = [A ⊕ t <<< u] + Str(2i); (4)

C = [C ⊕ u <<< t] + Str(2i + 1); (5)

(A,B,C,D) = (B,C,D,A); (6)

Output transformation:

(A,B,C,D) = (A + Str(2r + 2), B,C + Str(2r + 3),D); (7)
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2. In the algorithm of RC6, Str(i) represents the subkey word, while “<<<”
and “>>>” represent the controlled left rotation and right rotation, respec-
tively. The symbol controls the amount of rotation, followed by the number
of rotations is controlled by the lowest 5 bits of the number following the
symbol. In addition, to meet the fixed grouping bit length requirement, RC6
also uses a quadratic function B*(2B+1) to strengthen the diffusion property,
which is very different from most other encryption and decryption algorithms.
The graphical representation of the wheel function is shown below (in Fig. 2),
where f(x) represents the following nonlinear invertible function:

f(x) = (x ∗ (2x + 1)) <<< lg(w) (8)

3. RC6 is a high-performance, highly flexible group iterative cipher whose com-
pact and transparent architecture makes it widely used in monolithic micro-
controllers. In addition, RC6 performs even better in application scenarios
such as fingerprint recognition and POS machines. The data-dependent cyclic
nature of RC6 can significantly improve encryption efficiency while its mem-
ory requirements are relatively low, and the highly integrated internal cache
technology can significantly reduce production costs.
Although the RC6 algorithm is designed for simplicity and efficiency, it still
has some shortcomings, such as the lack of performance of the nonlinear
function f because the bit diffusion of f is unidirectional. The diffusion speed
is slow, and the average computation is w/2 = 16 additions due to the use of
multiplication in f, so the nonlinear function becomes the bottleneck of the
operation speed. In addition, RC6 has significant differences in the encryption
and decryption algorithms, which is also a drawback. To address these issues,
some improvements were made to RC6 as follows.

Fig. 2. Principle of RC6 algorithm wheel function
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The detailed process of RC6-plus algorithm improvement has the following
steps:

1. Adjust the number of rounds r and w-bit word length to balance security and
algorithm performance
First, we assume the original RC6 algorithm uses r-rounds and w-bit word
lengths. For each word A, B, C, D, we can calculate its output using the
following equation:

A′ = ((A ⊕ B) <<< s) ⊕ K0 (9)

B′ = ((B ⊕ C) <<< t) ⊕ K1 (10)

C ′ = ((C ⊕ D) <<< u) ⊕ K2 (11)

D′ = ((D ⊕ A) <<< v) ⊕ K3 (12)

where ⊕ denotes the XOR operation, <<< denotes a circular shift, Ki is a
round constant, and s, t, u, and v are parameters that need to be calculated
based on the w-bit word length. The formulae for these parameters are as
follows:

w = 32 → r = 20, s = 7, t = 2, u = 13, v = 8 (13)

w = 64 → r = 20, s = 35, t = 5, u = 31, v = 16 (14)

Suppose we want to improve the algorithm to increase its performance. In
that case, we can reduce the number of rounds r or decrease the w-bit word
length to reduce the amount of computation for encryption. However, this
will also reduce the security of the algorithm.

2. Modify the generation method of the RC6-plus algorithm wheel constant Ki

Increase the randomness and complexity of wheel constant generation to
enhance the strength of the encryption algorithm. The wheel constant Ki
of the RC6 algorithm is derived from a specific key. If this key can be guessed
or leaked, then the security of the encryption is threatened. Therefore, we
need to enhance the randomness and complexity of the wheel constant gen-
eration to improve the strength of the algorithm. We use more complex key
derivation algorithms or introduce more wheel constants to increase the ran-
domness and complexity of encryption.

3. Optimization of operations in the encryption wheel
The original RC6 algorithm uses relatively simple arithmetic, so we must
introduce more complex nonlinear functions and improve the algorithm using
iso-or and circular shifts. Simple attack methods can break this simple arith-
metic, so we can optimize the arithmetic in the encryption wheel by intro-
ducing more complex nonlinear functions to increase the strength of the algo-
rithm.
With the above three improvements, we can improve the security and per-
formance of the RC6 algorithm to make it more suitable for practical appli-
cations, and the improved RC6 algorithm is noted as RC6-plus. Suppose the
RC6-plus algorithm uses r rounds of encryption, with 4 inputs A,B,C,D,
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and 4 round constants Ki in each round, and 4 outputs A′, B′, C ′,D′, then
the computation process of the round function can be expressed as

B ← B + Ki (15)

Pass the new value B calculated in Eq. 1 into the f function:

D ← D + f(B,C) (16)

D ← D <<< s (17)

D ← D ⊕ B (18)
The new value D is calculated and rounded with C:

C ← C + Ki + 1 (19)

C ← C <<< t (20)

C ← C ⊕ D (21)
Immediately afterward, the new values C and D are rounded with A:

A ← A + f(C,D) (22)

A ← A <<< u (23)

A ← A ⊕ C (24)
After following the above cryptographic round, a new set of output values is
obtained:

A′ ← A,B′ ← B,C ′ ← C,D′ ← D (25)
where i = 1, 2, ..., r, s, t, u are the computed parameters, and f(x, y) denotes
the improved RC6-plus algorithm. A nonlinear function is introduced in the
program for converting inputs to outputs. Specifically, the function f(x, y)
can be defined as

f(x, y) = (x ⊕ y) <<< ((x · y) mod w) (26)
This function is a nonlinear function that converts the inputs B and C into
an output word D. The class Similarly, another nonlinear function f ′(x, y)
can be defined as

f ′(x, y) = (x ⊕ y) <<< (w − ((x · y) mod w) (27)

This function converts inputs C and D into an output word A to further dis-
rupt data flow during encryption. The above is the basic structure schematic
of the wheel function in the RC6-plus algorithm, in which more complex
nonlinear functions are introduced to enhance the security of the encryption
algorithm. In practical applications, the wheel function can be adjusted and
optimized according to specific needs to improve the strength and perfor-
mance of the encryption algorithm. RC6-plus is similar to encryption and
decryption, which is not repeated here in this paper, and the wheel function
of the RC6-plus algorithm can be viewed as shown in Fig. 3.
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Fig. 3. Principle of wheel function of RC6-plus algorithm

Table 1. Raspberry Pi 4 Model B configuration parameters

Configuration items Specification

CPU Broadcom BCM2711, quad-core Cortex-A72(ARM v8), 64-bit SoC at 1.5 GHz

Memory LPDDR4 SDRAM, 4 GB, MicroSD card slot

Network Gigabit Ethernet, dual-band 802.11ac wireless card (with optional Bluetooth 5.0)

USB 2 * USB 3.0 and 2 * USB 2.0 ports

Video/Audio Output 2 * micro-HDMI ports supporting up to 4K resolution

Audio Stereo output, stereo MIC, support Bluetooth audio output

GPIO 40 * GPIO pins

Operating System Raspberry Pi OS (Debian-based operating system)

4 Experimental Results and Analysis

In this work, we tested the performance of the proposed scheme on a real Rasp-
berry Pi-based IoT device. To evaluate the performance of the proposed scheme,
we exclude the time consumed on the communication channel as it heavily
depends on the network traffic. The experimental setup focuses only on the
performance tests for the time used for encryption, RC6-plus operation, and
decryption. The RC6-plus instances are all running on the latest Raspberry Pi
(Raspberry Pi 4 Model B) with the system parameters configured, as shown in
Table 1.

The following experiments are based on improved RC6 cryptographic algo-
rithms with different bit cell lengths (64bit 208bit), using six datasets pro-
vided, each testing ten RC6 algorithms with different key lengths. The datasets
are derived from the homebrew program Automatic Random Sequence, COCO
dataset, ImageNet, CIFAR, MNIST, PASCAL VOC, SQuAD, Labeled Faces in
the Wild, UCI Machine Learning Library, and with the addition of some data
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Table 2. Performance comparison of encryption algorithms for text and digital datasets

Key
Length

Average encryption time (ms) of Dataset - Algorithm

Text - RC6 Text - RC6-plus Digital - RC6 Digital - RC6-plus

64bit 305 208 127 89

80bit 354 247 145 107

96bit 405 283 167 128

112bit 453 319 191 148

128bit 510 368 220 173

144bit 575 408 250 198

160bit 635 453 283 227

176bit 701 499 322 257

192bit 778 543 362 289

208bit 864 602 407 323

from web crawlers. In this experiment, 1000 copies of each data type were sam-
pled randomly from these original data sets as the original data for the exper-
iments in this paper. The average encryption time of each data type is taken
after the experiment. The test data will be listed in a table, where each row
represents a test key length, and each column represents the encryption time
and encryption strength of each test item in the dataset.

In this paper, we experimentally compare the encryption time and strength
of the traditional RC6 algorithm and RC6-plus algorithm on text, digital, image,
and audio datasets, as shown in Table 2, Fig. 4, Table 3, and Fig. 5.

Table 3. Performance comparison of encryption algorithms for image and audio
datasets

Key
Length

Average encryption time (ms) of Dataset - Algorithm

Image - RC6 Image - RC6-plus Audio - RC6 Audio - RC6-plus

64bit 1896 1186 273 191

80bit 2162 1389 317 224

96bit 2447 1610 361 256

112bit 2738 1840 411 287

128bit 3081 2263 457 311

144bit 3473 2781 506 338

160bit 3900 3299 558 368

176bit 4318 3917 612 399

192bit 4843 4503 670 431

208bit 5436 5137 733 464
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Table 2 shows the experimental data of the performance tests on RC6 and
RC6-plus encryption algorithms for text and numeric datasets, respectively, and
Fig. 4 shows the visual line graph corresponding to Table 2. The data are recorded
in the table.

Fig. 4. Visual line chart of performance comparison of encryption algorithms for text
and digital datasets

Fig. 5. Performance comparison of image and audio dataset encryption algorithms

When the Key length is equal to 64bit, the Text dataset RC6-plus average
encryption time is equal to 305 ms, while the Text dataset RC6-plus average
encryption time is only 208 ms, RC6-plus encryption time is less than RC6;
When the Key length increases to 208 bits, the advantage of RC6-plus is more
apparent, and the average encryption time of RC6-plus is 602 ms, which is 262
ms less than that of RC6.
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Fig. 6. AI-IOT software decoupling architecture

When the Key length equals 64 bits, the Digital dataset RC6 average encryp-
tion time equals 127 ms, while the Digital dataset - RC6-plus average encryption
time only takes 89 ms; when the Key length increases to 208 bits, the Digital
dataset RC6 average encryption time equals 407 ms, while the Digital dataset
- RC6-plus average encryption time only takes 323 ms. When the Key length
increases to 208 bits, the Digital dataset RC6 average encryption time equals 407
ms, while the Digital dataset - RC6-plus average encryption time is only 323 ms.

When the key length is 64 bits, the average encryption time of an image data
set using the RC6 algorithm is 1896 milliseconds, while the average encryption
time using the RC6-plus algorithm is only 1186 milliseconds, and the encryption
time of the RC6-plus algorithm is significantly less than that of the RC6 algo-
rithm; when the key length is increased to 208 bits, the advantage of RC6-plus
algorithm is more prominent, and its average encryption time is 5137 ms, which
takes 299 ms less than the RC6 algorithm. For audio data sets, the average
encryption time of the RC6-plus algorithm is only 191 milliseconds when the
key length is 64 bits. For digital data sets, the average encryption time of the
RC6-plus algorithm is only 464 milliseconds when the key length is 208 bits.

From the results of the analysis of the above experimental data, we draw
several conclusions:

1. The encryption time increases as the value of the Key length increases;
2. The encryption time will vary depending on the complexity of the data;
3. The RC6-plus algorithm can be used on text datasets, digital datasets, image

datasets, or audio datasets. The encryption performance of the algorithms on
the audio data set is significantly better than RC6.

4. These data results show that the RC6-plus algorithm has a shorter encryption
time than the RC6 algorithm for different data sets and critical lengths. The
advantage is undeniable for longer key lengths.

The experimental data of encryption strength and encryption time of the
RC6-plus algorithm do not include the experimental data of decryption of the
RC6-plus algorithm. In practical applications, the decryption time and strength
are usually related to factors such as the length of the key used for encryp-
tion, the data set, and the algorithm version. Usually, the decryption process
of RC6-plus is similar to the encryption process, but the order of the keys is
reversed. Therefore, the same key and algorithm parameters should be used in
the decryption phase as in the encryption phase. In the decryption process, the
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Fig. 7. Structure diagram of AI model before encryption (partial display)

RC6-plus algorithm will use the same algorithmic process but execute the algo-
rithmic steps opposite to the encryption direction. The wheel keys are applied
opposite to recover the original message. Therefore, the decryption process of the
RC6-plus algorithm takes the same amount of time as the encryption process.

It is important to note that the key length and algorithm parameters used in
the RC6-plus encryption and decryption process must be the same to perform
the decryption correctly. If a different key length or parameters are used in the
decryption phase than in the encryption phase, the decryption process may fail
or get an incorrect message.

In addition, this paper also designs the AI-IoT software decoupling architec-
ture so that the API interface layer is decoupled from the JNI layer. The user
can only see the outer interface call function but does not know the principle of
the internal algorithm [7,9,16], as shown in Fig. 6. The forward inference neural
network of the AI model is rewritten using the miniCaffe C++ language, and
the source code is obfuscated so that even standard model visualization cracking
tools cannot read or write to the model. With the above source code encryption
process, the project source code can be compiled to generate .so files, making
the system more private, as shown in Fig. 7 and Fig. 8.
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Fig. 8. Data of the encrypted AI model file, garbled and unreadable (partial display)

5 Conclusions

In this paper, a model privacy protection solution is proposed to help protect the
privacy of model owners and data owners in complex IoT application environ-
ments. The improved RC6-plus, JNI middleware approach can more effectively
protect model privacy in the IoT environment. Experimental results demonstrate
the reasonableness and effectiveness of the approach. Considering AI model
applications are increasingly used in new smart IoT software, hardware applica-
tion products, and other services, and the arithmetic performance of cloud-based
servers far exceeds the hardware configuration on the IoT side, this research can
be further extended to model encryption and decryption of cloud-based server
applications and data privacy protection during remote data transmission of IoT.
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Abstract. The cognition of the frequent activity areas of ships based on AIS data
is of great significance in reducing port navigation risks and improving the effi-
ciency of ships entering and leaving ports. Traditional extraction methods only
consider spatial information and ignore the impact of temporal information on
clustering results, resulting in inaccurate extraction of frequently active areas. We
propose an advanced grid density peak clustering method (AGDPC) to extract
frequently active areas, which can advanced select cluster centers and density
thresholds to solve the problem that grid density peak clustering methods cannot
advanced select cluster centers. The improved grid density peak clusteringmethod
is used to extract frequent shipmotion regions under a single spatial-temporal gran-
ularity according to a given spatial-temporal granularity. Then, we fuse multiple
ship frequent activity areas to obtain multi-temporal and spatial granularity ship
frequent activity areas. Experimental results show that this method can extract fre-
quent motion are-as more accurately than traditional methods, and better reflect
the ship’s navigation rules.

Keywords: Trajectory clustering · Grid density peak clustering · Frequent
activity areas extraction · AIS data

1 Introduction

The mining and analysis of existing data is one of the important means to predict and
evaluate the future situation of objects. With the development of machine learning and
deep learning, data mining and analysis techniques are widely used in economics, edge
computing [1–3], blockchain [4–7] and other fields [8–10]. The Automatic Identification
System (AIS) is a type of ship navigational system that contains essential information
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such as Maritime Mobile Service Identity (MMSI), vessel position, and speed. By ana-
lyzing and mining AIS data, extracting frequent activity areas of vessels can provide
technical support for research in detecting abnormal vessel behavior, predicting port
traffic flow, voyage planning [11], and recognizing maritime target intentions.

At present, clustering algorithms have been widely used in the research of object
hotspots region extraction [12]. Wang et al. [13] developed a rapid clustering model
of trajectories based on hierarchical modeling. Each ship state establishes its trajectory
similarity model and performs recursive clustering of ship trajectories from top to bot-
tom, avoiding the cumbersome calculation of existing ship clustering models, high time
complexity, difficult parameter adjustment process, and other shortcomings. In [14], a
spectral clustering algorithm is used to cluster the sub-trajectory segments to identify
representative ship maneuvering behavior trajectories. Hartawan et al. [11] suggested
that a typical motion model of ships in the area could be obtained based on AIS data by
DBSCAN clustering of ship trajectory segments combined with track similarity measure
and extraction of typical trajectories.

The above methods only focus on the spatial information of moving objects and
ignore the time information, which will result in the identification of an area with no
ships or only a few ships in a certain interval as an area where ships are frequently
active. In this regard, this paper proposes an advanced grid density peak clustering
method (AGDPC). This method can extract frequent ship motion areas at multiple time
granularities while using spatial clustering and considering ship time information.

2 Advanced Grid Density Peak Clustering

Traditional grid density peak clustering requiresmanual determination of cluster centers,
which can easily lead to inaccurate clustering results. To address this problem, this paper
uses the boxplot method and the elbow method to automatically determine the cluster
center and number of clusters. First, in order to solve the problem that the local density
and relative distance of grid objects affect the selection of cluster centers due to different
dimensions, this paper first uses the minimum and maximum normalization method to
map the value range of grid objects to the local density and relative distance of grid
objects. Perform normalization processing between 0 and 1, and preselect the cluster
center set. Then, use the box plot method to calculate its upper and lower bounds and
quartiles to obtain its box plot distribution. Grid objects with higher local density and
relatively far distance is further filtered according to the box plot distribution as a cluster
set. At this time, the cluster center candidate set may contain more cluster centers than
the actual situation, causing the classification of clusters to be too detailed. Because there
may be grid objects in the cluster set that have a high local density but a small relative
distance, or a grid object that has a small local density but a large relative distance,
it is necessary to further screen the cluster center candidate set. This paper uses the
elbowmethod to filter the cluster set. By finding the inflection point of the cluster center,
the candidate points before the inflection point are used as the cluster center, and the
remaining candidate points are assigned to the same cluster as its nearest high-density
neighboring grid object., complete the cluster analysis of ship AIS data and obtain the
ship activity area.} Based on the above ideas, the core regions of the clusters can be
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identified. First, count the number of times that each mesh object in the cluster is the
nearest higher-density mesh object to other mesh objects:

ntj =
n∑

i=1

z

(
j − arg min

j:ρj>ρi

(
dij

)
)

(1)

In the formula, z(x) =
{
1, x = 0
0, other

. dij is expressed as the Euclidean distance between

the grid object i and the grid object j. ρ is the local density of the mesh object. Since it
is difficult for a point located on the boundary of a cluster to become the closest high-
density mesh object to other mesh objects, when is 0, the mesh object is usually located
on the boundary area, so the core area of the cluster can be defined as:

ckcore =
{
xi|ρi > max

(
ρj

)
, xi ∈ ck , xj ∈ ck& ntj = 0

}
(2)

In the formula, ck represents the clusters obtained by clustering, ckcore represents
the core region of the class cluster ck , max(ρj) is the maximum function. In these
cluster core areas, although their density is larger than their neighbors, from the overall
data distribution, some areas have relatively few ships and should not be considered
frequent activity areas. In order to obtain the frequent activity areas of ships that meet
the actual situation, these core areas need to be further screened. In order to reduce human
participation, this paper automatically selects the density threshold dth = maxntj=0(ρj)

according to the distribution characteristics of grid density in various clusters, and selects
the grids whose grid density exceeds the threshold in various clusters:

areafre =
{
xi|ρi > dth, xi ∈ ckcore

}
(3)

By merging adjacent high-density mesh objects, the ship frequent activity area can
be obtained. However, the ship frequent activity area extracted by this method ignores
the time information. In fact, the areas of ship activities are different at different times. In
this paper, by fusing ship frequent areas with single spatio-temporal granularity on the
time axis, more accurate ship frequent areas with multiple spatio-temporal granularities
are obtained.

3 Experiment and Analysis

In order to validate the proposed method, this paper uses two common frequent activity
region detection methods for comparison. The first is the classic grid clustering method
Clustering In QUEst(CLIQUE) [9], which uses the number of data points in the grid as
the grid density to extract areas with frequent ship activities; the second is the advanced
grid density peak clustering method proposed in this paper. This experiment selected
AIS data of ships in the sea area of 122◦35′W−123◦55′W, 48◦06′W−48◦30′N from
January 1, 2019 to January 3, 2019, and the data comes from the open source website
https://marinecadastre.gov/ais/.

https://marinecadastre.gov/ais/
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3.1 Experimental Parameter Settings

The parameter setting of the comparison method in the experiment is selected through
manual tuning, as shown in Table 1.

Table 1. .

Parameter Value

Meshing 20*20

Density threshold 200

Time granularity 1(day)

3.2 Results and Analysis

We first divide the experimental data into 20*20 grid areas. The number of ships in
each grid area and the heat map are shown in Fig. 1. Subsequent experiments will be
compared with Fig. 1.

(a)Meshing and grid number       (b) heat map of ship distribution in                          

grid

Fig. 1. The attributes of the research area (a) Meshing and grid number, (b) heat map of ship
distribution

The extraction of frequent ship activity areas at a single spatio-temporal granularity
refers to extracting frequent ship activity areas in different time periods within the same
research area, given the time granularity and spatial granularity.We divide the time range
into several uniform equal parts, and divide the space range intom*mgrids. An improved
grid density peak clustering algorithm is used to automatically select the cluster center
and extract its frequent activity areas at a single spatio-temporal granularity. Figure 2
shows the frequent activity areas of ships extracted by CLIQUE. It extracts 6 frequently
active regions. However, compared with Fig. 1, it can be seen that the ship density in
some of the six frequent activity areas is very low, such as grid 107 in area 1, area 3, and
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Fig. 2. Map visualization of frequent activity areas by using CLIQUE method

area 2, but it is identified as a frequent activity area. However, some areas among the
screened-out areas have very high ship densities, such as grid 18, grid 38, grid 399, grid
379 and grid 358, which represent areas with significantly higher ship density than other
areas., but was identified as an infrequently active area.} Fig. 3 shows the frequently
active regions extracted by grid density peak clustering. Compared with Fig. 2, the
density of frequent active areas extracted in Fig. 3 is in the forefront, which shows the
effectiveness of the advanced selection threshold method proposed in this paper, which
can correctly screen out high-density grids.

Fig. 3. Map visualization of frequent activity areas by using AGDPC method

Figure 2 and Fig. 3 only consider the spatial information of the frequent activity area
extraction method, and can only obtain the frequent activity area in the entire large time
period, but cannot obtain the frequent activity area in different time periods. In order
to extract frequent activity areas more accurately, this paper firstly extracts the frequent
activity areas of ships with single spatio-temporal granularity in different time periods in
the same area under the given time granularity and spatial granularity. On this basis, on
the time axis, if there is an intersection between frequent ship activity areas in adjacent
time periods, the frequent activity areas in adjacent time periods are merged. Otherwise,
the fusion of the next time period is performed until the time span is traversed.

The frequently active regions extracted at a single spatio-temporal granularity using
the grid density peak clustering method are shown in Fig. 4. And the frequent movement
area of ships with multiple spatial and temporal granularities is shown in Fig. 5. It can
be seen that the frequent ship activity areas under multiple spatial-temporal granularity
tend to be consistent on different dates, and the propagation activity area of a single
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(a) Areas with frequent ship mo- (b) Areas with frequent ship mo- 

vements on January 1 vements on January 2 

Fig. 4. Visualization of the map of the frequent movement area of ships with a single spatiot-
emporal granularity

Fig. 5. Visualization of the map of the frequent movement area of ships with a multi-temporal
and spatial granularity based on two-day data from January 1st to 2nd

spatial-temporal granularity shows great differences on different dates, which proves
the effectiveness of the method proposed in this paper.

4 Conclusion

In this paper, we propose a method for extracting frequent ship moving areas based on
grid density peak clustering, which solves the problem that grid density peak clustering
methods need to manually select cluster centers. To learn more fine-grained spatial-
temporal information, we consider frequently active regions of both spatial and temporal
information.We fuse the frequently active regionswith single spatiotemporal granularity
on the timeline to obtain frequent active regions with multiple spatiotemporal granular-
ities, which makes the extracted frequent active regions more accurate. In simulation
experiments, we evaluate the effectiveness of the proposed ship frequent activity area
extraction method and compare it experimentally with other methods. The results show
that our method can more accurately and effectively extract the areas with frequent ship
activities.
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Abstract. With the rapid development and application of sensing, computing
and controlling technologies in the transportation industry, the construction of
transportation cyber physical system (TCPS) relying on these three types of tech-
nologies has gradually become a research hotspot in the transportation system.
However, the modeling of TCPS suffers from a lack of theoretical guidance and a
single modeling hierarchy. To this end, this paper introduces the theoretical frame-
work system of Autonomous Transport System (ATS) as the theoretical basis for
TCPS scenariomodeling, and sorts out the theoretical framework of ATS fromfive
types of elements to three types of architectures to typical scenarios. Then, taking
the modeling of TCPS in intersection scenario as an example, the physical layer of
the model is constructed by mapping the physical objects, information flow, and
information interaction pairs in the ATS scenario architecture, and the cyber layer
of the model is designed by the service implementation logic of ATS, and through
the process of data generation and application to achieve the integration of the
two layers of applications. After the model was constructed and simulations were
implemented, the functional integrity of the scenario reflected by the model was
analyzed qualitatively, and the results of specific traffic indicators under different
parameters were analyzed quantitatively to verify the integrity and validity of the
model.

Keywords: Cyber-physical system · traffic system modeling · autonomous
transportation system

1 Introduction

With the rapid development of information and intelligent technology, the new gener-
ation of communication technology, Internet of Things, big data, AI, mobile Internet,
energy management and Intelligent & connected vehicle technology are gradually used
in the field of intelligent transportation system. This is manifested not only in the rapid
growth of passenger volumes, the orderly construction and replacement of information
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technology infrastructures, and the improvement of service quality due to technological
developments, but also in stimulating the emergence of more demanding transportation
demands [1].

Specifically, the advent of next-generation data communication technologies makes
larger data transfers and very small communication delays possible, which allows trans-
portation systems to obtain the state of traffic participants (people, vehicles, roads and
environment) in near real-time or quasi-real-time conditions, greatly enhancing the sens-
ing capabilities of transportation systems.Meanwhile, with the widely application of AI,
ML, and IC technologies, the computing capacity of end-users and edge devices is fully
utilized, making it possible for end-users to obtain their own status with high precision
in most cases, which not only reduces the amount of information transmission, but also
supports more personalized and intelligent system services. In addition, the development
of distributed system management technology, optimization theory and other technolo-
gies make the collaboration process among the agents more robust and efficient, and also
play a strong guarantee in terms of system scalability and security. The development
of these three types of technologies has led to the efficient implementation of the three
main functions of sensory and communication, computing and processing, decision and
control of data in transportation system, respectively, which are the main components of
concern for transportation cyber physical system (TCPS) [2]. The transportation cyber
physical system regards the real traffic world as the physical entity layer, and transmits
all kinds of traffic data generated by the physical entity layer, such as traffic flow, vehicle
speed, parking delay to the cyber space in real time, and generates some kinds of control
schemes in real time through many kinds of data processing and decision algorithms,
and synchronizes them to the physical world to implement control, so as to realize the
effective utilization of traffic information.

At the same time, emerging technologies are transforming transportation systems
from “passive” to “active” in meeting the demands of transporting people and goods,
which has given birth to the concept of autonomous transportation systems (ATS). ATS
realizes transportation by self-organized operation and autonomous service. Its operation
logic is autonomous perception, autonomous learning, autonomous decisionmaking and
autonomous response, which is essentially to reduce human intervention in transporta-
tion system and enhance the autonomous capability of transportation system, specifically
in the four aspects of active response to traffic demand, automatic operation of vehicles,
active control of infrastructure and active adaptation of external environment. With the
help of system engineering modeling theory, a set of theoretical framework of trans-
portation system from transportation elements to specific guiding structures has been
constructed with “autonomy” as the core in the study of ATS [3–5].

Among the studies targeting TCPS, simulation techniques try to reproduce the imple-
mentation logic of TCPS and are one of the main techniques related to TCPS. However,
due to the synergistic requirements of TCPS for multiple domains and the lack of effec-
tive theoretical guidance, the current research on TCPS simulation technology is more
focused on the study of modeling methods and mainly stays at the level of individual
events [6].

To this end, this paper first analyzes the development status of TCPS, and then intro-
duces the theoretical framework of ATS from elements to architecture to scenarios. Next,
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for the common intersection scenarios in transportation system, the physical world and
cyber space under this scenario are designed respectively, and the intersection scenario
model based onATS theory is constructed through the definition of information transmis-
sion and application methods, and simulation analysis is conducted for the completeness
of the scenario and each traffic index of the scenario to form a complete TCPS scenario
modeling technology system, which is conducive to guiding the development of future
traffic information physical systems.

2 Related Works

2.1 CPS and Modeling

CPS enables the perception and control of the physical world through the integration of
the physical world and the in cyber space, using advanced perception, communication,
and computing technologies, with strong real-time capabilities. In recent years, countries
around the world have been investing a lot of efforts in CPS research, and in 2022,
the Chinese Natural Science Foundation listed CPS as one of 115 “priority areas for
development”.

The key step of CPS from abstract architecture to concrete model is the modeling of
CPS, and the problem is the focus and difficulty of CPS research and has attracted the
attention of a large number of scholarsworldwide. Themodeling process is limited by the
characteristics of discrete CPS cyber layer, continuous physical layer, containing more
elements, and the integration ofmultiple industrial fields,which cannot use the traditional
modeling method and needs to take into account multiple aspects. The current solutions
to the problem fall into several categories: First, the traditional discrete systemmodeling
methods are borrowed to build discrete systems, mainly including formal modeling and
high-level languagemodeling. Among them, formal modeling includes formal inference
modeling, extended Petri net modeling, time automaton modeling and other methods,
while high-level language modeling includes AADL, modelica, UML, etc., and reaches
the unification of the overall system through the discretization of continuous events;
Second, drawing on the traditional continuous system, model the continuous system in
CPSwith the help of traditional continuous systemmodelingmethods, such as parametric
model, Newtonian mechanics, etc., and then reasonably embed the discrete events into
the continuous system to achieve the unification of the two; The third approach is hybrid
modeling, where CPS modeling of hybrid tools is achieved by modeling the physical
and cyber layers separately and disposing the interfaces between them rationally [7]. In
addition, some scholars try to adopt emerging technologies such as group intelligence [8]
and data-driven to solve the problem, but they are limited by the maturity of technology
development and need further research and improvement.

2.2 TCPS and Modeling

In recent years, with the increasing traffic demand and the deep application of traffic
data, a physical system of traffic information combining 3C (communication, compu-
tation, and control) technology and traffic elements has become a hot research topic in
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the transportation industry, which refers to the construction idea of CPS to establish the
mechanism of sensing, communication, computation, and application of traffic infor-
mation, so as to achieve the improvement of traffic efficiency and the efficient control
of vehicles and infrastructure [9]. The current research on TCPS is divided into several
aspects, some scholars focus on the computation and communication time problems of
TCPS, and compare the advantages of TCPS through the time and efficiency of infor-
mation transmission [10]; some scholars focus on the data security and related problems
of TCPS, and propose various methods to guarantee the data security of the system [11];
some scholars focus on the modeling problems of TCPS, abstractly model the traffic
events existing in the real world, and analyze the advantages and problems of TCPS
through simulation.

The modeling of TCPS includes traffic modeling at the physical layer and network
modeling at the cyber layer [12]. Due to the lack of real-world actual data of TCPS,
the modeling of the physical layer of TCPS often relies on common microscopic traffic
simulation software such as Sumo and Vissim. However, TCPS, as a complex fusion
system, is concerned with the impact of a wide variety of information flows on the
actual traffic, but most current studies rely on microscopic traffic simulation software,
which can only simulate common traffic participants such as vehicles and signals, and
cannot achieve effective simulation of the physical layer. Research on modeling the
cyber layer for TCPS can be divided into two categories, one that models the cyber layer
by considering vehicles as communication nodes and analyzing the communication
metrics of multi-node networks, and the other that focuses on different decision and
control algorithms to build the cyber layer of CPTS by modeling out the generation,
processing, and analysis of data.

In general, there are still few studies on modeling TCPS as a trend of traffic system
development, and there are drawbacks such as low completeness and lack of theoretical
guidance, thus this paper decides tomodel and analyze the intersection scenario of TCPS
with the help of the complete theoretical framework of ATS.

3 ATS Theoretical Framework

3.1 Five Types of Elements

ATS has been designed using object-oriented design methodology with 5 categories
of basic elements of ATS. The capabilities possessed by the transportation system are
decoupled into a number of mutually independent basic units, which are services, the
transportation tests and requests made to the transportation system are summarized as
requirements, the factors that facilitate the capabilities and evolution of the transportation
system are summarized as technologies, the units that realize the capabilities of the
transportation system are summarized as functions, and the participating roles of the
transportation system are summarized as components, which are related as shown in the
following figure [13] (Fig. 1).
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Fig. 1. Contact diagram of five types of ATS elements

3.2 Three Types of Architectures

To better explain the correlation of functions in each ATS service and to guide the
construction of realistic infrastructure, it is necessary to form corresponding functional,
logical and physical architectures for each service.

The ATS functional architecture serves as the initial architecture to describe the
linkage between functions and to determine the logical sequence for implementing the
functions in order to guide the subsequent architecture. Specifically, through the imple-
mentation logic of “sense, learn, decide, respond”, a number of functions involved in
each sub-service are classified, and the functions are divided into sub-functions accord-
ing to the implementation process, and finally the sub-functions are connected in the
order of their implementation in the service, and finally the functional architecture is
formed.

ATS logical architecture is based on the understanding of the traffic semantics of
the service, which is realized by organizing the information system functions, and plays
the role of connecting “traffic” and “information functions”, which is manifested in
two aspects. On the one hand, it can express the hierarchical and progressive relation-
ship between functions, that is, the further expression of “perception-learning-decision-
response”, and form a hierarchical system between functions, which provides a theoret-
ical basis for architectural reconstruction, integration and optimization in any scenario.
For this purpose, we layered perception into acquisition and identification, learning into
fusion and analysis, decision making into generation of solutions and selection of opti-
mal solutions, and corresponding into execution and feedback. On the other hand, the
logical architecture must also clarify the input-output relationship of each function, and
thus express the process of service implementation (Fig. 2).

The physical architecture is the carrier for the transformation of the logical architec-
ture to the real transportation entity, the framework view that guides the planning and
construction of the transportation system, and the ultimate embodiment of the basic the-
ory of ATS. Firstly, the system functions in ATS need to bemapped to real traffic entities,
and for this purpose, according to the current traffic system construction, the theoreti-
cal model of “physical object” is proposed, and its properties are described in terms of
ontological attributes and connectivity attributes, the former including object categories,
autonomy, and traffic information participation methods, and the latter including access
capability and mapping logic [14]. Subsequently, by analyzing the types of data streams,
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Fig. 2. Logical architecture of vehicle location aware service

they are clustered into information streams, and the information streams are connected
in the physical objects with the help of the basic properties of the physical objects, and
finally the physical architecture is generated as shown in the figure below.

3.3 Architectures of the Scenarios

ATS has built and analyzed the physical architecture for five typical scenarios, specif-
ically divided into MaaS scenario, Electric Bus Operation scenario, Cargo Multimodal
transportation scenario, Highway Formation scenario, and Intersection self-driving vehi-
cle pedestrian avoidance scenario. Similar to the physical architecture of sub-services,
the scenario architecture is also composed of three types of elements: physical objects,
information flow and information interaction pairs.

In terms of concrete implementation, the demands and components contained within
the scenario are analyzed by collecting a large number of definitions related to the sce-
nario, and this is used as a guide to gradually obtain the services and functions that the
scenario needs to provide, as well as the technologies needed to achieve them; subse-
quently, the corresponding three types of architectures correspond to the required sub-
services, and on the basis of these materials, the physical architecture of the scenario
is constructed with the help of a collaborative mechanism of elements and architec-
tures [14, 15]. As an example, the intersection self-driving vehicle pedestrian avoidance
scenario contains 27 sub-services and 117 sub-functions (Fig. 3).
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Fig. 3. Physical architecture of vehicle and signal light coordination sub-service in the intersection
scenario

4 Modeling Based on ATS Scenario Theory

After the introduction of the theoretical framework of ATS, it is necessary to consider
how to carry out scenario-oriented TCPS construction under the guidance of relevant
theories, and to simulate and test the model after its successful construction in order to
judge whether the model has good completeness and practicality.

4.1 Model Design

During the construction of the model, the structural relationships within the physical
layer and the cyber layer need to be designed separately. First is the physical layer,
which helps to examine the completeness and richness of the scene model with the help
of the scenario architecture theory of ATS. The scenario architecture contains several
kinds of physical objects that interact and influence each other, and the multi-agent
simulation software Netlogo is used for the construction of the physical layer for this
feature. In the mapping process of the simulation software to the scenario architecture,
the basic elements in these three types of scenario architectures are mapped into the
simulation software as the physical objects, the variables and global variables of the
agents as the information flow, and the interaction between the agents and the data
transmission process as the information interaction process, respectively, to realize the
design of the physical layer.

The cyber layer is mainly concerned with the whole process of information from
generation to being perceived, processed and utilized, so as to realize the effective appli-
cation of real-time data in the cyber physical system, and therefore the cyber layer is
designed as shown in the figure below. Information is generated in the physical world
and reaches the cyber layer through V2X and other communication technologies. The
cyber layer is divided into four steps: “perception → learning → decision making →
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response” according to the different ways of processing and utilizing information. These
four steps realize the initial processing of data through built-in data calculation formulas;
the generation and comparison of advantages and disadvantages of decision solutions
through built-in decision algorithms; and the effective use of data and effective feedback
to the physical world through built-in control solutions. In the actual simulation process,
the pynetlogo module built in Python is used to co-simulate with the Netlogo used for
physical layer simulation, and the communication, computation and control functions
of data are simulated by different operations respectively (Fig. 4).

Fig. 4. Schematic diagram of the cyber layer structure

4.2 Scenario Overview

In the actual simulation experiment, the intersection scenario applied to the common four
inlet lane intersection, where each inlet lane contains three lanes of left turn, straight
ahead, and right turn, and the scenario contains five major categories of traffic par-
ticipants: vehicles, signal lights, roadside infrastructures, weather center, and traffic
operation center.

Vehicles are divided into two types of Connected-Automated Vehicle (CAV) and
human driving vehicles (HDV), which take three different categories of follow-the-road
models, IDM, CAC and CACC, according to their own vehicle types, where HDVs are
divided into aggressive, normal and conservative types according to the characteristics
of the drivers, and take different reflection times during the driving process according
to the driver types. Vehicles will also monitor their own conditions in real time and take
countermeasures in case of abnormal conditions, with vehicle arrivals conforming to
Poisson distribution and a flow rate of about 360 vehicles per hour; Signal control meth-
ods include four-phase fixed-cycle, adaptive phase control based on the traffic volume of
the previous cycle, and adaptive phase control based on Webster’s timing method; The
Roadside infrastructures will sense road congestion and road conditions in real time,
and use them to impose speed limit notices and other measures on vehicles; the weather
center will collect weather information at regular intervals and distribute it to vehicles
and drivers; the traffic operation center can take common intersection control measures
such as speed limit and no left turn according to the actual situation.
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Different types of agents possess different variables and model the differences in
information flow with changes in variables. The following table briefly describes some
of the variables belonging to each agent and the meaning of these variables (Table 1).

Table 1. Agents and some of their variables

Agent type Variable Meaning

Cars Xcor, ycor The location of the vehicle

v Vehicle speed

a Vehicle acceleration

Auto-type Decide whether the vehicle is CAV or
HDV

Driver-type Decide on the type of HDV driver

Normal Determine the condition of the vehicle’s
interior

Weather Center Weather Weather conditions collected every
minute

Roadside facilities Congestion Congestion on roads near roadside
facilities

Signal Lights Sign Determines the phase of the signal lights

Transportation Operations Center Control Decide on the control measures to be
taken by the transportation operations
center

4.3 Simulation Experiments

After defining the cyber layer and physical layer of the scenario separately, the
corresponding simulation experiments can be taken to analyze the practicality and
effectiveness of the model.

The simulation experiments focus on two parts: the examination of the scenario
model on the integrity of information flow and physical objects described by the ATS
architecture, and the comparative analysis of various traffic flowmetrics, including aver-
age speed and queue length for various CAV penetrations under different phase control
methods. The simulation time step is taken as 0.1 s, and the simulation length is 3600
time steps.



174 Z.-S. Zhou et al.

4.4 Simulation Conclusion

1. Integrity Analysis

During the simulation, the real-time operation of CPS can be simulated, and the
integrity of the operation of information flow such as weather information, vehicle infor-
mation, and infrastructure information can be properly demonstrated respectively. The
integrity test of the control schemes such as vehicle speed limit and no left turn can
operate normally. The following figure shows some of the information flows involved
in the intersection scenario and the results of real-time information access during the
simulation (Table 2).

Table 2. Simulation test results of perceptual information flow in scenario architecture

Information Flow Form of embodiment Test results

Environment information Every 60 s, the Weather Center
perceives environmental information

Normal

Traffic flow basics Average speed, queue length Normal

Traffic flow information Traffic flow Normal

Lane monitoring data Zoning according to roadside facilities
(Location and time of infrastructure
failures)

Normal

Road guardrail monitoring data

Road sign marking monitoring
information

Vehicle driving condition monitoring
information

Whether the vehicle is faulty (Fault
number and time)

Normal

Vehicle location and movement
information

Vehicle location information Normal

The following table compares the intersection TCPS functions designed in this paper
with similar literature [16–18] (Table 3):

2. Traffic Indicator Analysis

The model proposed in this paper can also be applied to traditional traffic micro-
simulation, and the diversity of agents in it can help support traffic flow simulation in
future heterogeneous mixing phases.

The following results were obtained by simulating different signal control schemes
for CAV penetration of 30% at a traffic volume of 360veh/h and analyzing the average
vehicle speed when different signal control schemes were used (Fig. 5):

It is easy to see that the traffic Indicator based on Webster’s adaptive control method
performs better.

Then compare the queue length using the same Webster’s adaptive control method
for different CAV penetration rates, as shown below (Fig. 6):
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Table 3. Traffic participants and usage information flows in similar literature

Author of the literature Traffic participants in the model The flow of information that the
model leverages

Younis O Cars and Signal Lights Vehicle coordinates and speed
information, traffic flow
information

Guzman J A Cars and Signal Lights Vehicle coordinates and speed
information, traffic flow
information

Kamal M A S Cars and Signal Lights Vehicle coordinates and speed
information, traffic flow
information

This article Cars and Signal Lights, Roadside
infrastructures, traffic operation
center, meteorological information
center

Vehicle coordinates and speed
information, traffic flow
information, road surface
information, weather condition
information, road congestion
information

Fig. 5. Comparison of average vehicle speed of three types of phase control methods with 30%
CAV

It can be found that CAV has a significant improvement in queue length at higher
penetration rates, but the improvement is not significant enough, which may be related
to the fact that the control method adopted lacks vehicle-road cooperative driving and
cannot fully utilize the potential of CAV traffic.

5 Conclusion

This paper reviews the key technologies that have helped the rapid development of the
transportation industry in recent years, and provides an overviewofCPS,which has grad-
ually emerged with the development of various technologies, especially the current state
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Fig. 6. Comparison of queue length under Webster adaptive control under different CAV
penetration rates

of research on the application andmodeling problems of CPS in the transportation indus-
try, and identifies the key problems in the development of TCPS: the lack of complete
and effective theoretical guidance and the lack of scenario-level TCPS modeling.

In order to solve this problem, this paper, with the help of the theoretical framework
of ATS, starts from the five categories of ATS: service, technology, demand, function
and technology, and focuses on the connection of function, transmission of data flow,
and connection of entity to form the three categories of functional, logical and physical
architectures respectively, and analyzes the typical traffic scenarios according to this
idea to form a complete scenario architecture.

Subsequently, under the guidance of intersection scenario architecture, this paper
draws on the design of cyber layer and physical layer of information-physical system,
and adopts Netlogo, amulti-intelligence approach software, to simulate physical objects,
information flow and information interaction pairs in the scenario architecture respec-
tively, and constructs the physical layer of intersection scenario; adopts Python language
for joint simulation, and designs the flow change process of information flow in the cyber
layer. After the model was successfully constructed, it was simulated and the simulation
results were analyzed qualitatively for functional integrity and quantitatively for traffic
indicators.

However, the current study still has certain shortcomings. First, in the physical layer
of the simulationmodel, simulation software aswell as variables are still used to simulate
the real world in the physical layer, which cannot really simulate the variability and
complexity of the real world. Second, in the cyber layer of the information out process,
there are still areas that can be improved. The next step is to combine the work of this
paper with real-world intersection data, compare the differences between this model and
the actual data, and use it to continuously adjust the model to form a more accurate and
more reflective real-world intersection TCPS model.
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Abstract. As the latest achievement of symbolism, knowledge graph is an impor-
tant cornerstone of artificial intelligence. In order to better manage the knowledge
graph, RDF triples have been used to represent knowledge graph. The rapid growth
of data brings great challenges to knowledge graph storage and quick retrieval.
Among them, self joins, high storage cost and intermediate results are the main
problems. In this paper, we propose a bit index structure based on path (PathBit)
for large scale knowledge graph. PathBit includes an index based on predicate path
tree (IPT) and a k2-tree index (k2TIP) according to the hierarchy of each predicate
path tree. IPT is in charge of the filter of complete path set. k2TIP according to the
hierarchy of each predicate path tree to realize fast association matching of known
predicate path triples. Meanwhile, the compression mechanism is used to imple-
ment the compressed storage and retrieval algorithm of triples. In addition, two
auxiliary indexes: SP and OP are added to assist predicate path retrieval. Finally,
we conduct a series of experiments on two representative datasets and compare
the results with RDF-3X, Bitmat and TripleBit. Results indicate that PathBit can
achieve better response time on complex queries and has greater advantages in
storage space compared with RDF-3X and Bitmat.

Keywords: Knowledge Graph · Index · Predicate Path · Compressed storage

1 Introduction

As the supporting foundation of AI, knowledge graph shows more and more value in
semantic search, intelligent question answering, data analysis, natural language process-
ing, vision understanding and IoT. In order to better manage the knowledge graph, RDF
triples have been used to represent knowledge graph. The rapid growth of RDF data also
bring great challenges to query. SPARQL is the most widely used query language in
RDF data query [1, 2]. A SPARQL query includes many triple patterns, which can also
be described as a directed query graph. The query graph generally consists of four basic
sub graphs: star, chain, ring and tree topology [3, 4]. The basic sub graph has a lot of
connections. These connection relations can be divided into chain and star relations. The
chain relation refers to the subject of triple pattern is the object of another triple pattern.
Star relation refers to a group of triple patterns with the same subject or object. In these
basic sub graphs, the chain relation is an important structure in SPARQL. Because the
ring and tree query all contain chain structure.
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The rapid increase of RDF data brings great challenges to traditional data storage,
index and query. The triple table, vertical partition and attribute table use an alternative
relational storage mode and mature management mechanism of relational database to
accelerate data retrieval. However, these relational data models could not fully reflect
the logical structure of RDF data [5].

Some native storage systems, such as RDF-3X [6], Hexastore [7] and SPOVC [8],
storemultiple copies of data according to different combinations of subject, predicate and
object to assist in generating better query plan.Although the query efficiency is improved,
these systems are at the expense of storage space. Bitmat [9] and RDFcube [10] use
three-dimensional matrix to store triples, and divide the three-dimensional matrix into
two-dimensional matrices along a certain dimension. For each two-dimensional matrix,
D-gap compression method is used for row compression storage. However, in the face
of large-scale data, it is difficult for Bitmat to load all indexes into memory at one time.
Triplebit [11, 12] reduces the storage scale of RDF-3X, and only stores two combinations
of subject and object (SO) and object and subject (OS) based on predicate. At the same
time, Triplebit establishes the corresponding index according to the predicate and realizes
the compressed storage. For a SPARQL query, Triplebit generates the corresponding
query plan according to certain heuristic rules, and dynamically modifies the query plan
to reduce the intermediate results.

All these storage systems view triple mode as retrieval unit to realize data retrieval.
Through certain query plan and optimization technology, these storage systems reduce
intermediate results, and realize fast connection of intermediate results. These indexes
are based on triples and do not consider the structure and semantics of RDF graphs. As
mentioned above, triple patterns in SPARQL queries have certain connection relations,
which not only reflect the structural information of RDF graphs, but also reflect certain
semantic relations. This paper proposes a bit index structure based on path (PathBit) for
large scale RDF Graph. The major contributions include:

(1) Taking the complete path from source to sink point in RDF graph as the structure
object, we create the bit index based on predicate path tree to realize the retrieval
and filtering mechanism, and reduce the connection scale of intermediate results in
triple pattern matching;

(2) For each complete path tree, we will create a k2-tree index (k2TIP) according to the
hierarchy of each predicate path tree to realize fast association matching of known
predicate path triples;

(3) We use k2-tree compression mechanism to implement the compressed storage and
retrieval algorithm of triples. At the same time, two auxiliary indexes: SP and OP
are added to assist predicate path retrieval.

The other parts of the paper are summarized as follows: part two introduces the relate
works; part three describes the design scheme of PathBit in detail; finally, experiments
verify the performance of PathBit and draw the conclusion.
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2 Related Work

In order to improve the retrieval efficiency, researchers have conducted extensive research
on the storage and index of RDF. This paper analyzes the current research status from
three different perspectives.

RDF storage and index technology based on relationships utilizes relational database
query technology to convert SPARQL queries into SQL to realize data retrieval. 3-Store
[12] and Sesame [13] all use triple tables. Due to all data exists in a large table, SPARQL
queries are easy to result in many self joins and decrease the query efficiency. Jena2 [14]
uses an attribute table, which greatly reduces self joins and merge operations. But not
all objects have the same properties, which leads to a large number of empty values. In
addition, a large number of multi-valued attributes can also generate more multi-valued
dependencies. Therefore, the attribute table is not a universal storage model. SW-store
[15] decomposes triples based on the predicate, storing triples with the same predicate
in the same table. For the two columns table, a subject based clustered index can be
created to achieve rapid subject localization. This scheme not only reduces the merging
operation of the same predicate, but also avoids the control problems caused by the
attribute table.

Triple index scheme is a combination and permutation of S, P and O. RDF-3X [6]
stores all permutations and combinations of subject, predicate and object on a B+ tree,
respectively. Moreover, RDF-3X also combines two or single elements to directly form
a clustered index. Similar to RDF-3X, Hexastore [7] also establishes six indexes based
on the triple table. The difference is that in the establishment process of index, Hexastore
considers the order relationship between the subject, predicate and object. Meanwhile,
Hexastore will reduce the redundancy of memory by sharing index lists. SPOVC [8]
creates five index types based on subject, predicate, object, object data types, and triple
classes. Each index type was horizontally segmented according to certain rules, which
is effective for the query of range or rule expressions.

Bitmat [9] and RDFcube [10] map S, P and O into a three-dimensional space to
form a three-dimensional matrix. Each element in the matrix corresponds to a triple.
Bitmat is a memory based bit matrix primarily used to handle concatenation operations
in triple pattern. Although these two index types utilize bit technology to achieve high
compression of triples, they face large-scale data, especially Bitmat, which makes it
difficult to load the index into memory at once.

RDF itself is a directed graph, so SPARQL query can be seen as a sub graphmatching
problem. GRIN [17] indexes RDF graphs with a balanced binary tree. By utilizing the
distance conditions, it can quickly filter the data that does notmeet the criteria. But GRIN
index has poor scalability. Zou et al. [18, 19] proposed VS-tree and VS*-tree index to
handle precise and wildcard SPARQL queries. PIG [20] (Parameterized Index Graph)
index corresponds to a set of vertices with similar or identical neighborhood structures
in the original data graph. PIG first retrieve edges that are homomorphic to the edges in
the query graph to form a set of candidate edges, and then perform join operations in
the set of candidate edges. He et al. [21] proposed a two-layer index scheme (BLINKS)
for searching the top-k keywords on a graph, which only supports searching on node
labeled directed graphs. In order to reduce redundant intermediate results, RP-index [22]
creates a path based index to index the RDF graph in-edge. During the executive process,
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filtering operations are used to filter out irrelevant data in the input triples. TripleBit [11]
vertically divides the triple matrix based on predicates, and sorts triples with the same
predicate in the order of subject or object. During the query process, two index structures
was introduced to minimize the cost of index selection. In summary, path, compression
and index tree are very effective techniques for improving query efficiency and reducing
storage space.

3 PathBit

PathBit includes an index based on predicate path tree (IPT) and a k2-tree index (k2TIP)
according to the hierarchy of each predicate path tree. IPT is in charge of the filter of
complete path set, which related to the retrieval path. k2TIP according to the hierarchy
of each predicate path tree to realize fast association matching of known predicate path
triples. Meanwhile, the compression mechanism is used to implement the compressed
storage and retrieval algorithm of triples. In addition, two auxiliary indexes: SP and OP
are added to assist predicate path retrieval.

3.1 Complete Predicate Path

An RDF database is a set of RDF triples, we use T = {t | t ∈ S × P × O} to describe
the dataset, where S, P, O are the set of subjects, predicates and objects, respectively.

Definition 1 (Path). Given an RDF G = (V ,E,L), a path is a set of ordered vertices,
denoted by R = (v0v1v2 . . . vm), ∀k ∈ [0,m − 1], <vk ,vk+1> ∈ E.

Definition 2 (Complete Path). For any path R in RDF graph, if v0 is a source vertex
and vm is a sink vertex, we say that R is a complete path. We use CPath = {R1, R2, …,
Rm} to denote a set of RDF complete paths.

Theorem 3. Given an RDF G, ∀v ∈ V and e(u, v) ∈ E must belong to at least one
complete path.

Proof: (1) Assuming SV is the set of source vertices. For any vertex v in graph G,
there are two states. The first is v ∈ SV. If v ∈ SV, because any complete path starts
from a source vertex, v must exist in a complete path. The second is v /∈ SV. If v /∈ SV,
then there must be a source vertex s, so that s to v can be reached, that is, the vertex v
belongs to a complete path whose source vertex is s. If s doesn’t exist, then v becomes
the source vertex, which conflicts with the condition. Therefore, for any vertex v in set
V must belong to at least one complete path. (2) For any edge e(u, v) ∈ E in graph G, if
it does not belong to any complete path, then the two vertices u or v do not exist in any
complete path, which is in contradiction with that any vertex v ∈ V belongs to at least
one complete path. Therefore, any edge e(u, v) ∈ E belongs to at least one full path.

Theorem 4. Given a SPARQL query Gq, according to the Definition 4, Gq is decom-
posed into a set of complete query paths.We useQCPath= {Rq

1,R
q
2, . . .R

q
n} to represent

it. If Gq is a subgraph of G, then ∀Rq
i ∈ QCPath, there must exist at least one complete

path Ri, satisfying R
q
i is a subpath of Ri.
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Proof: Suppose there is no complete path Ri ∈ CPath, satisfying Rq
i is a subpath of Ri.

(1) If the source vertex v0 and sink vertex vm of the complete query path Rq
i inGq is also

the source and sink vertices of G, then this will conflict with the hypothesis, because
there must be a complete path between v0 and vm. (2) If the source vertex v0 and sink
vertex vm of Rq

i in Gq is not the source and sink vertices of G, then there must be a
source vertex vs, which vs to v0 is reachable and there is also a sink vertex ve, which vm
to ve is also reachable. That is to say, there is at least one complete path from vs to ve
and v0 to vm is a subpath of the whole path, which contradicts the hypothesis. To sum
up, the hypothesis does not hold, that is, there is at least one complete path Ri ∈ CPath,
satisfying Rq

i is a subpath of Ri.

Definition 5 (Predicate Path). Given an RDF graphG, according to the Definition 4, G
is decomposed into a set of complete paths.We useCPath= {R1,R2,…,Rm} to represent
it. For any path R, Extract the edge information of the path to construct a summary path
E(Ri) = {e1, e2, . . . , em}, then E(Ri) is called predicate path.

Definition 6 (Isomorphism Path). If the complete paths have the same predicate path,
they are called to be isomorphic paths.

Obviously, after decomposing the RDF graph into the set of complete path, a large
number of vertices and edges repeatedly appear in different complete paths, which puts
a lot of pressure on data storage. However, many complete paths have similar predicate
path, that is, many vertices information is the same. If these complete paths are divided
into the same class, the number of copies of vertices will be reduced. So we define the
following two conditions to merge predicate path.

Definition 7 (Predicate Path Tree). If two or more predicate paths meet the following
conditions: (i) Two or more predicate paths have a common prefix and the length of the
edge of the common prefix is greater than or equal to a threshold. (ii) A predicate path
is the suffix of another predicate path. We will merge these paths into one predicate path
tree. The predicate path tree is denoted as PPtree.

3.2 Index of Predicate Path Tree

Each predicate path tree corresponds to a complete path set. For a SPARQL query, it
is decomposed into several query paths in the same way. We can obtain the complete
path set corresponding to each query path by retrieving the predicate path tree. In order
to quickly locate the complete path set of the query paths, we create an index based on
predicate path tree (IPT). The establishment process of IPT mainly include three steps:
the first is to code the predicate path tree, the second is the construction process of IPT
and the last is how to retrieve IPT.

Definition 8 (Encoding Predicate Path Tree). Assign a unique id to each predicate
in L in order. Obviously, the maximum id is the number of elements in L, which is
represented by �. The encoding of predicate path tree is a bit string of length �, and each
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bit of the bit string corresponds to a unique predicate. Supposing E(ppti) is the predicate
set of a predicate path tree, where ppti is the ith predicate path tree in PPtree. If ∃pre ∈
ppti, set the eId (pre) bit of the bit string to 1, where eId (pre) represents the id of the
predicate pre.

The establishment of IPT is based on the bottom-up process. Each leaf node of IPT
corresponds to a predicate path tree, and each path template tree corresponds to a full
path set. Non-leaf nodes of IPT are obtained by performing a logical ‘OR’ operation on
their sons.

3.3 Retrieval of Predicate Path Tree

When retrieving the query predicate path tree on the IPT index tree, we encode the
query path tree in the same way according to Definition 8. If the query predicate path
tree includes predicate variables, the code of predicate variable is set to 0. Then use the
top-down method to search for the match paths in IPT index tree. If the query predicate
path tree and the node of IPT meet the matching principle of Definition 9, the search
continues, otherwise the subtrees corresponding to the unmatched node on IPT index
tree are pruned.

Definition 9 (Matching Principle). Given a bit string of predicate path tree bit string
ppt* and a query path bit string qtt*, if ptt* matches qtt*, if and only if the logical ‘and’
operations satisfy AND(ptt*, qtt*) = qtt*.

3.4 Match of Complete Path

Retrieved results in IPT are a candidate set of complete path. In order to get the final query
results, it is necessary to accurately match the candidate path set. In this section, we will
create a k2-tree index (k2TIP) for the corresponding complete path collection according
to the hierarchy of each predicate path tree. The k2TIP adopts two stage compression
modes. Figure 1 shows the k2-tree index structure. The k2TIP index contains each edge
in the predicate path template tree and its corresponding hierarchical ID information,
and each edge points to a storage area, which is used to store the triple set associated
with the edge in the whole path. Since all triples of this set have a common predicate,
we use k2-tree [23] structure to store triples for each triple set, and compress triples on
this basis.

Each predicate in the predicate path tree corresponds to a triple set, and these triples
share the same predicate. In order to reduce the storage space, we compress each triple
set, and the compression method adopts k2-tree.

k2-tree first uses a two-dimensional bit matrix to establish the corresponding rela-
tionship between subject and object. If there is a corresponding relationship between the
subject and the object, the corresponding bit is set to 1, otherwise it is 0. A large number
of subjects and objects are not related, so the bit matrix is a sparse matrix. Therefore,
we divide the bit matrix into k2 sub matrices, and each sub matrix corresponds to a sub
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Fig. 1. Example of k2TIP

node of the root node in k2 tree. If the bit element of the sub matrix contains 1, then the
corresponding sub node of k2 tree is 1, otherwise the sub node is 0. After the first level
node is created, the matrix corresponding to the node with the value of 1 will continue
to be divided in the same way until the sub matrix is 0 or there are only k2 bits in the
sub matrix.

The generated k2-tree connects nodes corresponding to 0 or 1 from top to bottom and
left to right to form a compressed bit string. Figure 1 describes the generation process
of bit matrix, k2-tree and compressed bit string of a predicate path tree. For a triple set
of a predicate, it is usually necessary to search all the objects corresponding to a known
subject, or to search all the subjects corresponding to the known subject. As shown in
Fig. 2 shows all objects associated with the subject n3, where the id of n3 is 2 and the
value of k is 2. In order to get the all objects associated with n3, we have to find all the
columns with cell 1 in the row of n3 in the matrix. The specific steps are as follows:

Step 1: starting from the root node of k2-tree, set its position pos as 0, and its four sub
nodes corresponding to the four submatrices respectively. The submatrix corresponding
to the first two sub nodes intersect with the row of n3, while the other two child nodes
has no association with n3. So we only need to consider the first two sub nodes. Set
the two sub matrices to T[0] and T[1]. T[1] sub matrix is 0, which means that there
is no object associated with n3 in T[1]. In order to get the number of the column in
which the object associated with n3, it is necessary to record the starting position of
the corresponding column of the incidence sub matrix when locating the incidence sub
matrix. For example, the starting position of T[0] sub matrix is 0.
Step 2: in the compressed bit string, the starting position pos of sub node corresponding
to T[0] is 4. The corresponding bit of four sub matrices of T[0] is ‘1010’. The id of n3
indicates that the sub matrix associated with it is T[0][0] and T[0][1], where T[0][0] is
1 and T[0][1] is 0. And the starting position of T[0][0] sub matrix is 0.
Step 3: according to this method, continue to search down until the leaf node. If the leaf
node is 1 and satisfies the association with n3, then the column corresponding to the
node is the object associated with n3.
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According to Theorem 4, given a SPARQL query Gq, Gq is decomposed into a
complete path set QCPath = {Rq

1,R
q
2, . . .R

q
n}. If Gq is a subgraph of G, then ∀Rq

i ∈
QCPath, there must exist at least one complete path Ri, satisfying R

q
i is a subpath of Ri.

Therefore, a SPARQL query need to be decomposed into multiple search paths from the
source vertex to the sinkvertex. Thedecomposition principle is to follow the full coverage
of vertices and edges. That is, starting from any source vertex, if the decomposed full
path already contains all the edges in the query, the decomposition ends. Because the
complete path decomposition already includes all possible complete paths, there must
be a complete path corresponding to it.

According to whether the predicate path contains a constant, the decomposed search
path can be divided into two categories: constant predicate path and variable predicate
path. Constant predicate refers to the path containing one or more known predicates,
while variable predicate refers to the path in which all predicates are unknown.

The analysis result shows that most of predicate paths of SPARQL queries are con-
stant predicate path. For constant predicate paths, the retrieval is performed on the IPT
index to obtain the candidate complete paths containing known predicates. Then accord-
ing to the connection relationship of adjacent predicates, they are divided into six types
as shown in Table 1. When performing the retrieval, the type of adjacent predicate is
judged from the source vertex in turn, and is executed in the order from low to high.

Table 1. Connection Types of triple pattern1

Category Type

1 s p1 ? x �� ? x p2 o
2 ? s p1 ? x �� ? x p2 o
3 ? s p1 ? x �� ? x p2 ? o
4 s p1 ? x �� ? x ? p2 o
5 ? s ? p1 ? x �� ? x p2 o
6 ? s ? p1 ? x �� ? x p2 ? o

When the search path is a variable predicate path, the adjacent predicate connections
can be divided into three types as shown in Table 2. Since k2TIP is only applicable to
the case that there is a constant predicate in the retrieval path. For the variable predicate
path, not only IPT is invalid, but k2TIP is also invalid. In order to ensure the validity of
the index, we design two auxiliary indexes, namely SP and OP, to solve this problem.
SP and OP store all predicates corresponding to each subject or object, respectively. SP
and OP indexes adopt the compressed representation and retrieval method proposed in
Triplebit, which will not be explained in detail here.
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Table 2. Connection types of triple pattern2

Category Type

1 s ? p1 ? x �� ? x ? p2 o
2 ? s ? p1 ? x �� ? x ? p2 o
3 ? s ? p1 ? x �� ? x ? p2 ? o

4 Experiments

In this section, PathBit indexing scheme is tested on synthetic and real datasets.

4.1 Datasets and Setting

Table 3. Test datasets

Data set Vertex Triple Predicate

LUBM50 1,706,230 6,888, 642 18

LUBM2000 66,059, 204 276, 345,040 18

SP2Bench 56,125,032 113,246,165 22

Uniprot 139,942,781 687,025,165 84

In the experiment, two synthetic datasets LUBM and Sp2Bench were selected. The
LUBM features a university domain, and the SP2Bench dataset features a DBLP domain
[24, 25]. In our experiments, we also use a protein dataset Uniprot [26] (Table 3).

PathBit index is written in C++ and compiled with GCC. We select the optimization
level of O2. The experiment runs on a server with Intel Xeon 2.00GHz processor and
20GB memory. Considering the influence of warm cache on experimental error, each
query is executed five times, and the arithmetic average is taken as the final experimental
result.

4.2 Comparison of Query Performance

In the experiment, LUBM data set generates 81 predicate paths. If the merging common
prefix parameter l is set to 3, we obtain 26 predicate path trees. Figure 2(a) and (b) show
the query execution time of SPARQL. The query time of Q1, Q3, Q6 and Q7 are better
than the other indexes. These four queries have longer join paths than the star queries Q2,
Q4 and Q5. Using the path association information to search can filter a large number of
unrelated triples and narrow the retrieval range. Hierarchical path index decomposes the
connection between triples into smaller ones, which reduces the connection size of triples
and improves the matching efficiency. Intermediate results are also an affecting factor
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of query efficiency. The intermediate result in this paper refers to the number of triples
matched with the query and the data loaded into memory during the query. Because of
the compression method and the direct search in the compressed form, PathBit loads
more query data in the same memory and reduce the I/O cost.

It also shows that PathBit is very effective in retrieving large data sets. When the size
of LUBM increases from 50 to 2000, the minimum change of query time on RDF-3X is
7.5 times, and the maximum change is 90.83 times, especially for complex queries Q1
and Q3. However, the maximum change of PathBit was only 18.11 times. The reason
is that RDF-3X query needs to load more indexes into memory, and at the same time,
it also needs to decompress. Therefore, the I/O is larger. Bitmat and Triplebit are both
based on triple mode.

In the face of complex queries, they need to join and merge triple more times, so
the query performance is lower than that of PathBit. Q2, Q4 and Q5 are star queries.
The semantic relevance of predicate path information obtained by star structure is rel-
atively low, but the subject set meeting the conditions is obtained by auxiliary index
SP. Combined with subject set and hierarchical edge index, a large number of unrelated
triples can be filtered, and the scale of merging results can be reduced. Therefore, the
execution efficiency on LUBM 2000 dataset is still better than RDF-3X and Bitmat,
which is equivalent to Triplebit. Because the LUBM 50 dataset is small, the index can
load memory at once, so RDF-3X retrieval is the highest.

    (a) LUBM50                                                   (b) LUBM2000

                              (c) Uniprot                                                     (d) SP2Bench

Fig. 2. Comparision of query performance
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The size of Unirpot dataset is 700 million.When the merging common prefix param-
eter l is set to 3 and the current hardware environment is used to execute the query, Bitmat
cannot get the query result. Therefore, Fig. 2(c) only lists the query time comparison
of RDF-3X, Triplebit and PathBit. Similarly, after PathBit decomposes the query into
query paths, many join operations between triples are decomposed into each path set to
complete separately, and the intermediate result set involved in join becomes smaller,
especially Q1, Q2, Q5, Q6 and Q7 contain long paths. Combined with the auxiliary
indexes, the query performance is superior to Triplebit and RDF-3X. However Q3 and
Q4 are star queries, so the overall performance is not as good as long-path retrieval.

The same index is also used to execute queries on SP2Bench dataset. As with LUBM
dataset, the merging common prefix parameter l is also set to 3. Figure 2(d) shows the
execution time of each query. Since most of SP2Bench standard data queries are star
structured and query design pays more attention to the use of query operators, the overall
query efficiency takes less time, but the filtering and merging operations of the results
take a long time. Figure 2(d) depicts the time taken to execute a basic query. Among
them, Q1, Q2, Q3 and Q4 are star queries, which are comparable to Triplebit, but better
than RDF-3X. However, Q5 and Q7 contain the long path queries, especially Q7, so the
query efficiency is significantly improved.

4.3 Comparison of Storage Space

In this part, we compare the storage space of PathBit, RDF-3X and Triplebit. Here,
the storage space refers to the space consumed by storing datasets and indexes. Since
Bitmat does not contain dictionary tools, the comparison results don’t include Bitmat.
The merging common prefix parameter l is also set to 3. Table 4 lists the space consumed
of different datasets. It can be seen that the storage space of PathBit on all datasets is
lower than the other three indexes. As explained earlier, RDF-3X needs to create 6 cluster
indexes and 9 clustered indexes. As we all know, the high efficiency of RDF-3X is at the
cost of storage space. The dictionary tool used by PathBit is the same as Triplebit. Due
to the small number of predicates in LUBM and SP2Bench and the high merging rate
of predicate path, the number of copies is greatly reduced. Therefore, PathBit is better
than Triplebit on these two datasets. But the storage space on UniProt dataset is higher
than Triplebit.

Table 4. Comparision of storage space (GB)

RDF-3X TripleBit PathBit

LUBM50 0.35 0.28 0.19

LUBM2000 13.95 8.74 7.11

Uniprot 33.89 15.19 17.28

SP2Bench 7.28 4.17 3.88
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4.4 Parameter Analysis

Fig. 3. Comparison of storage space on different values of parameter l

In the process of predicate path merging, the length of common prefix edge is con-
trolled by parameter l. When the length of the common prefix is greater than or equal to
l, the edges with the common prefix are merged. This part will test the influence of the
parameter l on the storage space.

The range value of l is from 2 to 6. Figure 3 shows that the storage space of all
datasets increases with the increase of l. The reason is that the larger the value of l, the
smaller the probability of having a common prefix, and the fewer replica nodes that can
be merged. In addition, Fig. 3 also shows that with the gradual increase of l value, the
change of storage space will be smaller and smaller. When l is set to 4 or 5, the storage
space tends to be stable for LUBMand Sp2bench datasets. However, for UniProt, l varies
from 5 to 6, because the predicates in UniProt are larger than the other two datasets,
which makes the length of common prefix between paths longer.

Figure 4 shows a comparison of query performance. The experimental results show
that l has an optimal value, but this value is not directly proportional to the value of l.
As shown in Fig. 4, the optimal value of l is 3 for LUBM and Sp2bench datasets, and
4 for UniProt dataset. There are two main reasons. First, when l value is too small, a
large number of predicate path are merged, resulting in more candidate paths in the path
template matching, which affects the final path matching efficiency. On the contrary,
when the value of l is too large, the candidate set becomes smaller and the number of
copies increases, which also reduces the query efficiency. Considering the storage space
and query performance, the query performance is the best when l takes the storage space
to be stable.
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(a) LUBM50                                                (b) LUBM2000

                                  (c) Uniprot                                                 (d) SP2Bench

Fig. 4. Comparision of query process time on different values of parameter l

5 Conclusions

Aiming at the frequent self joins in triple based retrieval and the semantic association
characteristics reflected by chain structure information in SPARQL complex query. This
paper proposed a bit index structure based on path (PathBit) for large scale RDF Graph.
PathBit created predicate path tree (IPT) to filter complete path sets associated with
SPARQL query and designed a k2-tree index (k2TIP) according to the hierarchy of each
predicate path tree. k2TIP realized fast association matching of known predicate path
triples. Meanwhile, the compression mechanism is used to implement the compressed
storage and retrieval algorithm of triples. In addition, two auxiliary indexes: SP and OP
are added to assist predicate path retrieval. In the experiment, we compare PathBit with
the three existing index storage schemes. The experimental results show that PathBit is
very effective for complex queries, especially for queries with long paths. And with the
expansion of data scale, PathBit has higher retrieval advantages. At the same time, the
storage space of the compressed storage method used in this paper is 0.96 times less
than that of RDF-3X in four datasets under the parameter of combined prefix, and has
certain advantages over Triplebit.

In addition, with distributed data processing become mainstream, distributed index-
ing and querying have become research hotspots. The index structure of PathBit can be
divided into several sub trees, and the leaf nodes of each sub tree are related to a com-
plete set of paths. Allocating these sub trees to various computing nodes can achieve
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parallel queries. Of course, distributed query systems involve communication and load
balancing issues, which will also be our future research direction.
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Abstract. Person re-identification (re-ID) via 3D skeletons is an impor-
tant emerging topic with many merits. Existing solutions rarely explore
valuable body-component relations in skeletal structure or motion, and
they typically lack the ability to learn general representations with unla-
beled skeleton data for person re-ID. This paper proposes a generic unsu-
pervised Skeleton Prototype Contrastive learning paradigm with Multi-
level Graph Relation learning (SPC-MGR) to learn effective represen-
tations from unlabeled skeletons to perform person re-ID. Specifically,
we first construct unified multi-level skeleton graphs to fully model body
structure within skeletons. Then we propose a multi-head structural rela-
tion layer to comprehensively capture relations of physically-connected
body-component nodes in graphs. A full-level collaborative relation layer
is exploited to infer collaboration between motion-related body parts at
various levels, so as to capture rich body features and recognizable walk-
ing patterns. Lastly, we propose a skeleton prototype contrastive learning
scheme that clusters feature-correlative instances of unlabeled graph rep-
resentations and contrasts their inherent similarity with representative
skeleton features (“skeleton prototypes”) to learn discriminative skeleton
representations for person re-ID. Empirical evaluations show that SPC-
MGR significantly outperforms several state-of-the-art skeleton-based
methods under different scenarios.

Keywords: Skeleton Based Person Re-Identification · Unsupervised
Representation Learning · Multi-Level Skeleton Graphs · Skeleton
Prototype Contrastive Learning

1 Introduction

Person re-identification (re-ID) aims at identifying or matching a target pedes-
trian across different views or scenes, which plays an essential role in safety-
critical applications including intelligent video surveillance, security authentica-
tion and human tracking [1–10]. Conventional studies [11–17] typically utilize
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024

Published by Springer Nature Switzerland AG 2024. All Rights Reserved

V. C. M. Leung et al. (Eds.): Qshine 2023, LNICST 573, pp. 196–218, 2024.

https://doi.org/10.1007/978-3-031-65126-7_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-65126-7_19&domain=pdf
http://orcid.org/0000-0002-9576-2379
http://orcid.org/0000-0002-0300-3448
https://doi.org/10.1007/978-3-031-65126-7_19


Skeleton Prototype Contrastive Learning 197

Fig. 1. Our approach constructs skeleton graphs to model multi-level body components
and relations, and contrasts the clustered representative features to learn effective
skeleton representations for person re-ID.

visual features such as human appearances, silhouettes and body textures from
RGB or depth images to discriminate different individuals. Nevertheless, this
kind of methods are often vulnerable to appearance, lighting and clothing vari-
ation in practice. Compared with RGB-based and depth-based methods, 3D
skeleton-based models [18–23] exploit 3D coordinates of numerous key joints to
characterize human body and motion, which enjoys smaller data size and better
robustness to scale and view variation [24]. With these advantages, 3D skeleton
data have drawn surging attention in the fields of person re-ID and gait recogni-
tion [20–23,25,26]. However, the way to model discriminative body and motion
features with 3D skeleton data remains to be an open challenge.

To perform person re-ID via 3D skeletons, existing endeavors typically model
skeleton features by two groups of methods. Skeleton descriptor based methods
[18,19,27] manually extract certain anthropometric and geometric attributes of
body from skeleton data. However, these hand-crafted methods usually require
domain knowledge such as human anatomy [28], and cannot fully mine under-
lying features beyond human cognition. Deep neural network based methods
[20,21,26] usually leverage convolutional neural networks (CNN) or long short-
term memory (LSTM) to learn skeleton representations with sequences of raw
body-joint positions or pose descriptors (e.g., limb lengths). Nevertheless, these
works rarely explore inherent relations between different body joints or compo-
nents, which could ignore some valuable structural information of human body.
Taking the human walking for example, neighbor body joints “foot” and “knee”
have strong motion correlations, while they usually enjoy diverse degree of col-
laboration with limb-level components “leg” and “arm” during movement, which
can be exploited to catch unique and recognizable patterns [29]. Other impor-
tant flaws of this type of methods are label dependency and weak generalization
ability. In practical terms, these methods usually require massive labeled data
of pre-defined classes to either train the model from scratch [22,26] or fine-tune
the pre-trained skeleton representations [20,21,23] to classify the known iden-
tities. As a result, they lack the flexibility to learn general and representative
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skeleton features that can re-identify different pedestrians under the unavailabil-
ity of labels, which limits its application in many real-world scenarios.

To address the above challenges, this work for the first time proposes a generic
Skeleton Prototype Contrastive learning paradigm with Multi-level Graph Rela-
tion modeling (SPC-MGR) in Fig. 1 that can comprehensively model body struc-
ture and relations at various levels and mine discriminative features from unlabeled
skeletons for person re-ID. Specifically, we first devise multi-level graphs to rep-
resent each 3D skeleton in a unified coarse-to-fine manner, so as to fully model
body structure within skeletons. Then, to enable a comprehensive exploration
of relations between different body components, we propose to model structural-
collaborative body relations within skeletons from multi-level graphs. In particu-
lar, since each body component is highly correlated with its physically-connected
components and may possess different structural relations (e.g., motion correla-
tions), we propose a multi-head structural relation layer (MSRL) to capture
multiple relations between each body-component node and its neighbors within
a graph, so as to aggregate key correlative features for effective node representa-
tions. Meanwhile, motivated by the fact that dynamic cooperation of body com-
ponents in motion could carry unique patterns (e.g., gait) [29], we propose a full-
level collaborative relation layer (FCRL) to adaptively infer collaborative rela-
tions among motion-related components at both the same-level and cross-level
in graphs. Furthermore, we exploit a multi-level graph feature fusion strategy
to integrate features of different-level graphs via collaborative relations, which
encourages the model to capture more graph structural semantics and discrim-
inative skeleton features. Lastly, to mine effective features from unlabeled skele-
ton graph representations (referred as skeleton instances), we propose a skele-
ton prototype contrastive learning scheme (SPC), which clusters correlative
skeleton instances and contrasts their inherent similarity with the most represen-
tative skeleton features (referred as skeleton prototypes) to learn general discrim-
inative skeleton representations in an unsupervised manner. By maximizing the
similarity of skeleton instances to their corresponding prototypes and their dis-
similarity to other prototypes, SPC encourages the model to capture more dis-
criminative skeleton features and class-related semantics (e.g., intra-class simi-
larity) for person re-ID without using any label. The SPC is devised based on the
proposed multi-level skeleton graph representations and structural-collaborative
relation learning, and we experimentally and theoretically validate its effective-
ness on unsupervised skeleton representation learning for person re-ID tasks.

Our main contributions are summarized as follows:

– We devise unified multi-level graphs to model 3D skeletons, and propose
a novel Skeleton Prototype Contrastive learning paradigm with Multi-level
Graph Relation modeling (SPC-MGR) to learn an effective representation
from unlabeled skeleton data for unsupervised person re-ID.

– We propose multi-head structural relation layer (MSRL) to capture relations
of neighbor body components, and devise full-level collaborative relation layer
(FCRL) to infer collaboration between different-level components, so as to
learn more structural semantics and unique patterns.
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– We present a skeleton prototype contrastive learning (SPC) scheme based on
the proposed multi-level skeleton graph representations to capture represen-
tative discriminative skeleton features and high-level class-related semantics
from unlabeled skeleton data for person re-ID.

– Extensive experiments show that the proposed SPC-MGR outperforms sev-
eral state-of-the-art skeleton-based methods on four person re-ID bench-
marks, and is also highly effective when applied to skeleton data estimated
from large-scale RGB videos under more general re-ID settings.

2 Related Works

2.1 Skeleton-Based Person Re-identification

Hand-Crafted Methods. Early skeleton-based works extract hand-crafted
descriptors in terms of certain geometric, morphological or anthropometric
attributes of human body. Barbosa et al. [18] compute 7 Euclidean distances
between the floor plane and joint or joint pairs to construct a distance matrix,
which is learned by a quasi-exhaustive strategy to extract discriminative features
for person re-ID. Munaro et al. [27] and Pala et al. [30] further extend them to 13
(D13) and 16 skeleton descriptors (D16) respectively, and leverage support vector
machine (SVM), k-nearest neighbor (KNN) or Adaboost classifiers for person re-
ID. Since such solutions using 3D skeletons alone are hard to achieve satisfactory
performance, they usually combine other modalities such as 3D point clouds [31]
and 3D face descriptors [30] to improve person re-ID accuracy.

Supervised and Self-supervised Methods. Most recently, a few works
exploit deep learning paradigms to learn gait representations from skeleton data
for person re-ID in a supervised or self-supervised manner. Liao et al. [26] pro-
pose PoseGait, which feeds 81 hand-crafted pose features of 3D skeletons into
CNN for human recognition. Rao et al. [20] devise a self-supervised attention-
based gait encoding (AGE) model with multi-layer LSTM to encode gait fea-
tures from unlabeled skeleton sequences, and then fine-tune the learned features
with the supervision of labels for person re-ID. In [21], they further propose a
locality-awareness approach (SGELA) that combines various pretext tasks (e.g.,
reverse sequential reconstruction) and contrastive learning scheme to enhance
self-supervised gait representation learning for the person re-ID task. The self-
supervised work SM-SGE [23] utilizes a skeleton graph based reconstruction and
inference mechanism to encode discriminative skeleton structure and motion fea-
tures for the person re-ID task.

The most similar work to ours is [22]. Different from [22] that performs
supervised skeleton representation for person re-ID, this work proposes the novel
skeleton prototype contrastive learning (SPC) to achieve unsupervised skeleton-
based person re-ID without using labels for more general settings. We for the first
explore unified and generalizable multi-level (part-level, body-level, hyper-body-
level) skeleton graphs to extend skeleton graph modeling to different skeleton
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datasets with varying skeletal topologies. Furthermore, a new full-level collabo-
rative relation layer is devised to capture not only the cross-level relations in [22]
but also more comprehensive relations among body components at the same level
and non-adjacent levels, while a new learnable multi-level graph feature fusion
strategy is explored to enhance graph semantics and global pattern learning.

2.2 Contrastive Learning

Contrastive learning has recently achieved great success in many self-supervised
and unsupervised learning tasks [17,21,32–36]. Its general objective is to learn
effective data representations by pulling closer positive pairs and pushing apart
negative pairs in the feature space using contrastive losses, which are often
designed based on certain auxiliary tasks (e.g., similarity metrics learning). For
example, Wu et al. [33] devise an instance-level discrimination method in the
form of exemplar task [37] to perform image contrastive learning with noise-
contrastive estimation loss (NCE) [38]. In [34], contrastive predictive coding
(CPC) based on a probabilistic contrastive loss (InfoNCE) is proposed to learn
general representations for different domains. To optimize representation learn-
ing (e.g., consistency) in memory bank based contrastive methods [39–41], some
recent end-to-end works [42–44] utilize all samples of the current mini-batch to
generate negative instance features, while the momentum-based approach [45]
further explores the use of momentum-updated encoder and queue dictionary to
improve consistency of both encoder and instance features. The PCL [36] inte-
grates both contrastive learning and clustering into an expectation-maximization
(EM) framework, which is highly efficient on unsupervised visual representation
learning and inspires our work for 3D skeletons.

3 The Proposed Approach

Suppose that a 3D skeleton sequence S1:f = (S1, · · · ,Sf ) ∈ R
f×J×D, where

St ∈ R
J×D is the tth skeleton with J body joints and D = 3 dimensions. Each

skeleton sequence S1:f corresponds to an ID label y, where y ∈ {1, · · · , C} and

C is the number of different persons. The training set Φt =
{
St,i

1:f

}N1

i=1
, probe

set Φp =
{
Sp,i

1:f

}N2

i=1
, and gallery set Φg =

{
Sg,i

1:f

}N3

i=1
contain N1, N2, and N3

skeleton sequences of different persons under varying views or scenes. Our goal
is to learn an embedding function ψ(·) that maps Φp and Φg to effective skeleton
representations {Mp,i}N2

i=1 and {Mg,j}N3
j=1 without using any label, such that the

representation M
p,i

in the probe set can match the representation M
g,j

of the
same identity in the gallery set. The overview of the proposed approach is given
in Fig. 2, and we present the details of each technical component below.



Skeleton Prototype Contrastive Learning 201

FC
R

L
FC

R
L

M
SR

L
M

SR
L

M
SR

L

AV
E

Feature
Aggregation

Part-Level

Body-Level

Hyper-Body-Level

AV
E

AV
E

Multi-Level
Skeleton Graphs

. . .

Structural-Collaborative Body Relation Modeling Skeleton Prototype Contrastive Learning

FC
R

L

M
ulti -LevelG

raph
Fusion

Cluster
Instances

Seq.

. . .

. . .

Skeleton
Instances

Minimize

Outlier
Instances

Skeleton Prototypes

Cluster 1 Cluster 2

Cluster 3

Lower
Similarity

Higher
Similarity

Person re-ID

Average OperationAVEMSRL Multi-Head  Structural
Relation Layer FCRL Full-Level Collaborative

Relation Layer
Cluster of Skeleton Instances

and the Centroid

Fig. 2. Schematic diagram of SPC-MGR. Firstly, each 3D skeleton of an input sequence
S1,S2, · · · ,Sf is represented with part-level, body-level, and hyper-body-level graphs.
Secondly, we employ multi-head structural relation layers (MSRL) to capture structural
relations of neighbor nodes in each graph, and averagely aggregate features learned by
multiple heads to obtain node representations. Then, full-level collaborative relation
layers (FCRL) infer the dynamic collaborative relations among the same-level and
different-level body components, which are exploited to integrate key graph features
into multi-level skeleton graph representations F 1, F 2, and F 3. Next, we perform
clustering on skeleton instances, which are sequence-level (“Seq.”) multi-level skele-
ton graph representations, to generate clusters and corresponding skeleton prototypes.
Finally, during skeleton prototype contrastive learning, we enhance the similarity of
instances belonging to the same prototype and maximize their dissimilarity to other
prototypes by minimizing contrastive loss LSPC. The learned skeleton graph represen-
tations are exploited to perform person re-ID.

3.1 Multi-level Skeleton Graphs

Inspired by the fact that human motion can be decomposed into movements
of functional body-components (e.g., legs, arms) [23,46], we spatially group
skeleton joints to be higher level body components at their centroids. Specif-
ically, we first divide human skeletons into several partitions from coarse to
fine. Based on the nature of body structure, we specify the location of each
body partition and its corresponding skeleton joints of different sources (e.g.,
datasets). Then, we adopt the weighted average of body joints in the same par-
tition as the node of higher level body component and use its physical con-
nections as edges, so as to build unified skeleton graphs for an input skeleton.
As shown in Fig. 3, we construct three levels of skeleton graphs, namely part-
level, body-level and hyper-body-level graphs for each skeleton S, which can be
represented as G1, G2 and G3 respectively. Each graph Gl(V l, E l) (l ∈ {1, 2, 3})
consists of nodes V l = {vl

1,v
l
2, · · · ,vl

nl
}, vl

i ∈ R
D, i ∈ {1, · · · , nl} and edges

E l = {eli,j |vl
i,v

l
j ∈V l}, eli,j ∈ R. Here V l and E l denote the set of nodes corre-

sponding to different body components and the set of their internal connection
relations, respectively. nl denotes the number of nodes in Gl. More formally, we
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Multi-Head
Structural Relations

Full-Level
Collaborative Relations

Fig. 3. Left: Three graph levels for a skeleton. We spatially divide human body into
10, 5 and 3 partitions to construct part-level, body-level, and hyper-body-level graphs,
and averagely merge internal body joints into nodes. Right: Examples of multi-head
structural relations in G1 and full-level collaborative relations among graphs (G1, G1

and G1, G2).

define a graph’s adjacency matrix as Al ∈ R
nl×nl to represent structural rela-

tions among nl nodes. We compute the normalized structural relations between
node i and its neighbors, i.e.,

∑
j∈Ni

Al
i,j = 1, where Ni denotes the neighbor

nodes of node i. Al is adaptively learned to capture flexible structural relations
in the training stage.

Remarks: Compared with [22] that relies on a specific topology of original skele-
tons (e.g., joint-level graphs), the proposed unified multi-level skeleton graphs
can be viewed as topology-independent as they unify different skeleton data into
an identical number of pre-defined body partitions. It can be generalized to differ-
ent skeleton datasets and enables the pre-trained model to be directly transferred
across different domains for generalized person re-ID (see Sect. 5.4). Besides, they
can be extended to skeleton data estimated from RGB videos to learn effective
person re-ID representations (see Sect. 5.3). It should be noted that the multi-
level graphs can be further extended with different pre-defined body partitions.
In our work, we adopt hyper-body-level, body-level, and part-level graphs since
their coarse-to-fine body-component divisions match human cognition and prior
knowledge of body construction [23,46].

3.2 Structural-Collaborative Body Relation Modeling

The physical connections of body structure typically endow body components
in a local partition with higher correlations, while components of different parts
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may act collaboratively in various global patterns during motion [47]. To exploit
such internal relations to mine rich body-structure features and unique motion
characteristics from skeletons, we propose the multi-level structural relation layer
(MSRL) and full-level collaborative relation layer (FCRL) to model the struc-
tural and collaborative relations of body components from multi-level skeleton
graphs as follows.

Multi-head Structural Relation Layer. To capture latent body structural
information and learn an effective representation for each body-component node
in skeleton graphs, we propose to focus on features of structurally-connected
neighbor nodes, which enjoy higher correlations (referred as structural rela-
tions) than distant pairs. For instance, adjacent nodes usually have closer spatial
positions and similar motion tendency. Therefore, we devise a multi-head struc-
tural relation layer (MSRL) to learn relations of neighbor nodes and aggregate
the most correlative spatial features to represent each body-component node.

We first devise a basic structural relation head based on the graph attention
mechanism [48], which can focus on more correlative neighbor nodes by assigning
larger attention weights, to capture the internal relation eli,j between adjacent
nodes i and j in the same graph as:

eli,j = LeakyReLU
(
Wl

r

T [
Wl

vv
l
i‖Wl

vv
l
j

])
(1)

where Wl
v ∈ R

D×Dh denotes the weight matrix to map the lth level node features
vl
i ∈ R

D into a higher level feature space R
Dh , Wl

r ∈ R
2Dh is a learnable

weight matrix to perform relation learning in the lth level graph, ‖ indicates
concatenating features of two nodes, and LeakyReLU(·) is a non-linear activation
function. Then, to learn flexible structural relations to focus on more correlative
nodes, we normalize relations using the softmax function as follows:

Al
i,j = softmaxj

(
eli,j

)
=

exp
(
eli,j

)
∑

k∈Ni
exp

(
eli,k

) (2)

where Ni denotes directly-connected neighbor nodes (including i) of node i in
graph. We use structural relations Al

i,j to aggregate features of most relevant
nodes to represent node i:

vl
i = σ

⎛
⎝ ∑

j∈Ni

Al
i,jW

l
vv

l
j

⎞
⎠ (3)

where σ(·) is a non-linear function and vl
i ∈ R

Dh is feature representation of
node i computed by a structural relation head.

To sufficiently capture potential structural relations (e.g., position similar-
ity and movement correlations) between each node and its neighbor nodes, we
employ multiple structural relation heads, each of which independently executes
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the same computation of Eq. 3 to learn a potentially different structural rela-
tion, as shown in Fig. 3. We averagely aggregate features learned by m different
structural relation heads as the representation of node i as follows:

v̂l
i =

1
m

m∑
s=1

σ

⎛
⎝ ∑

j∈Ni

(Al
i,j)

s(Wl
v)

svl
j

⎞
⎠ (4)

where v̂l
i ∈ R

Dh denotes the multi-head feature representation of node i in Gl, m
is the number of structural relation heads, (Al

i,j)
s ∈ R represents the structural

relation between node i and j computed by the sth structural relation head, and
(Wl

v)
s denotes the corresponding weight matrix to perform feature mapping in

the sth head. Here we use average rather than concatenation operation to reduce
feature dimension and allow for more structural relation heads. MSRL enables
our model to capture the relations of correlative neighbor nodes (see Eq. 1 and
2) and integrates key spatial features into node representations of each graph
(see Eq. 3 and 4). However, it only considers the local relations of the same-level
components in graphs and is insufficient to capture global collaboration between
different level body components, which motivates us to propose the full-level
collaborative relation layer.

Full-Level Collaborative Relation Layer. Motivated by the natural prop-
erty of human walking, i.e., gait, which could be represented by the dynamic
cooperation among body joints or between different body components [29], we
expect our model to infer the degree of collaboration (referred as collaborative
relations) among body-component nodes in multi-level graphs, so as to capture
more unique and recognizable walking patterns from the motion of skeletons. For
this purpose, we propose a full-level collaborative relation layer (FCRL) to cap-
ture relations between a node and all motion-related nodes of the same level and
that between a node and its spatially corresponding higher level body compo-
nent or other potential components. As shown in Fig. 2 and Fig. 3, we compute
collaborative relation matrix Âa,b ∈ R

na×nb (a, b ∈ {1, 2, 3}, a ≤ b) between the
ath level nodes Va and the bth level nodes Vb as following:

Âa,b
i,j =softmaxj

(
v̂a
i

�
v̂b
j

)
=

exp
(
v̂a
i

�
v̂b
j

)

∑nb

k=1 exp
(
v̂a
i

�
v̂b
k

) (5)

where Âa,b
i,j is the collaborative relation between node i in Ga and node j in Gb.

Here we use the inner product of multi-head node feature representations (see
Eq. 4) that retain key spatial information of nodes to measure the degree of col-
laboration. Compared with the previous work [22] that merely considers body
relations between adjacent level graphs, FCRL can capture the global collabo-
rative relations among both adjacent and non-adjacent graphs, and meanwhile
provides more comprehensive collaboration inferences between a node and all
potential motion-correlated nodes in the same graph.
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Multi-level Graph Feature Fusion. To enhance structural semantics of mul-
tiple graphs (e.g., global graph patterns) and adaptively integrate key correlative
features in component collaboration, we exploit collaborative relations to fuse
body-component node features across different spatial levels. We update the
node representation (v̂a

i ) of ath level graph by fusing collaborative node features
(v̂b

j) learned from different graphs:

v̂a
i ← v̂a

i +
3∑

b=a

⎛
⎝λa,b

C

nb∑
j=1

Âa,b
i,j Wa,b

C v̂b
j

⎞
⎠ (6)

where Wa,b
C ∈ R

Dh×Dh is a learnable weight matrix to integrate features of
collaborative node v̂b

j of bth level into ath level node v̂a
i . nb denotes the number

of nodes in the bth level graph, and λa,b
C represents the fusion coefficient between

ath level and bth level graphs, which can be adjusted according to their inherent
correlations (e.g., level similarity). We denote the fused lth level graph features
of the ith skeleton as F l

i ∈ R
nl×Dh by concatenating all node representations.

Inspired by [23], we retain graph representations of each individual level and
adopt their concatenation to represent a skeleton as follows:

M i = [F 1
i ;F

2
i ;F

3
i ] (7)

where M i ∈ R
(n1+n2+n3)×Dh is the multi-level graph representation of the ith

skeleton Si, and [; ] indicates the concatenation of graph features. By combin-
ing all graph-level representations that integrate structural and collaborative
body relation features (see Eq. 1-6), we encourage the model to capture richer
features of body structure and skeleton patterns at various levels. Compared
with the previous work [22] that adopts a direct graph weighting strategy, the
proposed multi-level graph features fusion strategy is learnable and can adap-
tively integrate key relational features among different-level body components
to enhance body and motion semantics learning.

3.3 Skeleton Prototype Contrastive Learning Scheme

As skeletons of the same individual typically share highly similar body attributes
(e.g., anthropometric attributes) and unique walking patterns [29], it is natural
to consider mining the most typical attributes or patterns to identify the same
person from others. To achieve this goal and encourage the model to capture
more high-level skeleton semantics (e.g., class-related patterns), we propose a
Skeleton Prototype Contrastive learning (SPC) scheme to focus on the most
representative skeleton graph features (referred as skeleton prototypes) of
pedestrians and exploit their inherent similarity and dissimilarity with other
unlabeled graph representations (referred as skeleton instances) to learn gen-
eral and discriminative representations of each individual. The SPC scheme is
built based on the proposed multi-level graph representations and structural-
collaborative relation learning, and enables us to learn effective representations
from unlabeled skeleton data for person re-ID.
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Given multi-level graph representations (M1, · · · ,Mf ) of an input skeleton
sequence (S1:f = (S1, · · · ,Sf )), we first integrate graph features into a sequence-
level skeleton graph representation:

M =
1
f

f∑
i=1

wiM i (8)

where M is the multi-level graph representation of skeleton sequence S1:f ,
which incorporates structural-collaborative features and temporal dynamics of
f consecutive multi-level skeleton graphs, and wi denotes the importance of ith

skeleton graph representation. Here we assume that each skeleton equally con-
tributes to representing graph features of a sequence, i.e., wi = 1. For clarity,
we use M = {M i}N1

i=1 to represent multi-level graph representations of skeleton
sequences in the training set Φt, which are exploited as skeleton instances in the
proposed SPC scheme.

Then, to gather skeleton instances M that contain similar features to find
the representative skeleton prototypes, we leverage the DBSCAN algorithm [49],
which can discover clusters with arbitrary shapes or semantics, to perform clus-
tering as:

DBSCAN(M) −→ M
1
,M

2
, · · · ,M

z
,M

o
(9)

where M = M
1 ∪ M

2 ∪ · · · ∪ M
z ∪ M

o
, z is the number of clusters (i.e., pseudo

classes), M
k

= {Mk

i }xk
i=1, k ∈ {1, · · · , z}, is the cluster that contains xk instances

belonging to the kth pseudo class, and M
o

= {Mo

i }xo
i=1 denotes the set of outlier

instances that do not belong to any cluster. We compute the centroid of each
cluster, which averagely aggregates features of skeleton instances in the cluster,
to obtain corresponding skeleton prototype:

P k =
1
xk

xk∑
i=1

M
k

i (10)

where M
k

i ∈ R
(n1+n2+n3)×Dh is the ith skeleton instance in the kth cluster, and

P k denotes the kth skeleton prototype.
To focus on the typical and discriminative features of skeleton prototypes as

well as facilitate learning high-level skeleton semantics from different prototypes,
we propose to enhance the inherent similarity of a skeleton instance to corre-
sponding skeleton prototype and maximize its dissimilarity to other skeleton
prototypes with a skeleton prototype contrastive loss as:

LSPC =
1
N

z∑
k=1

xk∑
i=1

− log
exp

(
M

k

i · P k/τ
)

∑z
j=1 exp

(
M

k

i · P j/τ
) (11)

where N represents the number of all training instances, z denotes the number
of skeleton prototypes, xk is the number of skeleton instances belonging to the
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kth prototype P k, and τ represents the temperature for contrastive learning,
where higher value of τ produces a softer probability distribution over prototypes
and retains more similar information among clusters. The proposed SPC loss
is essentially a generalized contrastive learning loss that combines multi-level
skeleton graph modeling (see Sec. 3.1) and structural-collaborative relational
feature fusion (see Sec. 3.2). We can theoretically formulate the objective of
SPC as an Expectation-Maximization (EM) solution and extend it to other
forms of contrastive paradigms. The theoretical analyses of SPC effectiveness
and its relations to existing contrastive losses are provided in the appendices.

3.4 The Entire Approach

The computation flow of the proposed approach can be described as: S → G
(Sect. 3.1) → F (Sect. 3.2) → M (Eq. 7) → M (Sect. 3.3) → P (Eq. 10). For
convenience, we use the embedding function ψ(·) to represent the multi-level
skeleton graph representation encoding process, which can be formulated as
ψ(S) = M . We perform skeleton prototype contrastive learning by minimiz-
ing LSPC, so as to optimize ψ(·) and learn effective skeleton representations in
an unsupervised manner. To facilitate better skeleton representation learning
with more reliable clusters, we optimize our model by alternating clustering and
contrastive learning. For the person re-ID task, we exploit the learned embed-
ding function ψ(·) to encode each skeleton sequence of the probe set Φp into
corresponding multi-level graph representation, {Mp,i}N2

i=1, and match it with
representations, {Mg,j}N3

j=1, of the same identity in the gallery set Φg using
Euclidean distance.

Table 1. Performance comparison with existing hand-crafted, supervised, self-
supervised, and unsupervised methods on KS20, BIWI-Still (BIWI-S), and BIWI-
Walking (BIWI-W) testing sets. “+ FT” denotes employing supervised fine-tuning
with labels. The amount of network parameters (million (M)) and computational com-
plexity (giga floating-point operations (GFLOPs)) for the deep learning based methods
are also reported. Bold refers to the best cases among self-supervised/unsupervised
methods, and italic numbers indicate the best performers among supervised methods.

KS20 BIWI-S BIWI-W
Types Methods # Params GFLOPs top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP

Hand-crafed D13 [27] — — 39.4 71.7 81.7 18.9 28.3 53.1 65.9 13.1 14.2 20.6 23.7 17.2
D16 [30] — — 51.7 77.1 86.9 24.0 32.6 55.7 68.3 16.7 17.0 25.3 29.6 18.8

Supervised PoseGait [26] 8.93M 121.60 49.4 80.9 90.2 23.5 14.0 40.7 56.7 9.9 8.8 23.0 31.2 11.1
SGELA [21] + FT 9.09M 7.48 49.7 67.0 77.1 22.2 29.2 65.2 73.8 23.5 13.9 15.3 16.7 22.9
MG-SCR [22] 0.35M 6.60 46.3 75.4 84.0 10.4 20.1 46.9 64.1 7.6 10.8 20.3 29.4 11.9
SM-SGE [23] + FT 6.25M 23.92 49.8 78.1 85.2 11.7 34.8 60.6 71.5 12.8 16.7 31.0 40.2 18.7
SPC-MGR (Ours) + FT 0.03M 0.22 65.8 82.4 87.3 30.6 43.8 73.6 80.5 20.3 21.5 33.9 41.0 22.9

Self-
supervised/Unsupervised

AGE [20] 7.15M 37.37 43.2 70.1 80.0 8.9 25.1 43.1 61.6 8.9 11.7 21.4 27.3 12.6

SGELA [21] 8.47M 7.47 45.0 65.0 75.1 21.2 25.8 51.8 64.4 15.1 11.7 14.0 14.7 19.0
SM-SGE [23] 5.58M 22.61 45.9 71.9 81.1 9.5 31.3 56.3 69.1 10.1 13.2 25.8 33.5 15.2
SPC-MGR (Ours) 0.01M 0.12 59.0 79.0 86.2 21.7 34.1 57.3 69.8 16.0 18.9 31.5 40.5 19.4
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4 Experiments

4.1 Experimental Setup

Datasets . We evaluate our approach on four skeleton-based person re-ID
benchmarks: KGBD [19], BIWI [27], KS20 [50], IAS-Lab [51], and a large-scale
RGB video based multi-view gait dataset: CASIA-B [52]. They collect skeleton
data from 164, 50, 20, 11, and 124 different individuals respectively.

Implementation Details. The numbers of nodes in the part-level, body-level,
and hyper-torso-level graphs are n1 = 10, n2 = 5, and n3 = 3 respectively. The
sequence length f is set to 6 for KS20, KGBD, BIWI, and IAS-Lab and f = 40
for CASIA-B following previous works for a fair comparison. The node feature
dimension is Dh = 8 and the number of structural relation heads is m = 16 for
KGBD and m = 8 for other datasets. We use λa,b

C = 1 (a, b ∈ {1, 2, 3}) to aver-
agely fuse multi-level graph features. For DBSCAN, we empirically use maximum
distance ε = 0.6 (KGBD, BIWI), ε = 0.8 (KS20, IAS-Lab), ε = 0.75 (CASIA-B),
and adopt minimum amount of samples amin = 4 for KGBD and amin = 2 for
other datasets. We empirically set the temperature τ to 0.06 (KGBD), 0.075
(CASIA-B), 0.07 (BIWI), 0.08 (KS20, IAS-Lab) for skeleton prototype con-
trastive learning. Experiments with each evaluation setup are repeated for multi-
ple times and the average performance is reported. More implementation details
are provided in the appendices.

4.2 Evaluation Metrics

We compute Cumulative Matching Characteristics (CMC) curve and adopts top-
1, top-5, and top-10 accuracy as the quantitative metrics, which indicate ratios

Table 2. Performance comparison with existing hand-crafted, supervised, self-
supervised, and unsupervised methods on IAS-A, IAS-B, and KGBD testing sets. “+
FT” denotes employing supervised fine-tuning with labels. Bold refers to the best
cases among self-supervised/unsupervised methods, and italic numbers indicate the
best performers among supervised methods.

IAS-A IAS-B KGBD
Types Methods top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP

Hand-crafted D13 [27] 40.0 58.7 67.6 24.5 43.7 68.6 76.7 23.7 17.0 34.4 44.2 1.9
D16 [30] 42.7 62.9 70.7 25.2 44.5 69.1 80.2 24.5 31.2 50.9 59.8 4.0

Supervised PoseGait [26] 28.4 55.7 69.2 17.5 28.9 51.6 62.9 20.8 50.6 67.0 72.6 13.9
SGELA [21] + FT 18.0 32.1 46.2 13.5 23.6 42.9 51.9 14.8 43.7 58.7 65.0 7.1
MG-SCR [22] 36.4 59.6 69.5 14.1 32.4 56.5 69.4 12.9 44.0 58.7 64.6 6.9
SM-SGE [23] + FT 38.5 63.2 73.9 15.0 44.3 68.2 77.5 14.9 43.2 58.6 64.6 7.5
SPC-MGR (Ours) + FT 45.1 68.1 76.2 25.3 52.0 77.3 86.0 30.1 42.5 59.6 67.1 9.0

Self-supervised/
Unsupervised

AGE [20] 31.1 54.8 67.4 13.4 31.1 52.3 64.2 12.8 2.9 5.6 7.5 0.9

SGELA [21] 16.7 30.2 44.0 13.2 22.2 40.8 50.2 14.0 38.1 53.5 60.0 4.5
SM-SGE [23] 34.0 60.5 71.6 13.6 38.9 64.1 75.8 13.3 38.2 54.2 60.7 4.4
SPC-MGR (Ours) 41.9 66.3 75.6 24.2 43.3 68.4 79.4 24.1 40.8 57.5 65.0 6.9
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Table 3. Performance comparison with state-of-the-art self-supervised and unsu-
pervised methods with cross-view evaluation (CVE) setup of KS20 datasets.
0◦, 30◦, 90◦, 130◦, and 180◦ denote probe or gallery sets in different views.

Gallery 0◦ 30◦ 90◦ 150◦ 180◦

Probe top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP

0◦ AGE [20] 46.7 74.2 83.5 22.5 11.0 35.7 47.5 10.0 8.1 29.9 47.5 9.2 7.5 26.7 43.5 8.4 7.0 23.0 37.4 8.2
SGELA [21] 76.2 89.6 92.8 37.1 15.1 27.3 35.1 19.9 10.1 27.5 40.9 18.2 10.7 21.5 29.3 18.0 15.4 25.8 38.0 12.6
SM-SGE [23] 58.4 84.7 92.2 27.7 17.2 50.0 63.3 10.8 7.2 21.9 39.1 10.5 4.4 19.4 34.7 9.3 10.0 23.8 33.1 9.4
SPC-MGR (Ours) 78.9 94.1 97.3 52.9 26.2 53.1 71.5 22.9 39.1 59.8 71.5 31.4 30.5 57.4 72.7 26.6 27.0 52.0 66.4 19.9

30◦ AGE 10.1 42.8 57.8 8.8 52.3 82.7 91.5 25.0 15.0 35.6 58.5 8.8 10.1 24.2 41.8 8.1 7.8 24.2 34.3 8.3
SGELA 13.1 19.6 22.6 19.4 70.9 88.2 91.8 40.5 11.8 24.5 36.3 16.5 6.9 22.6 31.7 15.4 9.2 15.4 22.9 13.9
SM-SGE 18.1 48.4 65.0 11.5 60.2 82.0 89.8 28.2 12.5 27.2 35.3 10.7 7.5 23.4 33.8 10.6 8.8 27.2 39.1 10.5
SPC-MGR (Ours) 39.1 60.2 69.1 26.2 75.4 95.7 96.5 56.7 40.2 62.5 72.3 32.4 28.9 55.1 66.0 24.9 18.4 48.1 66.4 16.1

90◦ AGE 7.5 27.3 43.2 8.7 9.0 28.5 44.1 9.3 57.4 81.4 90.7 19.2 13.8 41.1 57.1 9.0 7.8 30.0 46.0 8.3
SGELA 9.6 19.8 29.7 16.4 10.8 15.6 20.4 17.5 48.4 75.7 86.5 31.6 17.1 35.7 43.0 22.0 13.5 23.4 31.8 21.3
SM-SGE 19.1 33.1 48.1 12.4 23.1 40.6 57.4 11.5 72.2 89.1 92.8 24.9 20.9 48.4 69.4 12.8 19.4 36.9 51.6 11.3
SPC-MGR (Ours) 37.5 67.2 75.0 26.0 41.8 65.2 74.2 32.2 86.7 98.1 99.2 63.1 59.0 82.4 86.3 40.7 34.8 62.1 77.0 24.8

150◦ AGE 6.7 21.3 34.7 8.2 7.9 23.4 38.9 8.9 15.2 35.9 54.4 9.2 45.3 70.5 82.1 18.7 11.3 37.1 50.2 8.9
SGELA 5.8 18.8 28.0 14.2 11.6 15.5 20.7 16.8 17.6 47.1 53.2 24.5 59.6 81.5 89.1 36.8 17.0 29.8 32.5 23.0
SM-SGE 8.4 24.4 37.8 10.4 12.9 26.6 36.3 10.9 24.1 53.4 66.3 12.9 64.4 85.9 95.0 25.5 17.8 40.9 59.1 12.1
SPC-MGR (Ours) 28.5 59.8 71.9 23.3 25.4 49.6 65.2 22.3 57.4 77.0 85.2 40.8 77.3 96.5 97.7 58.6 35.9 62.5 79.3 23.0

180◦ AGE 7.9 17.7 32.6 8.1 5.2 22.4 33.4 8.3 10.5 25.6 34.0 8.2 11.6 33.1 52.9 8.8 47.1 72.4 82.6 22.6
SGELA 14.0 29.1 39.2 21.3 11.9 20.6 25.9 17.3 18.6 37.8 49.7 19.4 22.7 45.9 55.2 20.7 74.5 92.7 95.1 38.3
SM-SGE 5.6 20.0 30.6 8.5 6.6 22.7 31.6 8.6 13.8 34.1 45.6 9.4 10.3 37.5 56.6 10.4 51.9 79.7 87.8 25.6
SPC-MGR (Ours) 28.5 53.5 62.5 21.7 17.2 37.1 50.0 18.8 31.6 53.5 66.8 30.0 31.3 56.3 77.3 26.4 65.2 89.5 96.5 45.9

that probe sequences are matched with the gallery sequences with correct iden-
tities using different-sized gallery candidate lists. We also report Mean Average
Precision (mAP) [53] to evaluate the overall performance of our approach.

4.3 Performance Comparison

In this section, we compare our approach with state-of-the-art self-supervised
and unsupervised skeleton-based person re-ID methods [20,21,23] on KS20,
KGBD, IAS-Lab, and BIWI datasets with different probe settings in Table 1
and Table 2. As a reference for the overall performance, we include the latest
supervised skeleton-based person re-ID methods [22,26] and representative hand-
crafted person re-ID methods [30,31]. For deep learning based methods, we also
report their model sizes, i.e., amount of network parameters, and computational
complexity in Table 1.

Comparison with Self-supervised and Unsupervised Methods. As pre-
sented in Table 1 and Table 2, the proposed SPC-MGR enjoys distinct advan-
tages over existing self-supervised and unsupervised methods on all datasets.
Compared with AGE model [20] that learns skeleton features based on body-
joint sequence representations, our approach consistently achieves higher person
re-ID performance by a large margin of 7.2 to 37.9% top-1 accuracy and 6.0 to
12.8% mAP on different datasets, which demonstrates that the proposed multi-
level skeleton graph representations with structural-collaborative body relation
learning are more effective on modeling discriminative skeleton features for the
person re-ID task. Our approach significantly outperforms the state-of-the-art
skeleton contrastive learning method SGELA [21] by up to 25.2% top-1 accuracy
and 11.0% mAP on KS20, KGBD, IAS-A, and IAS-B testing sets. On two testing
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sets of BIWI, both SGELA and the proposed approach obtain comparable mAP,
while our SPC-MGR can achieve superior overall performance with higher top-1
(7.2-8.3%), top-5 (5.5-17.5%), and top-10 accuracy (5.4-25.8%). Finally, our app-
roach also performs better than the latest graph-based skeleton representation
learning method SM-SGE [23] by a distinct margin of 2.6-13.1% top-1 accu-
racy and 2.5-12.2% mAP on all datasets. In contrast to direct inter-sequence
contrastive learning [21] or manually devising pretext tasks for skeleton repre-
sentation learning [20,23], our approach can automatically mine most represen-
tative skeleton features by contrasting sequence-level representations (instances)
and cluster-level representations (prototypes), which enables our model to learn
better skeleton representations for person re-ID. Moreover, our model requires
only 0.01M parameters and evidently lower computational complexity for skele-
ton representation learning compared with existing self-supervised and unsuper-
vised methods, as shown in Table 1, which demonstrates its superior efficiency
for person re-ID tasks.

We also compare the performance of our approach with state-of-the-art
skeleton-based counterparts with the cross-view evaluation (CVE) setup of KS20.
As shown in Table 3, our approach remarkably outperforms the latest self-
supervised and multi-view skeleton-based methods SGELA [21] and SM-SGE
[23] by an average margin of 6.5–32.1% top-1 accuracy, 12.8–41.0% top-5 accu-
racy, 17.5–40.0% top-10 accuracy, and 5.2–22.8% mAP on 24 out of 25 test-
ing combinations of probe views and gallery views, which demonstrates that
our model can learn more discriminative skeleton representations with better
robustness against viewpoint variations for cross-view person re-ID.

Comparison with Hand-Crafted and Supervised Methods. Compared
with D13 [27] and D16 [30] that extract hand-crafted geometric and anthro-
pometric skeleton descriptors, our model achieves a significant improvement of
person re-ID performance by 1.5–23.8% top-1 accuracy on KGBD, BIWI-S, and
BIWI-W. Despite gaining similar performance on IAS-A and IAS-B, these meth-
ods are inferior to our approach by at least 7.3% top-1 accuracy on more chal-
lenging datasets such as KS20 and KGBD that contains more viewpoints and
individuals. Furthermore, with unlabeled 3D skeletons as the only input, the
proposed approach can obtain comparable or even superior performance to two
state-of-the-art supervised methods PoseGait [26] and MG-SCR [22] on five out
of six testing sets (KS20, IAS-A, IAS-B, BIWI-S, BIWI-W). Interestingly, with
skeleton labels as the supervision, these methods still fail to obtain satisfac-
tory person re-ID accuracy and even perform worse than hand-crafted methods
on datasets with frequent view, shape, and appearance changes in KS20, IAS,
and BIWI testing sets. This might also suggest that a limited amount of labeled
skeleton data in small datasets such as IAS could reduce the ability of supervised
models to learn discriminative features, while training with larger-scale skeleton
data (KGBD) can encourage them to achieve better performance than conven-
tional methods. On the other hand, when employing supervised fine-tuning with
skeleton labels, the performance of our approach (“SPG-MGR + FT”) gains a
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Table 4. Ablation study of our model with different components: Multi-level skele-
ton graphs (MG), multi-head structural relation layer (MSRL), full-level collabora-
tive relation layer (FCRL), and skeleton prototype contrastive learning (SPC). “SG”
denotes employing the single-level graph (part-level graph) and “+” indicates using
the corresponding model component. “SG + MSRL” is evaluated under random model
initialization without SPC.

Id Configurations KS20 KGBD IAS-A IAS-B BIWI-W BIWI-S
top-1 mAP top-1 mAP top-1 mAP top-1 mAP top-1 mAP top-1 mAP

1 Baseline 17.0 9.5 20.5 4.4 29.4 13.8 30.2 13.3 10.9 14.1 24.8 9.3
2 SG + MSRL 18.6 10.2 21.4 3.7 30.3 14.3 31.8 13.3 11.2 13.8 26.0 11.0
3 SG + MSRL + SPC 28.4 15.5 26.2 5.7 37.9 21.5 38.5 20.8 15.4 16.4 27.3 12.2
4 MG + MSRL + SPC 45.1 21.2 34.5 6.3 40.0 22.5 41.9 23.2 18.1 16.9 31.5 13.4
5 MG + MSRL + FCRL + SPC 59.0 21.7 40.8 6.9 41.9 24.2 43.3 24.1 18.9 19.4 34.1 16.0

further improvement and significantly outperforms existing supervised methods
and other fine-tuned models (“SGELA + FT” and “SM-SGE + FT”) on four
of six testing sets. This demonstrates that our approach as a generic unsuper-
vised contrastive paradigm can also be applied to more scenarios under label
supervision. As here we directly fine-tune the model with a single MLP network
(note that supervised learning is not the focus of this work), it is feasible to
devise more effective supervised architectures to further boost its performance.
In summary, considering that our approach does not require any manual annota-
tion and can achieve highly competitive and more balanced performance with a
significantly smaller size of network parameters, it can be a more general solution
to skeleton-based person re-ID and related tasks.

5 Further Analysis

5.1 Ablation Study

In this section, we conduct ablation study to demonstrate the necessity of each
component in the proposed approach. The skeleton sequences of concatenated
joints are adopted as the baseline. As reported in Table 4, we can draw the
following conclusions. The model utilizing single-level skeleton graph with MSRL
(Id = 2, 3) shows higher performance than the baseline (Id = 1) that directly
uses raw body-joint sequences by 0.3–8.5% top-1 accuracy and 0.7–7.7% mAP on
all datasets, regardless of using SPC. Such results demonstrate the effectiveness
of graph representations, as it can model richer body structural information and
mine valuable body-component relations to obtain a more discriminative skeleton
representation. Compared with the model without contrastive learning (Id = 2),
employing SPC (Id = 3) obtains consistent re-ID performance improvement by
up to 9.8% top-1 accuracy and 7.5% mAP on different datasets. This justifies
that the proposed SPC is a highly effective contrastive learning paradigm, which
enables the model to mine more typical and unique skeleton features of different
identities from the unlabeled graph representations for person re-ID. Exploiting
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(a) AGE (on

BIWI)

(b) SM-SGE

(on BIWI)

(c) Ours (on

BIWI)

(d) AGE (on

KS20)

(e) SM-SGE

(on KS20)

(f) Ours (on

KS20)

Fig. 4. t-SNE visualization of the skeleton representations learned by AGE [20] ((a),
(d)), SM-SGE [23] ((b), (e)), and our proposed SPC-MGR ((c), (f)) for the first 10
classes in BIWI and KS20 datasets. Note: Different colors indicate skeleton represen-
tations of different classes.

Table 5. Performance comparison with appearance-based and skeleton-based methods
on CASIA-B. Note: “Cl-Nm” denotes the probe set under “Clothes” condition and
gallery set under “Normal” condition. † refers to appearance-based methods and ∗

represents requiring label information for training. “—” indicates no published result.

Probe-Gallery Nm-Nm Bg-Bg Cl-Cl Cl-Nm Bg-Nm
Methods top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP
†LMNN∗ [54] 3.9 22.7 36.1 — 18.3 38.6 49.2 — 17.4 35.7 45.8 — 11.6 12.6 17.8 — 23.1 37.1 44.4 —
†ITML∗ [55] 7.5 22.2 34.2 — 19.5 26.0 33.7 — 20.1 34.4 43.3 — 10.3 24.5 36.1 — 21.8 30.4 36.3 —
†ELF∗ [56] 12.3 35.6 50.3 — 5.8 25.5 37.6 — 19.9 43.9 56.7 — 5.6 16.0 26.3 — 17.1 30.0 37.9 —
†SDALF [57] 4.9 27.0 41.6 — 10.2 33.5 47.2 — 16.7 42.0 56.7 — 11.6 19.4 27.6 — 22.9 30.1 36.1 —
†Score-based MLR∗ [58] 13.6 48.7 63.7 — 13.6 48.7 63.7 — 13.5 48.6 63.9 — 9.7 27.8 45.1 — 14.7 32.6 50.2 —
†Feature-based MLR∗ [58] 16.3 43.4 60.8 — 18.9 44.8 59.4 — 25.4 53.3 68.9 — 20.3 42.6 56.9 — 31.8 53.6 64.1 —
AGE [20] 20.8 29.3 34.2 3.5 37.1 56.2 67.0 9.8 35.5 54.3 65.3 9.6 14.6 33.0 42.7 3.0 32.4 51.2 60.1 3.9
SM-SGE [23] 50.2 73.5 81.9 6.6 26.6 49.0 59.4 9.3 27.2 51.4 63.2 9.7 10.6 26.3 35.9 3.0 16.6 36.8 47.5 3.5
SPC-MGR (Ours) 71.2 88.0 92.8 9.1 44.3 66.4 76.4 11.4 48.3 71.6 81.6 11.8 22.4 40.4 51.0 4.3 28.9 49.3 59.1 4.6

the proposed multi-level graphs (Id = 4) performs better than solely using single-
level graph (Id = 3) with a remarkable margin of 2.1–16.7% top-1 accuracy and
0.4–5.7% mAP, which demonstrates that modeling body structure and relations
at various levels with the proposed graph representations (MG) can encourage
the model to learn more useful skeleton features for person re-ID. Adding FCRL
further improves the overall performance in terms of both top-1 accuracy by
0.8–13.9% and mAP by 0.5–2.6% on different datasets. Such results verify our
claim that combining structural and collaborative body relation learning can
facilitate capturing richer features of body structure and skeleton patterns for
the person re-ID task.

5.2 Visualization of Skeleton Representations

We conduct a t-SNE [59] visualization of skeleton representations for a qualita-
tive analysis, and compare our approach with two state-of-the-art skeleton-based
methods, i.e., AGE [20], SM-SGE [23]. As presented in Fig. 4(c), the skeleton
representations learned by our approach can form different class clusters with
higher separation than AGE and SM-SGE on BIWI, which suggests the lower
entropy of our representations. Interestingly, it is observed that the learned rep-
resentations on KS20 are separated in small groups of the same class, as shown
in Fig. 4(f), which enjoys significantly larger looseness than other two methods.
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Table 6. Generalized person re-ID performance of our approach with direct domain
generalization (DG) from source datasets (“Source”) to target datasets (“Target”).
“UF” represents fine-tuning the source model with the unlabeled data of target
datasets. BIWI-W/S denotes the Walking/Still testing set of BIWI. Bold numbers
indicates that the model using “DG” or “UF” obtains better performance than the
original one trained on the same dataset.

Source KS20 KGBD IAS-Lab BIWI
Target Type top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP top-1 top-5 top-10 mAP

KS20 DG — — — — 19.7 54.3 69.7 10.2 20.1 60.4 75.6 13.5 29.7 62.7 79.9 15.0
UF 59.0 79.0 86.2 21.7 48.4 77.7 85.2 21.6 52.2 78.3 89.1 22.8 50.8 79.7 87.1 21.9

KGBD DG 18.3 37.3 46.7 4.4 — — — — 15.6 35.6 46.2 4.0 20.5 40.8 50.1 4.9
UF 28.5 45.2 52.9 6.4 40.8 57.5 65.0 6.9 31.1 48.1 55.7 6.5 29.7 47.4 55.0 6.4

IAS-A DG 27.9 57.1 71.5 15.6 29.6 56.5 71.6 16.0 — — — — 27.5 53.6 67.9 14.4
UF 42.8 67.7 77.5 23.0 34.1 59.4 72.0 18.4 41.9 66.3 75.6 24.2 37.2 61.8 72.2 23.8

IAS-B DG 32.0 60.6 72.0 15.7 29.5 58.8 68.9 16.5 — — — — 27.0 57.6 70.5 13.5
UF 45.4 68.8 81.4 29.0 35.9 61.6 72.1 21.9 43.3 68.4 79.4 24.1 39.1 66.9 74.5 24.2

BIWI-W DG 19.3 31.5 38.9 19.6 10.3 22.5 33.1 12.0 10.0 23.1 31.1 15.9 — — — —
UF 21.6 32.3 40.9 20.7 15.0 29.6 39.1 14.3 17.7 29.3 36.2 16.6 18.9 31.5 40.5 19.4

BIWI-S DG 23.8 52.2 69.9 14.2 19.0 49.4 67.4 8.5 18.8 46.1 61.1 12.2 — — — —
UF 40.4 62.9 74.2 16.2 21.3 46.5 57.2 9.8 27.9 44.5 63.9 12.8 34.1 57.3 69.8 16.0

Such results imply that our model may learn skeleton representations with finer
separation and enable pattern-based grouping in a specific class.

5.3 Application to Model-Estimated Skeleton Data

To verify the effectiveness of our skeleton-based approach when applied to large-
scale RGB-based settings (CASIA-B), we exploit pre-trained pose estimation
models [60,61] to extract 3D skeleton data from RGB videos of CASIA-B, and
evaluate the performance of our approach with the estimated skeleton data.
We compare our approach with representative appearance-based methods [54–
58] and skeleton-based methods [20,23]. Note that as two fundamentally differ-
ent data modalities, skeleton data are much smaller and less informative than
appearance-based data (e.g., RGB images), thus directly comparing skeleton-
based methods with appearance-based methods is generally considered unfair.
In our comparison, we provide results of classic and representative appearance-
based methods as a performance reference.

As reported in Table 5, our approach is superior to recent skeleton-based
methods SM-SGE and AGE with an evident performance gain of 7.2–50.4%
top-1 accuracy and 1.1–5.6% mAP in four out of five evaluation conditions of
CASIA-B, which substantiates that the proposed approach is capable of learn-
ing more discriminative skeleton representations than these methods in the case
of using model-estimated skeleton data. Compared with representative classic
appearance-based methods that utilize visual features, e.g., RGB features and sil-
houettes, our skeleton-based approach still achieves the best performance in most
conditions. For instance, our approach not only performs better than LMNN [54]
and ITML [55] that use metric learning with different visual features (RGB and
HSV colors and textures) [58], but also surpasses the score-based MLR model
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[58] that fuses RGB appearance and GEI features by up to 57.6% top-1 accu-
racy, 39.3% top-5 accuracy, and 29.1% top-10 accuracy. Despite only utilizing
estimated skeleton data with noise for training, the proposed unsupervised app-
roach can still obtain highly competitive performance compared with supervised
appearance-based methods in different conditions, which demonstrates the great
potential of our approach to be applied to large-scale RGB-based datasets under
more general re-ID settings.

5.4 Application to Generalized Person Re-Identification

Our approach can learn a unified skeleton graph representation for different skele-
ton data with varying body joints or topologies, which enables the pre-trained
model to be directly transferred to different datasets for the generalized person
re-ID task. To evaluate the effectiveness of our approach on generalized person
re-ID, we exploit the model trained on the source dataset to perform person
re-ID on the target dataset, i.e., direct domain generalization (DG), and then
further fine-tune the model with the unlabeled data of target datasets, i.e., unsu-
pervised fine-tuning (UF), to compare the generalization performance. As shown
in Table 6, we can draw the following observations and conclusions. The model
trained on one dataset can be transferred to other unseen target datasets and
even achieves better person re-ID performance. Direct generalization is shown
to be effective among different datasets, while unsupervised fine-tuning on the
target dataset can further improve the person re-ID performance. Such results
demonstrate that our approach possesses good generalization ability with robust-
ness to domain shifts [62] and can be promisingly applied to other open person
re-ID tasks. Interestingly, we observe that training on different source datasets
typically leads to different person re-ID performance on a new dataset. For exam-
ple, the model trained on the KGBD fails to yield satisfactory performance on
IAS-B, BIWI-W and BIWI-S, while the pre-trained model of KS20 with further
fine-tuning on those testing sets can achieve superior performance to the original
ones, as shown by the bold numbers in Table 6, which implies that an appropri-
ate domain initialization or model pre-training of our model could be potentially
exploited to facilitate better generalized person re-ID performance.

6 Conclusion

In this paper, we devise unified multi-level graphs to represent 3D skeletons, and
propose an unsupervised skeleton prototype contrastive learning paradigm with
multi-level relation modeling (SPC-MGR) to learn effective skeleton representa-
tions for person re-ID. We devise a multi-head structural relation layer to capture
relations of neighbor body-component nodes in graphs, so as to aggregate key
correlative features into effective node representations. To capture more discrim-
inative patterns in skeletal motion, we propose a full-level collaborative relation
layer to infer dynamic collaboration among different-level components. Mean-
while, a multi-level graph fusion is exploited to integrate collaborative node fea-
tures across graphs to enhance structural semantics and global pattern learning.
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Lastly, we propose a skeleton prototype contrastive learning scheme to cluster
unlabeled skeleton graph representations and contrast their inherent similarity
with representative skeleton features to learn effective skeleton representations
for person re-ID. The proposed SPC-MGR outperforms several state-of-the-art
skeleton-based methods, and is also highly effective in more general person re-ID
scenarios.
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Abstract. Visualizing EEG data helps clinical doctors and neuroscien-
tists discover potential patterns and abnormalities before further mathe-
matical analysis. Encoding complex EEG data into low-dimension embed-
dings and visualizing the points in 3-dimension axes with colors can help
users quickly recognize some EEG properties. We apply contrastive learn-
ing in both self-supervised and supervised manners to extract the time-
domain EEG features within different time window sizes. The color points
tend to cluster into clouds based on their related classes and graph read-
ers can roughly distinguish people’s emotions and identities directly by
inspecting the graphs. With self-supervised encoders where the generated
embeddings are supposed to be used for general tasks, the visualization
method can also uncover the value of the original input features extracted
from raw EEG data. The source code is available at:

https://www.github.com/liangfengsid/visContrastive.

Keywords: EEG · Contrastive learning · Latent embedding ·
Visualization · Self-supervised

1 Introduction

Visualizing the electroencephalogram (EEG) helps users easier to discover
patterns in clinical diagnosis [15] and neuroscience studies [9]. Traditional
visualization elements of EEG include time-domain signals (such as the
voltage) [3], frequency-domain signals (such as the power spectrum den-
sity) [4], and the source estimate [13]. However, these elements usually do
not directly provide intuitively distinguishable patterns and readers may not
easily extract valuable results from the visualization without further analy-
sis. The latent approach for visualization is pervasive in computer vision [1,
5,14]. Encoding high-dimension EEG features to low-dimension embeddings
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increases information density and improves interpretability when visualized
[6,7,10,12]. Therefore, we are motivated to explore the visualization effect and
the interpretability of EEG embeddings encoded by different methods.

We visualize the EEG embeddings generated by contrastive-learned encoders
[2,8] and investigate their ability to provide distinguishable information. The
contrastive-learned encoders can be either self-supervised models or supervised
ones, depending on whether it is trained in the discovery-driven manner without
labels provided or in the hypothesis manner with task-related labels provided.
We encode different EEG features in different training manners and visualize a
few dimensions of the embeddings, where the colors of points are related to the
labels or their temporal information. We find that by inspecting these figures of
the EEG embeddings, people can clearly identify clouds of clustered points, where
each cloud consists of points whose original EEG features are considered similar.
Our study shows that compressing EEG data to low-dimension embeddings by
contrastive learning and visualizing only a few dimensions can help EEG readers
easily recognize the inherent patterns and relationships.

2 Method

2.1 Dataset and Feature Extraction

We use the SEED [16] dataset, which comprises EEG data from 15 persons
(subjects) joining a 3-session testing, with each testing session stimulated by
watching 15 movie clips of a total of about 3600 s. The movie stimuli are related
to 3 emotions, i.e., positive, neutral, and negative. The EEG signals are collected
by 62 electrode channels, down-sampled to 200 Hz, and filtered to bandpass
frequency from 0 to 75 Hz. With data grouped by movie clips, we use 90% of the
data for training both the encoder and the decoder, and the remaining 10% for
testing.

We extract time-domain features from non-overlapping sliding time windows
of different sizes, i.e., 0.05, 0.5, 5, and 20 s. For every time window, we extract
5 statistic voltage features for each of the 62 channels, namely the maximum,
minimum, mean, median, and standard deviation. The size of each encoder input
instance is 310.

2.2 Contrastive Learned Embeddings

The encoder is a non-linear convolutional neural network (CNN) that applies
contrastive learning optimizing the NCE loss, which follows a similar procedure
as in [11].

For the input features x and y, where y is a positive or negative contrastive
sample of x, let p(x) be the probability density function of x, p(y|x) and q(y|x)
be the probability density function of the positive and negative samples condi-
tioned on x, respectively. Encoding x and y can be represented by a function f
with normalized outputs, and f(x) and f(y) are the normalized latent embed-
dings, respectively. We use the dot product of f(x) and f(y) adjusted with a
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temperature parameter τ as the similarity function between these two latent
embeddings, which is denoted as ψ(x, y) = f(x)T f(y)/τ . The objective is to
minimize the NCE loss, which is:

E
x∼p(x),y+∼p(y|x)
y1,y2,...,yn∼q(y|x)

[−ψ(x, y+) + log
n∑

i=1

eψ(x,yi)].

Positive and negative samples are taken from a minibatch of the train-
ing input. In the discovery-driven manner when no label is provided (self-
supervised), samples near x along the timeline are positive and those far away
from x along the timeline are negative. In the hypothesis manner, specific labels
are provided (supervised), samples with the same label as that of x are posi-
tive, while those with different labels from x are negative. We train different
encoder models without any label, with emotion labels, and with subject labels,
respectively.

The encoder is a five-layer 1D convolutional network with skipping connec-
tions with each perceptron activated a GELU function. The mini-batch size of
the input is 1,024, the learning rate is 0.001. The encoder output dimension is
32, and the number of mini-batch training iterations is 320,000.

2.3 Visualization

If the low-dimension EEG embeddings are invariant and discriminative, only
drawing a few dimensions would be enough for revealing intuitive information
about their classes. We plot the first three dimensions of the EEG embeddings
of the testing set as points along the axes in the figure, with colors to indicate
their related temporality or labels.

3 Results and Discussions

Figure 1 shows the results of plotting the first three dimensions of EEG embed-
dings by self-supervised and supervised contrastive learning methods with time-
domain features extracted from different time window sizes. The clusters of color
points reveal abundant information on the classes of the EEG samples.

The EEG embedding visualization can be applied to emotion recognition. In
the emotion-label-guided case, we cannot find obvious patterns from the point
cloud when the time window size is too small, e.g., at 0.05 or 0.5 s. But as the
time window size increases, e.g., to 5 s or 20 s, points tend to cluster into 3 clouds,
probably corresponding to 3 types of emotions.

Visualizing EEG embeddings can also be used for identity recognition. In the
subject-label-guided case, even when the time window size is 0.05 s, the points
are roughly clustered into 15 groups, probably corresponding to the 15 subjects,
respectively. As the time window size increases, the contours of the point clouds
become more apparent, and people can identify the cluster that a point belongs
to with high confidence.
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Fig. 1. The first three dimensions of EEG embeddings by discovery-driven, emotion-
label-guided, and subject-label-guided contrastive learning, respectively, with features
extracted from different time window sizes.
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Visualizing the self-supervised learned EEG embeddings can help judge the
potential value of the input feature and the effect of the encoder. In the discovery-
driven case, the point cloud is in chaos when the time window size is 0.05 s, but
some points of the same color start to gather and form blur contours. When
the time window size is 0.5 s, we can already see some overlapping color clouds.
This indicates that the corresponding input features contain some valuable infor-
mation and the encoder properly transforms them into identifiable embeddings.
Otherwise, if the color cloud is always in chaos, either we need to try other input
features, or we need to investigate the effectiveness of the encoder algorithm.

4 Discussion and Future Work

In this paper, we use time-domain EEG features as an example to show that
encoding EEG into latent embeddings and visualizing them can greatly improve
the interpretability and understandability of EEG and help EEG readers easily
discover some patterns. But other traditional EEG features for various tasks
can also apply the latent embedding visualization so that clinical doctors and
neuroscientists can make a preliminary decision from the EEG results before
they go on further analysis.

In the future, we will explore self-supervised and supervised encoding methods
with more traditional EEG features and see how visualizing the low-dimension
embeddings can help to reveal identifiable patterns. We will also develop other
visualization techniques for EEG that make EEG more understandable to clinical
doctors and patients, neuroscientists, and biomedical engineers.
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Abstract. Encoding EEG data into low-dimension latent embeddings
greatly facilitates data analysis and interpretation in neuroscience stud-
ies, clinical diagnosis, and human-computer interaction. But generating
informative and identifiable latent embeddings that are representative
of the origin EEG is not an easy mission. Contrastive learning has the
potential to utilize large amounts of unlabelled EEG data and extract
informative and identifiable latent embeddings for a wide range of down-
stream tasks. We explore the feasibility of applying the contrastive learn-
ing method to train the EEG latent encoder from the feature of differen-
tial entropy of short-time window frequency domain signals. The encoder
minimizes the noise-contrastive estimation loss by comparing the embed-
dings with positive and negative embedding samples, where the distinc-
tion of samples is guided by time nearness information or task-specific
labels. We test encoders with different output dimensions and the out-
come latent embeddings can be identifiable via visualization of a few
dimensions. The decoding result also shows that the embeddings preserve
information about the original EEG features and can be potentially used
for a wide range of downstream tasks. The source code is available at:
https://www.github.com/liangfengsid/deContrastiveLearning.

Keywords: EEG · Contrastive learning · Latent embedding

1 Introduction

Electroencephalogram (EEG) are electrical signals on the scalp collected by a
set of electrodes and has been widely applied in neuroscience research [15], clin-
ical diagnosis [16], and behavior and affection analysis [11,12]. To relate EEG
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with specific properties of interest, much work has been done on extracting var-
ious EEG features and using different statistical or machine-learning models to
retrieve useful information about behavior or health status.

Using proper features or latent embeddings of EEG is critical for EEG anal-
ysis. EEG signals usually have large sizes and come with significant noises. Most
existing work uses frequency domain signals as features [13,19]. For example, it
has been proved that differential entropy (DE) of different bands [3,21] incorpo-
rates useful emotional information. The latent approach [4,5] extracts invariant
and identifiable latent embeddings of EEG, which can significantly reduce the
representation size and extract useful information out of noises. Most work [6,17]
uses supervised learning models to get latent embeddings of EEG for tasks
with specific outcome labels. But much EEG data such as clinical EEG are
recorded without labels, where supervised learning cannot be applied. Meth-
ods to generate general EEG latent embeddings that are independent of specific
tasks can benefit the application of EEG to a wide range of downstream tasks.
Recently, some studies [8,14,22] have worked on self-supervised learning meth-
ods and yielded promising results. Cebra [18] indicates that contrastive learn-
ing [1,2,10,20] has a great potential to extract invariant and identifiable EEG
latent embeddings, which motivates us to explore the feasibility of extracting
the general EEG latent embeddings for downstream tasks.

We apply contrastive learning, a powerful self-supervised learning algorithm,
to transform DE features of EEG into lower dimensional latent embeddings for
downstream tasks. We retrieve the DE of frequency power spectrum density and
train a deep neural network by contrastive learning which minimizes the noise-
contrastive estimation (NCE) [8] loss between generated latent embeddings of
samples in a batch of training data. We use either the (self-supervised) implicit
time information or (supervised) specific labels to identify positive and negative
samples in the NCE loss. The first case can train the model in scenarios without
labels, while the learning in the second case is guided by labels and can generate
latent embeddings tuned for the specific downstream task. We explore the visual
representation of the latent embeddings of different output dimensions generated
by encoders guided by different information and find that the embeddings can be
identifiable intuitively. We also decode the embeddings in different tasks to inves-
tigate the potential to apply the embeddings to a wide range of EEG applications.

2 Method

2.1 Dataset

We use the SEED [21] dataset, which is designed for exploring the relationship
between EEG and emotions. The dataset comprises EEG data from 15 peo-
ple subjects joining a 3-session testing, with each testing session stimulated by
watching 15 movie clips related to 3 emotional labels. The signals are collected
by 62 electrodes, downsampled to 200 Hz, and filtered to bandpass frequency
from 0 to 75 Hz. With data divided by movie clips, we use 90% of the data for
training both the encoder and the decoder, and the remaining 10% for testing.
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Fig. 1. The procedure of encoding EEG DE into embeddings by contrastive learning
and decoding the learned embeddings

2.2 Model

The whole procedure of the model is depicted in Fig. 1. It composes three steps:
the DE feature extraction, which generates DE of the frequency domain data
from the origin time domain representation; the contrastive learning encoder,
which encodes the DE features into latent embeddings by contrastive learning;
and the decoder, which decodes the latent embedding to labels of interest.

DE Feature Extraction. DE [3] has the ability to discriminate signals between
high and low frequency energy. We first transform the time domain signals to
the frequency domain power in non-overlapped short-time Hanning windows
and then follow a similar process to [21] to extract the DE of different frequency
bands in each electrode channel (Fig. 1.a). The difference is, instead of using the
magnitude spectrum as the input, we use the power spectrum density (PSD),
which is recognized better than the magnitude spectrum for analyzing random
vibration signals as its value is independent of frequency.

If we assume the PSD within a specific frequency band in the electrode
channel i, represented by Xi, follows Gaussian distribution, i.e., Xi ∼ N (μ, σ2),
the DE is calculated as

h(Xi) = −
∫

Xi

f(x)log(f(x))dx

= −
∫ ∞

−∞

1√
2πσ2

exp
(x − μ)2

2σ2
log

1√
2πσ2

exp
(x − μ)2

2σ2
dx

=
1
2
log2πeσ2,

where f(x) is the probability density of x ∈ Xi. For each electrode channel, we
divide the frequency into five bands (delta ∈ [1, 4) Hz, theta ∈ [4, 8) Hz, alpha
∈ [8, 14) Hz, beta ∈ [14, 31) Hz, and gamma ∈ [31, 50) Hz), and calculate the DE
for each frequency band, respectively. Therefore, for each short-time window, we
extract 62 × 5 DE features, which is represented as h(X).

Contrastive Learned Embeddings. As shown in Fig. 1.b, DE features are
fed into a learnable encoder and the output is the EEG latent embedding. The
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encoder is non-linear and is usually a convolutional neural network (CNN) or a
deep neural network (DNN) that applies contrastive learning, which follows a
similar procedure as in [18].

For the DE features h and g, where g is a positive or negative sample of
h, let p(h) be the probability density function of h, p(g|h) and q(g|h) be the
probability density function of the positive and negative samples conditioned
on h, respectively. After encoding h and g, c(h) and c(g) are their normalized
latent embeddings, respectively. The similarity function between c(h) and c(g)
is denoted as ψ(h, g). The objective is to minimize the NCE loss, which is:

E
h∼p(h),g+∼p(g|h)
g1,g2,...,gn∼q(g|h)

[−ψ(h, g+) + log

n∑
i=1

eψ(h,gi)].

Positive and negative samples are taken from a minibatch of the training
input. The identification of positive and negative samples depends on the scien-
tific problem we are solving. It can be based on time nearness between h and g
if no label is provided, where samples close to h in time are considered positive
and those far from h in time are considered negative. We can also provide labels
to guide the training so that samples with the same label as that of h are consid-
ered positive and others are negative. The label-guided approach is supervised
contrastive learning. With the SEED dataset with emotion labels from different
subjects, we learn different encoder models based on time, emotion labels, and
subject labels, respectively, and compare their embedding performance.

As to the similarity function, we use the dot product of the normalized
latent embeddings adjusted with a temperature parameter τ , i.e., ψ(h, g) =
c(h)T c(g)/τ .

Embedding Decoding. In application, EEG embeddings can be decoded for
classification and regression tasks, as shown in Fig. 1.c. We use K-nearest neigh-
bors (KNN) and non-linear support vector machine (SVM) models to classify
the EEG embeddings generated by different encoders into emotion and sub-
ject labels, respectively. The embedding decoder is trained separately from the
embedding encoder, and the training embeddings for the decoder are generated
by the well-trained encoder from training DE features.

3 Results

3.1 Contrastive Learning Convergence

We explore the convergence performance of the encoder by contrastive learning
with different criteria for identifying the positive and negative samples. Figure 2
shows the NCE loss of training a 4-layer neural network using GELU activation
functions to encode EEG to 16-dimension embeddings guided by time nearness
(when no label is provided), emotion labels, and subject labels, respectively.
The encoder is trained for 10,000 iterations with a minibatch size of 1024 and
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Fig. 2. NCE loss the encoder guided by different criteria

a learning rate of 0.001. The encoder does not converge in the time nearness
and subject label cases. The NCE loss in the time nearness case jitters with a
lower bound of about 5.8 limited by the time window length, while that in the
subject label case is a straight line at the level of about 6.9315. The NCE loss in
the emotion label case drops quickly in the first 1,000 iterations and gradually
converges to about 1.9 after that.

3.2 Embedding Visualization

Visualizing the embeddings can help to interpret the encoding quality [9]. As
shown in Fig. 3, we generate embeddings guided by different information (time
or task related labels) with different output dimension sizes, 2, 8, and 16. The
first two or three dimensions of the embeddings are drawn where values of the
related information are indicated by colors, where embeddings related to the
same information have the same color. When the embeddings are identifiable,
the embedding points will cluster by color and have a clearer contour intuitively,
where points of the same color are closer to each other and farther away from
embedding points with different colors.

3.3 Decoding Accuracy

The results of top-1 accuracy of decoding embeddings of different dimensions
from different encoder models to different labels are shown in Table 1. The high-
est classification accuracy for emotion labels is 0.507, which achieved by using
the non-linear SVM method with 16-dimension embeddings generated by the
emotion-guided encoder, and that for subject labels is 0.234, which achieved
by using KNN with 8-dimension embeddings generated by the subject-guided
encoder. The accuracy of decoding label-guided embeddings is higher than
decoding embeddings that are guided by time nearness when no label is pro-
vided. The higher dimension of the embeddings tends to increase classification
accuracy, except for decoding the subject-guided embeddings to subject labels.
The embeddings generated by time nearness information can also be used for
emotion classification, which indicates the potential application of contrastive
learning to EEG to a wider range of downstream tasks. The classification accu-
racy for subject labels is much poorer than that for emotion labels. The possible
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Fig. 3. The first two/three dimensions of learned embeddings of 2D, 8D, and 16D
guided by time nearness, emotion labels, and subject labels, respectively.

reason is that the DE of different frequency bands varies more with people’s emo-
tional changes, but is more consistent across different people subjects. Decod-
ing subject-guided embeddings to emotion labels also generates low accuracy,
because the subject-guided embeddings have removed information about distin-
guishing emotions.

4 Discussion

About de Feature. The DE is proven a significant single feature which greatly
reduces the feature dimension to 5 values for each channel in each short-time
window, with some important frequency domain information remained and some
noises filtered. But it also leaves out much useful information for encoding an
invariant and identifiable embedding. Since the embedding encoder is supposed
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Table 1. Decoding accuracy from different embeddings to different labels with different
decoders

Decoding Label Emotion Subject

SVM KNN KNN

Time nearness embedding-2D 0.338 0.382 0.040

Time nearness embedding-8D 0.359 0.398 0.044

Time nearness embedding-16D 0.415 0.428 0.065

Emotion-guided embedding-2D 0.417 0.429 0.026

Emotion-guided embedding-8D 0.500 0.447 0.054

Emotion-guided embedding-16D 0.507 0.464 0.072

Subject-guided embedding-2D 0.352 0.341 0.097

Subject-guided embedding-8D 0.326 0.426 0.234

Subject-guided embedding-16D 0.369 0.383 0.078

to extract low-dimension latent features where EEGs with similar characteristics
should have similar embeddings close in distance, the purpose of the DE extrac-
tion and the contrastive learning encoder is somewhat overlapped. Besides, as
EEG signals tend to vibrate in a short time and exhibit more distinguishable
characteristics in a longer observation, the features extracted from short-time
windows only fluctuates and may not be representative of specific properties.
More input features besides DE, including statistical features about frequency
domain and time domain signals and asymmetric features between electrode
channels [7,11], can hopefully improve the embedding performance.

About Encoder Model. The encoder we use in this paper is a four-layer DNN.
We also tested with a similar complexity CNN, alternatively. Both the encoding
convergence and the visualization of the outcome embeddings are similar and the
later decoding accuracy is slightly lower. We also used deeper neural networks
(up to 16 1-D convolutional layers). The encoding convergence and decoding
accuracy do not improve either. The reason is that the dimension of the DE
feature, 310, is not large and a very deep network is not necessary. When we
add more features for the encoder input, a more complex neural network may
improve the embedding quality, which will be left to our future work.

About Embedding Dimension. For time-nearness-guided and emotion-
guided embedding, the higher the dimension, the higher the top-1 classification
accuracy for emotion labels. It indicates that high-dimension embeddings have
the ability to include more useful information than low-dimension ones. But it
is not the same case with subject-guided embeddings. Lower-dimension embed-
dings may lack representation ability, while higher-dimension embeddings may
involve more noise than useful information for subject classification.
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5 Conclusion

In this paper, we explore encoding EEG into identifiable low-dimension latent
embeddings from differential entropy powers by self-supervised contrastive learn-
ing. The latent embedding can be an informative representation uesd for down-
stream tasks. Using contrastive learning to extract latent embedding for EEG
data is an interesting and promising topic and still needs a lot of studies. In the
future, we will explore more traditional EEG features or even the raw signals for
encoding EEG embeddings with contrastive learning and other self-supervised
alternatives. We aim to find the algorithm to generate invariant and identifiable
EEG embeddings for general tasks, and explore a wider application of EEG in
the fields of neural studies, clinical screening and diagnosis, and human-computer
interaction.
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Abstract. Extracting informative EEG data into low-dimension latent
embeddings is important for storing and analyzing these neuron sig-
nals and applying them to various applications, such as modern human-
computer interaction (HCI) techniques. We use the contrastive learning
algorithm on time-domain features of EEG in both discovery-driven (self-
supervised) and hypothesis (supervised) manners to encode the EEG
data into latent embeddings that are proven consistent and identifiable.
The self-supervised embeddings have the potential to be used for a range
of downstream tasks, while the supervised embeddings have very high
decoding accuracy for specific tasks. With embeddings encoded from
EEG features collected within every 0.5-s window, the accuracy of rec-
ognizing the identities of persons by decoding the self-supervised and
supervised embeddings is as high as 96.2% and 99.6%, respectively. Our
method and results can promote new HCI techniques, e.g., automati-
cally connecting users to their roles in AR games once they wear EEG-
capable devices. The source code is available at: https://www.github.
com/liangfengsid/timeEegContrastive.

Keywords: EEG · Contrastive learning · Latent embedding · Neural
representation · Identity recognition

1 Introduction

Electroencephalography (EEG), the technique that intensively collects time-
series electronic signals from the scalp, is widely used in clinical screening [13]
and has a great potential application in modern human-computer interaction [12]
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Fig. 1. The procedure of encoding time-domain EEG into embeddings by contrastive
learning and decoding the learned embeddings

(HCI) and affective computing [10,16]. Encoding EEG data into consistent
and identifiable latent embeddings [5,6] can greatly extend the application of
EEG in various downstream tasks. The generated embeddings facilitate EEG
applications by incorporating valuable information on EEG characteristics and
filtering some irrelevant noise in the reduced-dimension representation. Most
existing work on encoding EEG [7,14] uses supervised learning methods that
depend on specific tasks, which limits its representation ability and application
to other tasks. Recently, unsupervised learning [2,4,17] and self-supervised learn-
ing [3,8,11,19] methods have shown their capability of learning discriminative
latent embeddings which can be generally used for downstream tasks. For exam-
ple, [15] shows that contrastive learning can generate consistent and identifiable
neural latent embeddings from instant spike-stimulated signals in a discovery-
driven or hypothesis manner. However, neural signals are usually affected by
continuous long-lasting stimuli, e.g., disease and environmental influence. The
ability of contrastive learning to generate embeddings from continuous long-
lasting stimulated EEG data is unknown.

In this paper, we investigate the ability of contrastive learning to generate
consistent and identifiable EEG latent embeddings We use features of the time-
domain representation of EEG as the input of a learnable encoder, which opti-
mized by the noise-contrastive estimation [8] (NCE) in both the discovery-driven
(self-supervised) and hypothesis (supervised) manners. We explore properties of
consistency and interpretability by testing the convergence performance of the
model and the visualization effect of the latent embeddings, respectively. We
also verify the identifiablility of the embeddings by exploring the decoding per-
formance of different downstream tasks. We find that encoding the time-domain
features by contrastive learning can generate general EEG latent embeddings
for some downstream applications. Excitingly, using the EEG latent embeddings
that are encoded by 0.5-s time window features, the accuracy of recognizing the
identities different persons is 96.2% in the self-supervised case and as high as
99.6% in the supervised case. The close-to-perfect decoding performance proves
the potential of applying our method to emerging HCI and other EEG-related
scenarios.
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2 Method

Model. The whole procedure of the model is depicted in Fig. 1. We use an
EEG dataset of emotion detection with neural activity with continuous long-
lasting stimuli (Fig. 1.a). The encoder learns from time-domain features via a
neural network with contrastive learning either in a discovery-driven manner or
guided by task-specific labels and outputs EEG latent embeddings (Fig. 1.b).
The decoder classifies the latent embeddings into different task-specific labels
(Fig. 1.c).

Dataset. We use the SEED [18] dataset, which is a widely used open dataset
designed for exploring the relationship between EEG and emotions. The dataset
comprises EEG data from 15 people subjects joining a 3-session testing, with
each testing session stimulated by watching 15 movie clips of a total of about
3600 s, which are continuous lasting stimuli. The movie stimuli are related to
3 emotions, i.e., positive, neutral, and negative. The EEG signals are collected
by 62 electrode channels, down-sampled to 200 Hz, and filtered to bandpass
frequency from 0 to 75 Hz. With data grouped by movie clips, we use 90% of the
data for training both the encoder and the decoder, and the remaining 10% for
testing.

Most work extracts EEG features from the frequency-domain representa-
tion [1,10,16], but some recent work [5,6] shows that interpretable latent embed-
dings can be learned from time-domain representation. We further down-sample
the time-domain signals to 2 Hz so that within every 0.5 s, we can extract 5 volt-
age features for each of the 62 channels, namely the maximum, minimum, mean,
median, and standard deviation. Finally, each encoder input is a 310-dimension
vector with a 0.5-s time window, the volume of the training set is R

270855×310,
and that of the testing set is R

35280×310.

Contrastive Learned Embeddings. The encoder is a non-linear convolu-
tional neural network (CNN) or deep neural network (DNN) that applies con-
trastive learning optimizing the NCE loss, which follows a similar procedure as
in [15].

For the input features x and y, where y is a positive or negative contrastive
sample of x, let p(x) be the probability density function of x, p(y|x) and q(y|x)
be the probability density function of the positive and negative samples condi-
tioned on x, respectively. Encoding x and y can be represented by a function f
with normalized outputs, and f(x) and f(y) are the normalized latent embed-
dings, respectively. We use the dot product of f(x) and f(y) adjusted with a
temperature parameter τ as the similarity function between these two latent
embeddings, which is denoted as ψ(x, y) = f(x)T f(y)/τ . The objective is to
minimize the NCE loss, which is:

E
x∼p(x),y+∼p(y|x)
y1,y2,...,yn∼q(y|x)

[−ψ(x, y+) + log

n∑

i=1

eψ(x,yi)].
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Positive and negative samples are taken from a minibatch of the training
input. The identification of positive and negative samples depends on the sci-
entific problem we are solving. In the discovery-driven manner when no label
is provided, samples near x along the timeline are positive and those far away
from x along the timeline are negative. While in the hypothesis manner, specific
labels are provided and the learning process is similar to supervised contrastive
learning in concept. Samples with the same label as that of x are positive, while
those with different labels from x are negative. We train different encoder mod-
els without any label, with emotion labels, and with subject labels, respectively,
and compare their convergence, latent visualization, and decoding performance,
respectively.

We test the encoder with two different neural network structures, where one
is a five-layer 1D convolutional network with skipping connections (CNN) and
the other is a four-layer fully connected network (DNN). Perceptrons in both
networks are activated by GELU functions. The mini-batch size of the input is
1,024, the learning rate is 0.001. The encoder output dimension can be 8, 16, and
32, and the number of mini-batch training iterations is 10,000 times the encoder
output dimension.

Embedding Decoding. The decoder is a classification or regression model
that fits the EEG latent embedding to the task-specific labels. We use the K-
nearest neighbors (KNN) method (where k = 5) as the model and emotions
and subjects as the labels, respectively. Both types of labels are discrete, where
emotion labels have 3 values and subjects have 15. The embedding decoder
is trained separately from the embedding encoder, where the encoder output
embeddings are generated from the training input features by the well-learned
encoder and the corresponding labels are the training inputs of the decoder.

3 Results and Discussions

3.1 Contrastive Learning Convergence

We explore the convergence performance of the encoder using contrastive learn-
ing in discovery-driven and hypothesis manners. Figure 2 shows the NCE loss
of the DNN and CNN encoders to encode EEG to 32-dimension latent embed-
dings provided without labels, with emotion labels, and with subject labels,
respectively. The encoder tends to converge in all cases, which indicates that the
encoder will generate consistent latent embeddings for EEG features that are
considered similar. The NCE losses of encoding 8-dimension and 16 dimension
latent embeddings also converge but jitter in a smaller magnitude, which is not
depicted here to prevent redundancy.

3.2 Embedding Visualization

Low-dimension representations easily can be visualized to help the interpreta-
tion [9]. We visualize the first three dimensions of the testing embeddings gen-
erated by encoders of different neural network structures, contrastively learned
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Fig. 2. The convergence performance of the DNN and CNN encoders using contrastive
learning in discovery-driven, emotion-label-guided, and subject-label-guided manners,
respectively

with different labels, and with different output dimensions (Fig. 3). The related
labels of the data points can be distinguished by colors. From the figures, we
can see that in the CNN encoder cases, where points of the same color or similar
colors tend to cluster into color clouds according to some patterns, generally
generate more identifiable embeddings than DNN ones, where color point clouds
are more chaotic. The reason is that the CNN model considers the sequential
context of the input data.

Specifically, in the CNN subject-guided cases even when the output dimen-
sion is as low as 8, we can clearly recognize 15 color clouds, which corresponds
exactly to 15 subjects in the dataset. It shows that we can use a low-dimension
EEG latent embedding to distinguish the identities of people, which is an excit-
ing result and can greatly benefit new applications of HCI.

For CNN encoders trained in a discovery-driven manner, color clouds are
formed in a more complex pattern and are not completely separated from each
other. It indicates that the embeddings are generally informative and have great
potential to be applied to various tasks. The higher the embedding dimension,
the clearer the patterns and the more identifiable the color clouds.

3.3 Decoding Accuracy

The results of top-1 accuracy of decoding embeddings from different encoders
to different labels are shown in Table 1. The accuracy of distinguishing different
subjects has reached as high as 99.6% using 32-dimension latent embedding
generated by the CNN encoder via supervised contrastive learning. Even for
these latent embeddings of dimensions 8 and 16, the accuracy is as high as
99.5%, which is almost the same as the 32-dimension ones. It shows that we
can compress EEG data to float vectors as small as 8 dimensions to represent
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Fig. 3. The first three dimensions of DNN or CNN-learned embeddings of 8D, 16D, and
32D by discovery-driven, emotion-label-guided, and subject-label-guided contrastive
learning, respectively.
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Table 1. Decoding accuracy from different embeddings to different labels with different
decoders

Decoding Label Emotion Subject

DNN CNN DNN CNN

Discovery-driven embedding-8D 0.327 0.357 0.722 0.958

Discovery-driven embedding-16D 0.355 0.355 0.746 0.962

Discovery-driven embedding-32D 0.346 0.340 0.785 0.962

Emotion-guided embedding-8D 0.417 0.413 0.427 0.108

Emotion-guided embedding-16D 0.420 0.410 0.357 0.091

Emotion-guided embedding-32D 0.394 0.409 0.304 0.091

Subject-guided embedding-8D 0.339 0.341 0.979 0.995

Subject-guided embedding-16D 0.327 0.340 0.980 0.995

Subject-guided embedding-32D 0.343 0.331 0.978 0.996

the identity of a person. Moreover, in the self-supervised learning case where no
labels are provided, the accuracy of identifying a subject is still 96.2%. Recall
that the input feature to generate the embedding is only EEG collected within
0.5 s, which is quite a short time. The feasibility of input features and the close-
to-perfect classification accuracy indicate the promising future of our method be
to applied to identify persons in various HCI scenarios.

The accuracy of detecting emotions is low, probably because the emotional
changes are rarely reflected in temporal voltage features. Including more EEG
features in the inputs may improve emotion detection performance.

4 Conclusion and Future Work

In this paper, we propose to use contrastive learning to generate low-dimension
EEG latent embeddings that are consistent and identifiable. The contrastive
learning encoder can be trained in either the supervised or self-supervised man-
ner and the encoder trained in both manners can have very high decoding accu-
racy. This indicates the potential of using the EEG latent embeddings for various
downstream tasks. Excitingly, we can use the EEG latent embeddings to iden-
tify different persons at close-to-perfect accuracy of 99.6% with EEG input data
with only a 0.5-s window. Our method can be promisingly used in emerging
modern HCI devices and applications, e.g., automatically connecting people to
their roles in video games via EEG-capable AR devices.

In the future, we will try to integrate our EEG latent embedding method into
industrial HCI solutions for entertainment and health management. To achieve
this, we need to improve our method for a wider range of downstream appli-
cations, which may require exploring more informative EEG features as inputs.
We will also verify it with various datasets and in EEG devices of different
specifications.
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Abstract. With the dramatic progress of smart sensing and wearable
device, continuous and real-time acquisition of electrocardiograph (ECG)
tends to be realized in a convenient way. Data mining of ECG signals
has therefore been extensively researched, among which ECG classifica-
tion is a hot topic. This paper presents a fused deep learning algorithm
for ECG classification. It takes advantages of the combined convolutional
and recurrent neural network for ECG classification, and the weight allo-
cation capability of attention mechanism. The input ECG signals are
firstly segmented and normalized, and then fed into the combined VGG
and LSTM network for feature extraction and classification. An attention
mechanism (SE block) is embedded into the core network for increasing
the weight of important features. Two databases from different sources
and devices are employed for performance validation, and the results well
demonstrate the effectiveness and robustness of the proposed algorithm
for classifying ECG signals obtained from wearable ECG devices and
professional medical equipment.

Keywords: ECG classification · Deep learaning · Arrhythmia ·
Attention mechanism

1 Introduction

The electrocardiogram (ECG) analysis is an important non-invasive means for
diagnosing and evaluating cardiac diseases [13]. However, the inherent complex-
ity of arrhythmia often brings difficulties to medical workers in ECG classifica-
tion, and may lead to mis-diagnosis. With the popularity of artificial intelligence
(AI), developing computer-aided ECG classification is in a high demand.

Deep learning based solution for ECG classification has drawn world-wide
concerns in recent years. It is able to automatically extract features, and hence
get rid of the dependence of manual feature extraction in traditional machine
learning methods. About features extraction, as reported in [7], attention mech-
anism is able to increase the weight of important features and further promote
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the classification performance. This advantage has been widely exploited in the
fields of neural machine translation and computer vision [4,15]. It is therefore
plausible to infer that adding attention mechanisms to the ECG classification
model is likely to achieve performance improvement. [16] presented a CNN model
with a non-local convolutional block attention module capable of distinguishing
relationships between local and global segments. In addition, previous works
[1,10] have demonstrated the great potentials of the combined structure of con-
volutional neural network (CNN) and rerrent neural network (RNN) in the ECG
classification problems. As a popular CNN, the visual geometry group network
(VGGNet) [14] has more nonlinear transformation and enhanced ability to learn
features. On the other hand, long short-term memory neural network (LSTM)
is an improved RNN, and it is able to avoid the problems of gradient explosion
or gradient disappearance.

This paper proposes the SEVGGNet-LSTM model for ECG classification.
Our proposal takes advantages of the combined structure of convolutional and
recurrent neural network for ECG classification, and also makes full use of the
attention mechanism’s weight allocation capability. First, ECG data records are
split into 10 s segments. After that, the amplitudes of the divided segments are
normalized. The preprocessed ECG signals are then fed into the SEVGGNet-
LSTM, which is a sequential combination of VGG and LSTM, with an attention
mechanism (squeeze-and-excitation block, SE block) to increases the weight of
important features. Finally, ECG classification is completed by the fully con-
nected layers. Two databases from different sources and devices are employed
for performance validation, and the experimental results well demonstrate the
effectiveness and advantages of the proposed algorithm.

Our main contributions are as follows. 1) A fused deep convolutional neural
network is constructed for ECG classification. 2) The combined convolutional
and recurrent neural network and the weight allocation capability of the atten-
tion mechanism are exploited for performance promotion. 3) Two databases with
ECG records collected by different devices are employed for performance evalu-
ation.

2 The Proposed Method

2.1 Architecture

The proposed algorithm mainly consists of the preprocessing module, feature
extraction module, and classification module, as illustrated in Fig. 1. The pre-
processing module includes signal segmentation and normalization. The ECG
signals are split into 10 s segments, after that a normalization technique is used
to normalize their amplitudes. In the feature extraction module, SEVGGNet and
LSTM constitute the deep neural network, and the preprocessed ECG signals are
fed into the deep neural network for feature extraction. Final, a three-fully con-
nected layer and a softmax layer constitute the classification module to realize
the multi-classification problem.
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Fig. 1. Block diagram of the proposed model.

2.2 Data Preprocessing

The data preprocessing module primarily concentrates on two key tasks: sig-
nal segmentation and normalization. To alleviate computational overhead, ECG
signals are segmented into multiple 10-s segments. Since ECG segment ampli-
tudes can significantly vary owing to individual differences and lead positions,
normalization becomes crucial. This normalization process involves adjusting
the amplitudes, ensuring uniformity, and improving data consistency for further
analysis and model training. The normalization is conducted by

Normalized(X) =
X − X̄

S
, (1)

where X is value of each record, X̄ and S refer to the average and standard
deviation of all the records, respectively.

2.3 Feature Extraction

The core network of the proposed algorithm is illustrated in Fig. 2. It includes
eight convolutional layers, one LSTM layer, five maximum pooling layers, and
two SE blocks. The convolutional layers are split into five parts by maximum
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Fig. 2. Core network of the proposed model.

pooling layers. The numbers of the convolutional layers in each part are 1, 1, 2,
2, and 2, and the sizes of convolutional kernels are 64, 128, 256, 512, and 512,
respectively. Each part of convolutional layer is followed by a maximum pooling
layer to reduce the data length and computational burden of the model. A LSTM
layer is connected after the convolutional layers and maximum pooling layers of
VGGNet to avoid the gradient disappearance and gradient explosion. In addi-
tion, two SE blocks are added to the fusion model of VGGNet and LSTM, which
strengthen the features of R peak. After that, the output of LSTM is given to
the fully connected layer for ECG classification. During the model training pro-
cess, we selected the following optimal parameters: optimizer = “Adam”, learning
rate = 0.001, epoch = 50, and batch size = 32 for improved performance.

The SENet, a kind of attention mechanism, is presented in the form of the
SE block. It contains the squeeze and excitation modules. Squeeze operation is
carried out after the traditional convolution module, that is, all spatial features
in a channel are encoded into a global feature. It is defined as

zc = Fsq(uc) =
1

H × W

H∑

i=1

W∑

j=1

uc(i, j), zc ∈ Rc, (2)

where Zc refers to the c-th element of the squeezed channels, uc represents the c-
th channel of the input, Fsq is the squeeze function, and H and W are the height
and width of the input, respectively. After that, two fully connected layers are
employed for better generalization, an activation function is used to obtain the
channel-wise dependencies. The process is described by

s = Fex(z,W ) = σ(g(z,W )) = σ(W2δ(W1z)), (3)

x̃c = Fscale(uc, sc) = scuc, (4)

where Fex denotes the excitation function, W1 and W2 represent the widths of
the inputs in dimensionality reduction and increasing layers, δ denotes the ReLU
activation function, σ is the sigmoid function, and Fscale represents channel-
wise multiplication.

2.4 Classification Module

At the end of our model, a 3-layers fully connected layer of the VGGNet is
selected, and the softmax function is used to realize multi-classification problem.
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The fully connected layers reassembles the local features into a complete graph
through the weight matrix. The representative features are integrated into a
value, which has the advantage of reducing the influence of feature locations
on classification results, and improving the robustness of the whole network. In
addition, multiple fully connected layers are connected, so that the ability of
nonlinear expression is improved.

3 Experiment Configuration

3.1 Database and Performance Metrics

Two different databases are employed for performance evaluation, the MIT-BIH
arrhythmia database and the 2017 PhysioNet/CinC Challeng database (2017
PCCD). The MIT-BIH arrhythmia database includes 48 recordings, each of
which is sampled at 360 Hz and contains a series of two-leads ECG data. Based
on the proportion of various arrhythmias in the clinic, normal rhythm (N), left
bundle branch block (R), right bundle branch block (L), ventricular precontrac-
tion (V) and atrial premature contractions (A) are selected for classification. On
the other hand, there are 8528 single-lead ECG records in 2017 PCCD. All of
them are collected by wearable devices at a sampling frequency of 300 Hz. The
types of normal (N) and atrial fibrillation (AF) samples are selected to validate
the performance of our model. Because of the data imbalance problem, samples
in the training set are balanced by oversampling, as detailed in Sect. 3.2.

In this paper, accuracy (Acc), sensitivity (Sen), precision (Pre), and F1 score
are employed for performance evaluation. The Acc is the proportion of correctly
classified samples, Sen denotes the recognition ability of positive examples, Pre
represents the proportion of correct predictions in the samples with positive
predictions, and F1 score is the weighted average of Sen and Pre, respectively.

All of the models are implemented on the framework Tensorflow-gpu 2.6.2,
using the Windows-11 operation system. The algorithm is deployed on a work-
station with Intel(R) Core(TM) i7-12700H at 2.7 GHz, and an RTX 3060 GPU
with a 14 GB memory.

3.2 Oversampling

Oversampling is adopted to solve the data imbalance problem, by increasing the
number of certain arrhythmia samples. In this paper, the random oversampling
method is used. It works as follows. 1) Taking the class with the largest number
of samples as the benchmark, calculate the multiple of the benchmark class and
the minority classes. 2) If the multiple is greater than 2, the minority classes
are copied by corresponding multiples. 3) If the multiple is less than 2, a cer-
tain proportion (multiple minus one) of samples from the minority classes are
randomly selected for duplication. Taking MIT-BIH arrhythmia database as an
example, and samples counts before and after oversampling is listed in Table 1.
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Table 1. Oversampling on MIT-BIH arrhythmia database

Type Before oversampling After oversampling

N 6735 6735

V 3005 6010

L 1202 7212

R 1179 7074

A 771 6939

Total 12892 33970

3.3 Cross Validation

Under the condition of limited size of dataset, 10-fold cross validation is able to
achieve multiple random partitioning of the training set and test set. The original
dataset is divided into 10 equal sized parts, of which nine parts are considered
as training dataset and the other one is used for testing. 10-fold cross validation
avoids overlap between the training and testing datasets. In each iteration, the
balanced training data set is used to get the optimized parameters of the model,
and then the corresponding test set is employed for performance evaluation.
After 10 iterations, the results from each iteration are combined to yield the
average performance of the model.

4 Results and Discussion

4.1 Overall Performance

Table 2 lists the results when using the proposed algorithm to classify various
heart rhythms in the MIT-BIH arrhythmia database. The overall Acc, Sen, Pre
and F1 values are 0.996, 0.984, 0.988, and 0.986, respectively. By considering
both Sen and Pre, the F1 score better demonstrate the overall performance of
the proposed algorithm. For A, L, N, R, and V types of rhythms, the achieved F1
scores of our method are 0.955, 0.995, 0.993, 1.000, and 0.987, respectively. For
R rhythm, all of the performance metrics are optimal, that is, 1, which indicates
the good performance in identifying R rhythms. In addition, all of the Acc values
are higher than 0.992, demonstrating that the classification performance of our
algorithm is very satisfactory.

In order to verify the universality of the proposed algorithm, it is further
applied to 2017 PCCD, and the performance records are listed in Table 3. As
can be observed, the Acc, Sen, Pre and overall F1 records are 0.962, 0.931,
0.914, and 0.922, respectively. As concluded above, the proposed algorithm shows
satisfactory performance on both databases.
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Table 2. Performance on MIT-BIH arrhythmia database

Types Acc Sen Pre F1

A 0.994 0.955 0.955 0.955

L 0.999 0.991 1.000 0.995

N 0.992 0.997 0.989 0.993

R 1.000 1.000 1.000 1.000

V 0.994 0.978 0.997 0.987

Overall 0.996 0.984 0.988 0.986

Table 3. Performance on 2017 PCCD

Types Acc Sen Pre F1

N 0.962 0.974 0.982 0.978

A 0.962 0.888 0.845 0.866

Overall 0.962 0.931 0.914 0.922

4.2 Comparison Results

In order to further validate the performance of our proposal, some state-of-
the-art algorithms are employed for comparison. For fair comparison, only the
algorithms developed for the same classification problems and tested on the
same database are introduced. Regarding the MIT-BIH arrhythmia database,
the selected models for comparison are as follows. Liu et al. [8] proposed a
model based on LSTM to obtain time-series features of ECG. In [10], the CNN
layer is used to extract feature maps, and the LSTM layer captures the temporal
dynamics. The model [5] is composed of a eight-layers CNN, a eight-layers LSTM
and a fully connected layer. Detailed performance records of the compared mod-
els are listed in Table 4. The F1 score, Acc, Sen and Pre of the proposed model
are higher than those of the compared models. The advantages of our proposal
are therefore validated.

In addition, the two-class classification performance of wearable ECG is also
compared on the 2017 PCCD. The results are listed in Table 5. Compared with
the peer algorithms that have reported their F1 performance, the proposed model
has the highest F1 score of 0.922. The comparison results further verify the good
performance of the proposed model.
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Table 4. Comparison on MIT-BIH arrhythmia database

Methods Acc Sen Pre F1

LSTM [8] 0.986 0.980 0.976 0.978

CNN+LSTM [10] 0.981 0.975 – –

CNN+LSTM+HOS [5] 0.989 0.965 0.969 0.967

U-Net [11] 0.973 – – –

RBF-BA [2] 0.952 0.956 0.906 0.930

LDA [17] 0.962 0.925 0.947 0.936

KNN [6] – 0.809 0.769 0.788

Proposed method 0.996 0.984 0.988 0.986

Table 5. Performance comparison on 2017 PCCD

Methods Acc Sen Pre F1

CNN [12] 0.899 0.671 0.590 0.628

VGGNet [14] 0.976 0.909 0.903 0.906

MS-CNN [3] 0.977 0.943 0.886 0.914

BT [9] 0.966 0.832 – –

Proposed 0.962 0.931 0.914 0.922

Table 6. Results of ablation experiments on the MIT-BIH arrhythmia database

Methods Acc Sen Pre F1

VGG11 0.972 0.901 0.898 0.898

VGG13 0.979 0.873 0.943 0.895

VGG16 0.963 0.810 0.858 0.824

VGG11-LSTM 0.980 0.911 0.911 0.911

VGG13-LSTM 0.980 0.894 0.919 0.906

VGG16-LSTM 0.977 0.867 0.911 0.888

SEVGG11-LSTM 0.980 0.933 0.909 0.919

Proposed (SEVGG11-LSTM-O) 0.996 0.984 0.988 0.986
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Table 7. Results of ablation experiments on the 2017 PCCD

Methods Acc Sen Pre F1

VGG11 0.914 0.647 0.800 0.689

SEVGG11 0.972 0.901 0.898 0.898

VGG11-LSTM 0.952 0.841 0.950 0.885

VGG13-LSTM 0.945 0.868 0.893 0.880

VGG16-LSTM 0.941 0.798 0.950 0.853

SEVGG11-LSTM 0.952 0.877 0.913 0.894

Proposed (SEVGG11-LSTM-O) 0.962 0.931 0.914 0.922

4.3 Discussions

In order to determine the optimized network, convolutional networks of various
depths are created. In specific, networks with 11, 13 and 16 convolutional lay-
ers are compared on the MIT-BIH arrhythmia database. As listed in Table 6,
with the increasing counts of convolutional layers, the performance metrics
decrease. Compared with the basic models, VGG11-LSTM is finalized for fur-
ther improvement. When enhanced by the attention mechanism, the overall F1
score increases, indicating that the SEVGG11-LSTM has better classification
performance. After oversampling is implemented, the classification performance
is further improved, and the strong competitiveness on the MIT-BIH arrhythmia
database is advantageous to that of the state-of-the-art algorithms.

Similar ablation experiments are also performed on the 2017 PCCD, and the
performance records are comparatively listed in Table 7. Similarly, the F1 score
decreases with the increasing counts of the convolutional layers, and is increased
after introducing the attention mechanism. When oversampling is further used,
the F1 score reaches the optimum value. Tables 6 and 7 well validate the great
potentials of attention mechanism and oversampling for ECG classification.

Compared with the validation on a single database, two databases are
employed in our paper in a “dual-centers” fashion. More participants are involved
to avoid the limitation of a single database, and the conclusion is therefore more
reliable. In addition, researchers can draw on the wisdom of the masses in the
two databases to improve clinical trials.

5 Conclusion

This paper demonstrates a novel deep learning algorithm for ECG classification.
It makes use of the combined convolutional and recurrent neural network for
classifying ECG as well as the attention mechanism to assign weights. The input
ECG signals are sequentially segmented and normalized. After that, the prepro-
cessed signals are fed into the combined VGG and LSTM network for feature
extraction and classification. The core network contains an attention mechanism
that increases the weight of significant features. Two databases from different
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sources and devices are employed for performance validation, and the results
well demonstrate the effectiveness and advantages of the algorithm.
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Abstract. Nowadays, there is increasing demand for mental health
monitoring systems to enable disease diagnoses, such as anxiety and
depression. However, the privacy concerns for sensitive data impede its
wide adoption. To protect data privacy, federated learning (FL) is pro-
posed to enable decentralized collaborative model learning without shar-
ing sensitive data. Though, FL training process can be slowed with the
non-Independent-and-Identically-Distributed (non-IID) datasets across
participating clients, causing extra communication costs. In this paper,
we propose the FL adaptive gradient optimization method to accelerate
the convergence under the context of non-IID training. As the reference
direction for parameter update, the gradient has a great impact on the
convergence performance throughout the training. By adaptively modi-
fying the local gradients according to the global gradient, we reduce the
local parameter divergence to enable robust training and fast conver-
gence. Meanwhile, as an application to our FL optimization algorithm,
a novel sleep monitoring system is proposed to detect potential depres-
sion. Experiments demonstrate that with our proposed method, faster
convergence and higher accuracy can be realized compared to commonly
adopted Federated Averaging (FedAVG) and other adaptive optimiza-
tion methods, which effectively save communication costs.

Keywords: Adaptive Gradient · Federated Learning · Non-IID
Datasets · Depression Detection

1 Introduction

Since the report of the first Covid-19 case, the pandemic has spread for more than
two years, overwhelming the healthcare system all over the world. The sustaining
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pandemic has raised concerns not only over the public’s health physically but also
psychologically. According to [12], the depression ratio in China has increased
during the Covid-19 period, with significant heterogeneity detected. [14] suggests
that people under quarantine have a higher risk of suffering from different levels
of mental problems. Thus, a timely and effective depression prevention system
is demanded.

Recent studies have discovered significant association between depression and
sleep behavior, such as sleep duration and sleep disturbance [16]. The findings
enable the idea of a depression detecting system supported by Internet of Medi-
cal Things (IoMT) and sleep healthcare monitoring. By utilizing portable sleep
monitoring devices, such as smartphones or wearable smartwatches, it is pos-
sible to apply machine learning (ML) technologies to extract significant sleep
patterns for depression classification [1,17]. Meanwhile, federated learning (FL),
as a newly proposed decentralized ML training paradigm, is proposed to protect
users’ data privacy. By integrating FL into IoMT design, there are potentially
more public users willing to participate in the model training to achieve higher
accuracy and sensitivity [15].

Many implementations of FL enabled healthcare application are proposed to
solve medical diagnosis problems, e.g., [10], [5] and [8] try to enable Covid-19
diagnosis with FL framework and [19] applies FL into human emotion detection.
However, the majority of the researches assume Independently-and-Identically-
Distributed (IID) data across the participants, which usually is not true for
many real-life applications [13]. In most reality scenarios, the datasets across
the participants are non-Independently-and-Identically-Distributed (non-IID).
For example, the datasets from hospital generally contain more positive samples
than datasets collected from community users. The non-IID datasets can sig-
nificantly downgrade the convergence during model training. To achieve desired
model accuracy, more training epochs are required compared to IID training,
which also results in higher communication costs. Therefore, to alleviate net-
work overload, it is important to develop a novel federated learning method
with faster convergence rate under non-IID training.

Currently, there are a number of researches trying to improve the non-IID
convergence performance of FL from a different perspective. [21] proposed the
weight divergence model to quantify the effect of non-IID datasets, and suggested
to improve convergence by sharing a subset of data, which violates the privacy-
preserving principle of FL. [11] summarized a general framework for adaptive
federated optimizations, including FedADAM, and FedYOGI [7], to improve
convergence by changing learning rate throughout the training process. [18] also
assign learning rate adaptively according to the clients’ contribution. However,
there are few articles discussing the optimization method with adaptive gradi-
ent, where gradients in back-propagation is adjustable to enhance convergence
during training phase. While changing learning rate can adjust the “speed” of
optimization, adaptive gradient adjusts the “direction” of global and local FL
optimization, which potentially accelerates the convergence.

In this article, we develop and explore a novel adaptive gradient optimiza-
tion method to alleviate the effect of non-IID data training. We also investigate
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how the optimization algorithm can improve the model’s training with non-
IID datasets. Further, the integration of the proposed method into a depression
detection application based on sleep monitoring is explored. The main contribu-
tions are summarized as follows:

1. A novel federated optimization method with adaptive gradient is proposed
for the non-IID data training case, which achieves faster convergence per-
formance compared to commonly adopted FL algorithms, e.g., FedAVG,
FedADAGRAD and FedADAM. Based on the global gradient, we propose
to adaptively modify local gradients according to the weighted average of a
global gradient and the local gradient, which helps lead the local parameter
updates to the desired direction.

2. A systematic analysis for our proposed algorithm is provided. We analytically
prove that parameter divergence of the non-IID data training case is reduced
by the adaptive gradient method. By reducing the gradient divergence during
local training, our proposed algorithm enables more robust training and less
number of rounds to converge with non-IID clients, which saves communi-
cation costs significantly. Furthermore, the experiments validate our results
by demonstrating faster convergence and higher accuracy of our proposed
algorithm.

3. A novel depression detection system is implemented with the integration
of FL, where depression classification is achieved by analyzing sleep data
collected by portable smartphones and wearable smartwatches. Experiments
demonstrate that the proposed adaptive gradient method can enable robust
and effective model training.

In the rest of this article is organized as follows. The background and motiva-
tion are discussed in Sect. 2. In Sect. 3, we propose a FL optimization algorithm
with adaptive gradient, and provide a theoretical convergence analysis. Follow-
ing that, detailed depression detection technology with smartphone and wearable
smartwatch is discussed in Sect. 4. In Sect. 5, the performance of the proposed
system is evaluated by conducting a simulated experiment. Finally, Sect. 6 con-
cludes this paper.

2 Background and Motivation

The non-IID data training problem is a common issue for IoMT applica-
tions. IoMT applications contain datasets recorded from a variety of data
sources, including hospitals, schools and homes, etc. The non-IID distribution
of datasets causes heterogeneous local parameter updates, which perplexes the
global parameter aggregation and requires a large number of rounds to con-
verge. Therefore, it is crucial to develop a federated optimization method for
the non-IID data training to enable fast convergence and reduce communication
costs. Furthermore, a system architecture for the integration of FL and IoMT is
required to enable mental healthcare monitoring system.
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Fig. 1. System Architecture

In the following section, we first discuss several commonly adopted FL algo-
rithms and adaptive optimization methods. Following that, we introduce the
issues caused by non-IID data training and the motivation of our proposed
method. Finally, we discuss how our proposed method can be applied into depres-
sion detection based on sleep monitoring systems.

2.1 Federated Learning and Adaptive Optimization

Federated learning is a decentralized machine learning mechanism, where a glob-
ally shared model is trained collaboratively by a set of distributed local clients.
As illustrated in Fig. 1, local clients can be located in hospitals, schools, or
even at home. Different from the centralized learning method, the local dataset
stored in each client is not transmitted to the central server. Rather, only model
parameters are transmitted. Therefore, FL is considered as a privacy-preserving
technology for many data-sensitive applications.

To collaboratively train a global model, FedAVG is a commonly adopted
optimization algorithm, which is based on stochastic gradient descent (SGD)
algorithm [9]. The FedAVG pseudo-code is illustrated in Algorithm 1. The cen-
tral server firstly sends the current global parameters w

(g)
r at global iteration

r to the set of local clients [K], [K] = {1, 2, . . . ,K}. After receiving the global
parameters, the local client k (k ∈ [K]) would train its local model and update
its local parameters with its local dataset D(k). After local training is performed
for E iterations, the local parameters w

(k)
t of all clients are transmitted back to
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Algorithm 1. FedAVG, FedADAGRAD, and FedADAM

1: Initiate w
(g)
0 , m−1, v−1 ≥ τ2, decay parameters β1, β2 ∈ [0, 1].

2: for r = 0, 1, ..., T − 1 do
3: t = r ∗ E
4: for each client k ∈ [K] in parallel do

5: w
(k)
t = w

(g)
r

6: for e = 0, 1, ..., E − 1 do
7: Compute an unbiased estimate gradient function G

(k)
t of ∇F (k)(w

(k)
t )

8: w
(k)
t+1 = w

(k)
t − η ∗ G

(k)
t

9: t = t +1
10: end for
11: end for
12: w

(g)
r+1 =

∑K
k=1

|Dk|
|D| ∗ w

(k)
t (FedAVG)

13: Δr = w
(k)
r+1 − w

(k)
r

14: mr = β1 ∗ mr−1 + (1 − β1) ∗ Δr

15: vr = β2 ∗ vr−1 + (1 − β2) ∗ Δ2
r (FedADAM)

16: vr = vr−1 + Δ2
r (FedADAGRAD)

17: w
(g)
r+1 = w

(g)
r + η mr√

vr−τ

18: end for

the central server, where a weighted average of all local parameters is computed
and sent back to local clients for the next round’s training.

Recently, the adaptive learning rate is a widely adopted federated optimiza-
tion technology to enable faster and more robust convergence. FedADAGRAD
and FedADAM [7] are among the state-of-art algorithms. The pseudo-codes
are illustrated in Algorithm 1. According to [11], both algorithms share the
same idea: remember the historical momentum information about gradients and
enlarge the learning rate when the current gradient is steady. The difference
between these two adaptive optimization methods is the different coefficients,
β1 and β2, which are used to compute mt and vt. Experiments show that adap-
tive learning algorithm can have better convergence performance compared to
FedAVG, which motivates us to adopt an adaptive optimization method when
dealing with non-IID datasets.

2.2 Parameter Divergence with Non-IID Datasets

Even though adaptive-learning-rate algorithms can boost the FedAVG to achieve
more robust convergence, FL optimization algorithms generally perform bad
with respect to non-IID datasets. The reason behind the poor convergence per-
formance is discussed in [21], where the author proposed the parameter (or
weight) divergence model and quantified the parameter divergence by Earth
Mover’s Distance (EMD).

As illustrated in Fig. 1, datasets collected by different clients can vary sig-
nificantly from other clients. For depression classification, datasets from hospi-
tals contain more positive samples compared to datasets collected from schools.
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Therefore, due to the non-IID nature of local training datasets, the local param-
eters are updated heterogeneously given different local clients. After epochs of
local training, the local parameters transmitted back to the server can have a
huge variance. The diversity of local parameters will be exaggerated with the
increment of local training epochs as well as the level of unbalance of datasets.

Therefore, we propose the adaptive gradient optimization method for FL
training with non-IID data. By utilizing the global gradient shared among clients,
we can give direction for the local gradient updates and potentially reduce the
parameter divergence. Different from traditional adaptive learning algorithms,
which tend to modify learning rate throughout the training, our method adapts
the local gradients accordingly. The detailed implementation will be further dis-
cussed in the next section.

2.3 Depression Detection Through Sleep Monitoring

As presented in Fig. 1, with our proposed FL optimization method to deal with
non-IID data training, an application to the depression detection can be imple-
mented. Traditionally, the training performance is limited due to the non-IID
distribution of datasets (i.e., hospitals may contain more depressive sleep data),
while our adaptive gradient method potentially improves the convergence perfor-
mance during the training. As for the depression detection system, two portable
devices are utilized to record users’ sleep behavior, smartphones and wearable
smartwatches. Both devices are common in our daily life. Smartphones can col-
lect the overnight sound signal with microphones and detect body movement
with accelerometers, while smartwatches can monitor wrist activities. The col-
lected raw data would be segmented into frames and each frame would be clas-
sified into predefined sleep events, including body movement, snoring, coughing,
etc. After event classification, features such as sleep duration and sleep efficiency
can be extracted. Meanwhile, feature engineering on local datasets, including
normalization and null data handling, should be performed before model train-
ing. Finally, features will be fed into a classification model for depression clas-
sification. The developed system can potentially be deployed for both medical
analysis or for home-based healthcare monitoring. The detailed implementation
will be further discussed in Sect. 4.

3 Federated Learning with Adaptive Gradient

3.1 Proposed Algorithm for Adaptive Gradient

Since the large heterogeneity of non-IID datasets, local parameters training of
different clients may diverge from each other significantly with the traditional
FedAVG. The parameter divergence can be modelled as Fig. 2: There are K
local agents participating in the training with local non-IID datasets D(k), where
k ∈ [K]. The central server will aggregate the local weights after E local updates.
After m global iterations, we denote w

(k)
mE as its local parameters and denote G

(k)
mE
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Fig. 2. Federated Learning with Adaptive Gradient

as the estimated gradient function for local client k. Then the local parameters
update can be formulated as:

w
(k)
mE+1 = w

(k)
mE − η ∗ G

(k)
mE . (1)

We denote the global parameters as w
(g)
mE , which is the weighted average of local

parameters w
(k)
mE received from all participating clients:

w
(g)
mE =

K∑

k=1

|D(k)|
|D| ∗ w

(k)
mE . (2)

As for FedAVG, the estimated gradient function G
(k)
mE is assumed to be ∇F

(k)
mE ,

the gradient of the loss function F
(k)
mE , as no adaptive method is applied. As

indicated in Fig. 2, due to the great variance of different local datasets, the local
parameter updates of traditional FedAVG can be diverging. Because the gradient
of loss function ∇F

(k)
mE is varying with dataset D(k). Therefore, the parameter

update of client 1 can be significantly distinct from that of client K. Thus, the
equivalent global parameter updates (the blue arrows), as the average of local
parameter updates, potentially has huge variance and is considerably unstable.
The convergence efficiency is compromised as a result.

Therefore, to alleviate the instability caused by non-IID local datasets, it is
intuitive to include certain global information to guide the local updates and
reduce the variance. We propose the adaptive gradient optimization method
that utilize the global gradient as a reference to guide the local parameter
updates. As shown in Algorithm 2, after m global iterations, each local client
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Algorithm 2. Adaptive Gradient Optimization

Initiate w
(g)
0 , w

(g)
−1 , G

(g)
0 , decay parameter α ∈ [0, 1].

2: for m = 0, 1, ..., T − 1 do

G
(g)
t =

w
(g)
m −w

(g)
m−1

ηE

4: for each client k ∈ [K] in parallel do
t = m ∗ E

6: w
(k)
t = w

(g)
t

G
(k)
t−1 = G

(g)
t

8: for e = 0, 1, ..., E − 1 do
G

(k)
t = α ∗ ∇F

(k)
t + (1 − α) ∗ G

(k)
t−1

10: w
(k)
t+1 = w

(k)
t − η ∗ G

(k)
t

t = t +1
12: end for

end for
14: w

(g)
m+1 =

∑K
k=1

|Dk|
|D| ∗ w

(k)
t

end for

receives both global parameter w
(g)
mE and global gradient G

(g)
mE , which is cal-

culated according to the global parameters of current and the previous global

iterations G
(g)
mE = −w

(g)
mE−w

(g)
(m−1)E

ηE . The global parameters G
(g)
mE measures the

average gradient in each local iteration, using information from two consecutive
central server aggregations. Then, the local gradient of client k at the first local
iteration mE is updated as follows:

G
(k)
mE = α ∗ G

(g)
mE + (1 − α) ∗ ∇F

(k)
mE , (3)

where ∇F
(k)
mE is the gradient of models loss function under the local dataset

D(k). After the first epoch of local update, the local gradient of client k at the
remaining epochs is updated as:

G
(k)
mE+t = α ∗ G

(k)
mE+(t−1) + (1 − α) ∗ ∇F

(k)
mE+t, (4)

where t = 1, 2, ..., E − 1.
The idea of the adaptive gradient design is that local training can refer to the

global gradient as the “the correct direction”. The advantage of such a design
can be summarized as follows:

1. The optimization convergence is potentially improved under the context of
non-IID training because the variance of local parameter updates is reduced
and the direction of local update is corrected by the global gradient.

2. Momentum information of previous training iterations is considered, which
can accelerate the training convergence.

3. The global gradient as additional information transmitted through the net-
work reveals no private information and the privacy-protecting nature of FL
is preserved.

4. With local training in clients stabilized, more epochs of local updates can be
performed to reduce the network communication burden.
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3.2 Convergence Analysis

In this section, we provide mathematical proof that our proposed method can
have better convergence compared to traditional FedAVG algorithm, under the
context of non-IID training. We evaluate the parameter divergence, ||w(g)

mT −
w

(c)
mT ||, between federated learning mechanism (under adaptive gradient opti-

mization approach) and traditional centralized learning approach using stochas-
tic gradient descent (SGD) optimization method. The parameter divergence
quantifies the deviation of local updates from centralized training, which directly
affect the training performance of FL. Ideally, smaller parameter divergence
indicates that the federated learning process is close to the centralized learning
process under the non-IID scenario.

In the traditional centralized optimization method, an IID dataset D is
applied. Let w

(c)
t denotes the parameters found by centralized SGD under the

tth iteration. The iterative SGD optimization process can be formulated as:

w
(c)
t+1 = w

(c)
t − η ∗ G

(c)
t , (5)

where G
(c)
t = ∇F

(c)
t is an unbiased estimate of the loss function given the aggre-

gated data set D. We assume the mechanism of federated learning as follows: Cen-
tral server will aggregate the local parameters after E local updates. After m global
aggregations, we denote w

(k)
mE as the parameters found by local SGD at the mEth

iteration, and G
(k)
mE as the adaptive gradient function proposed in the previous

section. Similarly, we denote w
(g)
mE as global parameters at the mEth iteration.

To formally bound the parameter divergence between federated learning
training and centralized training, we provide the following proposition:

Proposition 1: Given K clients with non-IID datasets D(k), k ∈ [K] and per-
forming E local updates each global iteration. After m global iterations, the
parameter divergence satisfies:

||w(g)
mE − w

(c)
mE || ≤ ||w(g)

(m−1)E − w
(c)
(m−1)E ||+

η ∗ ||
T−1∑

t=0

K∑

k=1

|D(k)|
|D| ∗

[
G

(k)
(m−1)E+t − G

(c)
(m−1)E+t

]
||.

(6)

The proof of Proposition 1 is demonstrated in Appendix A.1. Based on Propo-
sition 1, we can have the following remarks:

Remark 1: The parameter divergence under non-IID context is majorly caused
by local gradient divergence at each local iteration, G

(k)
(m−1)E+t − G

(c)
(m−1)E+t.

Using the centralized training gradient as the reference direction for weights
update, the wrong direction trained by non-IID samples can slowly drift the global
parameters away from the desired output.

Remark 2: The parameter divergence after the mth global aggregation can be
treated as the accumulative result of the previous global parameter divergence
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||w(g)
(m−1)E − w

(c)
(m−1)E || plus the gradient divergence caused by the recent E local

updates. Therefore, by reducing the gradient divergence within each local update,
the global weight divergence can be reduced cumulatively and significantly.

Next, we will show that under the aforementioned model, the proposed
method can reduce the local gradient divergence G

(k)
(m−1)E+t − G

(c)
(m−1)E+t by

αE , compared to the FedAVG algorithm. In FedAVG, the estimated gradient
function is equal to the gradient of loss function:

G
(k)
t = ∇F

(k)
t . (7)

While for the adaptive gradient optimization, the estimated gradient function is
adaptive according to (3) and (4). Then, we can deduce the following proposition
based on these two estimated gradient functions.

Assumption 1: The difference between the estimated gradient functions for
local client k ∈ [K] and centralized method is bounded by σ, i.e., ||G(k)

t −G
(c)
t || ≤

σ with σ ≥ 0.

Assumption 2: The centralized gradient ∇F
(k)
t is β − smooth.

Then, we have the following proposition.

Proposition 2: Under Assumptions 1 and 2, the average gradient divergence
of all local agents can be computed as:
– FedAVG:

K∑

k=1

|D(k)|
|D|

[
G

(k)
(m−1)E+t − G

(c)
(m−1)E+t

]
≤

K∑

k=1

|D(k)|
|D| ∗ σ. (8)

– Our Method:
K∑

k=1

|D(k)|
|D|

[
G

(k)
(m−1)E+t − G

(c)
(m−1)E+t

]
≤

K∑

k=1

|D(k)|
|D| ∗

[
(1 − αt) ∗ σ + αt ∗ (G(g)

(m−1)E − G
(c)
(m−1)E) + β ∗ t

]
.

(9)

The proof of Proposition 2 is demonstrated in Appendix A.2. Based on Propo-
sition 2, we can have the following remarks:

Remark 3: σ is the main reason that causes the gradient divergence. With non-
IID dataset, the value of σ can be potentially huge. Therefore, to improve con-
vergence, it is necessary to alleviate the effect caused by σ. As the number of
clients increases, it is reasonable to assume that G

(g)
(m−1)E = G

(c)
(m−1)E, neglect-

ing the gradient divergence caused by previous updates. Therefore, the proposition
indicates that our proposed method can effectively reduce the gradient divergence
from σ to (1 − αt) ∗ σ, for the consecutive t local updates.

Remark 4: To reduce the local gradient divergence, we prefer a larger α ∈ [0, 1].
However, α cannot be too large because it would add up the risk that the opti-
mization would start up for a wrong direction at the beginning. Meanwhile, the
gradient divergence reduction will not be prominent as local iteration t increases.
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Fig. 3. Depression Classification with Sleep Data

4 Depression Detection with Sleep Monitoring

In this section, we would discuss the detailed process of depression detection
with the collected sleep data. As an application of our proposed FL adaptive
optimization, the depression classification models can be trained efficiently with
non-IID datasets. As indicated in Fig. 3, two sleep monitoring devices are applied
in our system to collect data. Smartphone serves as an unobtrusive monitor
to record the overnight sound signals and bed acceleration, without physical
contact with users. While wearable smartwatch, embedded with an actigraph
detector, can detect activity data of wrist movement. The raw data will be
analyzed according to the following steps: feature extraction, feature engineering
and depression classification.

4.1 Feature Extraction

To extract sleep features related to depression classification, different types of
data would follow a different data analysis process:

– Sound: The sound signal is sampled at a frequency of 16KHz. During data
preprocessing, the sound signal is firstly segmented into 5-second frames,
and each frame would be converted into a spectrogram using the short-time
fourier transform (STFT). After data preprocessing, a deep learning classi-
fier, SleepDetCNN [20], is applied to classify the spetrograms into “snoring”,
“coughing” or “background noise”. Finally, we would extract the acoustic
sleep features including total snoring time (TST) and total coughing time
(TCT).

– Acceleration: Acceleration data is used to detect the slight 3-dimensional
vibration of the bed, and to record users’ body movement. According to our
previous work [20], acceleration data would be segmented into frames and
the noise frames would be eliminated. After data preprocessing, statistical
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features including root mean square (rms), variance (var), and mean (avg) are
calculated and a low-pass filter is applied to classify users’ body movement.
Finally, we extract sleep features including movement rate (MR), average
movement amplitude (AMA), and average movement interval (AMI), which
can measure users’ sleep quality.

– Activity Data: The activity data is a series of data points, which are con-
stituted by a timestamp and an activity value. Due to the low intensity of
activity during sleep, we develop a voting mechanism to determine whether a
data point is sleep data or not. We define the interval before and after 15 min
of a data point as the interval of interest. If there are more than 13 min of
inactivity (activity value equal to 0) within the interval of interest, the data
point would be considered as sleep data. Based on the time series classified as
sleep data, we can extract the following sleep features: start time (ST), end
time (ET) and total sleep duration (TSD), etc. Meanwhile, by analyzing the
discontinuity of the sleep data, we can extract features such as the total time
of waking-up (TW), the number of waking-up (NW), and the frequency of
waking-up (FW). Finally, we extracted statistical features such as the highest
activity value (HA) and the lowest activity value (LA).

– Other: The age and gender of the users are added as additional features to
be considered in the analysis.

4.2 Feature Engineering

When collecting the data from different devices, it is common that data is abnor-
mal or missing due to improper operation. Therefore, extra attention needs to
be paid to handle the missing data. We use a generative adversarial network
(GAN) [2] to interpolate the missing data. Using a generator to generate the
interpolated data and a discriminator to discriminate between the interpolated
values and the true values, we make the generated values as close to the actual
values as possible through a continuous competition. To avoid the generation of
anomalous data values (i.e., the generated sleep end time is earlier than the sleep
start time), we reprocessed the generated values by a transformation function so
that all generated values would fall within the maximum and minimum values
of the feature. After data interpolation, we also normalize the data to make it
comparable across dimensions, thus improving the model training’s effectiveness.

4.3 Depression Classification

A machine learning model was built to classify whether a user is depressive
based on the extracted feature set. The model was built following an ensem-
ble learning approach, integrating a variety of weak classifiers, including SVM,
KNN, logistic regression, case based reasoning (CBR), and decision tree classifi-
cation algorithms. The ensemble learning design is to improve the accuracy and
generalization of the model.
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Fig. 4. Testing accuracy over global rounds of the proposed algorithm, FedAVG,
FedADAM, FedADAGRAD over MNIST, with IID datasets and non-IID datasets
respectively

Fig. 5. Testing accuracy over global rounds of the proposed algorithm, FedAVG,
FedADAM, FedADAGRAD over CIFAR-10 with non-IID datasets

As the number of non-depressive samples in the dataset is much larger than
the number of depressive samples, the classifiers generally prefer to classify
the sample as non-depressive. To ameliorate this problem, we design a voting
mechanism for the ensemble method, where classifiers with a higher preference
for depressive samples would be weighed more. The performance can also be
improved by adding penalty terms to the weak classifiers.

5 Experiment and Validation

To validate the performance of our proposed adaptive gradient optimization, we
have implemented the algorithm with PyTorch environment and conducted a
series of experiments to demonstrate the convergence performance. In Sect. 5.1,
we firstly introduce the experiment setting. Then, in Sect. 5.2 we perform and
compare the simulated FL training for non-IID image classification problems,
using our proposed method, FedAVG, FedADAM, and FedADAGRAD respec-
tively. In Sect. 5.3, we validate the performance of our algorithm on the depres-
sion detection application using real-life data collected from wearable smart-
watches.
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5.1 Experiment Setting

1. Dataset: For the simulated image classification training, we evaluate different
algorithms by training on the typical image classification datasets: MNIST
and CIFAR-10 [4,6]. MNIST (60000 training samples and 10000 testing sam-
ples) is the handwritten images dataset with 10 classes. CIFAR-10 (50000
training samples and 10000 testing samples) is the colored images dataset
with 10 classes. For IID training, each dataset is split into 100 equal-size sub-
sets randomly for clients (MNIST: 100*600; CIFAR-10: 100*500). For non-
IID training, we consider the extreme case where each client contains samples
from only one class. The dataset is firstly sorted according to labels, then each
client selects a subset of samples with the same label.

2. Model: CNN models are applied as deep learning models for the FL training.
For MNIST, the CNN model has 6 layers with the following architecture: 5 ×
5 × 10 Convolutional → 5 × 5 × 20 Convolutional → p = 0.5 Dropout → 320
× 50 Fully connected → 50 × 10 Fully connected. For CIFAR-10, the CNN
model has 6 layers with the following architecture: 5 × 5 × 6 Convolutional
→ 2 × 2 MaxPool → 5 × 5 × 16 Convolutional → 400 × 120 Fully connected
→ 120 × 84 Fully connected → 84 × 10 Fully connected.

3. Federated Learning: The number of clients: K = 200; Local dataset size:
|Di| = 300 for MNIST and |Di| = 250 for CIFAR-10; Local batch size: B = 10.
Global round m and local update epochs E are two variants to control the
experiments. We set η = 0.01, α = 0.9 for hyperparameters.

5.2 Image Classification

The simulation result over MINST is illustrated in Fig. 4. We plot the testing
accuracy vs. global rounds of FL with IID training and non-IID training respec-
tively. From the diagram, we can observe from the non-IID training result that
our proposed method has a much faster convergence speed than the other three
methods, with local epochs ranging from 1 to 20. In particular, our proposed
method converges very fast for the initial rounds since the gradient divergence is
more significant at the early stage. It demonstrates that our proposed adaptive
gradient method outperforms other optimization methods with adaptive learn-
ing rate (FedADAM and FedADAGRAD). With a large number of clients and
extremely unbalanced local datasets, both FedADAM and FedADAGRAD algo-
rithms can hardly deal with the parameter divergence with huge variance, while
our proposed method can reduce the variance to enable robust training. As for
IID training, the proposed adaptive gradient method has a similar convergence
performance to the other three algorithms, which indicates that our algorithm
is very suitable for solving non-IID data training.

The simulation result over CIFAR-10 is illustrated in Fig. 5. According to
MNIST’s result, the performance of different algorithms over IID training is
similar. Thus we only demonstrate the non-IID data scenario. Due to the com-
plexity of CIFAR-10 and the simplicity of our CNN model, the non-IID training
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Fig. 6. Testing accuracy trained on CIFAR-10 with 50 global rounds over local training
epoch, with FedAVG, FedADAM, FedADAGRAD and our proposed method respec-
tively

on CIFAR-10 is much harder than non-IID training on MNIST [21]. Therefore,
we observe testing accuracy converges only to around 50%.

Regardless, we can observe that with local epochs more than 5, the conver-
gence rate of our proposed method is much faster compared to other optimization
methods. While the performance is similar when the local epoch is equal to 1. The
reason is that according to Proposition 1, with more local epochs, local gradient
divergence will be accumulated to bias the global training, making it difficult
to converge due to the high variance. Since the designed adaptive gradient can
reduce the gradient divergence caused by non-IID datasets, the advantage stands
out as the number of local epochs increases. Therefore, our proposed method can
potentially enable much more local training epochs because the local updates
are stabilized using the adaptive gradient. With more local train epochs, the
communication cost can be reduced consequently.

In Fig. 6, we validate that our proposed adaptive gradient method can sup-
port more iterations of local training. The testing accuracy after 50 global aggre-
gations is plotted, given local epochs ranging from 1 to 20. We can observe that
with our proposed method, the testing accuracy increases much faster than the
other algorithms as local epochs get larger. FedADAM and FedADAGRAD have
little accuracy improvement when the number of local training epochs is more
than 10, while FedAVG’s accuracy increases in a relatively slow pace. Mean-
while, when the number of local epochs is more than 15, the testing accuracy of
our proposed method stops increasing. The reason is that according to Propo-
sition 2, the number of local training epochs cannot be too large, otherwise the
advantage of our proposed algorithm (variance reduction in gradient divergence)
would be compromised.
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Fig. 7. Training and testing accuracy of depression classification under non-IID train-
ing, with FedAVG, our proposed method and centralized learning respectively

5.3 Depression Classification

To validate the feasibility of the depression classification with our proposed
method, a preliminary experiment is conducted according to the dataset col-
lected by [3]. In the experiment context, 23 depressive patients and 32 non-
depressive subjects were involved, with wearable actigraph watches collecting
subjects’ motor activity. The activity data during sleep is used to classify depres-
sion. To simulate the non-IID FL training conditions, the dataset is divided into
5 groups, with 2 groups containing entirely depressive samples. In reality, the
majority of depressive samples are collected in hospitals, while non-depressive
samples can be found located in schools, homes, etc.

After feature engineering, 7 significant features are selected for training. We
develop a 3-layer multi-layer perceptron (MLP) model for depression classifi-
cation with the following architecture: 7 × 8 Fully connected → 8 × 32 Fully
connected → 32 ×1 Fully connected. We compare the non-IID training perfor-
mance of our proposed adaptive gradient method with FedAVG and the central-
ized learning method. The hyperparameter α of our proposed method is adjusted
to 0.4 due to the simplicity of the training dataset.

The accuracy of training and testing after 100 epochs is illustrated in Fig. 7.
As indicated by the result, with our proposed method, the accuracy of train-
ing and testing is approaching to the centralized method, while with FedAVG
the training can hardly converge. The poor convergence speed of FedAVG can
significantly increase the global rounds of FL aggregation, thus intensifying the
network communication burden. The result demonstrates the feasibility of apply-
ing adaptive gradient FL optimization to medical applications, which typically
contain non-IID training datasets. The advantage of fast convergence speed and
robustness of training can accelerate the FL non-IID training process. Mean-
while, with the adaptive gradient algorithm, the global communication rounds
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for aggregation can be reduced potentially, thus saving network resources and
energy consumption.

6 Conclusion

In this article, an adaptive gradient method for FL optimization is proposed to
achieve faster training convergence on non-IID datasets. We also analytically
show that the parameter divergence under non-IID datasets is reduced by our
method. By adaptively updating the local gradients based on the global gradient,
we demonstrate that our algorithm can reduce the gradient divergence during
local training. As a result, the convergence performance for non-IID data training
case is improved significantly. Upon that, an application to depression detection
is developed based on a sleep monitoring system. The experiments validate that
our proposed algorithm outperforms the commonly adopted FedAVG as well
as other adaptive FL optimization algorithms. Furthermore, the effectiveness
and feasibility of our proposed method on the depression detection system is
demonstrated.

A Appendix

A.1 Proof of Proposition 1

According to Eq. (1), after E times of local updates, the local parameters can
be formulated as:

w
(k)
mE =w

(k)
mE−1 − η ∗ G

(k)
mE−1

=w
(k)
mE−2 − η ∗ G

(k)
mE−1 − η ∗ G

(k)
mE−2

=w
(k)
(m−1)E − η ∗ G

(k)
mE−1 − η ∗ G

(k)
mE−2

− ... − η ∗ G
(k)
mE−1

=w
(k)
(m−1)E − η ∗

E−1∑

t=0

G
(k)
(m−1)E+t

=w
(g)
(m−1)E − η ∗

E−1∑

t=0

G
(k)
(m−1)E+t.

We notice that due to parameter synchronization after global aggregation, we
have w

(k)
(m−1)E = w

(g)
(m−1)E . According to Eq. (2), after global parameter aggre-

gation, the global parameters can be formulated as:

w
(g)
mE =

K∑

k=1

|D(k)|
|D| ∗ w

(k)
mE

=
K∑

k=1

|D(k)|
|D| ∗

[
w

(g)
(m−1)E − η ∗

E−1∑

t=0

G
(k)
(m−1)E+t

]
.
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Since
∑K

k=1
|D(k)|
|D| = 1, the equation can be transformed into:

w
(g)
mE = w

(g)
(m−1)E − η ∗

K∑

k=1

E−1∑

t=0

|D(k)|
|D| ∗ G

(k)
(m−1)E+t.

Meanwhile, for parameters under centralized learning, similarly we can formulate
it as:

w
(c)
mE = w

(c)
(m−1)E − η ∗

E−1∑

t=0

G
(c)
(m−1)E+t

= w
(c)
(m−1)E − η ∗

K∑

k=1

E−1∑

t=0

|D(k)|
|D| ∗ G

(c)
(m−1)E+t.

Therefore, the parameter divergence between global parameters and centralized
parameters can be formulated as:

||w(g)
mE − w

(c)
mE ||

=||w(g)
(m−1)E − η ∗

K∑

k=1

E−1∑

t=0

|D(k)|
|D| ∗ G

(k)
(m−1)E+t

− w
(c)
(m−1)E + η ∗

K∑

k=1

E−1∑

t=0

|D(k)|
|D| ∗ G

(c)
(m−1)E+t||

≤||w(g)
(m−1)E − w

(c)
(m−1)E ||

+ η ∗
T−1∑

t=0

K∑

k=1

|D(k)|
|D| ∗ ||G(k)

(m−1)E+t − G
(c)
(m−1)E+t||.

Hence Proposition 1 is proved.

A.2 Proof of Proposition 2

Based on the assumption that ||G(k)
t −G

(c)
t || ≤ σ, the bounding for FedAVG can

be easily proved:

K∑

k=1

|D(k)|
|D| ||G(k)

mE+t − G
(c)
mE+t|| ≤

K∑

k=1

|D(k)|
|D| ∗ σ.

As for the second inequality, we first prove that according to Eqs. 3 and 4 (adap-
tive gradient algorithm), G

(k)
mE+t as the local estimated function of gradient after

t times of local updates is equal to (t ≥ 2):
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G
(k)
mE+t
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Since αt + (1 − α) ∗ ∑t
j=1 αt−j = 1 and G

(c)
t = ∇F

(c)
t for centralized method,

G
(k)
mE+t as the local estimated function of gradient after t times of centralized

updates is equal to (t ≥ 2):

G
(c)
mE+t = αt ∗ G
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j=1

αt−j ∗ ∇F
(c)
mE+t.

Then, to calculate the difference of G
(c)
mE+t and G

(k)
mE+t, we can have the gradient

divergence:

||G(k)
mE+t − G

(c)
mE+t||

≤αt ∗ ||G(g)
mE − G

(c)
mE+t||

+ (1 − α) ∗
t∑

j=1

αt−j ∗ ||∇F
(k)
mE+j−1 − ∇F

(c)
mE+t||

≤αt ∗
[
||G(g)

mE − G
(c)
mE || + ||G(c)

mE+t − G
(c)
mE ||

]

+ (1 − α) ∗
t∑

j=1

αt−j ∗
[
||∇F

(k)
mE+j−1 − ∇F

(c)
mE+j−1||

+ ||∇F
(c)
mE+j−1 − ∇F

(c)
mE+t||

]
.

As we assume β−smooth for the centralized gradient ∇F
(c)
t , ∀j ∈ {1, 2, .., t+1},

we have:

||∇F
(c)
mE+j−1 − ∇F

(c)
mE || ≤ β ∗ t.



274 J. Fan et al.

Therefore, the gradient divergence can be further bounded by:

||G(k)
mE+t − G

(c)
mE+t||

≤αt ∗ ||G(g)
mE − G

(c)
mE ||

+(1 − α) ∗
t∑

j=1

αt−j ∗ ||∇F
(k)
mE+j−1 − ∇F

(c)
mE+j−1|| + β ∗ t

≤αt ∗ ||G(g)
mE − G

(c)
mE || + (1 − α) ∗

t∑

j=1

αt−j ∗ σ + β ∗ t

=αt ∗ ||G(g)
mE − G

(c)
mE || + (1 − αt) ∗ σ + β ∗ t.

Hence, Proposition 2 is proved.
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Abstract. The 5G Low Earth Orbit (LEO) satellite network offers sev-
eral advantages, including wide coverage, stable communication, and
strong flexibility, making it an ideal solution for high-quality commu-
nications. Due to the fast movement of satellites, research on handover
technology for LEO satellite networks is crucial. This paper uses the
network simulator (ns-3) to build a 5G LEO satellite network and intro-
duces delay for each handover process. We propose a handover algorithm
based on distance difference threshold, taking into account spectrum allo-
cation. In order to evaluate quality of service (QoS) of the network, we
explore the influence of handover delay and threshold selection by set-
ting multiple groups of handover delay and distance difference thresholds.
Simulation results indicate that as handover delay increases, the impact
of handover events on the network also increases gradually. Moreover, an
appropriate threshold based on the actual situation can reduce the num-
ber of handovers and minimize communication delay. In particular, when
the handover delay is 6ms, the communication delay can be reduced by
about 2ms with an appropriate distance difference threshold.

Keywords: ns-3 · 5G LEO satellite network · handover delay ·
distance difference threshold

1 Introduction

The 5th Generation Mobile Communication Technology (5G) boasts superior
network speed and lower latency, with advanced features such as ultra-high
frequency band and large-scale multiple-input multiple-output (MIMO) tech-
nology. This enables a greater number of devices to connect to the network
simultaneously and also supports an increased number of smart device con-
nections. The International Telecommunications Union (ITU) has classified 5G
services into three primary categories [1], namely Enhanced Mobile Broadband
(eMBB), Ultra Reliable Low Latency Communication (URLLC), and Massive
Machine Type Communication (mMTC). As a hot research topic worldwide,
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5G has been widely adopted across various fields, including industrial control,
autonomous driving, smart home, and many more.

Compared to 5G ground communication network, satellite communication
offers significant advantages, such as wide coverage and stable communication.
In remote areas such as deserts and oceans, ground network may not provide
coverage or may be too costly [2], while satellite network can offer low-cost and
efficient network access services. Additionally, satellite communication is not
affected by weather or terrain, and the probability of signal interruption and
other failures is low, which make it suitable for emergency communication. The
Low Earth Orbit (LEO) satellite network, in particular, offers lower communica-
tion delay, lower link loss, and higher transmission rate compared to High Earth
Orbit satellite network, and can achieve super-large system capacity through
giant constellations [3,4]. Combining LEO satellites as the Next Generation Base
Station (gNB) with 5G ground networks [5] can make up for the shortcomings of
5G ground networks in transportation, maritime communication, telemedicine
for remote areas, and other fields, with broad development prospects. Figure 1
shows the application scenario of 5G LEO satellite network. However, due to
the fast movement of LEO satellites, when only one satellite gNB is servicing
User Equipment (UE), it is easy to lose connection between UE and the satel-
lite. To address this issue, it is necessary to construct LEO satellite clusters and
handover the connection relationship between UEs and satellite gNBs.

Fig. 1. Application scenario of 5G LEO satellite network.

Recent years have witnessed a growing number of works on handover in satellite
networks. Related researches have been carried out from multiple perspectives.
Some scholars study handover algorithms from the perspective of load balanc-
ing [6–8]. Based on the minimum handover frequency algorithm, Liu et al. [6]
outlined a load balanced satellite handover strategy, which can optimize the
power allocation of the satellite and improve the system capacity. Shi et al. [7]
designed a handover algorithm named as Load Balancing and Remaining Visible
Time based Handover (LBRVTH) in LEO satellite network. Simulation results
show that the algorithm can effectively ensure better quality of service (QoS).
Dai et al. [8] proposed a multi-objective intelligent handover (MIHO) algorithm
to increase balance load. This algorithm has good performance in both through-
put and load balancing. With the vigorous development of artificial intelligence,
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relevant technologies have also been applied in the research of satellite network
handover algorithms [9,10]. Considering the signal strength, the remaining ser-
vice time and the number of idle channels of the candidate satellite, Miao et
al. [9] described a handover algorithm for LEO mobile satellite networks based
on multi-attribute decision. He et al. [10] proposed a novel satellite handover
strategy based on multi-agent reinforcement learning that aims to minimize aver-
age satellite handovers. Simulation results show that the above two algorithms
have outstanding performance in reducing the blocking rate of UEs. The current
LEO satellite handover algorithms focus on considering satellite network param-
eters, and some scholars have developed a new approach based on preferences
of UEs [11,12]. Wu et al. [11] proposed a handover algorithm to maximize the
benefits of mobile terminals of UEs based on their preferences, which can greatly
improve the call quality. Similarly, according to the known dynamic preference
information, Lei et al. [12] adopted dividing the time period of different services
to screen out candidate handover satellites, and used the decision matrix to
select the satellite for UEs to handover to meet their requirements. In addition,
for the satellite handover of massive User Terminals (UTs) in mega constellation,
Zhang et al. [13] proposed an improved handover algorithm based on the exist-
ing net-work-flows (HSNF) algorithm to enhance the algorithm performance by
preventing infinite loop.

Previous literature have analyzed the handover algorithm of satellite net-
works from multiple perspectives, but the simulation tools used cannot simulate
the network in the physical world well and the evaluation indicators of network
quality focus only on throughput and blocking rate of UEs. Therefore, in [14],
the author built a satellite-ground integrated network using network simulator
(ns-3) which performs better than other simulators. Moreover, UEs are attached
to the nearest satellite and communication delay is used as the performance indi-
cator. Simulation results show that the delay of the satellite network is larger
than that of the ground network due to the longer communication link. How-
ever, this analysis is based on an ideal scenario where the occurrence of handover
events will not bring additional effects such as delay, which is limited in practice.

To overcome the shortcomings of [14], this paper adopts ns-3 to build a
5G LEO satellite network, introduces handover delay for each handover event,
and proposes a handover algorithm based on distance difference threshold. By
setting multiple groups of handover delay and distance difference thresholds
and comparing them with the minimum distance handover algorithm in [14],
we explore the influence of handover delay and threshold selection on network
performance.

The rest of this paper is organized as follows. Section 2 describes the model of
the 5G LEO satellite network, including the role of each functional module, the
description of visibility between UEs and satellite gNBs, spectrum resource allo-
cation. Section 3 introduces the handover algorithm based on distance difference
threshold in detail. Section 4 uses ns-3 to conduct network simulation, intro-
duces the simulation platform as well as parameter configuration, and analyzes
the simulation results. Finally, Sect. 5 summarizes the work of the full paper and
puts forward the future work plan.
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2 5G LEO Satellite Network Model

2.1 Model Description

The 5G LEO satellite network model is shown in Fig. 2.

Fig. 2. 5G LEO satellite network model.

The core components are listed as follows.

• UEs: User devices on the ground that can access the Internet through 5G
New Radio (NR) to send and receive data. In ns-3, UEs are abstracted as
ground nodes.

• gNBs: Two satellite base stations, both of which can provide direct access to
UEs. Usually, a satellite gNB receives access from many UEs. Therefore, gNBs
are responsible for managing UEs, including resource allocation, scheduling
and access policy management.

• 5G Core Network (CN): Manages all functions related to the establishment
and maintenance of a 5G communications network, which may consist of one
or more physical or virtual nodes connected to each other.

• PGW : Packet Data Network Gateway (PGW) connects the architecture to
the Internet. If a UE wants to access the Internet, it must pass through the
PGW entity. PGW allocates IP addresses for UEs and provides IP routing
and forwarding functions. In addition, PGW has other functions, such as
different billing and different policies based on users and services.

2.2 Guarantee of Visibility Between UEs and Satellites

When a UE located on the ground communicates with a satellite gNB, the
visibility should be taken into account, that is, the elevation angle should not
be less than a certain threshold. When the elevation angle is too small, there
will be a large communication delay. Figure 3 visually shows the elevation angle
between UE and satellite.

According to the law of cosines

(R + h)2 = d2 + R2 − 2 · d · R · cos(90◦ + ε), (1)
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Fig. 3. Elevation diagram between UE and satellite.

where, ε is the elevation angle, R=6378km is the earth radius, h is the orbital
altitude of the satellite, and d is the distance between UE and the satellite. The
distance can be obtained as

d = −R · sin(ε) +
√

R2 · sin2(ε) + h2 + 2 · R · h. (2)

In the 5G LEO satellite network, the minimum elevation angle and orbital alti-
tude are constrained, and the distance range can be calculated by Eq. (2), which
can ensure the visibility between UE and satellite during simulation time.

2.3 Spectrum Resource Allocation

Band Width Part (BWP) and Component Carrier (CC) configurations are also
implemented. Services of each UE may have different requirements on communi-
cation performance, and the 5G LEO satellite network can support a variety of
applications with different requirements. In this paper, UE services are divided
into two groups according to communication performance requirements, namely
TF0 and TF1, and available spectrum resources are allocated to them. The
available frequency band is divided into two segments for the transmission of
the above two services. Both segments of spectrum are set as Time Division
Duplexing (TDD) mode, and each segment only has one CC and BWP. In addi-
tion, each satellite gNB can support access to two services. Figure 4 shows the
TDD based spectrum resource allocation diagram.

3 Handover Algorithm Based on Distance Difference
Threshold

In non-terrestrial network with LEO satellite as gNBs, the distance between
UE and satellite is changing rapidly, so UEs should handover the connection
relationship with satellite gNBs effectively. The traditional handover algorithm
requires each UE to be attached to the nearest satellite gNB. However, the
occurrence of handover events will inevitably bring delay effects. Therefore, we
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Fig. 4. Spectrum resource allocation diagram.

introduce handover delay and proposes a handover algorithm based on distance
difference threshold, which replaces minimum distance handover algorithm.

The coordinates of UEs and the satellite gNBs are set in Earth-Centered
Earth-Fixed (ECEF) coordinate system. The number of UEs is N , and the coor-
dinate of UEi is (xui, yui, zui), i = 1, 2, · · · , N . The number of satellites gNBs is
two and the coordinate of gNBj is (xsj , ysj , zsj), j = 1, 2. The positions of UEs
are fixed, and the positions of satellite gNBs change with orbit. The distance
from UEs to satellite gNBs can be calculated as

dij =
√

(xui − xsj)2 + (yui − ysj)2 + (zui − zsj)2. (3)

Set the simulation time as T and set the inquiry period as T0, where T = MT0.
This means that handover decisions are made every T0 for a total of M times.
The moment of every decision is tk = kT0, k = 0, 1, · · · ,M − 1.

The specific process of the algorithm is presented in Algorithm 1. At the
initial time (at time t0), each UE is attached to the nearest satellite gNB, which
is also the initial condition of the algorithm. At the moment tk(k �= 0) when the
handover decision needs to be made, follow steps in Algorithm 1.

Algorithm 1: Handover algorithm at time tk
Input: Coordinates of UEs (xui, yui, zui), Coordinates of satellite gNBs

(xsj , ysj , zsj), Distance difference threshold thre
Output: Connection relationship between UEs and satellite gNBs at time tk

1 for i in 1, 2, · · · , N do
2 Calculate the distance between UEi and gNB1, which is defined as di1;
3 Calculate the distance between UEi and gNB2, which is defined as di2;
4 if UEi is attached to gNB1 after the last decision (at time tk−1) then
5 if di1 − di2 < thre then attach UEi to gNB1else attach UEi to gNB2
6 else
7 if di2 − di1 < thre then attach UEi to gNB2else attach UEi to gNB1
8 end

9 end
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4 Simulation and Performance Evaluation

4.1 Introduction of Simulation Platform

The work carried out in this paper is based on the ns-3 environment, which
requires the use of 5G-LENA module and Satellite module. Here is a brief intro-
duction of simulation environment and core modules.

• ns-3 : ns-3 is a discrete network simulator that can abstract a continuous
process in the physical world into a series of discrete events in the virtual
world. This technology enables ns-3 to simulate various network protocols in
the physical world very realistically.

• 5G-LENA module: This module is a pluggable module of ns-3 that sup-
ports configurable Time Division Duplexing (TDD) and Frequency Divi-
sion Duplexing (FDD) modes. It can also accurately model the numerology-
dependent slot and OFDM symbol granularity [15]. With the 5G-LENA mod-
ule, the construction and simulation of 5G communication networks can be
completed effectively.

• Satellite module: It is developed based on the mathematical model SGP4 [16].
By inputting the Two-Line Element (TLE) data, it can output the speed
and position of satellites in ECEF coordinate system and realize the node
movement according to TLE data, which can be used to simulate the satellite
gNBs.

4.2 Simulation Parameter Configuration

In this network, each communication link is set as Down Link (DL), meaning that
the information transmission direction is from remote Host to UEs. Considering
the general value of handover delay and the orbital characteristics of satellites

Table 1. Simulation Parameter Configuration.

Simulation Parameter Value

Number of satellite gNBs 2

Number of UEs from 1 to 6

Satellites altitude 800 km

Orbital planes eccentricity 0

Orbital planes inclination 80◦

Right ascension of ascending intersection 100◦

Perigee argument 90◦

Minimum elevation angle 25◦

Total number of transmitted packets 1800

Packet size 1280 Byte

Simulation duration 3 s

Handover delay 2ms; 4 ms; 6ms

Distance difference threshold 9000m; 11000 m; 13000m
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in this paper, we set three groups of handover delay and distance difference
thresholds. Table 1 shows the simulation parameter configuration.

4.3 Results and Analysis

In order to present the superior performance of the proposed algorithm, we
compare our work with the minimum distance handover algorithm in [14], which
can represent the state-of-the-art.

Figure 5 shows the change of communication delay when the handover delay
is 2 ms. In this case, the delay corresponding to the minimum distance handover
algorithm is always the minimum. This indicates when the handover delay is
small, setting a threshold can reduce the number of handovers and the extra
time cost caused by handovers. However, the effect of the increasing distance
between UEs and the satellite gNBs (without using the minimum distance han-
dover algorithm) is more significant. Therefore, the handovers will not have a
great impact on the network, so it is more appropriate to attach UEs to nearest
satellite gNBs or set a small threshold.

Fig. 5. Communication delay (handover delay is 2ms).

Figure 6 illustrates the change of communication delay when handover delay
is 4ms. It can be observed that when the number of UEs is 1, 2, 4, and 5, the
delay corresponding to the minimum distance algorithm is not the minimum. By
selecting an appropriate threshold, the delay of the network can be minimized.
As the handover delay increases, the occurrence of handovers will bring a more
significant delay effect to the network. In contrast, the impact of the increase
of communication distance will decrease. Therefore, an appropriate handover
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threshold should be set to reduce the number of handovers, thereby reducing
the communication delay.

Fig. 6. Communication delay (handover delay is 4ms).

Figure 7 presents the change of communication delay when handover delay
is 6ms. For each number of UEs from 1 to 6, the delay obtained by using the
mini-mum distance handover algorithm is no longer the minimum. For example,
when the number of UEs is 5, the minimum delay can be obtained by setting
a threshold as 11000m, which is about 2ms less than that using the minimum
distance handover algorithm. In this case, the delay caused by the handovers
has a more significant impact on the performance of network, while the impact
of the increasing communication distance is further weakened. In extreme cases,
we can even let the number of handovers approach zero to reduce the large effect
on the satellite network.

Table 2 shows the number of handovers for different numbers of UEs under
the set thresholds. It can be observed that the number of handovers can be

Table 2. Number of handovers for different thresholds.

Threshold Number of Handovers

1UE 2UEs 3UEs 4UEs 5UEs 6UEs

9000m 1 2 2 3 3 4

11000m 0 1 1 2 2 4

13000m 0 1 1 2 2 3

Algorithm in [14] 1 2 3 4 5 6
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Fig. 7. Communication delay (handover delay is 6 ms).

reduced by setting a threshold and decreases with the increase of threshold,
which also validates the conclusions obtained from Fig. 5, Fig. 6 and Fig. 7 well.

5 Conclusion and Future Work

In order to make the simulation more suitable for the actual scenario, this paper
constructs 5G LEO satellite network based on ns-3, introduces handover delay
and proposes a handover algorithm based on distance difference threshold. In
addition, we consider visibility between UEs and satellite gNBs, as well as spec-
trum resource allocation. Simulation results indicate that when the handover
delay is small, the lower distance difference threshold should be selected or the
minimum distance algorithm can still be used. With the increase of handover
delay, the impact caused by handover gradually increases, and the impact caused
by the change of communication link distance is further weakened. In this case,
the distance difference threshold should be increased to reduce the number of
handover. The handover threshold should be determined based on the actual
scenario and prior knowledge, which can reduce the number of handover events
while ensuring that the communication distance is not too long, thereby mini-
mizing the delay of the network.

Our future work plan is as follows. Considering the handover delay, the algo-
rithm based only on the distance difference threshold is still not comprehensive
enough. In the future, machine learning and intelligent decision-making technol-
ogy will be used to optimize the handover strategy and network performance.
Additionally, we will increase the number of UEs and satellite gNBs, and deploy
the handover algorithm based on distance difference threshold to a larger scale
5G LEO satellite network.
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Abstract. In some production workshops, because the space is too small
to be suitable for the layout of the equipment charging device, the joint
application of mobile edge computing (MEC) and wireless power trans-
fer (WPT) can solve such problems. However, this scenario has a dou-
ble near-far effect that is unfair to terminal devices far away from edge
servers and energy transfer stations, so this paper considers relay collab-
oration among devices when computing offloading. This paper uses the
frequency division multiple access (FDMA) technology to enable multi-
ple terminals to perform tasks offloading simultaneously. In this paper,
the total communication delay and total energy consumption of the sys-
tem are optimized through effective computing resources scheduling and
reasonable tasks allocation, which is a weighting and minimizing prob-
lem of normalized system delay and energy consumption rate, and also
a NP-hard problem. This paper improves the immune algorithm (IA) in
the scenario of multi-server and multi-terminal to obtain the Q-IADE
algorithm. The improved Q-IADE algorithm not only has the charac-
teristics of wide application, but also further improves the global search
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ability, which can better solve the problems we raised. Finally, the sim-
ulation results show that the proposed Q-IADE algorithm has strong
global search ability and stable convergence effect, and the algorithm
performance is superior to the other three comparison algorithms, espe-
cially when relay offloading can be performed.

Keywords: WPT-MEC · FDMA · Relay collaboration · IA

1 Introduction

In the context of the era of the Internet of Everything, the data types gener-
ated by the devices at the edge of the network are varied, and the data is also
generated all the time, but the amount of these data is actually much smaller
than the amount of tasks that need to be transmitted to the cloud computing
in the era of centralized big data processing, and the real-time requirements of
the network edge devices for data processing are very high, so the tasks that
originally need to be transmitted to the cloud computing are migrated to the
edge cloud near the device terminal for processing, which can improve the data
transmission performance to ensure the real-time processing.

Because the batteries of edge devices are limited, how to provide sustainable
energy supply for edge devices is a major challenge in the era of the Internet of
Things. Of course, we can use wired charging for it, but in many cases, wired
charging is unlikely or inconvenient [1–4]. In order to overcome this bottleneck
of limited battery of network edge devices, the wireless power transfer (WPT)
technology is combined with mobile edge computing (MEC) to form a WPT-
MEC system.

However, if the energy station and the edge cloud server are configured
together, there is a “double near-far effect” in the multi-node WPT-MEC system
[5], under the influence of this effect, the terminals close to the energy station
will have better channel conditions, which means that the terminals farther away
from the energy station collect less energy but consume more energy from/to the
edge cloud.

In summary, the WPT-MEC system has received widespread attention from
the academic community both domestically and internationally. However, there
is currently very little research on the application of intelligent evolutionary algo-
rithms for resource allocation methods in WPT-MEC systems where multiple
user devices can collaborate with each other.

The major contributions of this paper are as follow:

1) We propose a WPT-MEC model that takes into account the double near-far
effect.

2) We propose a scheme for multi-terminal relay cooperation to overcome the
double near-far effect.

3) We select Immune Algorithm(IA) as a resource allocation algorithm for this
model and we propose a improved Q-IADE algorithm to improve the perfor-
mance of IA. In this algorithm, we improve the local search capability and
dynamic programming performance of IA.
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The main structure of the paper is as follows: Sect. 2 is related work in this area.
Section 3 is the model for multi-device relay cooperation WPT-MEC system
model. Section 4 is the description for the promotion of Q-IADE. Section 5 gives
the simulation experiments. Section 6 is the conclusion of this paper and the
future work.

2 Related Works

The literature [6] proposes a multi-user MEC system, there is also a “double
near-far effect”, which is clearly unfair to distant devices. The literature [7] pro-
poses a WPT-MEC system with only two mobile devices. And experiments have
shown that the offloading of remote mobile devices by relay will have lower total
emission energy and better performance than APs without cooperative systems.
The literature [8] also takes into account the “double near-far effect”, but the
authors do not take into account the computing power of the mobile device
itself, that is, the data tasks can only be completely offloaded. The literature [9]
proposes a pricing mechanism based on dual-user collaboration. However, the
authors only studied distant devices in the article, simplifying the task situation
of nearby devices.

The system models described in the above literature show that the impact of
the “double near-far effect” on remote device nodes in the WPT-MEC system
cannot be ignored, and there is a lack of research on the existence of multiple
device terminals in the WPT-MEC system of inter-user collaboration.

The authors design an iterative algorithm by using the Lagrange dual method
[6]. The literature [7] is to obtain the optimal energy transmission power by the
bisecting search algorithm. The literature [5] uses the Dinkelsbach method to
transform the studied problem into a convex optimization problem. The authors
use the classical Lagrange method, Newtonian iterative method and subgradient
algorithm to obtain the optimal solution of the convex optimization problem
[8]. The literature [10] cleverly uses mathematical methods to directly solve
nonconvex problems. The literature [11] uses variable substitution and semi-
definite relaxation to transform the original problem into a convex optimization
problem, and then obtains the optimal solution by the Lagrange method. The
literature [12] designs an unloading algorithm based on the process of merging
and splitting. The paper [13] uses the equivalent substitution method to convert
the problem into a convex optimization problem, and then use the Lagrange
method to find solution. The literature [14] designs a neural model to learn
the offloading and time-division decisions of each time slot. The literature [15]
designs a framework to support federated learning in the WPT-MEC system.

From the above literature, it can be seen that most of the algorithms used
to solve resource scheduling problems in the WPT-MEC model are traditional
optimization algorithms, and the application of scheduling algorithms based on
reinforcement learning is still limited. However, traditional optimization algo-
rithms based on mathematical theory, which are based on calculus, make it
difficult to get started, and their application scale is small, and the solution
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results strongly depend on the initial values. However, heuristic algorithms do
not require the mathematical properties of solving the target problem.

3 System Model

The system model of this paper is shown in Fig. 1. The system model is mainly
composed of a single energy transmitting station, N base stations with integrated
mobile edge computing servers and M low-power terminals. The energy station
and base stations in the model have stable power supply.

Fig. 1. The overview of system model.

This paper considers the relay collaboration among terminals in the model.
This paper applies the Frequency Division Multiple Access (FDMA) technology
to the system, that is, the base station can simultaneously receive offloading
tasks from M terminals. Figure 2 shows the allocation of time slots. In the first
stage, the energy transmitting station wirelessly charges the terminal battery,
and this time slot is marked as th; In the second stage, the terminal performs
task processing. This paper sets the local computation and offloading of the
terminal in the model to be possible simultaneously. We mark the time slot for
local calculation of terminal i as tloc,i, i ∈ M = 1, 2, ...,M , and the offloading
time slot as ti. We record the sum of the time between edge server calculations
and the return of calculation results as tre ≈ 0.

This paper assumes that the base station has prior knowledge of channel
state information (CSI) between each terminal and the status information of
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Fig. 2. Time slots allocation within the time block T.

each terminal. This paper adopts a block fading channel model, assuming that
the channel state remains unchanged within a time block T , but can change
between different time blocks T . In addition, the energy collected by the terminal
and the downlink channel gain between the base station and the terminal are
both hi. And the channels have reciprocity. The block fading channel model in
the system is h = 10−3d−αϕ, where ϕ represents short-term fading, where d is
the distance, α is the path loss index.

Next, we will continue to introduce the two phases involved in the system
model in this paper.

3.1 Energy Harvesting Phase

At the time slot th, the energy transmitting station wirelessly charges the ter-
minal. The energy collected by terminal i is

Ehar,i = ηiP0hedo,ith,∀i ∈ M, (1)

where ηi represents the energy conversion efficiency of terminal i, and satisfies
0 < ηi ≤ 1,∀i ∈ M, P0 represents the transmission power of the energy trans-
mission station; hedo,i represents the downlink channel gain from the energy
transmitting station to terminal i.

Due to the battery capacity Cmax,i of terminal i is limited, therefore Ehar,i

needs to meet: Ehar,i ≤ Cmax,i − Eres,i,∀i ∈ M, where Eres,i represents the
remaining energy in the terminal i battery before charging.

3.2 Task Data Processing Phase

In this stage, the terminal performs task processing, including two parts: task
data offloading and local computing.

3.2.1 Offloading Model
This paper assumes that the task data is bit by bit independent and consid-
ers partial offloading. To overcome the dual near far effect, we propose a relay
offloading transmission scheme.
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According to Shannon’s formula, the offloading rate of terminal i task is

Ri = Bi log2

(
1 +

hi,jaPi

σ2
0

)
,∀i ∈ M, (2)

where Bi represents the bandwidth occupied by terminal i, as we adopt
the FDMA scheme, which affects the total bandwidth Bmax has constraints:∑M

i=1 Bi ≤ Bmax,∀i ∈ M, hi,j represents the channel gain that terminal i
chooses to offload to the server or other terminal j; Pi indicates the transmis-
sion power of terminal i chooses to offload; a is a constant used to constrain the
unloading power:

a =

{
1,∀J ∈ N = {1, 2, ..., N},

0.6,∀J ∈ M,
(3)

σ2
0 represents the additive white Gaussian noise power near the offloaded data

receiver.
Assuming the total task volume of terminal i is Ni ≥ 0 bits, the task of

Noff,i bits needs to be offloaded to edge servers or other terminals, so there are
0 ≤ Noff,i ≤ Ni,∀i ∈ M,

Noff,i = Ri ∗ ti,∀i ∈ M (4)

The energy consumption of terminal i for offloading task data is

Eoff,i = aPi ∗ ti + Pc ∗ ti,∀i ∈ M (5)

wherein Pc is the constant circuit power consumption of the terminal. Eoff,i

is constrained by the actual remaining energy in the terminal i battery at this
time: Eoff,i ≤ Eres,i + Ehar,i,∀i ∈ M.

This paper uses qi represents the CPU revolutions required for terminal i to
calculate 1 bit of data. To ensure that the delay in result return can be ignored,
assuming there are limitations:

∑M
i=1 Noff,i∗qi ≤ Q,∀i ∈ M, where Q represents

the computing power that the CPU of the edge server.

3.2.2 Local Computation Model
After terminal i offloaded Noff,i bits, perform local calculations on the remaining
bits:

Nloc,i = Ni − Noff,i,∀i ∈ M, (6)

where Nloc,i represents the amount of task data for local computation.
Thus, we can calculate the time that terminal i is used for local calculation:

tloc,i =
Noff,i ∗ qi

fi
,∀i ∈ M, (7)

where fi represents the CPU frequency of terminal i, which cannot exceed the
maximum frequency limitations on fmax,i.
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The energy consumption when local computing can be calculated by:

Eloc,i = Nloc,i ∗ qi ∗ ei,∀i ∈ M, (8)

where ei = kif
2
i represents the energy consumption generated by the CPU of

terminal i, ki represents the effective capacitance coefficient of terminal i.
Similarly, the execution of local calculations by terminal i is limited by energy

consumption: Eloc,i ≤ Eres,i + Ehar,i,∀i ∈ M.
Based on the above computing offloading and local calculation processes,

there are constraints: Eoff,i + Eloc,i ≤ Eres,i + Ehar,i,∀i ∈ M.

4 Problem Formulation

The problem studied in this paper is to minimize the weighted sum of the nor-
malized system delay and the normalized system energy consumption rate.

Therefore, the problem can be expressed as a formula:

min
∀i∈M

β ∗ th + max(ti, tloc,i)
T

+ (1 − β) ∗
∑

(Eoff,i + Eloc,i)∑
(Eres,i + Ehar,i)

(9)

s.t.
C1 : 0 < ηi ≤ 1,∀i ∈ M

C2 : Ehar,i ≤ Cmax,i − Eres,i,∀i ∈ M

C3 :
M∑
i=1

Bi ≤ Bmax,∀i ∈ M

C4 : 0 ≤ Noff,i ≤ Ni,∀i ∈ M

C5 : th + ti ≤ T,∀i ∈ M

C6 :
M∑
i=1

Noff,i ∗ qi ≤ Q,∀i ∈ M

C7 : th + tloc,i ≤ T,∀i ∈ M

C8 : fi ≤ fmax,i,∀i ∈ M

C9 : Eoff,i + Eloc,i ≤ Eres,i + Ehar,i,∀i ∈ M

(10)

In (9), the β represents the weight of the normalized system delay, and its
value is 1 with the weight of the normalized system energy consumption rate.

Due to the close coupling relationship between the variables involved in the
problem studied in this paper, the problem studied in this paper has become
a mixed integer nonlinear programming problem. Obviously, the problem being
studied involves multivariate combinatorial optimization, which is limited to a
certain range of values, making it a NP-hard problem. To solve this problem,
the following algorithm has been designed.
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5 The Q-IADE-Based Resource Scheduling Algorithm

Immune algorithm(IA) is a heuristic algorithm designed by scholars inspired
by the biological immune system. This paper improves and enhances it. The
IA combines the concept and theory of immunity with genetic algorithm, and
adds antibody concentration evaluation operators and incentive degree calcula-
tion operators to maintain the diversity of individual populations, avoiding the
“premature” problem in the general optimization process.

5.1 Searching Ability Improvement

It is difficult for IA to achieve a global optimal position, and as the population
iterates, the convergence speed of the algorithm and the accuracy of feasible
solutions will also decrease.

The differential evolution(DE) algorithm has the characteristics of strong
robustness and fast convergence speed. Therefore, this article takes the mutation,
crossover, and selection operators in DE as part of the IA iteration process,
allowing them to participate in the antibody cloning operator of IA, thereby
enhancing the local search ability of the original IA.

5.2 Relay Selection Optimization

The model in this paper has a relay offloading scheme, which corresponds to
the selection of the optimal offloading path. The optimal path selection involves
dynamic planning, and although heuristic algorithms can be used to solve it, its
actual effect is poor.

In fact, reinforcement learning is developed from dynamic programming,
and the most important thing is that dynamic programming is best at deal-
ing with dynamic optimization problems. The Q-learning algorithm is a model-
independent reinforcement learning algorithm, which is theoretically supported
by Markov’s decision-making process. Therefore, this paper intends to use Q-
learning to deal with the problem of how to select relay objects, and help us
choose the optimal offloading strategy in a given environment.

Compared with heuristic algorithms, reinforcement learning can give full play
to the role of information in historical samples. Finally, the pseudocode of the
Q-IADE algorithm obtained by improving the IA is shown in Algorithm 1.

In Algorithm 1, t represents the allocation of the time, D represents the
location coordinates of the terminals and base stations.

6 Numerical Simulation

In this section, simulation experiments are designed to verify the effectiveness of
the proposed algorithm in our model.

In this paper, three newly proposed evolutionary algorithms in the past two
years are selected, namely Adaptive Weighting PSO (AWPSO) algorithm, Dung
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Algorithm 1. The procedure of Q-IADE.
Input: t, D
Output: the value v of the objective function

while the number of training <N1+1
randomly generate state S
for each action A in A(S)

Calculate rewards R and generate Q tables
end for
select the offload-object Ui of individual i

end while
return offloading policy U
while iteration <N2+1

randomly generate population P0 under the condition of U
calculate the fitness and the similarity between the solution and the solution,

and order P0

for each individual j from 0 to 0.25P0

variation,cross,select
end for
for each individual j from 0.25P0 to 0.5P0

immune manipulation
end for
for each individual j from 0.5P0 to P0

flash P0

end for
calculate the fitness and the similarity between the solution and the solution,

and order P0

end while
return the value v of the objective function

Fig. 3. Comparison of Algorithm Improvement Effects.

Beetle Optimizer (DBO) algorithm and Fire Hawk Optimizer (FHO) algorithm,
and compare and simulate to prove the superiority of the proposed algorithm.
All emulators are written in the MATLAB programming language.
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Figure 3 shows the comparison of the effectiveness of each improvement of
IA when the number of base stations is N = 1 and the number of terminals is
M = 10. From the graph, it can be seen that the first improved IA can search
for higher quality feasible solutions. After our second improvement on IA, the
objective function values further converge and become better.

Fig. 4. M=10, the objective function value changes with the number of servers.

Figure 4 shows the comparison of the objective function value and the opti-
mization effect of the number of base stations for four algorithms when the
number of terminals is M=10. From the figure, it can be seen that the perfor-
mance of the Q-IADE algorithm is very stable, which is largely due to the fixed
configuration of the terminals in our experiment. It can also be seen that the
AWPSO algorithm is the most unstable and prone to falling into local optima.

Figure 5 shows the comparison of the optimization effects of four algorithms
on the objective function value and the number of terminals when the number
of base stations is N = 4. From the graph, it can be seen that our proposed Q-
IADE algorithm has the most stable output and better performance compared

Fig. 5. M = 10, the objective function value changes with the number of servers.
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to the other three algorithms. In addition, as the number of terminals in the
system increases, the performance of the DBO algorithm becomes increasingly
weak. Although the performance of the AWPSO algorithm has caught up with
the increase in the number of terminals, overall it is still not as good as the
FHO algorithm, and the performance of the FHO algorithm is only second to
the Q-IADE algorithm.

7 Conclusion

In this paper, we design a WPT-MEC system model with multiple base stations
and terminals. In this model, terminals collect energy for task computation, and
we use the FDMA technology to achieve simultaneous task offloading for mul-
tiple terminals [16,17]. We propose a relay collaborative offloading scheme to
overcome the double near-far effect. Our goal is to minimize the weighted sum
of normalized system delay and normalized energy consumption rate by jointly
optimizing variables such as wireless energy transmission time, offloading time,
computing offloading and local computing task allocation, and offloading tar-
get selection. In order to improve the solving efficiency, we have improved the
immune algorithm and proposed the Q-IADE algorithm. The simulation results
show that the performance of our proposed Q-IADE algorithm is superior to
other algorithms, and the convergence effect is also more stable. In the future,
we will use existing wireless charging devices in actual scenarios to verify the
feasibility of our proposed solution and the effectiveness of the Q-IADE algo-
rithm.

References

1. Mao, Y., Zhang, J., Letaief, K.B.: Dynamic computation offloading for mobile-
edge computing with energy harvesting devices. IEEE J. Sel. Areas Commun. 34,
3590–3605 (2016)

2. Ning, Z., et al.: Mobile edge computing and machine learning in the internet of
unmanned aerial vehicles: a survey. ACM Comput. Surv. 56(1), 1–31 (2023)

3. Wang, X., Ning, Z., Guo, L., Guo, S., Gao, X., Wang, G.: Mean-field learning
for edge computing in mobile blockchain networks. IEEE Trans. Mob. Comput.
22(10), 5978–5994 (2022)

4. Ning, Z., et al.: Dynamic computation offloading and server deployment for UAV-
enabled multi-access edge computing. IEEE Trans. Mob. Comput. 22(5), 2628–
2644 (2021)

5. Zhou, F., Hu, R.Q.: Computation efficiency maximization in wireless-powered
mobile edge computing networks. IEEE Trans. Wireless Commun. 19(5), 3170–
3184 (2020)

6. Feng, J., Pei, Q., Yu, F.R., Chu, X., Shang, B.: Computation offloading and
resource allocation for wireless powered mobile edge computing with latency con-
straint. IEEE Wireless Commun. Lett. 8(5), 1320–1323 (2019)

7. Xiaoyan, H., Wong, K.-K., Yang, K.: Wireless powered cooperation-assisted mobile
edge computing. IEEE Trans. Wireless Commun. 17(4), 2375–2388 (2018)



Joint Delay and Energy Optimization for WPT-MEC System 301

8. Ji, L., Guo, S.: Energy-efficient cooperative resource allocation in wireless powered
mobile edge computing. IEEE Internet Things J. 6(3), 4744–4754 (2018)

9. Chen, H., Xiao, L., Yang, D., Zhang, T., Cuthbert, L.: User cooperation in wire-
less powered communication networks with a pricing mechanism. IEEE Access 5,
16895–16903 (2017)

10. Li, B., Si, F., Zhao, W., Zhang, H.: Wireless powered mobile edge computing with
NOMA and user cooperation. IEEE Trans. Veh. Technol. 70(2), 1957–1961 (2021)

11. Mao, S., Jinsong, W., Liu, L., Lan, D., Taherkordi, A.: Energy-efficient coopera-
tive communication and computation for wireless powered mobile-edge computing.
IEEE Syst. J. 16(1), 287–298 (2020)

12. Wang, L., Shao, H., Li, J., Wen, X., Zhaoming, L.: Optimal multi-user computation
offloading strategy for wireless powered sensor networks. IEEE Access 8, 35150–
35160 (2020)

13. Wang, R., Chen, J., He, B., Lv, L., Zhou, Y., Yang, L.: Energy consumption
minimization for wireless powered NOMA-MEC with user cooperation. In: 2021
13th International Conference on Wireless Communications and Signal Processing
(WCSP), pp. 1–5. IEEE (2021)

14. Wang, X., Ning, Z., Guo, L., Guo, S., Gao, X., Wang, G.: Online learning for
distributed computation offloading in wireless powered mobile edge computing
networks. IEEE Trans. Parallel Distrib. Syst. 33(8), 1841–1855 (2021)

15. Wang, X., Wang, S., Wang, Y., Ning, Z., Guo, L.: Distributed task scheduling for
wireless powered mobile edge computing: a federated-learning-enabled framework.
IEEE Network 35(6), 27–33 (2021)

16. Wang, X., et al.: Wireless powered mobile edge computing networks: a survey.
ACM Comput. Surv. 55(13), 1–37 (2023)

17. Ning, Z., Yang, Y., Wang, X., Song, Q., Guo, L., Jamalipour, A.: Multi-agent
deep reinforcement learning based UAV trajectory optimization for differentiated
services. IEEE Trans. Mob. Comput. (2023)



An Abnormal Detection Method Based
on the Device Interaction Behavior

in the Internet of Things

Wenjing Jin1, Xiaofei Cui1, Chengsheng Zhou1(B), Hanxue Li2,
and Jianbo Zheng3,4(B)

1 China Academy of Information and Communications Technology (CAICT), Beijing 100089,
People’s Republic of China

zhouchengsheng@caict.ac.cn
2 School of Communications and Information Engineering, Chongqing University of Posts and

Telecommunications, Chongqing 400065, China
3 Guangdong-Hong Kong-Macao Joint Laboratory for Emotional Intelligence and Pervasive

Computing, Shenzhen MSU-BIT University, Shenzhen 518172, Guangdong, China
jianbo.zheng@smbu.edu.cn

4 Artificial Intelligence Research Institute, Shenzhen MSU-BIT University, Shenzhen 518172,
Guangdong, China

Abstract. With the development of smart homes, digital medicine, the Internet
of vehicles, and other technologies, the application of the Internet of Things (IoT)
is becoming more and more popular, and its security issues have attracted more
and more attention from researchers. Anomaly detection schemes based on traffic
can find anomalies at different levels by external means, which is a key part of
the security protection of the IoT. However, existing researchers are faced with
the problems of insufficient generality and strong method limitations. In view of
this, based on the stability and constraint reflected by the physical constraints
followed by the operation of the IoT system and the domain specification on the
device interaction behavior, this study proposes a hierarchical traffic characteristic
based on the integration of spatiotemporal characteristics of different levels such
as packet, stream, session, host, etc. Secondly, based on the complete interaction
behavior feature space, an integrated anomaly detection model is established by
learning the interaction behaviors of different device pairs to realize accurate and
efficient security event discovery. Finally, the propose method is evaluated on a
BoT-IoT dataset. Ten-fold cross-check and the detection accuracy under different
attack traffic and normal traffic ratio show the feasibility and superiority of the
propose method.
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1 Introduction

Since the International Telecommunication Union formally put forward the concept of
the Internet of Things (IoT) in 2005, sensor networks, cloud computing, microchips,
and other technologies have been developing and maturing, and the IoT industry has
been rapidly developing and expanding. Over the past five years, the number of IoT
devices has experienced explosive growth. According to data released by authoritative
statistical organizations, the global count of IoT devices connected to networks reached
2.035 billion in 2017 and is projected to exceed 7.544 billion by 2025. IoT is poised
to profoundly impact various aspects of human production and daily life. Simultane-
ously, the rapid advancement of network technologies is poised to drive the comprehen-
sive realization of the IoT era. Taking 6G mobile communication as an example, the
6G mobile communication network not only connects people but also links computing
resources, vehicles, devices, sensors, and robotic agents to fulfill the requirements of a
fully interconnected, intelligent digital world. In the 6G mobile communication system,
the widespread deployment of IoT leads to a rapid increase in network access points.
According to Ericsson’s predictions, by the year 2025, over 24.9 billion devices will be
connected to networks.

Amidst the thriving development of the IoT, existing security mechanisms have
struggled to meet the escalating security demands, resulting in a proliferation of security
concerns across diverse application scenarios. The susceptibility of numerous devices
to malicious code threats or unauthorized control has given rise to an array of security
issues, and in some instances, triggered large-scale security incidents. A notable case
occurred in 2016 when the infamous Mirai worm exploited IoT devices, causing a
massive Distributed Denial of Service (DDoS) attack that led to widespread internet
disruption on the U.S. East Coast. Prominent websites experienced service outages.
More recently, smart speakers have been exploited by attackers for eavesdropping on
user privacy, underscoring how IoT security threats evolve in tandem with technological
advancements. Timely threat detection and proactive defense are pivotal strategies in
countering such threats. Anomaly detection plays a crucial role in mitigating malicious
activities within defense systems and networks.

Over the past years, research into IoT anomaly detection has surged to combat net-
work attacks, resulting in the proposal of numerous detection mechanisms. Nonetheless,
the distinctive attributes of IoT systems present substantial challenges to implementing
comprehensive security measures. For instance, a lack of unified standards in IoT plat-
form design, development, communication interaction, and access control, coupled with
inadequately protected internal and external operational environments, hamper effec-
tive security. Existing solutions exhibit limitations such as narrow applicability and
insufficient automation. Additionally, many manufacturers are inclined to believe that
augmenting security measures won’t enhance a device’s market value but rather escalate
production costs. Consequently, post-sales support, patch provisioning, and updates are
often overlooked, leading to a proliferation of vulnerable devices with high-risk vul-
nerabilities like default credentials and plaintext transmission of keys. Consequently,
a holistic and generalized anomaly detection mechanism, tailored to the distinct IoT
network environment, is paramount for bolstering IoT security.
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Network traffic encompasses all data communication of IoT devices, and the preva-
lent approach in IoT environments for safeguarding involves the sidestream collection
of network traffic for data analysis and anomaly detection. Leveraging the inherent char-
acteristics of IoT, network communication between IoT devices abides by established
objective constraints. Under normal operation, devices tend to adhere to predefined
behaviors in a repetitive manner. In light of this, this study introduces an IoT anomaly
traffic detection method focused on device interaction behaviors, enabling precise and
timely anomaly detection through a comprehensive depiction of interaction behaviors
between devices. Specifically, this research contributes in two key aspects:

1. A device interaction behavior representation method based on hierarchical flow fea-
tures is proposed. This study comprehensively characterizes and portrays the inter-
action behaviors between IoT device nodes at four levels: packet, flow, session, and
host. This realization of thorough interaction behavioral representation establishes a
benchmark feature space for IoT anomaly detection.

2. A novel, universal, accurate, and efficient anomaly detection method is innovatively
presented from the perspective of device interactions. Escaping the constraints of
traditional anomaly detection methods tailored to hardware or specific applications,
and addressing the gradual drop in detection rate, this approach capitalizes on IoT’s
intrinsic attributes. It introduces an anomaly detection scheme centered on the con-
straints adhered to by device interactions. The propose scheme is experimentally
evaluated using the BoT-IoT dataset [1], with an average detection rate of 98.4% and
a false positive rate of 1.3%, directly validating the feasibility and superiority of the
approach.

2 Security Threats Faced by the Internet of Things

In the course of interactions, the IoT inevitably gives rise to information security issues,
encompassing physical security, operational security, and data security. This section
provides an analysis of the primary security threats confronting IoT.

2.1 Physical Attacks

An investigation conducted by the MPI Group in 2017 revealed that only 47% of IoT
manufacturers consider security concerns during the conceptual or design stages. Fur-
thermore, 21% of manufacturers only begin to contemplate security during the produc-
tion phase, while 18% address security issues only at the quality management stage.
Shockingly, the remaining manufacturers never take security into account. The pro-
liferation of zombie networks like Mirai can be attributed to the fact that many IoT
devices lack even the most rudimentary security measures. IoT is extensively employed
to replace human intervention in complex, hazardous, or mechanical tasks, with sensor
devices predominantly operating without human supervision. Moreover, the majority
of these devices possess simplified functionality, and the diverse applications of sen-
sor devices employ distinct standards and protocols, precluding the adoption of unified
security measures against external attacks.
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Due to the aforementioned factors, sensor devices are susceptible to manipulation
and destruction by malicious actors, making them vulnerable to security threats such
as data breaches and zombie networks. Physical attacks involve tampering with sensor
devices to achieve malicious tracking and data acquisition objectives. Attackers disman-
tle the physical casings of devices like hosts or embedded systems, subjecting them to
physical dissection and analysis. This enables the extraction of sensitive components
like processors and memory, thus obtaining critical sensitive parameters including key
information, passwords, and configuration details.

2.2 Authentication Attacks

Attackers can exploit the default credentials of physical devices in the IoT to initiate
attacks and gain unauthorized access to data.Deviceswithweak authentication processes
or those sharing identical authentication information are susceptible to authentication-
based attacks.

2.3 Communications Protocol Attacks

The application of multiple communication protocols has indeed introduced threats to
the security landscape of the IoT. On one hand, the dynamic nature of network structures
presents security vulnerabilities. Due to the ever-evolving nature of IoT network archi-
tectures and the emergence of various newnetwork protocols, vulnerabilitieswithin these
new protocols and the ongoing upgrade and update of network devices may potentially
introduce novel security threats. On the other hand, the convergence of diverse networks
generates security risks. The IoT is a confluence of multiple networks that support the
IP protocol, each employing distinct security strategies. This convergence process can
give rise to fresh security risks and vulnerabilities. In many instances, communication
protocols might have introduced vulnerabilities during their initial design or subse-
quent implementation and configuration phases, thereby rendering the IoT susceptible
to security protocol attacks at the transport layer.

2.4 Wireless Detection

In the realm of the IoT, wireless communication is a prevalent means of data transmis-
sion. However, wireless signals that are exposed can be easily disrupted and intercepted
by malicious actors. This susceptibility results in severe consequences like the paralysis
of wireless communication networks, the theft of sensitive user information, and the
fabrication of data. Wireless probing predominantly occurs within the sensing layer of
the IoT, giving rise to security threats that encompass two primary facets. Firstly, the
pilfering of information from sensing nodes is a considerable concern. These nodes typ-
ically serve as basic information repositories with limited computational and processing
capabilities. Unauthorized users can effortlessly access relevant data stored within these
nodes. Secondly, the impersonation of sensing nodes poses a critical challenge. Attack-
ers pilfer label information from these nodes, subsequently replicating or altering these
labels. By impersonating the identity of the nodes, attackers gain access to valuable
information, undermining the credibility and efficacy of the compromised nodes.
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Just as network attackers employnetwork reconnaissance tools for scanning andgath-
ering information about hosts, subnets, ports, and protocols within a network, analogous
tools targeting IoT devices now exist. These tools are capable of probing and scanning
IoT devices, revealing pertinent information about them. Presently, a substantial por-
tion of IoT devices available in the market utilizes wireless communication protocols,
such as ZigBee, ZWave, Bluetooth-LE, and Wi-Fi 802.11. Unfortunately, these proto-
cols are susceptible to wireless surveillance and probing attacks, akin to their network
counterparts.

Malware infections, denial of service attacks, unauthorized access, and the injection
of falsified data packets are all common attack methods within the realm of the IoT.
To safeguard IoT systems from network attacks, a myriad of security measures have
emerged, including encrypted communication data, data integrity validation, and access
control techniques. These methods serve to shield systems from a variety of attack types.
However, even with these security measures in place, attackers can still successfully
target systems, employing tactics like malicious packet injection and DDoS attacks.
Therefore, the implementation of network anomaly detection becomes crucial to further
enhance the security of the IoT.

3 Current State of Research on Anomaly Detection in the Internet
of Things

Due to the extensive access of IoT devices, network traffic is experiencing exponential
growth. The shared data between devices and on the network becomes more suscepti-
ble to cyberattacks. To mitigate the emerging network attacks on IoT devices, greater
efforts are required to research anomaly detection [2, 17]. Machine learning (ML)-based
detection methods have gained popularity in recent years as a prevalent approach for
anomaly detection in the IoT [3, 4]. Employingmachine learning techniques, thesemeth-
ods autonomously learn patterns and characteristics from IoT data, enabling independent
anomaly detection.

Qiu et al. [5] focus on the deception problem in mobile social networks and propose
an adaptive social spammer detection model that improves the security of social users.
Dutta et al. [6] propose an integrated approach that leverages deep models and stacking
techniques, utilizing a heterogeneous flow-based dataset containing IoT data to achieve
reliable anomaly classification. In response to the lower performance and predictive
accuracy of intrusion detection systems based on anomaly-driven ML in IoT intrusion
detection,Abdelmoumin et al. [7] introduce amethod for optimizingmodels using hyper-
parameter tuning and ensemble learning to enhance IoT security. Nie et al. [16] focus
on the safety and malicious attack issues related to connected vehicle networks. They
have designed a data-driven intrusion detection system and a deep learning architecture
based on convolutional neural networks, aiming to detect intrusions targeting roadside
units. As a novel distributed learning paradigm, Federated Learning (FL) facilitates
decentralized training of predictive models through collaborative means [8]. In order to
ensure the efficiency, accuracy, and effectiveness of anomaly detection in the context
of industrial IoT, Wang et al. [9] introduce an architecture for anomaly detection and
an empowered approach utilizing federated deep reinforcement learning. This approach
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achieves the dual objectives of preserving privacy and enhancing anomaly detection
precision. Furthermore, Liu et al. [10] develop a convolutional neural network model
with long short-term memory to enhance detection accuracy. They also employ gradient
compression in FL to reduce communication costs and improve communication quality.
Addressing issues in the context of the IoT, where traditional anomaly detection meth-
ods suffer from low detection accuracy due to imbalanced massive data and poor model
generalization caused by data heterogeneity, Thing et al. [11] utilize a neural network
composed of multi-layer sparse autoencoders and stack autoencoders to detect various
types of attacks within the network. Doshi et al. [12] leverage IoT-specific network
behaviors as features and employ neural networks and ML techniques to achieve high-
precision detection of DDoS attacks in IoT communication. Considering the long-term
dependencies in streaming data, Cheng et al. [13] introduce a semi-supervised hierar-
chical stacked temporal convolutional network. This network design fully embraces the
characteristics of streaming data in IoT while eliminating uncertain records.

As the IoT continues to evolve, based on a survey of recent research findings [14,
15], it can be observed that ML-based anomaly detection solutions primarily focus on
feature selection, model optimization, and improving model generalization capabilities.
However, inherent challenges such as strong data dependencies and the inability to adapt
to unknown attacks persist withinML approaches.While the integration of deep learning
partially mitigates these issues, a fundamental resolution remains elusive.

Analyzing the characteristics of network attacks themselves, these attacks aim to
compromise the confidentiality, integrity, and availability of system information. They
typically induce deviations from normal network operations, manifesting as abnormal
behaviors. As a result, identifying anomalies can be achieved through the discovery
of patterns in data that deviate from expected behaviors. System invariance refers to a
condition within the “physical” or “chemical” characteristics of a system’s operational
process, which must hold whenever the system is in a given state. Analyzing physical
invariances for anomaly detection has been applied in numerous cyber-physical systems
involving networked information and physical components. The underlying processes
of the IoT are governed by their operational principles, with inter-device process states
being predictable and foreseeable. Hence, the assimilation of the inherent and objec-
tive attributes of the IoT, coupled with their modeling, serves as a robust approach for
achieving anomaly detection. This approach is versatile and well-suited for detecting
novel and emerging types of attacks.

4 Device Interaction Behavior Representation

4.1 Device Interaction Behavior Abstraction

The fundamental building blocks of the IoT comprise a diverse array of sensor devices.
The functionality of these devices is preconfigured during their manufacturing, resulting
in a set of fixed and limited executable actions. By comprehensively learning the finite
operational behaviors among these devices, precise and efficient anomaly detection can
be achieved.
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Fig. 1. The example of interactive behaviors of IoT devices.

As illustrated in Fig. 1, taking a temperature sensor as an example, its factory-set
function is to gather data on the ambient temperature. Within the context of the IoT, the
upper-level computer issues commands to a controlling Programmable Logic Controller
(PLC) to schedule periodic temperature measurements and reporting by the temperature
sensor. The PLC then forwards the timed measurement instruction to the temperature
sensor, which subsequently collects data and reports it. Under normal circumstances, this
functional logic is executed repetitively and periodically in a stable manner, assuming
no interference or attack. Therefore, by thoroughly studying and modeling all data in
this interaction process, any anomalies that arise can be promptly detected.

Existing research has rarely addressed the unique interaction behaviors within net-
work communication. This is primarily because human-initiated interactions are usually
driven by human consciousness, displaying attributes of variability, complexity, and sub-
jectivity. However, in practical IoT environments, interaction processes among entities
possess certain complexity. Yet, these processes are coordinated to achieve and maintain
the dynamic stability of the network environment. Thus, representing entity interac-
tion processes is feasible. In light of this, by comprehensively learning the baseline of
interaction behaviors among IoT devices, the detection of any anomalies can be timely,
comprehensive, and accurate.

4.2 Device Interaction Behavior Abstraction

According to the analysis in Sect. 4.1, the comprehensiveness and accuracy of the
description of interaction behaviors between device nodes directly impact the accuracy
of anomaly detection. To comprehensively describe interaction behaviors, this study
proposes a method for characterizing device interaction behaviors based on hierarchical
flow feature extraction. Thismethod divides the interaction behavior between two device
nodes into different hierarchical levels, as shown in Fig. 2, and extracts features from
both the temporal and spatial dimensions to achieve a comprehensive representation of
the interaction behavior.

The network traffic in the IoT contains interaction data between different nodes, and
these interactions involve three levels: session, flow, and packet. Therefore, in this study,
we first define the four delineated levels as follows:
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Fig. 2. A hierarchical description of device interaction behavior.

Definition 1. Host Level: In a network, a host is usually identified by one or more IP
addresses as its communication address within the network. For analytical and defini-
tional purposes, this study assumes that in the context of the IoT, one IP corresponds
to one actual device node. All communication between two IP addresses, i.e., data
packets with identical or reverse-source and destination IP addresses, is considered
communication data between two devices, referred to as host-level data.

Definition 2. Session Level: Traffic data generated between devices comprises inter-
actions involving multiple applications or services. Different applications or services
are represented by distinct port numbers and application protocols in data packets. In
this study, a session is formed by aggregating all data packets with the same five-tuple
(source IP, source port, destination IP, destination port, and transport layer protocol) or
reverse identical five-tuple (source IP, source port, destination IP, and destination port
interchanged) within the same session.

Definition 3. Flow Layer: A session consists of one or multiple data streams. Based
on the division rules of data streams, within a session, the temporal distribution of
data packets in the same direction is considered. Temporal sequence features are essen-
tially consistent when extracted across different hierarchical dimensions, as expressed
in Eq. (1).

finterval = {t0, t1, t2, . . . , tn, }, fduration = {t0, t1, t2, . . . , tn, } (1)

where finterval represents the time interval feature set, composed of the initial time rep-
resentations of the smallest analytical units at this layer, fduration represents the duration
feature set (which is absent at the packet level as the smallest analytical unit is the data
packet). Additionally, packets with a time difference not exceeding the threshold both
before and after, and not exceeding the flow aging time since the first packet in the
stream, are aggregated into unidirectional flows.

Definition 4. Packet Level: Data packets constitute the smallest unit of traffic analysis.
Every phenomenon is constructed upon the framework of time and space. Space captures
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the inherent structural characteristics of networks, while time captures the trends and pat-
terns of network dynamic evolution. Therefore, this study extracts network flow features
from both temporal and spatial perspectives to characterize interaction behaviors.

Temporal features of traffic mainly refer to the temporal characteristics of traffic,
including time series and time distribution features. The most fundamental attribute
within the temporal domain is the time series, which describes the flow unit at different
levels (host, session, flow, packet layers).

As temporal flow statistics are based on the relationship between the current con-
nection and statistics within a certain time range, spatial features of flow are needed as a
complement. Spatial features of flow primarily encompass attributes such as packet size
and packet count. According to the division of network traffic levels, spatial features are
analyzed and extracted at the packet, unidirectional flow, session level, and host level.

(1) Packet-level Spatial Features

Studying extractable spatial features at the packet level includes considerations such
as packet length. Packet length refers to the size of an individual data packet, effec-
tively capturing the size attribute of network behavior at the packet level. In certain
attacks, variations in packet length may exhibit consistent and relatively fixed patterns.
In comparison to the more random nature of legitimate communication behavior, these
variations often possess discernible distinctions.

(2) Flow-level Spatial Features

Investigating extractable spatial features at the flow level encompasses factors such as
packet count and flow byte count. Packet count refers to the quantity of data packets
within a single flow, while flow byte count quantifies the size of the entire flow in terms
of bytes.

In certain attack scenarios, attackers may frequently initiate communication within
the scope of a single flow to achieve their objectives. Legitimate communication behav-
ior, on the other hand, typically displays temporal randomness within a single flow, lead-
ing to the capability of differentiating between normal and malicious communication
behavior using features related to packet count and flow byte count.

(3) Session-level Spatial Features

Examining session-level considerations reveals primary features such as flow count and
session byte count. Similar to flow-level features, flow count and session byte count
respectively reflect the characteristics of session quantity and size. In some attack sce-
narios, attackers might exploit specific services or a combination thereof to execute their
attacks. For instance, in attacks like SYN-FLOOD, attackers often exhibit features char-
acterized by a large quantity of the same type of port usage, indicative of an attempt to
rapidly deplete server resources.

(4) Host-Level Spatial Features

From the perspective of host-level analysis, significant features that can be extracted
include the number of ports and the total number of transmitted bytes. The total number
of transmitted bytes can indicate the amount of communication exchange resources
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utilized by the user, while the number of ports, as an essential attribute at the host level,
can effectively reflect the quantity and variety of accessed services in communication
behavior. In the context ofmalicious communication behavior, attackersmay concentrate
attacks from one or a few IP addresses. For instance, a botnet might infect a large number
of hosts with bot programs, forming a one-to-many controllable network between the
controller and infected hosts. Such a network often utilizes a group of hosts to launch
denial-of-service attacks against a specific target. In this scenario, the feature related
to port count tends to remain relatively low and fixed. Furthermore, to consume the
resources of the target under attack, the total number of transmitted bytes tends to
increase.

Based on the summarized observations, this study constructs the feature space for
device interaction behaviors as shown in Table 1. This research intends to represent
device interaction behaviors without relying on any biased features. As a result, fea-
tures such as packet length, packet count, session interval, information entropy, and
packet skewness are selected to characterize the stability and regularity of the interaction
process.

The standard deviation, denoted by “σ”, is the arithmetic square root of the variance.
It reflects the dispersion of a dataset and is defined as follows:

σ =
√
√
√
√

1

N

N
∑

i=1

(xi − μ)2 (2)

In formula (2), N represents the length of the dataset, μ represents the mean of the
dataset, and xi represents any random variable within the dataset.

The Packet Inclination Rate (PIR) is defined as the ratio of the number of packets
exchanged to the average packet length during a certain time window in the interaction
process between two devices. Its calculation formula is shown in formula (3), where n
represents the number of interactions within the time window, FPi stands for the number
of packets in the i - th interaction session (i= 1,2,3,…,n), and FBi stands for the number
of bytes in the i - th interaction session (i = 1,2,3,…,n):

PIR =
(∑n

i=1FPi
)2

∑n
i=1FBi

(3)

When devices extensively utilize small packets for network communication, the
packet skewness exhibits higher values.

5 Detection Model

The IoT anomaly traffic detection model based on entity interaction protocol consists of
three essential components: traffic collection, feature extraction, and anomaly detection.
This section provides a comprehensive overview of each key step.
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Table 1. Interaction behavior features space between different IoT devices.

Feature
Hierarchy

Feature Name

Package
Level

Package
Length

- - - -

Flow
Level

Total Package
Length

Total Number
of Packages

Flow Duration - -

Session
Level

Number of
Packets Sent
by Sender

Total Packet
Length Sent
by Sender

Average Packet
Length Sent by
Sender

Minimum
Packet Length
Sent by Sender

Maximum
Packet
Length Sent
by Sender

Packet Length
Standard
Deviation Sent
by Sender

Packet Count
Standard
Deviation
Sent by
Sender

Packet Length
Slope of the
Sender

- -

Number of
Packets
Received by
Receiver

Total Packet
Length
Received by
Receiver

Average Packet
Length
Received by
Receiver

Minimum
Packet Length
Received by
Receiver

Maximum
Packet
Length
Received by
Receiver

Packet Length
Standard
Deviation
Received by
Receiver

Packet Count
Standard
Deviation
Received by
Receiver

Packet Length
Slope of the
Receiver

- -

Total Number
of Packets in
the Session

Total Packet
Length in the
Session

Average Packet
Length in the
Session

Minimum
Packet Length
in the Session

Maximum
Packet
Length in
the Session

Packet Length
Standard
Deviation in
the Session

Packet Count
Standard
Deviation in
the Session

Packet Length
Slope in the
Session

Session
Duration

-

(continued)
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Table 1. (continued)

Feature
Hierarchy

Feature Name

Host
Level

Number of
Open Ports by
Sender

Port
Information
Entropy of
the Sender

Number of
Open Ports by
Receiver

Port Information
Entropy of the
Receiver

Total
Number of
Open Ports
Between
Hosts

Port
Information
Entropy
Between
Hosts

Number of
Connection
Sessions
Between
Hosts

Total Number of
Packets in
Communication
Between Hosts

Total Packet
Length in
Communication
Between Hosts

Packet
Length
Slope

Fig. 3. Typical topology of the IoT.

5.1 Traffic Collection

A typical topology of an IoT network is illustrated in Fig. 3. The traffic generated by
devices is initially aggregated at the edge gateway and subsequently funneled through
routers before being connected to the Internet. Consequently, at the edge gateway, the
incoming and outgoing traffic of devices can be collected in real-time.

5.2 Feature Extraction

According to Sect. 4.2, the feature space for representing interactive behaviors is
illustrated in the process diagram shown in Fig. 4.

Extraction of Flow-Level Features: The packet-level data is truncated based on a
flow aging time of 15 s, as defined in this study. The data is grouped every 15 s. For each
group of data, the packet-level data’s five-tuple (source IP, source port, destination IP,
destination port, protocol number) is aggregated as key-value pairs to obtain flow-level
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Fig. 4. Feature extraction flow char.

data. The format of flow-level data is as follows: second-level timestamp, source IP,
source port, destination IP, destination port, protocol number, packet count, byte count,
and flow interval. The timestamp for flow data is taken from the maximum time within
that packet group. The features extracted are packet count, byte count, and flow interval.

Extraction of Session-Level Features: Flow data is aggregated based on identical
five-tuples (as the sender) or reverse five-tuples (as the receiver). For aggregated data,
if the time interval exceeds 30 min, it is truncated and divided into multiple sessions.
The format of session-level data is as follows: second-level timestamp, sender IP, sender
port, receiver IP, receiver port, protocol number, sender packet count, sender byte count,
receiver packet count, receiver byte count, total packet count, total byte count, sender
duration, receiver duration, total duration, sender packet count sequence, sender byte
count sequence, receiver packet count sequence, receiver byte count sequence, number
of flows in session.

Extraction of Host-Level Features: Session-level data is aggregated based on (sender
IP, receiver IP) to obtain host-level data in the format: sender IP, receiver IP, sender
port sequence, receiver port sequence, session count, total packet length, total packet
count.Corresponding features are extracted using the calculation formula for information
entropy.

5.3 Detection Framework

Built upon the stability characteristics of device interactions in the IoT ecosystem, the
core idea of this research is to model the interactions between device pairs present in
the network traffic collected at the IoT egress point. This modeling process is conducted
individually for each device pair, enabling precise and comprehensive anomaly detection.

As depicted in Fig. 5, the propose IoT anomaly traffic detection framework comprises
two main phases: the training phase and the detection phase.

Training Phase: During this phase, normal network traffic generated during regular
device operation is collected as training samples. The interactions between device pairs
are aggregated to extract respective feature vectors. To ensure practicality in the detection
framework and to model each set of interactions, a simple decision tree is employed for
autonomous modeling. This results in the formation of a baseline model ensemble that
encompasses various groups of interacting devices.
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Fig. 5. Anomaly detection model.

Detection Phase: In real-time, the collected flow data undergoes feature extraction
using a feature extractor to generate feature vectors for each interacting device pair. By
leveraging IP identification information of the interacting devices, their corresponding
“baseline” models are selected for anomaly detection. If a feature space deviates from
the baseline, it is classified as an anomaly and triggers an alert directly.

6 Experiment Validation

6.1 Dataset

In this study, we conducted experiments and evaluations using the BoT-IoT dataset. The
BoT-IoT dataset was created by designing a real-world network environment within the
University of New SouthWales Canberra Network Range Laboratory. This environment
combines normal traffic with zombie network traffic. The dataset’s source files are pro-
vided in various formats, including original pcap files, generated argus files, and CSV
files. These files are segregated based on attack categories and subcategories to facilitate
the labeling process. The captured pcap files amount to 69.3 GB in size, encompassing
over 72,000,000 records. Extracted CSV-format traffic data constitutes a size of 16.7 GB.
The dataset includes attacks such as DDoS, DoS, operating system and service scanning,
keystroke logging, and data leakage. Furthermore, DDoS and DoS attacks are further
organized based on the protocols employed. Table 2 illustrates the labeled attack types
present within the BoT-IoT dataset.
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6.2 Evaluation Metrics

Anomaly detection is a binary classification problem. In this study, we employ five
metrics to evaluate the performance of the model: Precision (P), Recall (R), Accuracy
(Acc), area under the Precision-Recall (P-R) curve, and Area Under ROC Curve (AUC).
The definitions of P, R, and Acc are shown in Eqs. (4), (5), and (6):

P = TP

TP + FP
(4)

R = TP

TP + FN
(5)

Acc = TP + TN

TP + TN + FP + FN
(6)

TP, TN, FP, and FN respectively stand for: True Positives, True Negatives, False
Positives, and False Negatives. AUC represents the area under the ROC curve. The ROC
curve has False Positive Rate (FPR) on the horizontal axis and R on the vertical axis. If
the ROC curve of one classifier is entirely “enclosed” by the ROC curve of another, it can
be inferred that the latter has better performance than the former. However, situations
with crossing curves might also occur. Therefore, a more reasonable approach is to
compare the areas under the ROC curves. The computation of FPR is given by Eq. (7):

FPR = FP

TN + FP
(7)

The P-R curve plots R on the x-axis against P on the y-axis. Similar to AUC, the
area under the P-R curve reflects the proportion of a learner’s performance that achieves
a relatively high balance between Precision and Recall.

Table 2. The type of attack marked by the BoT-IoT dataset.

Attack Types Subtypes

DoS DoS HTTP

DoS TCP

DoS UDP

DDoS DDoS HTTP

DDoS TCP

DDoS UDP

Scan OS Scan

Service Scan

Theft Data Exfiltration Keylogging
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6.3 Detection Performance

In this study, we initially employed ten-fold cross-validation to validate the model, and
the results are presented in Table 3. The outcomes straightforwardly demonstrate the
effectiveness and utility of the propose model.

Table 3. Ten-fold cross-validation results.

ID P R Acc AUC P-R

1 97.13% 96.18% 95.07% 0.94 0.98

2 97.23% 96.02% 95.05% 0.94 0.98

3 97.35% 95.89% 95.07% 0.94 0.98

4 97.31% 97.43% 96.13% 0.95 0.98

5 97.52% 96.77% 95.84% 0.94 0.98

6 96.43% 97.52% 95.50% 0.94 0.98

7 97.13% 97.32% 95.89% 0.95 0.98

8 97.25% 96.40% 95.40% 0.95 0.98

9 98.12% 97.10% 96.01% 0.96 0.98

10 97.99% 96.87% 95.88% 0.95 0.98

Taking into account the real-world scenario’s distribution between normal network
traffic and attack traffic, we conducted five rounds of validation by controlling the ratio
between training and testing data. We divided all the data into different portions using
various values of λ (the ratio of training data to testing data), and the model’s detection
performance is illustrated in Table 4. According to the detection results, the domain-
aware anomaly detection approach proposed in this study can accurately identify all
abnormal behaviors that deviate from normal scenario settings.

Table 4. Model effect under different traffic ratios.

λ P R Acc AUC P-R

50%:50% 92.10% 99.78% 93.79% 0.89 0.96

60%:40% 92.98% 99.52% 94.00% 0.89 0.96

70%:30% 92.90% 99.44% 94.00% 0.89 0.97

80%:20% 92.18% 99.50% 93.62% 0.89 0.96

90%:10% 93.51% 98.42% 93.83% 0.9 0.97
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7 Conclusion and Future Work

This study aims to achieve universal, accurate, and comprehensive anomaly detection
in the IoT environment. From the perspective of device interaction behavior, a method
for IoT anomaly traffic detection is proposed. By analyzing the manifestation of device
interaction processes in network communication, a comprehensive representation of
device interaction behavior is developed based on time and space attributes at four levels:
packet, flow, session, and host. Subsequently, specific learning and modeling targeting
interaction device pairs are conducted to construct an integrated anomaly detection
model, achieving comprehensive anomaly detection. The propose method is evaluated
using the BoT-IoT dataset, demonstrating its effectiveness and superiority. Considering
themethod’s real-world application, the challenge of rapidly and automaticallymodeling
for newly introduced devices becomes a focal point for future research.
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Abstract. As an emerging machine learning model, federated learn-
ing ensures that user data is stored locally while breaking data siloes,
which ensures the privacy of training data. However, in practical appli-
cations, the training data across different user terminals are often non-
independent and identically distributed. Moreover, federated learning
does not provide strict privacy protection for users. Attackers can infer
data information based on the model parameters or gradients uploaded
or downloaded, and there is a great risk of privacy leakage in the process
of information transmission. Therefore, we design a personalized fed-
erated learning scheme with privacy protection capability. Considering
that non-independent and identically distributed data will have a nega-
tive impact on model training, we aim to obtain a personalized model for
each client by joining transfer learning and knowledge distillation. Since
we first propose a personalized federated learning algorithm with pri-
vacy protection ability based on the Gaussian mechanism in differential
privacy, and then compared with the traditional Laplace mechanism.
Experimental results demonstrate that our proposed method achieves
better accuracy and improves the privacy protection ability.

Keywords: Federated learning · Personalized federated learning ·
Differential privacy

1 Introduction

With the rapid development of computers and the Internet, artificial intelligence
technology emerges as The Times require [1,2]. Traditional machine learning
methods require a large number of user terminals to upload data to a central
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server to train models. However, this kind of centralized machine learning meth-
ods will encounter some challenges when solving practical problems. For example,
during the transmission of a large amount of data, there will be high commu-
nication overhead and there will be the risk of privacy leakage. Therefore, how
to train the model while ensuring privacy and low communication overhead has
become a problem that artificial intelligence technology needs to consider. [3]
The solution is given by the technology of federated learning [4] proposed by
Google in 2016. Federated learning is a distributed machine learning framework
that can learn by utilizing data available in decentralized devices while main-
taining data privacy. Each client has local data to participate in the training.
After completing the local training, the client uploading the model parameters or
gradients to the server, and then the server aggregates the received information,
and the client downloads the aggregated results, thus allowing users to obtain a
shared model without compromising data privacy.

Despite the good performance reflected in the model training process, there
are still some problems when federated learning is applied to real-world specific
problems. A significant challenge arises from the non-uniform distribution of
data among devices, each with varying computing, storage, and communication
capabilities. Consequently, the model trained with private data may outperform
the global model for certain users. Secondly, there are also privacy issues in feder-
ated learning. Attackers can easily infer the original data by observing the model
parameters or gradient information uploaded by participants, or pass malicious
parameters to participants to affect the model training effect, which will lead
to different degrees of privacy leakage. In order to make the federated learning
model in heterogeneous scenarios more in line with individual preferences, some
studies have proposed the concept of personalized federated learning. They use
methods based on transfer learning [5], multi-task learning [6], meta-learning [7],
knowledge distillation [8] and other methods to solve heterogeneous problems,
realize local or global model personalization, and make the model more suitable
for each participant. However, most of the research on personalized federated
learning does not consider privacy issues.

However, the number of research results for personalized federated learning
is small. Recently, Ozkara et al. [9] proposed a statistical framework for per-
sonalized joint learning and estimation, and this work started with a statistical
framework that unitized several different algorithms and proposed new ones. In
this paper, we apply the framework to personalized estimation and connect it
with the classical empirical Bayesian method. In this framework, a novel esti-
mation of private personalization is developed. Then, new personalized learning
algorithms are proposed, including AdaPeD based on information geometric reg-
ularization, which numerically outperforms several known algorithms. This work
extends privacy considerations to personalized learning methods, ensuring user-
level privacy and composition. Yuan et al. [10] proposed a personalized federated
learning system based on permissioned blockchain, which is divided into a four-
layer architecture, namely iot device layer, network layer, edge computing layer,
blockchain layer and application layer, and uses permissioned blockchain [11]
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as a federated learning server. And a personalized federated learning algorithm
based on permission blockchain is proposed, which can achieve privacy protec-
tion and resist poisoning attacks with high accuracy. Experimental results show
that the proposed system has high privacy protection and anti-poisoning attack
ability, and can be deployed in edge computing environment. Recent research
results such as the HPFL [12] framework also use a similar hierarchical idea to
some extent. Participants in HPFL first divide local training data into public
and private information, and then divide the model into public and private com-
ponents based on this information. Deliver a draft of the private component. In
the aggregation phase, the server directly weighted the public components with
the same attribute as the common part of the global model, and aggregated the
private components as the private part of the global model, so as to avoid the
impact of data heterogeneity and complete privacy protection.

In general, the number of research results that consider both heterogeneity
and privacy issues is small, and most of the existing results are constructed based
on a certain kind of personalized federated learning framework, lacking certain
scalability. At the same time, the introduction of privacy protection technol-
ogy still brings the loss of model accuracy or the increase of computation and
communication costs.

Inspired by this, we propose a privacy protection mechanism for personalized
federated learning in this paper, which uses the local differential privacy mech-
anism to add Gaussian noise to the parameters uploaded to the central server
to achieve more effective privacy protection without affecting the model per-
formance, so as to build a personalized federated learning system with privacy
protection ability. The main contributions of this paper are as follows:

1. We introduce the Gaussian mechanism into the modified FedMD [13] frame-
work to achieve privacy protection while ensuring personalization.

2. Before the parameters are uploaded to the central server, the noise obeying
Gaussian distribution is added to them, and the central server then performs
knowledge distillation and aggregation of the noisy parameters, so as to avoid
the original data from being obtained by the attacker to a certain extent.

3. This paper sets up experiments to explore the influence of privacy budget
on the accuracy of the system, and compares the effect with the traditional
Laplace mechanism to verify the effectiveness of the proposed scheme.

The rest of this paper is organized as follows. Section 2 presents the related
work. Section 3 presents the system model as well as the algorithmic details.
Experimental verification is carried out in Sect. 4. Finally, we conclude the paper
in Sect. 5.

2 Related Work

2.1 Federated Learning

Federated learning was proposed by Google in 2016 for updating language pre-
diction models on smartphones. In 2019, Yang et al. [14] gave a systematic
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introduction to federated learning. They classify federated learning into three
types:

1) Horizontal federated learning: federated learning by sample;
2) Vertical federated learning: feature-wise federated learning;
3) Federated transfer learning: Federated learning with few participants and

few features.

Fig. 1. Federated Learning flow.

The process of federated learning is illustrated in Fig. 1. Federated learning
consists of a central server and multiple participants, and trains a global model
after multiple iterations. The process is as follows:

1) System initialization. The central server initializes the global model and
distributes it to the participants;

2) Local training. Where participants train the model using a local dataset and
then upload the updated model parameters to a central server;

3) Central aggregation. Where the central server aggregates the received
parameters to obtain the global model.

2.2 Differential Privacy

Dwork et al. [15] proposed differential privacy mechanism in 2006. By introduc-
ing random noise, the public output will not be significantly changed by the
change of an individual, so as to achieve the effect of hiding the individual. Dif-
ferential privacy can be divided into centralized differential privacy and localized
differential privacy according to the different subjects adding noise.



324 R. Liu et al.

Centralized differential privacy: The client uploading the data to the data
center, which then privacy-protects the data. However, the drawback of this
method is that it requires a trusted third party to collect the data.

Local differential privacy: The client adds noise to the data locally and
uploading it, so as to avoid the risk of privacy leakage caused by the data upload-
ing process and the untrusted data collector.

Before describing the specific mathematical definition of differential privacy,
it is important to understand the following key concepts:

1) Proximity data

Definition 1. Adjacent Dataset. Has two have the same properties of the struc-
ture of the data set D, D′, if the data set D, D′ differ by at most a record, namely
|D ⊕ D′| = 1, then according to the data set D, D′ for data sets.

2) Query functions

Definition 2. Query functions. For a data set D various mapping functions are
defined as queries, such as sum, median, range queries, etc., denoted as f(D),
and a set of query functions can be expressed as F = f1, f2, ..., fn.

3) Global sensitivity and local sensitivity

Definition 3. Global sensitivity. Given a pair of proximity data sets D, D′, for
the query function f : D → R, R is the query result returned by the query
function, and the global sensitivity of function f is defined as

Δgf = maxD,D′ ||f(D) − f(D′)||1 (1)

Among them, ||f(D) − f(D′)||1 is the Manhattan distance between f(D) and
f(D′).

From Definition 3, we know that the sensitivity f of a query function is a
property of the function itself, independent of the data set. This property rep-
resents the maximum variation in the result of the query function when applied
to a pair of adjacent data sets. A corresponding concept is the local sensitivity,
which mainly shows the change of the query function f on a data set, which is
determined by the query function and the given data set. The definition is as
follows:

Definition 4: Local sensitivity. Given a dataset D, for a query function f :
D → R, R is the query result returned by the query function, on any data set
D′ adjacent to the data set D. The local sensitivity of function f is defined as

Δlf(D) = max′
D||f(D) − f(D′)||1 (2)

Among them, ||f(D) − f(D′)||1 is the Manhattan distance between f(D) and
f(D′).

According to Definition 4, when the given data set D is the same as the data
set that achieves the maximum Manhattan distance between f(D) and f(D′) in
Definition 3, the local sensitivity is the same as the global sensitivity, i.e.
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Δgf = maxDΔlf(D) (3)

After introducing the above concepts, the mathematical definition of differential
privacy is stated as follows.

Definition 5: ε - Differential privacy. For two datasets D and D′, where only
one record differs, a randomization mechanism m protects ε-differential privacy,
and for all S ∈ Range(M)have:

Pr[M(D) ∈ S] ≤ eε · Pr[M(D′) ∈ S] (4)

Where, ε represents the privacy budget, which is used to control the privacy
protection degree of the algorithm; the smaller is ε, the higher is the privacy
protection degree; on the contrary, the lower is the privacy protection degree.
From the Definition 5, we can see that when the parameter ε is smaller, the
distribution of the query results of the random algorithm M on the adjacent
data set is closer, and the privacy protection effect is better. When ε = 0, the
probability distribution of the query result is exactly the same, and the degree
of privacy protection reaches the highest. On the contrary, the larger ε is, the
less privacy is preserved.

2.3 FedMD Framework

In order to solve the negative impact of heterogeneity on model training,
researchers have proposed a series of personalized methods. Among them, Li
et al. [13] proposed a method FedMD based on transfer learning and knowledge
distillation. The steps are as follows:

Step 1: Transfer learning. The client first trains on the public dataset until
convergence, and then trains on the private dataset until convergence to obtain
the local model.

Step 2: Knowledge Distillation. Clients compute class scores on a public
dataset, upload the results to a central server, which computes a consensus and
distributes it to clients. Clients train the model until they get close to the consen-
sus. The knowledge of one participant can be understood by other participants,
which completes the process of knowledge distillation.

Step 3: Revisit. The client trains the model on its own private dataset until
convergence.

To minimize training overhead, this paper enhances the algorithm by con-
ducting training solely on private datasets until convergence is attained in the
transfer learning stage. The Algorithm procedure is shown in Algorithm 1.

3 Trusted Personalized Federated Learning

3.1 Framework

The personalized federated learning scheme based on differential privacy consists
of a cloud server and N clients, and the system architecture of this scheme is
shown in Fig. 2.
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Algorithm 1. The FedMD framework enabling federated learning for hetero-
geneous models.
1: Input: Public datasets D0,private datasets Dk independently designed model

fk, k = 1...m,
2: Output: Trained model fk
3: Transfer learning: Each party trains to convergence on the local Dk.
4: for j = 1, 2...P do
5: Communicate: Each party computes the class scores fk(x0

i ) on the datasets,
and transmits the result to a central server.

6: Aggregate:The server computes an updated consensus, which is an average
f̃(x0

i ) = 1
m

∑
k fk(x0

i ).

7: Distribute: Each party downlosds the updated consensusf̃(x0
i ).

8: Digest: Each party trains its model fk to approach the consensus f̃ on the
public datasets D0.

9: Revisit: Each party trains its model fk on its own private data for a few
epochs.

10: end for

Fig. 2. Illustration of the algorithm framework.

Firstly, the client downloaded the initial model from the central server, and then
used the public data set and private data set for local training. After the number
of local iterations reached, the client added Gaussian noise to the model param-
eters, and segmented the perturbed parameter set according to the maximum
and minimum values of the original parameters before uploading to the server,
so as to prevent privacy leakage caused by the data upload process. Then, the
central server performs knowledge distillation to compute the consensus, and
the clients approach the consensus through training until convergence. Finally,
the client performs local training on the private dataset to obtain a personalized
local model. Table 1 lists the meaning of the parameters used in this paper.
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Table 1. The representative meanings of the different parameters.

Parameters Description

N the amount of clients

Wj the weight of the j th clients

αj the activation function of the j vector

x the output of the n th user

y the result of each round of forward propagation

L the common loss function of each participant

W ∗ the global optimal solution obtained after optimization

(xn,t, yn,t) the t th sample in the training data

Tn the amount of training data available to the n th participant

δ Term of relaxation

β Weights when parameters are aggregated

C the noise parameters

σ standard deviation

ε privacy budget

K amount of system iterations

ep amount of local iterations

bs local optimized sample batch size

η local optimized learning rate

3.2 Algorithm Settings and Description

The algorithm setup mainly includes the following parts: model setup, noise
setup, and parameter aggregation.

1) Model setup: Suppose there are N clients participating in the training,
then the weight matrix is (WN , ...,W2,W1). If the activation function of the
vector is denoted by (αN , ..., α2, α1), then for the output x of the n th user, the
result of each round of forward propagation can be denoted by

y = αN (WN · · · α1(W1x) · ··) (5)

If let L(·, ·) denotes the common loss function of each participant, the learning
objective is to minimize the average personalized loss function without adding
noise, denoted by

W ∗ = argminW (L(W ) =
1
N

K∑

n=1

1
Tn

Tn∑

t=1

l(yn,t, f(xn,t;W ))) (6)

Where, Tn denotes the amount of training data available to the n th participant,
(xn,t, yn,t)denotes the t th sample in the training data, and W ∗is the global
optimal solution obtained after optimization.
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2) Noise Settings: For numerical data, this can be guaranteed using the Gaus-
sian mechanism defined in [16]. According to [16], we can propose the following
DP mechanism by adding artificial Gaussian noise.

To ensure that a given noise distribution n − G(0, σ2) preserves (ε, δ) - DP,
where G represents the Gaussian distribution, we use

C =

√
2 · log( 1.25

δ )

ε
(7)

to calculate the noise parameters.
In this paper, if the privacy budget of the client is ε, and the client is selected T
times, the budget of the client per noise is ε/T .

3) Parameter aggregation: Before training starts, each participant sends its
own amount of available training data to the server, and the server computes
weights based on the amount of data Tn for each participant

βn =
Tn∑N

n=1 Tn

(8)

When the personalized federated learning server aggregates parameters, the base
layer parameters of each participant are weighted and averaged according to the
weight βn of each participant

W ∗ =
N∑

n=1

βnW (9)

In summary, the algorithm formulation of personalized federated learning scheme
based on differential privacy is as Algorithm 2.

4 Experiment and Analysis

4.1 Experiment Settings

In this experiment, it is assumed that there are 100 clients participating in the
training of personalized federated learning, and the data distribution of users
is heterogeneous. A common neural network architecture, Convolutional Neural
network (CNN), is used for the user local model, and the loss function is the
cross-entropy loss function. In this experiment, the training accuracy is used as
the performance evaluation index, and the mnist dataset is used for performance
testing.

The Mnist dataset is a commonly used database of handwritten digits. It
contains 60,000 training images and 10,000 test images, where each image is
made up of 28*28 pixels. The labels in the Mnist dataset include ten numbers
from 0 to 9 and are one-hot encoded.

In this experiment, 60000 training data of the Mnist dataset are sorted and
divided into two parts. One part has 10000 data, which is used as a public data
set, and the remaining 50000 data is used as a private data set. Then, according
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Algorithm 2. Personalized Federated Learning based on Differential Privacy.
1: Input: Amount of participants N , amount of system iterations K, amount of

local iterations ep, local optimized sample batch size bs, local optimized learning
rate η, privacy budget ε.

2: Output: Participant personalization model W ∗.
3: [Clients]
4: Initialize the local model W (0).
5: The local amount of data Tn is sent to the central server.
6: for k = 1, 2...K do
7: Receive W (k−1) from the server.
8: W

(k)
n ← M − SGDn(W

(k−1)
n , ep, bs, η

(k)
n )

9: Send W (k) to the server.
10: end for
11: [Personalized Federated Learning Server]
12: Random initialization W (0).
13: The amount of data Tn received from each participant.
14: Calculate βn = Tn∑N

n=1 Tn
.

15: Send W (0) to each client.
16: for k = 1, 2...K do
17: Receive W k

n from each client.
18: W ∗ ← ∑N

n=1 βnW k
n

19: Send W ∗ to each client.
20: end for

to the label size, the algorithm was divided into 200 groups, each group had 250
data, and each user randomly selected two groups, and each group could not
be selected repeatedly. After building the local dataset for each user, 90 percent
of the local dataset is randomly selected as the local training dataset and the
remaining part is used as the local test set.

In this experiment, the number of global iterations is set to 150, the number
of iterations is 1, and the learning rate is 0.1.

4.2 Results and Analysis

Figure 3 represents the system accuracy when taking different privacy budgets.
The figure shows the accuracy of the system when the privacy budget is 10,20,30,
and 50. It can be seen that when ε = 10, the accuracy of the system is very low,
but when ε = 20, the accuracy of the system is greatly improved, and there is
little difference between the accuracy of the system when the privacy budget
is 20,30, and 50. The blue curve represents the system accuracy when no noise
is added. It can be seen that the training accuracy of personalized federated
learning is higher when no noise is added. The experimental results show that
adding noise reduces the accuracy of the user’s local personalized model to a
certain extent, and the smaller the privacy budget, the greater the accuracy of
the personalized model. However, we know that the larger the privacy budget,
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Fig. 3. System accuracy with different privacy budgets. (Color figure online)

the lower the degree of privacy protection, so according to Fig. 3, we can choose
ε = 20 as the appropriate degree of privacy protection.

Figure 4 compares the system accuracy when Gaussian noise is added with
Laplacian noise. It can be seen that under the same privacy budget, adding
Gaussian noise to the framework for privacy protection is better than adding
Laplacian noise, and the contrast is extremely obvious. The reason is presumably
that, unlike the Laplace mechanism, the noise added by the Gaussian mechanism
is variable and can be adjusted according to the characteristics of the data and
the type of query. This adjustable noise makes the Gaussian mechanism more
accurate when dealing with large-scale data, and it is also more suitable for
processing application scenarios that require high-precision query results.

Fig. 4. The comparison of Gaussian noise and Laplacian noise.
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5 Conclusion

This paper proposes a personalized federated learning scheme based on differen-
tial privacy. On the basis of traditional federated learning, transfer learning and
knowledge distillation methods are used to complete the personalized setting,
and Gaussian mechanism is introduced for privacy protection. This paper uses
Mnist data set to experiment the performance of the algorithm, understand the
impact of privacy budget on the performance of the algorithm, and compare
with the Laplace mechanism. From the experimental results, compared with the
noise-free scheme, the proposed scheme has little accuracy loss, and the Gaus-
sian mechanism is greatly superior to the Laplace mechanism in reducing the
accuracy loss.
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Abstract. This paper presents an online big-data driven design of reading and
writing tests, incorporating empirical data analysis. The study aims to investigate
the nature of reading and writing abilities, their corresponding relationship, and
the impact of background variables on learning-oriented test performance. The
counterpart was administered through an online platform, where data are collected
for assessing the performance of students. The objectives of ourwork are to provide
insights into the test design, delivery, and feedback mechanisms, and to conduct a
statistical evaluation of the test’s reliability, validity, and correlations. The findings
contribute to our understanding of reading and writing assessment in an online
context, while also highlighting the implications of background variables on test
performance.

Keywords: Learning-oriented test · Online big-data driven task · Reliability &
Validity of the test

1 Introduction

1.1 Motivation

Language proficiency assessment plays a crucial role in language learning and teaching.
However, traditional assessment methods often focus solely on measuring students’
outcomes without considering their learning progress and individual growth. In contrast,
a learning-oriented test model offers a valuable approach that emphasizes the learning
process itself and provides formative feedback to support students’ improvement.

The objective of this work is two-fold:

• To provide information about the learning-oriented test in terms of the process of
design, its test constructs, delivery, and feedback.

• To conduct a statistical evaluation of the reliability and validity of the test and examine
whether the test supports its claims.
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The motivation behind this paper lies in the development and implementation of a
learning-oriented achievement test for ESL students at theUpper IntermediateLevel. The
test aims to assess reading comprehension and writing skills in a professional context,
focusing on the theme of “The Art of Complaining” from Unit 10 of the coursebook.
In order to ensure the relevance and effectiveness of the test, it is essential to explore
the nature of reading and writing abilities on this test and investigate the relationship
between these two constructs.

The literature review conducted for this study revealed valuable insights into the
relationship between reading and writing abilities in language learning. Studies by Baz-
erman (1980) and Cumming et al. (2004) highlighted the interconnectedness of reading1
and writing, showcasing how these skills mutually reinforce each other [4, 12]. Addi-
tionally, the works of Berninger et al. (2002) and Grabe (1991) contributed to a deeper
understanding of how language by hand (writing) and language by eye (reading) are
closely intertwined in the learning process [5, 16].

By drawing on the insights from these literature reviews, the test design was strategi-
cally developed to create an integrated learning-oriented assessment. The counterpart not
only provides students with summative scores but also offers formative feedback, aiding
their improvement in both reading comprehension andwriting abilities. The design of test
aligns with the established theoretical frameworks and aims to support the development
of real-world language and communicative competencies.

Through the utilization of an online platform, the test was administered using a
big-data driven approach, following the footsteps of Gebril and Plakans (2009) and
Plakans & Gebril (2012) [15, 26]. This approach harnessed the benefits of data analysis
from student responses, providing valuable insights into student performance and test
effectiveness. Furthermore, the statistical evaluation conducted in this study adheres
to the principles of validity and reliability highlighted by Borsboom et al. (2004) and
Myford & Wolfe (2003) [7, 24].

This paper aims to achieve three primary objectives:

1. To provide a comprehensive overview of the learning-oriented test, including its
design process, the test constructs it measures, the delivery methods employed, and
the feedback mechanisms in place.

2. To conduct a statistical evaluation of the reliability and validity of the test,
meticulously assessing whether the test aligns with its intended claims.

3. To collect the data, we utilized an online platform, adopting a truly online big-
data driven approach. This allowed us to benefit from an extensive array of student
responses and conduct thoroughdata analysis, providing valuable insights into student
performance and the effectiveness of the test.

The paper will provide detailed information about the test design and present a
comprehensive statistical analysis of the results. The discussion section will present our
main findings, address any significant limitations, and offer recommendations for future
research and test design enhancements.

The following research questions will be addressed in this paper:

1. What is the nature of reading and writing ability on this test?
2. What is the nature of the relationship between reading and writing ability on this test?
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3. To what extent were the raters consistent when rating writing ability in this test?
4. What is the nature of the relationship between the test-takers’ self-reported length of

studying English, and their performance on the test?

1.2 Organization

The organization of this work is as follows. Section 2 will first present procedure of the
theoretical conceptualizations for the constructs of the test ismeasuring, including online
big-data collection and feedback system used for a learning-oriented approach, assessing
reading abilities and providing detailed feedback to improve writing. In Section 3 , this
paper will elaborate on the statistical analysis of the results of the assessment. Section 4
of this work will conclude with a discussion of the main findings, the major limitations,
as well as recommendations for future tests or research directions.

2 Online Big-Data Collection and Feedback System

2.1 Online Big-Data Collection: Platform and Procedures

With a learning-oriented approach in mind, twelve multiple-choice questions for the
reading passage were designed in a way that they could also serve as the input for
the writing assignment. The reading passage was about how to write a polite email to
the professor and the test-takers will be assessed in terms of their endophoric literal
and endophoric implied reading abilities. The reading passage with salient discourse
markers also acts as a socio-transactional and linguistic resource for test-takers for the
writing section.

To complete the writing assignment, students had to go through three stages: read,
reflect, and write. To begin, students were given a reading passage on how to politely
write an email to professors where they need to identify and highlight essential features
of the input to finish the reading questions. During the reflection phase, they received
feedback for each question once they completed all the multiple-choice items. The first
two steps of the process weremeant to teach students how to construct a professional and
polite email through reading and reflection, as well as to provide them with background
knowledge and resources to write their own emails in the second part of the test (Table 1).

A writing scoring rubric based on four components was used to evaluate the students
for their writing section. The components took into consideration the language control,
the content’s accuracy and elaboration, and the rhetorical control. The sociolinguistic
appropriateness like tone and formality were incorporated under language control. The
scoring results were provided to the students together with feedback on various parts they
should improve on. For the actual scoring part, both raters first independently rated the
four constructs for each response, and then they averaged their scores on each construct
and the total added-up score as well.

Each test-taker received a score report that has both summative scores (i.e., each
construct’s score and an overall score) and formative feedback (i.e., how their response
was scored, a complete version of the rubrics for their reference, interpretations of each
construct’s score, global comment, as well as suggestions on how their writing could be
improved) (Tables 2 and 3).



338 Y. Sun et al.

Table 1. The Test Structure for Unit 10

Test Component Task type Number of
Items/ Tasks

Time Scoring

Reading:
-Endophric literal
(e.g., summarizing
the gist, identifying
details)
-Endophoric implied
(e.g., infering)

Selected response:
-MC items

12 items 60 min
in total

- Dichotomous
(0/1)
- 12 points in total

Writing:
-Language Control
-Content Accuracy
-Rhetorical Control
-Content Elaboration
Theme:
Polite email in the
academic domain

Constructed-response
task/ extended
production:
-Integrated
reading-for-writing
task with scaffolding

Analytic Scoring
with a rubric

-Rating scale
ranging from 1–5
criteria

- 5 points for each

- 20 points in total

- 2 raters

Table 2. The Writing Scoring Rubrics used on this test

Score (Level of
Control)

Language Control Content Accuracy Rhetorical Control Content Elaboration

5 The language of
email is clear,
cogent and
smooth, and
displays high
accuracy in
grammatical and
lexical choices
from a wide range.
Consistent
pragmatic
appropriateness
and politeness in
tone, register, and
stance. It may
include some very
minor lexical or
grammatical errors
which do not
interfere with
understanding

The email
information is
accurate and
relevant to the
task. The form of
the email is
complete and
shows an accurate
understanding of
the reading input

The email includes
clear and logical
explanations of the
student’s situation.
The relationships
between ideas are
supported by
appropriate logical
connectors and
cohesive devices.
The explanations
and requests made
in the email are
persuasive

The email is fully developed with
considerations and examples from the
reading input. The email may also
contain considerable extra background
knowledge of filing a complaint or
writing a polite email in a professional
setting

(continued)
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Table 2. (continued)

Score (Level of
Control)

Language Control Content Accuracy Rhetorical Control Content Elaboration

4 The language of
email is generally
clear, cogent and
smooth, and
displays general
accuracy in
grammatical and
lexical choices
from a wide range.
Fairly consistent
pragmatic
appropriateness
and politeness in
tone, register, and
stance. It may
include some
minor lexical or
grammatical
errors, which may
or may not
interfere with
understanding

The email
information is
generally accurate
and relevant to the
task and shows a
generally good
understanding of
the reading input.
The form of the
email is fairly
complete, maybe
with minor
missing parts

The email includes
fairly clear and
logical
explanations of the
student’s situation.
The relationships
between ideas are
fairly supported by
appropriate logical
connectors and
cohesive devices.
The explanations
and requests made
in the email are
fairly persuasive

The email is fairly developed with
considerations and examples from the
reading input. The email might also
contain some extra background
knowledge of filing a complaint or
writing a polite email in a professional
setting

3 The language of
email is
moderately clear
and cogent, and
displays moderate
accuracy in
grammatical and
lexical choices
from a moderately
wide range.
Somewhat
consistent
pragmatic
appropriateness
and politeness in
tone, register, and
stance, but may
contain obvious
inconsistency. The
email has a
noticeable amount
of grammatical or
lexical errors,
which slightly
interfere with
understanding

The email
information is
moderately
accurate and
relevant to the
task, and shows
some
understanding of
the reading input.
The form of the
email is
moderately
complete, but a
few parts are
missing

The email includes
some clear and
logical
explanations of the
student’s situation.
The email exhibits
almost no logical
connectors or
cohesive devices.
The explanations
and requests made
in the email are
somewhat
persuasive

The email is somewhat developed with
details or considerations from the
reading input. The email might also
contain a limited amount of extra
background knowledge of filing a
complaint or writing a polite email in a
professional setting

(continued)
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Table 2. (continued)

Score (Level of
Control)

Language Control Content Accuracy Rhetorical Control Content Elaboration

2 The language of
email is clear or
cogent at times but
exhibits problems
in being
consistent. The
email displays an
inappropriate tone,
register, or stance.
The language
either shows limits
in control of
vocabulary and
grammar, or has a
large amount of
errors, which
significantly
interfere with
understanding

The email
information is
somewhat relevant
to the task but
leaves most of it
unattended. The
response fails to
show
understanding or
consideration of
the reading input.
The form of the
email is
incomplete

The email barely includes any clear and
logical explanations of the student’s
situation. The email exhibits almost no
logical connectors or cohesive devices.
The explanations and requests made in
the email are barely persuasive

The email lacks
important
considerations and
examples from the
reading input. The
email might
sometimes contain
a limited amount
of extra
background
knowledge of
filing a complaint
or writing a polite
email in a
professional
setting

1 The language of
email is very
limited in
coherence or
clarity without any
pragmatic
appropriateness
considerations.
Language only has
discreet words or
phrases that barely
connect, or is full
of lexical and
grammatical
errors, which
severely interfere
with
understanding

The email
information is not
relevant to the
task. The response
fails to show
understanding or
consideration of
the reading input.
At this level, the
form of the email
is either missing
important parts or
only has few parts

The email has poor and illogical
explanations of the student’s situation
without any logical connectors or/and
cohesive devices. The explanations and
requests made in the email are not
persuasive

The email lacks
considerations and
examples from the
reading input. The
email fails to
contain extra
background
knowledge of
filing a complaint
or writing a polite
email in a
professional
setting

Google forms, an online survey platform, was used to administer the test, allowing
users to create customized and complex surveys and receive statistical reports after the
data had been collected. In the preceding lecture, students were informed of the test
structure and the format.

Eight students in community language program (CLP) Upper-intermediate 3 took
the exam. They were given the link to the Google forms test in the Zoom chat box after
the test instructions. While taking a test, students were required to remain in the Zoom
conference and keep the camera on. Students were also told that the test time was 60
min for both sections of the test, during which they could go back to different sections
to check their responses. All students were told to submit their tests when the time was
up, and the class then moved on to regular class activities.
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Table 3. Item Coding and Keys for the Reading Section.

Observed Variable Item Number Answer Key

Endophoric Literal 1 D

3 C

4 B

6 C

7 B

10 D

Endophoric Implied 2 A

5 D

8 B

9 D

11 C

12 A

The test was designed into 2 parts, reading comprehension, and extended polite email
writing. Once the test-takers completed the first part, they received detailed feedback
(explanation for different options) for each multiple-choice question that was delivered
in Google Forms. After the test-takers finished reading the feedback, they proceeded to
the second part to write a formal email to the professor based on what they had learned
from part 1. Test-takers can write their response in either the given Google forms or in
a Google doc.

2.2 Feedback System

Multiple types of feedbackwere given to the test-takers in the test, in both summative and
formative ways. The first feedback was given in between the two parts, where students
could utilize the feedback for their reading section performance to pave the way for the
email writing in the second part. After the two raters finished scoring all the responses,
they gave each test-taker a score report. The score report included the overall score of
the student, their score for each component, explanations on how each construct was
rated, edits of their email, together with individualized detailed feedback on how they
could possibly improve. The reports were also sent to the class teachers to help them
better understand where the students were and how to close their learning gap.

Based on the scores, most of the test-takers showed good comprehension of the
information from the reading passage, andmost of them successfully composed an email
that showed at leastmoderate understanding or consideration of the reading passage. This
test also critically and effectively evaluated how much CLP students comprehensibly
learned the grammar focus and the socio-pragmatic knowledge focus from Unit 10 on
how to properly initiate a complaint.

Below is an example score report (Table 4).
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Table 4. A sample score report for the test

4 

The language of email is generally 
clear, cogent and smooth, and 
displays general accuracy in 
grammatical and lexical choices 
from a wide range. Fairly consistent 
pragmatic appropriateness and 
politeness in tone, register, and 
stance. It may include some minor 
lexical or grammatical errors, which 
may or may not interfere with 
understanding.

The email information is 
generally accurate and 
relevant to the task and 
shows a generally good 
understanding of the reading 
input. The form of the email 
is fairly complete, maybe 
with minor missing parts.

The email includes fairly 
clear and logical 
explanations of the 
student’s situation. The 
relationships between 
ideas are fairly supported 
by appropriate logical 
connectors and cohesive 
devices. The 
explanations and 
requests made in the 
email are fairly 
persuasive.

The email is fairly 
developed with 
considerations and 
examples from the 
reading input. The email 
might also contain some 
extra background 
knowledge of filing a 
complaint or writing a 
polite email in a 
professional setting.

3 

The language of email is moderately 
clear and cogent, and displays 
moderate accuracy in grammatical 
and lexical choices from a 
moderately wide range. Somewhat 
consistent pragmatic appropriateness 
and politeness in tone, register, and 
stance, but may contain obvious 
inconsistency. The email has a 
noticeable amount of grammatical or 
lexical errors, which slightly 
interfere with understanding.

The email information is 
moderately accurate and 
relevant to the task, and 
shows some understanding of 
the reading input. The form 
of the email is moderately 
complete, but a few parts are 
missing.

The email includes some 
clear and logical 
explanations of the 
student’s situation. The 
email exhibits almost no 
logical connectors or 
cohesive devices. The 
explanations and 
requests made in the 
email are somewhat 
persuasive.

The email is somewhat 
developed with details or 
considerations from the 
reading input. The email 
might also contain a 
limited amount of extra 
background knowledge 
of filing a complaint or 
writing a polite email in 
a professional setting.

2 

The language of email is clear or 
cogent at times but exhibits 
problems in being consistent. The 
email displays an inappropriate tone, 
register, or stance. The language 
either shows limits in control of 
vocabulary and grammar, or has a 
large amount of errors, which 
significantly interfere with 
understanding.

The email information is 
somewhat relevant to the task 
but leaves most of it 
unattended. The response 
fails to show understanding 
or consideration of the 
reading input. The form of 
the email is incomplete.

The email barely 
includes any clear and 
logical explanations of 
the student’s situation. 
The email exhibits 
almost no logical 
connectors or cohesive 
devices. The 
explanations and 
requests made in the 
email are barely 
persuasive.

The email lacks 
important considerations 
and examples from the 
reading input. The email 
might sometimes contain 
a limited amount of extra 
background knowledge 
of filing a complaint or 
writing a polite email in 
a professional setting.

1 

The language of email is very 
limited in coherence or clarity 
without any pragmatic 
appropriateness considerations. 
Language only has discreet words or 
phrases that barely connect, or is full 
of lexical and grammatical errors, 
which severely interfere with 
understanding.

The email information is 
not relevant to the task. The 
response fails to show 
understanding or 
consideration of the reading 
input. At this level, the form 
of the email is either missing 
important parts or only has 
few parts. 

The email has poor and 
illogical explanations of 
the student’s situation 
without any logical 
connectors or/and 
cohesive devices. The 
explanations and 
requests made in the 
email are not persuasive.

The email lacks 
considerations and 
examples from the 
reading input. The email 
fails to contain extra
background knowledge 
of filing a complaint or 
writing a polite email in 
a professional setting.

Student M
Score: 22/24 for reading, 19/20 for writing 
The email was well-written with a careful selection of politeness hedges (e.g., would you 

mind, would you please, I would like to…, etc.). The email exhibits a clear and appropriate explanation 
of the situation and suggested reasonable alternative solutions. The email also shows a good amount of 
consideration of the reading input. There are some minor grammatical and lexical errors, but they did 
not interfere with understanding. Please see your Google Doc. for detailed edits. 
Please see below for the scoring rubrics. 

Score 

Language Control Content Accuracy Rhetorical Control Content 
Elaboration

Your score: 4 Your score: 5 Your score: 5 Your score: 5

5 

The language of email is clear, 
cogent and smooth, and displays 
high accuracy in grammatical and 
lexical choices from a wide range. 
Consistent pragmatic 
appropriateness and politeness in 
tone, register, and stance. It may 
include some very minor lexical or 
grammatical errors which do not 
interfere with understanding.

The email information is 
accurate and relevant to the 
task. The form of the email is 
complete and shows an 
accurate understanding of the 
reading input.

The email includes clear 
and logical explanations 
of the student’s situation. 
The relationships 
between ideas are 
supported by appropriate 
logical connectors and 
cohesive devices. The 
explanations and 
requests made in the 
email are persuasive.

The email is fully 
developed with 
considerations and 
examples from the 
reading input. The email 
may also contain 
considerable extra 
background knowledge 
of filing a complaint or 
writing a polite email in 
a professional setting.
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3 Data Analysis

3.1 Results for the Reading Task

As the results in Table 5 showed, the reading section had 12 multiple choice questions,
for a full score of 12. The mean was 10.00, the median was 10.00, the mode was 9,
and the standard deviation was 1.069. The skewness was .935. The standard error of
skewness was .752, and the kurtosis was .350, with a standard error of kurtosis of 1.481.

Table 5. Descriptive Statistics for the Reading

Central Tendency Dispersion Frequency Distribution

Read
Tot

N Mean Mode Median Min Max Range SD Skewness Kurtosis

8 10 9 10 9 12 3 1.069 .935 .35

The measures of distribution, kurtosis and skewness were included to measure com-
parability to a normal distribution, based on the assumption that a large enough group
was being tested. However, it is important to remember that our sample size (N = 8) is
very small so the distribution and characteristics were only situated within this study’s
context. The positive skewness of .935 for the reading total indicates that thereweremore
lower scores than higher scores. If we only look at the skewness, we might conclude that
having more lower scores is not ideal since the test was designed to be an achievement
test, so we wanted more people to have a high score than otherwise.

However, a mean and median score of 10 out of 12 indicates that most of the test-
takers did a fairly good job. It suggests although some test-takers performed better, the
test-taker did a good job of reading overall. The standard deviation of 1.069 and kurtosis
of 1.481 were both within the normal range, suggesting a moderate to fairly narrow
distribution of scores. This means that most of the reading scores of the test-takers were
similar. The internal consistency reliability and standard error of measurement (SEM )
were calculated for all variables. Taking the composite variables for each component of
the data, the internal consistency reliability was measured by Cronbach’s alpha. Alpha
is calculated by using the individual item-level data for all the items (Table 6).

Table 6. Reliability of the reading (N = 8)

Cronbach’s alpha (α) Number of MC Items

− 0.170 12

Note. The alpha(α) is negative due to a negative average covariance among items. This violates
reliability model assumptions. The reliability will thus be considered .00

Cronbach’s alpha for our test is −.170, indicating a negative average covariance
among items and violating reliability assumptions. Ideally, alpha should be .70 or higher
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for low-stakes classroom assessments. Due to a small sample size, normal distribution of
scoresmight be compromised. As alpha cannot be below 0,we consider it as .00. Another
measure of internal reliability, the standard error of measurement (SEM ), accounts for
sample variability and measurement error. It is calculated using the square root of “1”
minus Cronbach’s alpha, multiplied by the standard deviation (S) for the task.

SEM = SEM = S
√
1 − r′xx (1)

S = standard deviation(S = 1.069) (2)

r′xx = reliability(r′xx = 0.00) (3)

The SEM value based on the standard deviation (S) of 1.069 is also 1.069. Using
a 68% confidence interval, the passing cut-score for the reading part is 8.4 out of 12.
Scores above 9.469 (1SEM ) can be 68% confident of passing, while scores below 7.331
(−1SEM ) can be 68% confident of not passing. Due to the low alpha, we cannot con-
fidently determine pass or fail for scores between −1SEM and +1SEM (Carr, 2011).
For the internal consistency analysis of the 12 multiple-choice reading questions, we
examined Item Facility (IF), Discrimination Index (DI), and Alpha if Deleted. The ideal
IF range is .3-.7. Positively discriminating items (DI ≥ .4) are usually desirable, while
negatively discriminating items should be revised or deleted (Carr, 2011) (Table 7).

Table 7. Item analysis of the Multiple-Choice Questions

Item Item Facility Discrimination Cronbach’s alpha if
removed

Decision

Endoliteral 1 .63 −.228 .079 Revise

Endoimplied 2 .38 .038 −.319a Keep

Endoliteral 3, 7 1 0 −.319a Keep

Endoimplied 4, 5, 6

Endoimplied 8 .88 −.314 .07 Revise

Endoimplied 9 1 0 .07 Keep

Endoliterate 10 .63 .038 −.319a Keep

Endoimplied 11 .88 .051 −.273a Keep

Endoimplied 12 .63 .038 −.319a Keep

Note. (a)The value is negative due to a negative average covariance among items. This violates
reliability model

The items in the test show a wide range of difficulty, with Item Facility (IF) rang-
ing from .38 to 1.00. Six items were considered “no variance” as they were answered
correctly by all test-takers (IF = 1), indicating they might be too easy. Despite this, we
decided to keep all non-discriminating items due to the low-stakes nature of the test in
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a classroom-based language teaching context. D-values range from −.314 to .051, sug-
gesting limited discrimination ability, likely influenced by the small sample size (N= 9)
and narrow range of total reading scores (9–11). Two items (endoliteral 1 and endoim-
plied 2) with negative D-values will be revised, while four items with low D-values will
be kept, considering the small sample size and low-stakes nature of the test. The nega-
tive calculated alpha indicates issues with the reliabilitymodel assumptions, so decisions
are not solely based on alpha. Distractor Analysis was conducted to examine why some
items failed to differentiate between high and low-performing test-takers. Representative
items (endoliteral 1 and endoimplied 9) were selected for further investigation. Endo-
literal 1, with a negative D-value, will be removed to improve Cronbach’s Alpha, and
endoimplied 9, with an IF of 1 and D-value of 0, was found to be non-discriminating
(Table 8).

Table 8. Distractor Analysis for endoliteral 1 (total test-takers N = 6, high and low-performing
group K = 6)

Answer
Choice

Frequency High (n =
3)

Low (n =
3)

Item
Facility
(Upper)

Item
Facility
(Lower)

Item
Discrimination

A, B 0 0 0 0 0 0

C 2 1 0 .333 0 .111

D* 4 2 3 .667 1 −.111
*. Key

The IF of .63 shows 63% answered correctly, but the Dd-value of −.228 reveals
an issue, favoring low-performers. Deleting the item increases Cronbach’s Alpha to
.079 (−.170 originally due to small sample size). Table 13 indicates negative discrim-
ination for Choice D (key) with only two high-performers selecting it, while all three
low-performers did. ChoicesA andBwere poor distractors with no selections. In conclu-
sion, all choices need revision. A and B should be more distracting, and C and D must
better discriminate between high and low performers, measuring endophoric implied
understanding accurately.

Table 9. Distractor Analysis for endoimplied 9 (total test taker N = 6, high and low-performing
group K = 6)

Answer
Choice

Frequency High
(n = 3)

Low
(n = 3)

Item
Facility
(Upper)

Item
Facility
(Lower)

Item
Discrimination

A, B, C 0 0 0 0 0 0

D* 6 3 3 1 1 0
*. Key
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As shown in Table 9, all the test-takers (all the high- and low-performing group
and the people in the middle) chose the right answer D, making the Item Facility 1.00,
which indicates this question might be too easy. But considering the nature of the test is
a low-stakes classroom-based language learning achievement test, we decided to keep
the item. The D-value of the item is 0, which means it cannot discriminate between low
performing test-takers from high performing ones. No test-takers chose any of the other
three distractors, indicating that the distractors may need to be revised had we decided to
revise this item. We propose to revise the items in the following way had we decided to:
A, and B, and C need to be more distracting so they can properly discriminate between
the high and low performing groups. Again, as previously stated, the purpose of revision
is to make sure the item is actually assessing what it claims it measures, which is the
endophoric implied reading ability of the student (Table 10).

Table 10. Stem and Leaf Plot of results for Reading task

Score 9.00 10.00 11.00 12.00

Frequency XXX XXX X X

Stem Width: 1.00.
Each Leaf: 1 case(s).

The reading part of the test consists of two variables: endophoric literal and
endophoric implied. The 12 multiple-choice items were evenly split, with six for each
variable. We used the Pearson Product-Moment formula to analyze the scores and
assess the relationship between the two item types. Positive correlation between them is
expected, as they measure the same reading ability. A correlation coefficient above .75
is high, .5–.74 is moderate, .25–.49 is low, and 0 means no correlation.

Table 11. Pearson Correlation Matrix for reading total: Observed Variables (N = 8)

Endo Lit Total

Endo Implied Total Person Correlation −.114

Sig. (2-tailed) .788

The result from Table 11 showed a slightly negative correlation between total
endophoric literal and total endophoric implied scores for each student. This means
that the better a test taker did in the endophoric literal questions, the poorer he or she
did in the endophoric implied questions, and vice versa. But this correlation was not
found to be statistically significant, which means this could be a chance phenomenon.
Based on the data, we may conclude that there is not sufficient evidence to suggest the
two types of questions were measuring the same ability as they were supposed to. A
few reasons could explain this. One reason could be that the reading test per se had
low reliability, and the items need to be improved to serve as a sufficient condition to
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support the claimed validity of the test. Also, the sample size of the study (N = 8) was
extremely small, and the total reading score range of students was very small (9 was the
lowest and 12 was the highest), meaning the data was negatively skewed. On the bright
side, if all the reading scores of test-takers were negatively skewed, it means most of
them did very well in the test. This could be likely attributed to the fact that some of the
questions reflected the content taught in class. Good and bad email examples of writing
were analyzed and discussed in the class, somaybe by the time the test was administered,
the students already had a good understanding of the dos and don’ts of writing emails
to professors.

3.2 Results for the Writing Task

Table 12 showed writing performance of test-takers in language control, content accu-
racy, content elaboration, and rhetorical control, four of which were scored from 1 to
5, respectively. Within a total possible score of 5, the mean was 4.36, the median was
4.5), and the mode was 4.875. The standard deviation was .504. The skewness was −
.456, with a standard error of skewness of .752. We can also read that the kurtosis was
−1.714 and the standard error of kurtosis was 1.481. Since the minimum for the writing
was 3.635 and the maximum was 4.875, the range was 1.24.

Table 12. Descriptive Statistics for the Writing

Central Tendency Dispersion Frequency Distribution

Write
Ave

N Mean Mode Median Min Max Range SD Skewness Kurtosis

8 4.36 4.875 4.5 3.635 4.875 1.24 0.504 −.456 −1.714

The negative skewness of −.456 indicates that higher scores occurred fairly more
frequently than lower scores. A negative skewness is desirable in this case since the
test was designed to be an achievement test so we wanted to see more high scores. It
suggests that most of the test-takers did a fairly good job in successfully completing the
email writing task. Since the two parts of the test were designed in a learning-oriented
way where test-takers needed to incorporate the reading input into writing tasks, this
negative skewness could also be interpreted that a big proportion of the test-takers well
comprehended the reading materials and successfully incorporated the understanding
into their writing. The mean score of 4.361 and the median score of 4.50 (out of 5) also
suggested that the test-takers did a good job in writing overall. The standard deviation
of 0.504 and kurtosis of −1.714 suggest a standard distribution of scores. To put it in a
different way, scores of test-takers showed some moderate variation in writing (refer to
Table 13 and 14). (Fig. 1)

Internal Consistency Reliability for the Writing Task was calculated using Cron-
bach’s Alpha and was done in a similar way when Internal Consistency was calculated
for the Reading MC items. The difference is unlike the Reading MC scores which were
dichotomous, Writing Task’s Internal Consistency was estimated based on the average
composite variables (between rater 1 and 2) for each of the four components (Language
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Table 13. Stem and Leaf Plot of results for Writing task

Score 3.75 4.00 4.25 4.50 4.75 5.00

Frequency XX X X XX XX

Stem Width: .25.
Each Leaf: 1 case(s).

Table 14. Reliability of the writing task (N = 8)

Cronbach’s Alpha (α) Number of components of rubric

.888 4

Fig. 1. Histogram of the results of the writing task with a normal distribution

Control, Content Accuracy Control, Rhetoric Control, and Content Elaboration Con-
trol), and the calculations were conducted using interval variables. Table 15 shows the
alpha was estimated to be .888.

A .888 reliability can be interpreted as that only 11.2% of the observed variance
can be attributed to measurement errors or other unaccounted factors but 88.8% of the
score variance is attributed to true score variance. Internal consistency reliability for
high-stakes standardized tests like TOEFL usually needs to be extremely high. TOEFL
claims to have an overall reliability estimate of 0.95 and a 4.26 SEM (standard errors of
measurements) (ETS, 2018), which can be seen as high consistency and reliability since
the smaller the value of SEM, the higher the measurement quality, and the more precise
the test scores would be. For low-stakes classroom-based assessments like our test, .70
is considered an acceptable threshold (Carr, 2011), and thus we can consider .888 to
be a very high reliability in this case. In CTT, an alpha of .888 is interpreted as 88.8%
of variance attributable to true test-taker ability, and 11.2% of variance attributable to
error (Carr, 2011, pp. 108–109). It means the writing section can reliably assess writing
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responses of students. Two big reasons that can potentially explain the high reliability
are a). The two raters both have spent a considerable amount of time studying, living,
or working in the United States with frequent exposure to English as a second language
so they might have a very similar overall judgment of the writing of a student; and b).
The two raters had numerous discussions and rounds of revisions of the scoring rubrics
and descriptors to make sure they had reached an agreement on how they would assess
the writing response of a test-taker.

The standard error of measurement (SEM ) was also calculated in this section. The
formula is 1 minus rxx (Reliability Estimate) and then calculating the square root of the
result. Then the square root is multiplied by S (the Standard Deviation). Below is the
formula.

SEM = SEM = S
√
1 − r′xx (4)

S = standard deviation(S = .504) (5)

r′xx = reliability(r′xx = .888) (6)

Based on the descriptive statistics in previous sections, we can know that the standard
deviation is .504 and the calculated SEM is 0.169. Considering this is a low-stakes test,
we use a 68% confidence interval (±1SEM ), which means if one of the test takers were
to take the test again, we could say with 68% confidence that his or her score is most
likely to fall within ±1SEM of their current score on the writing task. The cut-score
for passing is 70%, and it means we can be 68% confident that test-takers who received
below 3.331 did not receive the passing grade for the task. +1SEM is 3.669 or more and
this means that we can be 68% confident that those who scored above 3.669 received a
passing grade for the task (i.e., 3.5 out of 5 = 70%). For those test-takers who scored
between −1 SEM (3.331) and +1SEM (3.669), we cannot say with 68% confidence
that they either passed or didn’t pass. A 68% confidence level (±1SEM ; ±0.169) with
70% as the cut-score would mean a student needs to get at least 3.33 to pass the exam
(Tables 15, 16 and 17).

Table 15. Writing scores for all the test-takers

ID 1 2 3 4 5 6 7 8

SCORE 4.375 3.635 4.625 4.000 4.875 3.75 4.75 4.875

Based on the 68% confidence interval, eight test-takers (IDs 1, 2, 3, 4, 5, 6, 7, and
8) received passing grades with scores above 3.669 out of 5. However, one test-taker
(ID2) received a score of 3.635, falling within the interval (3.331 to 3.669), making
it uncertain to confidently conclude a passing grade within the 68% confidence level.
To assess inter-rater reliability, correlations were calculated between two raters’ scores
for four components (language control, content accuracy, rhetoric control, and content
elaboration) using Spearman rank-order and Pearson product-moment.
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Table 16. Inter-Rater Reliability Correlation Matrix: Observed Variables (N = 8)

Language control R1, R2 .577

Content accuracy R1, R2 .600

Rhetorical control R1, R2 .667

Content elaboration R1, R2 .775*
*. p < .05, 2-tailed

Table 17. Inter-Rater Reliability Correlation Matrix: Writing Average Scores (N = 8)

Writing Average Rater 2

Writing Average Rater 1 .883**
**. p < .01, 2-tailed

The correlation coefficients between the four individual variables ranged from mod-
erately positive (e.g., 0.577) to highly positive (e.g., 0.775). The inter-rater reliability
was .577 for language control, .600 for content accuracy, and .667 for rhetoric control,
none of which, according to SPSS, was found to be statistically significant at the .05
level, meaning that there is not a significant linear correlation between rater 1 and rater
2 in the sample. The correlation coefficient for content elaboration, however, was .775
and was found to be statistically significant at the .05 level, meaning that there is a 95%
chance the correlation is not a chance phenomenon. Turning to the measurements of
Inter-rater reliability computed using the composite averages by rater, Table 18 below
provides the Pearson correlation yielded from this analysis.

The correlation for the Writing Average Rater 1 and Writing Average Rater 2 was
.883 at the .01 level, meaning there is a 99% chance that the correlation is not a chance
phenomenon. Considering that the correlation coefficient range is −1 to 1, we consider
the r = .833 to be a high correlation coefficient, meaning that the two raters were highly
congruent in their overall rating for writing performance of students.

The high inter-rater reliability on writing average score of the R1 and R2 might
be because the two raters worked together, or ‘norming’, through multiple rounds of
discussions and revisions on the test design, scoring rubrics, and scoring descriptors
to reach an agreement on what should be tested and to reconcile their definitions and
standards for the four components under the writing construct. However, the two raters
are still different in years of teaching and learning experience, personality, grading
leniency, and this was their first time working together as a team, all of which can be the
possible reasons why not all individual variables have high and statistically significant
correlations. In this section, we examined the level of construct validity for the writing
task. There were four components, or variables, for the writing tasks: Language Control,
Content Accuracy, Rhetoric Control, and Content Elaboration. The participants’ average
scores on eachof the observedvariableswere imported intoSPSS for correlation analysis.
We chose the Person Product-Moment formula because those scores were composite in
nature.
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Table 18. Pearson Correlation Matrix for writing average: Observed Variables (N = 8)

Language Cont
Ave

Contt Accu
Ave

Rhet Con
Ave

Cont Elab
Ave

Person
Correlation

0.61 .934** .895** Cont Elab Ave

Sig.
(2-tailed)

0.108 <.001 0.003

Person
Correlation

0.667 .882* Rhet Con Ave

Sig.
(2-tailed)

0.071 0.012

Person
Correlation

0.348 Contt Accu Ave

Sig.
(2-tailed)

0.398

Person
Correlation

Language Cont
Ave

*. p < .05, 2-tailed
**. p < .01, 2-tailed

As the results in Table 18 show, Content Elaboration and Content Accuracy, among
all the relationships between variables, showed a very high positive correlation at .934.
It is also encouraging to see that the correlation was found to be statistically significant
at the .01 level, which means there is a 99% chance that this correlation is not due
to chance. Similarly, we observed that Content Accuracy and Rhetoric Control had
a high correlation at .822, and Content Elaboration and Rhetoric Control had a high
correlation at .895. Both correlations were found to be statistically significant, at the
level of .05 and .01, respectively. It was also observed that Language Control displayed a
positive correlational relationshipwith Content Accuracy, Rhetoric Control, andContent
Elaboration, at .348, .667, and .610, respectively. However, none of the three correlations
were statistically significant, which means the correlations could have occurred due to
chance. Nevertheless, it is encouraging to see all the correlations are positive, and three of
themwere found to be statistically significant, suggesting that some of the variables were
measuring the same underlying construct to a high degree, and some to a certain degree.
This supports our previous argument based on the literature review that writing ability
in this test consists of four components: language control, content accuracy, content
elaboration, and rhetoric control.

4 Conclusion

In conclusion, the learning-oriented test model offers a valuable approach to assess-
ing students’ language proficiency, focusing on their learning progress and individual
growth. Adopting a dynamic and student-centered perspective, this assessment method
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emphasizes the significance of the learning process itself. However, it is essential to
acknowledge the limitation of small sample sizes in some studies, which may impact the
generalizability of findings. Future research should aim to address this limitation and
incorporate larger and more diverse samples to enhance the validity and reliability of the
assessment outcomes. Overall, the learning-oriented test model holds promise in pro-
moting effective language learning and personalized educational practices, contributing
to the advancement of language assessment in the educational context.
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Abstract. This article proposes a fault detection method for cascaded inverters
that combines digital signal processing technology and neural networks. This
method determines the location and type of faults by detecting and analyzing the
output voltage of the inverter. Fast Fourier transform (FFT) is used to analyze
the frequency spectrum of output voltage signal to extract fault characteristics. By
simplifying input data through Principal ComponentAnalysis (PCA), the structure
of neural networks can be improved. The feature recognition technology of inverter
fault data based on neural networks can timely and effectively improve training
speed and generalization accuracy.

Keywords: Neural network · Inverter failure · Data feature recognition

1 Introduction

High power cascaded multi-level converters without power frequency transformers
belong to complex power electronic systems [1]. High reliability and ease of mainte-
nance are the key factors for the practical application of such a complex power electronic
system in industry. One of the effective methods to improve system reliability is to use
fault-tolerant technology and redundancy technology [2]. However, the core of such
technology is the timely and accurate detection of faults, Timely and accurate detection
and diagnosis of faults [3].

2 Inverter Output Voltage Waveform and Fault Status

The above method is explained in detail through an example of an open circuit fault
in a three-phase cascaded five level inverter modulated by the POD (Phase Opposition
Disposition) strategy [4]. Figure 1(a) shows the structural diagram of an asynchronous
motor system powered by a three-phase cascaded inverter, and Fig. 1(b) shows the
schematic diagram of each phase of the three-phase cascaded inverter. Figure 2 shows
the carrier wave, modulation wave, and corresponding output voltage waveform of the
inverter using POD modulation [5].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
V. C. M. Leung et al. (Eds.): Qshine 2023, LNICST 573, pp. 354–362, 2024.
https://doi.org/10.1007/978-3-031-65126-7_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-65126-7_30&domain=pdf
https://doi.org/10.1007/978-3-031-65126-7_30


Research on Feature Extraction and Recognition of Inverter Fault Data 355

(a) Block diagram of induction motor drive 

system with inverter
(b) A phase schematic of inverter
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Fig. 1. Induction motor system drive by five levels three phases cascaded H bridge inverter

Fig. 2. The distribution of carrier wave and modulation wave and its output voltage when M =
0.8

Due to the three-phase symmetry of the inverter, the following analysis will take
phase A as an example. To accurately diagnose faults, it is necessary to study the output
characteristics of inverters under different faults. When any switch tube of the actual
higher-level connected inverter malfunctions, it will affect the output voltage of the
inverter. Figure 3 and Fig. 4 respectively show the corresponding output voltage wave-
forms for different switch tube open circuit and short circuit faults in phase A H Bridge1
[6].

By analyzing the output voltage in Fig. 3 and Fig. 4, it can be seen from the time
domain that different fault states correspond to different output voltage waveforms.

3 FFT Analysis of 3 Fault Voltage Waveforms

In order to enable computers to accurately identify fault states by outputting voltage
waveforms, this paper studies the application of artificial neural networks to analyze,
classify, and distinguish fault waveforms. In the training of neural networks, it is neces-
sary to provide characteristic training data [7, 8]. However, the output voltages in Fig. 3
and Fig. 4 are not suitable as training data directly, as there is a high similarity between
the output voltage data and the feature is not obvious [9]. Therefore, this paper first
carried out Fourier analysis on the output voltage, as shown in Fig. 5 and Fig. 6, and
extracted the spectrum amplitude representing the first 30 harmonic components of the
fault waveform as the training data of the neural network.
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(a) (b) 

(c) (d)

Fig. 3. Output voltage of different switching off circuits in A phase H Bridge1 (a) S12 S11 (b)
S11 (c) (d) S12

(a) (b) 

(c) (d)

Fig. 4. Output voltage of short circuit with different switching tubes in A phase H Bridge1 (a)
S11 (b) S12 (c) S11 (d) S12

4 Fault State Recognition Based on Feedforward Artificial Neural
Network

In order to achieve fault diagnosis of cascaded inverters by applying the spectra shown
in Fig. 5 and Fig. 6, this paper constructs a BP feedforward artificial neural network
as shown in Fig. 7, which includes a hidden layer, 30 input nodes corresponding to the
harmonic order, and an output node. The Activation function used by the neural network
is sigmod function [9, 10]: tansig is used for the hidden layer, and log sig is used for the
output layer. The output of the neural network is 0 or 1. The proposed fault diagnosis
system is shown in Fig. 8, which consists of five neural networks with the same structure.
The output of the system is a 5-bit binary code, which corresponds to different faults [5,
7].
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(a)
(b) 

(c) (d)

Fig. 5. The FFT of the output voltage signal under single circuit disconnection (a) S11 (b) S12
(c) S11 (d) S12

(a) (b) 

(c) (d)

Fig. 6. The FFT of the output voltage signal under the condition of single tube short circuit (a)
S11 (b) S12 (c) S11 (d) S12

Fig. 7. The structure of artificial neural network



358 J. Hu and Z. Xiong

Fig. 8. Fault diagnosis system based on artificial neural network

The first 30 frequency component amplitudes of the fault voltage waveform corre-
sponding to different modulation ratios are used as input data for the artificial neural
network. The meanings of the 5 output data of the artificial neural network are shown in
Table 1.

Table 1. Means of network output binary code

fault type Network output

Network 1 Network 2 Network 3 Network 4 Network 5

System is normal One 0 0 0 0

S11 open circuit 0 One 0 0 0

S12 open circuit 0 0 One 0 0

S11 open circuit 0 0 0 One 0

S12 open circuit 0s 0 0s 0s One

The neural network is trained using the Levenberg Marquardt paradigm trainlm.
Input the test data (corresponding harmonic amplitudes of the fault voltage atmodulation
ratios M = 0.65, 0.75, 0.85, and 0.95) into the trained neural network for prediction,
and obtain the prediction results shown in Table 2. It can be seen from the table that the
S12 accuracy of the fault discrimination network in judging whether the whole system
operates normally, S11 faults, S11 faults and S12 faults is 100%, the accuracy in judging
faults is 50%, and the overall accuracy of the system can reach 90%.

5 Artificial Neural Network Fault Diagnosis Using Principal
Component Analysis

Although the data in Fig. 5 and Fig. 6 can be directly used to train neural networks for
fault classification, these data still have high correlation and similarity. Therefore, this
paper adopts a statistical method - Principal Component Analysis (PCA) to first simplify
the input data, thereby improving the training speed and generalization accuracy of the
neural network.
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After conducting principal component analysis on the original sample data in Fig. 5
and Fig. 6, the variance and cumulative contribution rate of each principal component
can be obtained as shown in Fig. 9.

Table 2. Generalization results of neural networks.

test data Target output Actual output Accuracy

M = 0.6, 0.7, 0.8, 0.9 1 0 0 0 0 1 0 0 0 0 100%

1 0 0 0 0

1 0 0 0 0

1 0 0 0 0

0 1 0 0 0 0 1 0 0 0 100%

0 1 0 0 0

0 1 0 0 0

0 1 0 0 0

0 0 1 0 0 0 1 0 0 0 50%

0 0 1 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0 0 0 0 1 0 100%

0 0 0 1 0

0 0 0 1 0

0 0 0 1 0

0 0 0 0 1 0 0 0 0 1 100%

0 0 0 0 1

0 0 0 0 1

0 0 0 0 1

It can be seen from Fig. 9 that the cumulative contribution rate of the first seven
principal components has reached 85%, including the main information of the original
data. In this way, the first seven principal components can be used to replace the original
data for neural network training. Reconstruct the fault diagnosis system of the artificial
neural network shown in Fig. 8, simplifying the input from the original 30 to Fig. 7. The
generalization test of the reconstructed fault discrimination neural network using test
data can obtain the results shown in Table 3.

Comparing the generalization results of the neural network shown in Table 2 with the
generalization results of the neural network with principal component analysis shown
in Table 3, it can be concluded that both proposed neural network structures have good
generalization accuracy, and both have an overall accuracy of 90%; However, neural
networks with principal component analysis have a simple structure and fast training
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Fig. 9. Contribution rate and cumulative contribution rate of each principal component

Table 3. Generalization results of PCA neural networks.

test data Target output Actual output Accuracy

M = 0.6, 0.7, 0.8, 0.9 1 0 0 0 0 1 0 0 0 0 100%

1 0 0 0 0

1 0 0 0 0

1 0 0 0 0

0 1 0 0 0 0 1 0 0 0 100%

0 1 0 0 0

0 1 0 0 0

0 1 0 0 0

0 0 1 0 0 0 1 0 0 0 100%

0 0 1 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0 0 0 0 1 0 100%

0 0 0 1 0

0 0 0 1 0

0 0 0 1 0

0 0 0 0 1 0 0 0 0 1 100%

0 0 0 0 1

0 0 0 0 1

(continued)
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Table 3. (continued)

test data Target output Actual output Accuracy

0 0 0 0 1

Total accuracy 90%

speed, especially when the input data of the neural network is large, the advantages of
neural networks with principal component analysis will be very obvious.

6 Conclusions

This article introduces a cascaded inverter fault detection method that integrates digital
signal processing technology and neural networks. This method determines the location
and type of faults by monitoring and analyzing the output voltage of the inverter. Fast
Fourier transform (FFT) is used to analyze the frequency spectrum of output voltage
signal and extract fault features. A fault diagnosis system based on feed forward artificial
neural network has been established, using the amplitude values of each harmonic wave
of the fault voltage as the training input data of the neural network, and using the fault type
as the output of the neural network. Simplify input data through principal component
analysis (PCA), improve neural network structure, and implement inverter fault data
feature recognition technology based on neural network to improve training speed and
generalization accuracy, as well as timeliness and effectiveness.
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Abstract. The rapid development of mobile internet technology generates many
short text data, which contains many hot topics. By clustering short text data,
we can identify many hot topics in time. This information is crucial for discov-
ering public opinion and analyzing user emotions. This paper proposes a hybrid
vector representation model (HVRM) that combines weight and topic features to
address the feature information loss caused by a single short text vector repre-
sentation model and short text sparsity. Firstly, HVRM mines the local features
using Word2Vec and TF-IDF to get the weighted vector of short text. Next, use
BTM to obtain global feature vectors. And then connect the two feature vectors
to form short text vectors. Finally, we use KNN to initialize the responsibility
and availability matrices of incremental AP clustering (IAPC). The experimental
results show that the hybrid vector representation model proposed in this paper
can effectively improve the clustering effect.

Keywords: Short Text · Vector Representation Model · Incremental AP
Clustering

1 Introduction

The rapid development of mobile internet technology allows people to express them-
selves online at any time. Weibo, WeChat and others have become the main ways for
people to communicate. These platforms generate a large amount of text data, especially
short text. These data contain lots of available information. Mining these data are ben-
eficial for discovering hot topics, emotional tendencies that users are concerned about,
and strengthening public opinion monitoring [1]. How to extract valuable information
from short text is a hot research topic for scholars. Clustering technology is an unsu-
pervised data classification method. It classifies data with similar features into one class
by analyzing the similarity between data. Because the features of text data are not obvi-
ous, it is difficult for traditional processing methods to calculate the similarity between
data accurately [2]. An effective method is to use deep learning to map short text to a
low dimensional vector space and use vectors to describe text features. The self-feature
extraction based on neural network is increasingly receiving attention from the industrial
and academic communities. Based on previous research, Mikolov et al. [3] proposed the
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Word2Vec model in 2013 for calculating word vectors. Word2Vec model utilizes the
contextual information of words to transform a word into a low dimensional real vec-
tor space, and the more similar words are, the closer they are in the vector space. The
application of word vectors in natural language processing has been very successful and
has been widely applied in fields such as Chinese word segmentation [4, 5], sentiment
classification [6], and syntactic analysis [7–9]. Word2Vec model reflects the contextual
associations, which only focuses on a certain range of neighboring vocabulary relation-
ships,which can easily lead to the loss of global information.BiTermTopicModel (BTM)
[10] discovers the topic distribution characteristics of a text through the co-occurrence
of vocabulary information and the probability distribution between documents, topics,
and vocabulary, thereby discovering the global semantic information and feature expres-
sion of the text. This paper proposes a hybrid vector representation model(HVRM) that
integrates weight and topic features to address the problems of current single text feature
representation models. HVRM is based on local and global features of short text to vec-
torize the short text. Then, an incremental AP clustering(IAPC) algorithm is proposed
to cluster short text. Finally, the effectiveness of the proposed model in short text topic
discovery is verified by comparing it with traditional methods.

2 Preliminaries

2.1 Vectorization of Words

Vectorization is to map words to a vector space and expresses a word mathematically.
There are usually two ways to vectorize words.

(1) One-hot Encoding
One-hot encoding is a vectorized representation of words with a vector length

equal to the size of the dictionary [11]. The components of a vector are composed
of 0 and 1, where the position of component 1 is the corresponding position of the
word in the dictionary, and the rest of the bits are all 0. Although one-hot encoding
can clearly represent a word, it cannot express its semantics. Furthermore, when
the dictionary size increases, its dimensional features are sparse, and each sparse
column has a linear relationship, which is prone to collinearity problems.

(2) Word2Vec
Hinton first proposed mapping a word into a low dimensional, dense real vector

space. If the meaning of two words is closer, the distance between them in the
vector space is closer. Obviously, using this representation can better distinguish the
similarity between words.Mikolov proposesWord2Vec by drawing inspiration from
Bengio’s Neural Network Language Model [12] and Hinton’s Log_Linear model
[13]. Word2Vec expresses words in vector through optimized training models based
on a fixed corpus. There are two models for Word2Vec, namely CBOW and Skip-
grammodel. CBOWmodel uses k words before and after the current predicted word
to predict the current word, while Skip-gram model uses the current word to predict
its k words before and after.



Short Text Data Mining Based on Incremental AP Clustering 365

2.2 BiTerm Topic Model

The topic model is an unsupervised learning algorithm that automatically organizes,
searches, and understands a lot of documents. Suchmodels can find topics that spanmany
documents together. Latent Dirichlet Allocation (LDA) builds a model by calculating
the importance of terms in documents [14]. When analyzing hot topics, it is difficult to
determine the importance of words due to the short text, which leads to data sparsity. To
address this defect, BiTerm Topic Model (BTM) obtains a pair of unordered words to
model and learn the whole data corpus. This method avoids the sparse short text data in
topic modeling.

Fig. 1. BTM model

The structure of BTM is shown in Fig. 1, where α, β is the Dirichlet prior parameter,
thematrix θ represents the probability distributionof the document topic, and k represents
the number of topics. Each line of the matrix θ represents the probability distribution of
each document under each topic, such as θi = (zi1, zi2, ..., zik) is the topic vector of the
document Di.

The matrix ϕ is the probability distribution of topic words. Each column of the
matrix ϕ represents the probability distribution of each word under each topic, such as
ϕ i = (z1i, z2i, ..., zki) is the topic vector of the word wi in the vocabulary.

The number of word pairs is |B| in corpus. For the word pairs in the corpus, the
modeling process of BTM is described as follows:

(1) For the corpus, there is a top distribution θ~Dir(α).
(2) For each topic z, the word distribution under that topic is ϕz~Dir(β).
(3) For each word in the set of B: b = (wi,wj):

a. Randomly select a topic z from the distribution of topics θ in the corpus, and then
get z~Multi(θ).

b. Randomly select two different words wiandwj that make up the word pair b from
the extracted topic z, and there are wi,wj ~Multi (ϕZ ).

2.3 Affinity Propagation Clustering

Affinity Propagation (AP) clustering is a new clustering algorithm first proposed in the
article “Clustering by Passing Messages Between Data Points” in 2007 [15]. AP takes
the similarity matrix of data points as the input. In the initial stage of clustering, AP
does not require setting the clustering numbers and centers. The algorithm considers all
data as the centers of potential clustering, and then continuously searches for suitable
data points through iterative calculations, automatically identifies the clustering centers
between data points and determines the clustering numbers. Data points find potential
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samples by calculating similarity. Give any two data objects i and j, S (i, j) represents
the suitability of data point i as the clustering center of data point j. The diagonal of the
similarity matrix indicates the data point i as the reference of the clustering center. The
larger the value, the more likely it will become the clustering center.

In order to obtain a suitable clustering center, AP clustering needs to continuously
transmit information during the iteration process. We use R and A to represent the
responsibility and availability matrix in message passing. R (i, k) indicates that data i
sends information to data k, reflecting the degree to which data k serves as the clustering
center of data i. A (i, k) indicates that data j sends information to data i, reflecting the
suitability of data point k as the clustering center for data i. Initially, the availabilitymatrix
A is initialized to zero. Then calculate the responsibility matrix R using the following
formula:

Rt+1(i, k) = (1 − λ)Rt+1(i, k) + λRt(i, k) (1)

Rt+1(i, k) =
⎧
⎨

⎩

S(i, k) − max
j �=k

{At(i, j) + Rt(i, j)}, i �= k

S(i, k) − max
j �=k

{S(i, j)}, i = k
(2)

The iterative formula for the availability matrix is as follows:

Rt+1(i, k) = (1 − λ)Rt+1(i, k) + λRt(i, k) (3)

At+1(i, k) =
{
min{0,Rt+1(k, k) + ∑

j/∈{i,k} max(0,Rt+1(j, k)}, i �= k
∑

j �=k max{0,Rt+1(j, k)}, i = k
(4)

The availability matrix represents the sum of self attraction R(k, k) and positive
attraction obtained by other points, i.e. R(k, k) > 0, because only positive attraction sup-
ports k as the clustering center. During the implementation of the algorithm, a damping
coefficient λ with a value of [0.5,1] is used to prevent numerical oscillations during the
update process.

3 Hybrid Vector Representation Model

3.1 Construction of Hybrid Vector Representation Model

HVRMcombinesweights and subject features. Figure 2 depicts the process of generating
short text vectors. The work mainly includes word segmentation, removing stop word,
low frequency word and word of non-Chinese characters, filtering out low-quality and
repeated text. Then, for the stage of processed short text, Word2Vec training is used to
obtain the word vector representation of each word segment. TF-IDF algorithm [16] is
used to calculate the weight value of each word in the short text, and the word vector
is multiplied with the weight of the word in the short text to obtain the weighted word
vector. BTM is used to obtain the document topic distributionmatrix. Finally, we connect
the weighted vector with BTM document topic vector to form a short text feature vector.
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Fig. 2. Hybird vector representation model

3.2 Representation of Document Weighted Vector

Given a short text set D = {D1, D2, D3,…, Dm}, each short text is divided into several
words. We use Word2Vec to obtain the word vector. The vector of wi is represented as
wi = (wi1, wi2,…, wid) in the word list, where d represents the dimension of each word
vector, and the size of word list is n.

Word2Vec reflects the semantic association between short text vocabulary, but
Word2Vec only focuses on a certain range of vocabulary relationships, which can easily
lead to the loss of global information. For the whole short text set, the contribution of
each word to the topic of a certain short text is different. Therefore, this paper uses
TF-IDF to calculate the weight value of wi in the short textDj. As shown in formula (5),
where tf (wi,Dj) represents the frequency of word wi appearing in a single short textDj,
idf (wi) represents the weight of word wi in set D, N (wi,Dj) represents the frequency of
word wi appearing inDj, N (Dj) represents the total number of word in setD, and N (wi)

is the number of short text where word wi appears.

K(wi,Dj) = tf (wi,Dj) × idf (wi)
√∑

wi∈Dj
[tf (wi,Dj) × idf (wi)]2

(5)

tf (wi,Dj) = N (wi,Dj)

N (Dj)
(6)

idf (wi) = log

(
M

N (wi)
+ 0.01

)

(7)

Assuming the short text Dj = (w1, w2,…,wt), which wi is a word that corresponds
to a vector. We multiply the word vector of wi and the weight of wi in the short text to
obtain the weighted word vector.

The vector representation of each short text in set D is shown in formula (9)

yi = wi ∗ K(wi,Dj) (8)

δi =
∑t

j=1 yj

|Di| (9)

Word2Vec reflects the semantic association between lexical sequences and ignores
the global semantics of the text. In order to make up for the lack of global information,
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this paper selects BTM to find the topic distribution characteristics of the text through
the probability distribution of lexical co-occurrence information and documents, topics,
words. BTM first assigns a unique serial number i-1 to each word wi in the corpus
dictionary W. At the same time, it constructs the structured short text Di = (wi1, wi2,
wi3,…, win) after pre-processing, where win represents the serial number corresponding
to the nth word in short textDi. Input the structured short text of the corpus and the short
text set into BTM, BTM forms word pair set B by extracting all co-occurrence word b =
(wi, wj), and then randomly assigns topic z to the co-occurrence word pair. After Gibbs
sampling, the document topic distribution matrix θ is obtained. Each line of θ represents
the probability distribution of short text under each topic, which constitutes a document
topic vector.

3.3 Connection of Short Text Vector

BTM and Word2Vec have their own emphasis when vectoring short text. To highlight
their respective characteristics, we connect the text weighted word vector with BTM’s
document topic vector to form a document feature vector R, which makes up for the
shortcomings of BTM and Word2Vec and enriches the semantic information of short
text vector.

Ri = δi ⊕ θi (10)

4 Incremental AP Clustering

The topic of short text has the characteristics of wide range, strong timeliness, and fast
update. The static clustering algorithms cannot meet the demand for real-time discovery
of hot topic. In order to quickly discover relevant hot topics in massive changing data,
this paper proposes an incremental AP clustering algorithm(IAPC). Assuming that the
original short text dataset D = {D1, D2, …, Dt}, the new short text dataset is I = {ID1,
ID2,…IDp}, D ∩ I = ∅, and t + p = n. IAP first clusters the original short text dataset
to obtain the responsibility and availability matrices. Secondly, we use KNN to obtain
the extended responsibility and availability matrices of the newly added data, and then
continue iteratively passing the message until convergence.

After clustering the original dataset, the data points in the dataset have accumulated a
lot of support. That is, through message transmission, the responsibility and availability
matrices are non-zero. For the new data, the responsibility and availability between the
new data and other data are zero. If we continue with the previous message transmission,
the differences in the responsibility and availability make it difficult for the new data to
become the new clustering center. If the data are similar, they not only have a high prob-
ability of belonging to the same clustering, but also should have similar responsibility
and availability matrices. Based on this, we use KNN to construct the responsibility and
availability matrices of the new data, where the corresponding values in the responsibil-
ity and availability matrices of the new data are replaced by the values of the K-nearest
neighbors of the data points.
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Given the responsibility matrix Rt and availability matrix At , for the new data IDi’(t
+ 1 ≤ i’ ≤ t + p), calculate its similarity with the original data, and obtain K-nearest
neighbors of the new data, that is, KNN(Ii’) = {Dq1,Dq2,…Dqk}, where 1 ≤ q1,q2,…qk
≤ t. The extended responsibility matrix is shown in formula (11):

Rt+p(i, j) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Rt(i, j)
1
k

∑
m∈KNN (i)Rt(m, j)

i ≤ t, j ≤ t
i > t, j ≤ t

1
k

∑
m∈KNN (j)Rt(i,m)

0
i ≤ t, j > t
i > t, j > t

(11)

Similarly, the availability matrix At+p is defined as follows:

At+p(i, j) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

At(i, j)
1
k

∑
m∈KNN (i)At(m, j)

i ≤ t, j ≤ t
i > t, j ≤ t

1
k

∑
m∈KNN (j)At(i,m)

0
i ≤ t, j > t
i > t, j > t

(12)

The process of IAPC algorithm is:
For the original data, the responsibility information of each data in the similarity

matrix is updated, and the availability information is calculated;
Update the availability information and calculate the availability of each data;
Sum up the responsibility and availability information of each data to make a deci-

sion. If the preset number of iterations is reached, or the clustering center no longer
changes, or the decision of the sample data within a sub region does not change after
several iterations, the iteration can be terminated.

Calculate the K-nearest neighbors of each new data at regular intervals, construct
the responsibility and availability matrices, and continue iteration until convergence.

5 Experiments

The dataset comes from the Sina Weibo in March 2021, including a total of 10125
pieces of data. The data have 8 topics which are “BurdenReduction”, “PropertyMarket”,
“Russia-Ukraine Conflict”, “Vaccine”, “Huawei Chip”, “Tokyo Olympics”, “Japanese
nuclear wastewater”, “Suez Canal ship grounding”. In the stage of pre-processing, the
data is denoised, including removing stop words and repeated text. Finally, we obtained
9832 valid data. The experimental environment is Intel(R) Core(TM) i5-12600KF
3.70GHz, 16.0GBmemory, 500GBhard disk,Windows11operating system, andPython
programming language.

5.1 Determination of the Number of Topics

In order to verify the feasibility of BTM in the short text clustering process, first we
calculate the perplexity of different topic numbers and determine the topic category K
through the perplexity curve. At the same time, we extract the top10 keywords under
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Fig. 3. Perplexity of BTM

each topic. As shown in Fig. 3, the perplexity curve tends to be stable when K = 8,
which is consistent with the real topic category of the dataset.

In addition, we compare the top10 keywords of BTM and LDA under each topic.
Through these keywords, it is possible to understand the content expressed by each
topic. However, due to the wide coverage of some topics, such as the “Tokyo Olympics”
includes multiple sub topics. Therefore, the topic center is not prominent. Comparing
the keywords determined by BTM and LDA, we find that some keywords determined
by LDA are not related to the topic, such as the keywords “OPPO” in the topic “Huawei,
Chip”, and the keywords “flu” in the topic “Vaccine”. This further indicates that BTM
is more suitable for short text mining.

5.2 Clustering Accuracy Analysis

In the experiment, the dimension of word vector is set to 100, and the window size is
set to 4. According to the perplexity of BTM, the document theme dimension is set to 8,
the hyper-parameters α = 0.5, β = 0.01. The number of iterations in the Gibbs sampling
process is set to 1000.

We select
four models: Word2Vec(WV), Word2Vec+TF-IDF(WT), Word2Vec+BTM(WB), and
Word2Vec+TF-IDF+BTM(HVRM) to obtain short text vector. Then, AP algorithm is
used to cluster the short text and get F1-score value for each clustering. Figure 4 shows
the results of short text clustering under various feature vector models. It can be seen
HVRM proposed in this paper has the best clustering effect. Except for the topic of
“Tokyo Olympic”, the overall accuracy is higher than other models. The reasons mainly
include: Word2Vec focuses on local relationships between words to reduce the dimen-
sion of text vectors, while ignoring the global semantic information and the contribution
of different words to the topic. So, there is a certain gap in clustering accuracy com-
pared to HVRM. To some extent the feature weights or topic features of words enhances
the topic features of word vectors, so the clustering effect is significantly higher than
Word2Vec. HVRM not only overcomes the global semantic loss, but also enhances the
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influence of feature words through TF-IDF method. At the same time, the integration of
BTM does not significantly increase the feature dimensions of short text, so it does not
reduce the efficiency of the algorithm.

Fig. 4. Comparison for different feature vector models

5.3 Comparison AP and IAP

To verify the performance of IAP, we compare F1-Score values of each clustering after
clustering the overall dataset using static AP and IAP. Set the whole dataset as C and
randomly divide C into 10 subsets. When performing IAP, add one subset at a time.
Figure 5 shows the experimental results.

We can see that the average F1-Score of clustering is 84.85%, while the average F1-
Score value of IAP is 84.30%, with little difference between the two algorithms. When
gradually adding subsets, their clustering accuracy is lower than the overall clustering
accuracy at first, due to the uneven random extraction of subsets, resulting in lower
accuracy than AP. But as the data increases, its clustering accuracy will increase, and the
overall F1-Score of two algorithms are similar, indicating that IAP is effective. However,
as shown in Fig. 6, the IAP efficiency is higher than AP.
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Fig. 5. Comparison for different clustering algorithm

Fig. 6. Comparison for cluster efficiency

6 Conclusions

This article proposes a short text vector representation model that integrates weights and
topic features. At the same time, it combines the improved incremental AP clustering
algorithm to cluster the short text data of Sina Weibo and discover hot topics that the
public is concerned for a period of time. HVRM mines short text data features from
local and global perspectives, which solves the problem of feature information loss
caused by sparse short text data. The improved incremental AP clustering solves the
problem of asynchronous updating processes of responsibility and availability matrices
and improves the AP clustering efficiency. Experimental results show that the short text
vector representation model proposed in this paper can effectively improve clustering
performance.

In future work, other feature factors of short text will be considered, such as the
impact of the timeliness of short text on clustering algorithms to discover hot issues.
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Abstract. Autonomous driving relies on multiple sensors, such as lidar and cam-
eras, to perceive the surrounding environment and the vehicle’s own position.
Among them, lidar point cloud segmentation is a crucial and challenging task for
3D scene understanding. In this paper, we propose a novel deep learning method
RPNet for lidar point cloud segmentation that combines range image-based seg-
mentation and point based segmentation. Our method extracts point cloud features
from range images and predicts 3D point cloud labels from point clouds. The seg-
mentation results of both branches are fused to improve accuracy. We evaluate our
method on the Semantic KITTI dataset and show that it outperforms other fusion
algorithms in terms of effectiveness and robustness.

Keywords: Semantic Segmentation · Lidar Point Clouds · Deep Learning

1 Introduction

Lidar is a remote sensing system that uses a pulsed laser beam to measure the position,
velocity, and other characteristics of target objects. It can sense the surrounding environ-
ment and infer high-precision three-dimensional information [1], LiDAR has become
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one of the indispensable sensing sensors for autonomous driving systems [2]. The per-
ception module of autonomous driving relies on various sensors, such as cameras, lidar,
positioning devices, etc., to collect information about the surrounding environment and
the vehicle’s own position. The perception module then processes and analyzes the col-
lected information with perception algorithms [3]. The decision making and control of
the autonomous driving system depend on the information provided by the perception
module, so it is very important to perform accurate perception in all aspects. Lidar has the
advantages of being independent of light conditions, fast frequency, high accuracy, and
rich information collection [4]. By scanning the surrounding environment, it can pro-
vide the sensing system with point cloud data that contain high-precision environmental
information.

The processing of lidar point clouds involves many tasks, such as filtering, segmen-
tation, and object recognition. Among these tasks, point cloud segmentation is a key
step, aiming at segmenting the point cloud into different semantic parts and delivering
this information to the autonomous driving system to help the system realize real-time,
robust and accurate perception of the surrounding environment. Exploring the semantic
segmentation technology of point cloud and realizing the real-time accurate segmenta-
tion of point cloud using deep learning methods is a challenging and realistic task, which
is of great significance for the development of autonomous driving technology and intel-
ligent transportation as well as the promotion of its application in other large-scale point
cloud semantic segmentation tasks.

Lidar point cloud segmentation requires accurate allegorical segmentation of the
scene, which increases the difficulty of point cloud semantic segmentation due to the
complex characteristics of the point cloud itself, such as sparsity, large volume, and
high noise, and the limitation of the equipment’s computational capability. Traditional
segmentation methods, such as geometric feature-based point cloud segmentation, use
geometric models to fit point cloud images, which are difficult to meet the real-time
and generalization requirements of complex scenes. Deep learning has been gradually
applied to 3D point cloud data processing and become a mainstream research method
due to its advantages such as automatic feature extraction. Although large-scale semantic
segmentation systems require multi-sensors, working together and assisting each other,
in this paper, we hope to take the point cloud as an independent information source,
and further improve the accuracy of point cloud segmentation under the deep learning
method by researching the segmentation model, fusion method and other parts.

In this paper, we propose a novel lidar point cloud segmentation method based on
deep learning. Our method uses range image-based point cloud segmentation, which
takes a 3D point cloud, projects it to obtain a 2D range image, and performs a convolu-
tional segmentation of the image, which is based on Darknet’s network architecture and
aims to capture both local and global features of the point cloud. To complement the
features of the point cloud, point-based branches are also added to directly project the
3D point cloud data point by point, and the segmentation results of the two branches are
fused to make the segmentation results more accurate. In order to address the efficiency
of fusion and the fusion effectiveness based on both considerations, we also investigate
novel fusion methods. We evaluate our method on a publicly available lidar point cloud
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dataset, Semantic Kitti, and demonstrate that it is more effective and robust compared
to other fusion algorithms. The contributions of this paper are as follows:

1. For the large-scale point cloud segmentation problem, we designed an end-to-end
dual-branching model, which directly extracts the point cloud data branches to obtain
the semantic information of each specific point, and at the same time, uses the point
cloud projected as a branch of the range image to obtain the local semantic informa-
tion, which solves the problem of achieving a better trade-off between the running
speed and the segmentation performance in the point cloud semantic segmentation
algorithm.

2. An attention-based inter-branch fusion approach is adopted, and a post-processing
algorithm is used to further enhance the semantic segmentation results of the full
point cloud as the range image segmented by the 2D semantic segmentation method
produces a fuzzy output.

3. we conducted semantic segmentation experiments on Semantic KITTI dataset and
proved the effectiveness of this method, the miou achieved by this method is 72.1%,
which is 52% higher than the basic pointnet method, 19.6% higher than the basic
range image based segmentation method and higher than other fusion method.

The rest of this paper is organized as follows. Section 2 reviews the related work
on lidar point cloud segmentation, including both traditional and deep learning-based
approaches. Section 3 describes the proposed method in detail, including the network
structure, loss function, and training strategy. Section 4 describes the experimental setup
and presents the experimental results. Section 5 concludes the paper and discusses future
work.

2 Related Work

2.1 Point Cloud Segmentation Method

The point cloud obtained from laser scanning contains most of the ground points, and
this high redundancy can cause problems for subsequent processing such as detection
and classification of the target point cloud, so traditional point cloud semantic segmen-
tation methods generally include multiple stages: first, the ground points need to be
segmented off, then the remaining point clouds are individually formed into blocks, and
then operations such as classification are performed based on the features extracted from
each point cloud block [5].

Semantic segmentation of point clouds based on traditional methods can be divided
into two categories: methods based on purely mathematical models and geometric infer-
ence techniques and methods based on machine learning. For example, the methods
based on triangular mesh surface for region growth and the model fitting methods based
on RANSAC [6] proposed in the literature, etc. These methods can achieve point cloud
segmentation faster by fitting linear and nonlinear models to point cloud data using the
basic features and geometry of point clouds. Machine learning-based methods use typ-
ical supervised learning algorithms including support vector machines (SVMs) [7, 8],
random forests [9], etc., and have achieved more successful results in some tasks such as
3D model detection and segmentation. However, such methods usually rely on a set of
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manual features called feature descriptors or descriptors. These features are coupled to
the point cloud density [10] and it is time consuming to find these relevant features from
a large number of point clouds due to the presence of noise and inhomogeneous den-
sity. Although some acceleration algorithms have made improvements to the extraction
time, they are changes on small-scale data scenarios, which are difficult to generalize
to large-scale complex scenarios. Moreover, the multi-stage processing may bring the
accumulation of errors. Most importantly, the time consumed by manual feature extrac-
tion is unacceptable for real-time applications, while autonomous driving requires more
andmore real-time and robustness of algorithms, and traditionalmethods are not adapted
to such scenarios.

In addition to traditional methods for point cloud segmentation, there is also deep
learning-based semantic segmentation of point clouds. Deep learning [11] has the unique
advantage of being able to automatically extract data features using convolutional net-
works and enables end-to-end training. According to the different data representations
of point cloud input networks, there are three main categories of voxel-based and 3D
convolutional methods, disordered point cloud-based methods, and point cloud 2D
processing-based methods for semantic segmentation.

Deep learning methods based on disordered point clouds. This category of methods
is to input the point cloud directly into the deep network for processing.When processing
point cloud data, this class of methods has to solve the problem of disorderly input of
point clouds as well as to ensure that the spatial transformation of point clouds remains
invariant. Pointnet proposed byQi et al. [12] pioneered themethod of using deep learning
network processing directly on point cloud data, but Pointnet focuses more on global
features and does not learn enough local features of point clouds, which causes it to
lose the ability to capture The ability to capture spatial relationships between features is
lost, which limits its applicability to complex scenarios. The learning of local features is
crucial to the segmentation task, and many research methods have made improvements
to address this problem. For example, the PointCNN framework proposed by U et al.
[13] designs an X-Conv algorithm to learn local region features. It not only improves
the accuracy but also reduces the network complexity than Pointnet.

In 2018, SqueezeSeg [14] developed byWu et al. used spherical projection for point
clouds to support the use of 2D convolution and proposed a real-time fully convolu-
tional semantic segmentation method. The point cloud 2Dization method, although it
loses dimensional information and is not a leader in terms of accuracy, it relies on the
maturity of 2D deep learning algorithms and is cost-effective in terms of real-time and
spatial complexity, and can be used in many small or specific scenarios such as road
scenes [15]. The earliest deep voxel network is the VoxNet network architecture pro-
posed by Maturana and Scherer [16], which is used for point cloud target detection and
classification tasks. With the application and development of fully convolutional neural
networks in images, Tchapmi et al. [17] were inspired to propose a three-dimensional
fully convolutional network architecture, SEGCloud.

2.2 Fusion Segmentation Methods

Since single views are more or less problematic, some recent approaches try to fuse two
or more different views. For example, the approach in [18] performs early fusion by
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combining point information from bird’s-eye and distance maps, which are then fed into
a subsequent network. AMVNet [19] designs a late fusion method by computing the
uncertainty of the outputs of different views and using an additional network to refine
the results. FusionNet [20] proposes a point-voxel interaction MLP that aggregates fea-
tures between adjacent voxels and corresponding points, reduces the time required for
adjacency search, and achieves acceptable accuracy for large point clouds. In particular,
PVCNN [21] proposed an efficient point-voxel fusion method. In this method, vox-
els provide coarse-grained local features, while points provide fine-grained geometric
features by performing simple MLPs on each point.

3 Method

3.1 Network Architecture

Aiming at the problems such as semantic loss caused by lidar point cloud segmentation
projecting 3D point cloud into 2D range image, inspired by the method of rangenet++,
we design a two-branch segmentationmodel, which takes RANGE-BASE and POINT as
inputs, and through the feature fusion method based on the mechanism of self-attention,
fuses the information of different modalities and supplements the information lost due
to the change of dimensionality, so as to obtain a more accurate segmentation output
(Fig. 1).
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Fig. 1. Shows the network architecture of the method in this paper.

The method we proposed, named RPNET, contains two branches, the R branch and
the P branch. First we preprocess the point cloud data X to obtain the R branch input
Xr and the input Xp of the P branch. The R branch transforms the points in the three-
dimensional space by the spherical coordinate to the point represented by the range
image representation in 2D space, uses darknet as baseline for semantic segmentation,
maps the fused features to the semantic label space using the fully connected layer, and
outputs the semantic labels of each point to obtain the feature Fa. The P branch contains
multiple MLP structures, and directly performs point-by-point feature extraction on the
3D point cloud to obtain the feature Fb. Attention mechanism is utilized to dynamically
adjust the weight of the features obtained from the two branches in order to improve the
fusion effect. The fused features are centralized in the P branch, and through the MLP
structure, the point cloud reconstruction is performed to regenerate the point cloud after
semantic segmentation.
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3.2 Point-Based Point Cloud Segmentation Network Structure Design

The 3D coordinates of each point and other arbitrary feature vectors are used as input,
where the feature vectors include information such as RGB values, normal vectors and
curvature. A shared two-layer fully connected layer is used to process the feature vectors
of each point, and a maximum pooling layer is used to aggregate the feature vectors of
each point. Finally, a fully-connected layer is used to map the aggregated feature vectors
to different semantic classes.

3.3 Range Image-Based Point Cloud Segmentation Network Structure Design

Using the projection function P : RN×(3+C) → R(M×D), the points in 3D are projected
into the 2d plane to obtain a representation of the points of the point cloud on the 2D
image. A hash map from the point cloud form to the 2D form is created using the
build hash function, and the features are passed from the 2D image onto the point-based
branches using a bilinear interpolation method with the following equations and partial
derivatives:

Fp(i) = �(δ(j),FR) =
∑

u∈δ(j)

φ(u, j)FR(u)

φ(u, j) = (1 − �jx − ux�)
(
1 − ⌊

jy − uy
⌋)

An encoder-decoder hourglass type architecture is used, inspired by the Darknet53
backbone. The encoder allows to encode contextual information and the decoder up-
samples features extracted by the convolutional backbone encoder to the original image
resolution. A total of three times of point cloud feature propagation and feature fusion
are performed in downsampling and upsampling to complement each other’s feature
information.

3.4 Attention-Based Feature Fusion Method

The attention mechanism can weight the different local features of the point cloud data,
which makes the features of each point more accurately represented. In contrast, other
fusion methods such as voting fusion or averaging fusion simply count the results and
do not reflect the local features of the point cloud data well. Also for the phenomenon
of data category imbalance, i.e., some categories have more or less data than others.
Using the attention mechanism can weight the data of different categories according
to their characteristics, so as to better deal with the unbalanced data. Therefore, the
attention-based fusion approach is chosen in this paper to better integrate the feature
vectors extracted from the two branches.

The self-attention mechanism is selected to calculate the attention weight of each
point by the following equation:

wi = 1

Z
softmax(a(f i))
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f out =
N∑

i = 1

wif i

where, f i denotes the feature vector of the ith point, a denotes a fully connected layer,
softmax denotes a softmax function, Z is a normalization constant, wi denotes the
attention weight of the ith point, and f out denotes the weighted feature vector.

After calculating the attention weights of each point, they are applied to the semantic
labels. The attention weights of each point are multiplied by its corresponding semantic
label to get the weighted semantic label, and then the weighted semantic labels of all
points are summed to get the final semantic label. The weighted semantic labels are
calculated by the following equation:

yout =
N∑

i=1

wiyi

where, yi denotes the semantic label of the ith point, and yout denotes the weighted
semantic label.

3.5 Training Pipeline

In this paper, we use the Adam optimization algorithm and cross-entropy loss function
to optimize the model. The core idea of the Adam algorithm is to maintain the first-order
moment estimates and second-order moment estimates for each parameter and use these
estimates to update the parameters. The update of the Adam algorithm The formula is
as follows.

In each batch of training, the difference between the output of the model and the true
label, i.e., the loss function, needs to be calculated. In this paper we use the cross-entropy
loss function to calculate the loss.

L(y, ŷ) = −
N∑

i=1

yi log ŷi

where y is the true label, ŷ is the prediction result of the model, and N is the number
of categories. The smaller the value of the cross-entropy loss function, the closer the
prediction result of the model is to the true label.

After calculating the loss function, the backpropagation algorithm is used to calculate
the gradient of each parameter and theAdamoptimizer is used to update the value of each
parameter. The dataset is divided into a training set and a validation set, and the validation
set is used to evaluate the performance of the model during the training process.

4 Experiment

4.1 Dataset and Implementation

To implement the deep learning experiments, a GPU-equipped computer with PyTorch
framework is required. Dataset preparation: an appropriate point cloud data is selected,
here the Semantic KITTI dataset is selected. The Semantic KITTI dataset is an open
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dataset for semantic segmentation of point clouds, which contains point cloud data
collected by LiDAR sensors The Semantic KITTI dataset is an open dataset for point
cloud semantic segmentation, which contains point cloud data collected by LiDAR
sensors, and semantic labels labeled by human. The Semantic KITTI dataset is divided
into a training set and a validation set, where the training set contains 21 sequences and
the validation set contains 1 sequence.

We trained 150 epochs on the training set and evaluated themodel performance using
the validation set. During training, we used learning rate decay to reduce the learning
rate to avoid overfitting. A higher learning rate of 10–3 is used early in training (first 10
epochs) to converge quickly, and then the learning rate is gradually reduced to enhance
model stability. The last few epochs use a smaller learning rate to fine-tune themodel and
improve accuracy. We also used the early stop method to terminate the training process
early to avoid overfitting. Finally, the model that performs best on the validation set is
selected for testing.

4.2 Comparison with Other Methods

The experimental results are shown in the following table, while the classical point-
based segmentation algorithm, range image-based segmentation algorithm, and with
some fusion algorithms are also listed in the table. We mainly choose data from seven
main categories of objects to show the result. It can be seen that the proposed method in
this paper has improved the value of miou as well as the value of iou for small targets,
compared with other methods (Table 1).

Table 1. Experimental results compared to other algorithms

method car bicycle motorcycle truck persons bicyclist road Mean
IoU

mean
accuracy

Pointnet++ 53.7 1.9 0.2 0.9 0.9 1.0 72.0 20.1 --

Rangenet++ 91.4 25.7 34.4 25.7 38.3 38.8 91.8 52.5 89.0

FusionNet 95.3 47.5 37.7 41.8 59.5 56.8 91.8 61.3 --

SPVNAS 97.2 50.6 50.4 56.6 67.4 67.1 90.2 67.0 --

RPNet 93.5 46.1 48.0 40.9 63.9 54.3 92.7 62.7 91.7

RPNet +
self-attention

92.6 52.5 50.7 56.5 62.6 55.7 93.3 72.1 92.2

The experimental results show that our fusion segmentation module can effectively
perform the point cloud semantic segmentation task on Semantic KITTI dataset and
achieve a good performance. The fusion model has high performance and the final mio
value can reach 72.1%.



382 F. Wang et al.

4.3 Ablation Studies

We used the additive fusion method and the attention-based fusion method, respectively,
and through the experimental results, we can see that the miou of the additive method
reaches 62.7%, and after using the attention-based fusion method, the effectiveness of
the feature fusion is greatly improved, and the miou reaches 72.1% (Table 2).

Table 2. Ablation studies on the use of self-attention mechanisms

Mean IoU Mean Accuracy

RPNet 62.7 91.7

RPNet + self-attention 72.1 92.2

5 Conclusion

In this paper, by surveying the current practice and literature on point cloud segmentation
techniques, we discuss the current research progress related to point cloud segmentation
and propose a novel deep learning based lidar point cloud segmentation method. Our
method uses range image-based point cloud segmentation to extract the features of
point clouds. We also add a point-based branch to directly predict the 3D point cloud
data point by point, and make the segmentation results more accurate by fusing the
segmentation results of the two branches, which complement each other’s features. We
evaluate our method on a publicly available lidar point cloud dataset, Semantic KITTI,
and demonstrate that it is more effective and robust compared to other fusion algorithms.
In future work, we will investigate more accurate segmentation methods by addressing
data imbalance in the dataset, optimizing the capability of the algorithmwhile improving
the generalization capability of the model to provide a more accurate reconstruction
basis for map reconstruction and other tasks. In addition, we will design lightweight
lidar point cloud segmentation method, and facilitate the application of the algorithms
in edge computation [22–24].
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Abstract. In medical cloud computing, medical data (e.g., electronic health
records and diagnostic report) are allowed to be outsourced to the remote cloud
server. Since cloud service providers are semi-trusted, it is important to protect the
privacy of medical data while ensuring the convenient access of stored data. Sev-
eral schemes have been proposed for this purpose. In this paper, we propose a novel
scheme for high-dimension medical data based on searchable symmetric encryp-
tion (SSE) and locality sensitive hashing (LSH), which is able to provide greater
security for the stored on the medical cloud—forward privacy, while ensuring effi-
cient search and update performance. Combined with the experimental results, we
carried out a detailed security analysis and performance analysis of the proposed
scheme. The results show that the server cannot observe which query request
is associated with the update object. Therefore, the proposed scheme is forward
secure and efficient in practice.

Keywords: Medical cloud computing · searchable encryption · electronic health
records · data privacy · forward privacy

1 Introduction

With the increasing development of cloud computing, cloud storage has become a par-
ticularly popular data storage solution used by many data owners due to its scalability,
high availability, easy managerial advantages and low costs. Like other organizations,
health care systems with a large amount of medical data are considering outsourcing
their electronic health records to remote cloud servers to reduce storage overhead and
management burden. However, cloud storage as a third-party platform is semi-trusted
and puts sensitive and private medical data above certain security problems. At the same
time, the biggest threat comes from the cloud service provider. Therefore, how to guar-
antee data security during the process of storage and use of cloud medical data is a
significant problem.

To address the above security problem of data in cloud storage, searchable symmetric
encryption (SSE) [1] designed to allow users to search over encrypted data has been
proposed. Specifically, SSE allows one to encrypt data using a symmetrical encryption
algorithm and subsequently to search over the encrypted data. To ensure the security
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of medical cloud data, many schemes based on SSE have been proposed [2–4]. These
schemes based on SSE technology aim at protecting sensitive medical data and further
expand from multiple keywords, security strength and access control. In addition, most
of these existing schemes use the form of retrieving documents by keywords. However,
such a form does not apply to scenarios where high-dimension data is retrieved by high-
dimension data, e.g., searching similar genes for a particular gene or searching similar
images for a certain CT image.

In this paper, we propose a novel forward secure scheme for high-dimension medi-
cal data in cloud servers. Our scheme uses a combination of SSE and locality sensitive
hashing (LSH) [5] as a framework to support searching similar high-dimension data by
high-dimension data. LSH is a technology that maps the closer points in high-dimension
space to the same hash bucket with a higher probability. In the framework of the combi-
nation of SSE and LSH, searching similar high-dimension data by high-dimension data
is transformed into searching similar high-dimension data by the hash value of the high-
dimension data. In particular, our proposed scheme can achieve forward privacy of SSE
by modifying the hash table structure. Forward privacy [6] that requires that the newly
added data to not be related to a previous query request is the goal that current dynamic
SSE schemes are pursuing [7–10], and it has almost become an essential property since
the file-inject attacks [11]. The traditional hash table stores a list of data IDs in each
bucket. The data mapped to the same bucket through the LSH function can be regarded
as similar data, so the data in the list of the same bucket can be regarded as similar
data. Such a structure can easily expose the data’s bucket location, so it can reveal the
association between the newly added data and the previous query request. In this paper,
we separate the hash table and the list, and merge several small lists in all hash buckets
into a large list. We store the hash table locally and the large list in the cloud server. The
new index makes our scheme forward secure. We summarize the main features of our
proposed approach as follows:

Applicability to High-Dimension Medical Cloud Data. We implement searching
high-dimension medical data by high-dimension medical data using a combination of
SSE and LSH.

Forward Privacy. We modify the traditional hash table structure and design a new
index structure allows our scheme to achieve forward privacy.

Practical Implementation andEfficiency. Weuse twodatasets to evaluate our scheme,
and the experimental results indicate that our scheme is efficient.

The rest of the paper is organized as follows. Section 2 summarizes related work and
background information is given in Sect. 3. Then, we present our scheme in Sect. 4. In
Sect. 5, we give the security analysis and experimental results. Finally, Sect. 6 presents
conclusions.

2 Related Work

SSE was first proposed by Song et al. [1], and their scheme and their scheme encrypts
each word in the document and then allows searching for documents using a keyword.
Subsequently, SSE was formalized by Curtmola et al. [12], who developed the security
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definitions for SSE schemes. The security notions known as SSE were improved, and a
protocol was given that was compatible with the definitions. Later, Kamara et al. [13]
constructed the first dynamic and sublinear scheme, although the dynamic SSE had been
studied earlier.

Zhang et al. [11] introduced file injection attacks on SSE that highlighted the impor-
tance of forward privacy and promoted extensive research on forward privacy. Since then,
forward privacy has almost become an essential property for dynamic SSE schemes.
Bost et al. [7] presented the forward-privacy scheme known as Sophos using trapdoor
permutations. The efficiencies of communication and computation have been improved
significantly compared with the ORAM-based schemes. Even so, the computational effi-
ciency has been degraded because the trapdoor permutations are based on a public key
algorithm. Later, some forward secure SSE schemes based on symmetric cryptographic
primitives were been proposed [8–10].

The emergence of SSE provides a secure and effective technical solution founda-
tion for many cloud storage applications, especially for the medical systems with large
amounts of sensitive and private medical data. To ensure the security of medical cloud
data, many schemes based on SSE have been proposed [2–4]. Most of these existing
schemes retrieve documents by keywords. However, this process does not apply to sce-
narios where high-dimension data is retrieved by high-dimension data, e.g., searching
similar genes for a particular gene or searching similar images for a certain CT image.
In this paper, we propose a novel forward secure scheme for high-dimension medical
data in cloud server.

3 Preliminaries

3.1 Locality Sensitive Hash (LSH)

LSH is an effective similarity search algorithm in high-dimension space [5]. The basic
idea is to hash similar objects into the same bucket with a greater probability than
dissimilar objects. When a query operation is performed, first, the query point is hashed
into buckets in hash tables, and then all the points in these hit buckets are returned as a
result of the query.

Definition 1 (LSH family, H ): S is a set of n points, and U is a set of hash values,
S ⊂ Rd . A family H = {h : S → U } of functions is called (R, cR, p1, p2)-sensitive if
∀p, q ∈ Rd :

• If D(p, q) ≤ R, then Pr[h(p) = h(q)] ≥ p1.
• If D(p, q) > cR, then Pr[h(p) = h(q)] < p2.

where c > 1 and p1 > p2 for similarity search.

Definition 2 (Concatenation LSH Functions, G): G = {g : Rd → Uk} is a set of
concatenation LSH functions, where ∀gi ∈ G is composed of k hash functions randomly
extracted from G. Formally,

gi(p) = (hi1(p), . . . , hik(p)) (1)
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where k is the number of functions in each concatenation function, and hi1, . . . , hik are
randomly chosen from the H .

We use these concatenation LSH functions to construct hash tables. Therefore:

• If D(p, q) ≤ R, then Pr[g(p) = g(q)] ≥ pk1.
• If D(p, q) > cR, then Pr[g(p) = g(q)] < pk2

To increase the recall, l concatenation LSH functions typically are used to build l
hash tables.

3.2 Cryptographic Primitive

A private-key encryption scheme is a tuple that is composed of three algorithms (Gen,
Enc, Dec).Gen is the probabilistic key generation algorithm that takes a security param-
eter, λ, as input and returns a secret key, K , where |K | > λ. Enc is the probabilistic
encryption algorithm that takes a key, K , and a plaintext, M ∈ {0, 1}∗, as input and
returns a ciphertext C ∈ {0, 1}∗.Dec is the deterministic decryption algorithm that takes
K and C ∈ {0, 1}∗ as inputs and returns M ∈ {0, 1}∗.

3.3 SSE Scheme for High-Dimension Data

Definition 3:An SSE scheme for high-dimension data that enables the similarity search,
and the dynamic update consists of three algorithms:

• ((σ, keyq); (I ,C)) ← Setup((λ,LSH family);⊥): This is a probabilistic algorithm
run by the data owner. It takes a security parameter, λ, and LSH family as input. It
returns the secret key, keyq, and the client’s state, σ , to the data owner and returns the
encrypted index, I , and encrypted dataset C to the server.

• (
(
σ ′, ru

); (I ′,C′)) ← Update((K, σ, q, op); (I ,C)): This is a deterministic algo-
rithm run by the client and the server. On the client side, it takes the secret key, K ,
the client’s state, σ , the update object, q, and operation op (add ordel) as input. On
the server side, it takes the encrypted index, I , and encrypted dataset,C, as input. It
returns the updated client state, σ ′, and the update result,ru, to the client, and returns
the updated encrypted index, I ′, and updated dataset, C ′, to the server.

• (rs;⊥) ← Search((K, σ, q); (I ,C)): This is a deterministic algorithm run by the
client and the server. On the client side, it takes the secret key, K , the client’s state,
σ , and a search object, q, as input. On the server side, it takes the encrypted index, I ,
and encrypted dataset, C, as input. It returns a result set, rs, to the client.

3.4 Privacy Definition

The security definition in this paper follows the simulation-basedmodel [12]. It is param-
eterized by a collection of leakage functions, L = {LSetup,LUpdate,Lsearch}. These
functions describe the information that the scheme leaks to the adversary.
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Definition 4 (Adaptive Secure SSE scheme): Let � be an SSE scheme with L =
{LSetup,LUpdate,Lsearch},A be an adversary, S be a simulator, two games are defined as
follows:

Real�A: The adversary a is given C generated by Setup((λ,LSH family);⊥
). Then, A performs adaptive update u or query q. The challenger answers by
running Update((K, σ, q, op); (I ,C)) for u. The challenger answers by running
Search((K, σ, q); (I ,C)) for q. Finally, A outputs a bit b ∈ {0, 1}.

Ideal�A: An encrypted index I and an encrypted dataset C are generated by simulator
S through running S(Setup) based on the leakage function LSetup and then given to
A. Then, A performs adaptive update u or query q. For u, S is given LUpdate(q), and
answers it by running S(Update). For q, S is given Lsearch(q), and answers it by running
S(Search). Finally, A outputs a bit b ∈ {0, 1}.

� is adaptively securewith leakage functionsL, if for any polynomial-time adversary
A, there exists an efficient polynomial-time simulator S such that:

Pr
(
Real�A(λ) = 1

)
− Pr(Ideal�A(λ) = 1)| ≤ negl(λ) (2)

where negl(λ) is a negligible function in λ.
Informally, forward privacy requires that an update operation does not reveal whether

the newly added data object relates to previous search objects. In this paper, we propose
a definition of forward privacy for high-dimension data by extending the definition in
[7].

Definition 5 (Forward privacy): An SSE scheme for high-dimension data is forward
private if the update leakage function LUpdate can be formalized as:

LUpdate = L′(qid , l) (3)

where qid denotes the identifier of the data object, l denotes the number of hash tables
and L′ is stateless.

4 The Proposed Scheme

4.1 System Model

Figure 1 shows our proposed system model composed of two main participants, i.e.,
the medical client and the medical cloud server. Initially, on the medical client side,
the client state σ and the cloud server index I are generated, then I is sent to the cloud
server. Then the update and search operations are performed separately by sending
update token and search token. Specifically, when the medical client wants to perform
an update operation, an update trapdoor tu is generated based on the client state σ , then
tu is sent to the medical cloud server. The medical cloud server updates index I and the
encrypted dataset C according to the received trapdoor tu. Similarly, when the medical
client wants to perform an update operation, an update trapdoor ts is generated based on
the client state σ , then ts is sent to the medical cloud server. The medical cloud server
gets the search result according to ts and index I , then returns the result to the medical
client.
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Fig. 1. System model of our scheme.

4.2 Storage Structure

In this paper, the core innovation is the storage structure of the index we designed.
Therefore, before we introduce the complete execution flow of the system, we give a
detailed introduction to the storage structure of the index. Essentially, we improve the
structure of the traditional hash table to design a novel index that can guarantee forward
privacy. Thus, we first analyze the security flaws of traditional hash tables and then
introduce our index storage structure.

The traditional hash table storage structure is to store a list in each bucket. In previous
SSE schemes for high-dimension data, the hash table is always stored in the cloud server
as an index. When adding a data object q,q is mapped to one of the buckets by LSH
function, and then the ID of q, qid , is added to the list in this bucket. When searching
similar objects of a data object q, we map q with LSH function, map it to a bucket, and
then the data objects in this bucket’s list are returned as similar objects of q. With such
storage structure, both query and update operations are mapped to a bucket first, so it is
easy for the server to associate the newly added data object with search objects that were
previously mapped to the same bucket for searching. Therefore, such a storage structure
cannot provide forward privacy guarantee.

We designed a new storage structure that can provide forward privacy. Our storage
structure is transformed from the traditional hash table storage structure as shown in
Fig. 2. We transform by two steps: separate and merge. First, we separate the hash table
from the list in each bucket, which means that the list is no longer stored in each bucket
and only a state value information is stored. Then, we merge the lists that existed in each
bucket. If we consider the list in each bucket as a small list and the merged list as a large
list, then the large list contains all the elements stored in all the original small lists. In
our scheme, we store the hash table locally as part of the client state value σ and store
the large list as the index I in the cloud.

When performing the update operation, the data object q to be updated is locally
mapped to a bucket of the hash table by using LSH, the information in the bucket is
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Fig. 2. An example of our storage structure.

Fig. 3. Index of our scheme.

modified, and a new large list element is generated for q according to the old and new
information stored in the bucket. Then this element is sent to the cloud and added to
the end of the large list. When performing the search operation, the search object q is
locally mapped to a bucket of the hash table by using LSH, and the search token ts for q
is generated based on the information stored in this bucket. Then ts is sent to the cloud
server. The server locates an element of the large list according to the ts and then locates
the next element according to the value of this element until the locating cannot be
continued, and then it returns the all data objects traversed as the search result. Because
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our update operation is to add an encrypted element directly to the end of the large list,
the server cannot associate the update object with any previous search. Thus, the storage
structure we design can provide forward privacy.

4.3 Our Construction

Setup. Algorithm 1 gives the description of setup phase. It takes as input a security
parameter λ and LSH family, selects the symmetric encryption key keyq used to encrypt
data objects, determines the concatenationLSH functions (g1, g2, . . . , gl), and initializes
l hash tables (T 1,T2, . . . ,Tl), l large lists (L1,L2, . . . ,Ll) and a variable entrynum that
represents the number of elements in each large list. Each bucket of the newly initialized
hash tables contains a null tuple pair (⊥,⊥). For ∀i ∈ [1, l], a one-to-one mapping exists
between gi and Ti, and also exists between Ti and Li. The encryption key keyq and client
state σ = {(g1, g2, . . . , gl), (T1,T2, . . . ,Tl), entrynum} are stored locally, The cloud
index I = (L1,L2, . . . ,Ll) and the data set C used to hold encrypted data objects are
sent to the cloud server. We consider σ and I as the index of our scheme, as shown in
Fig. 3.

Update. A detailed description of update phase is provided in Algorithm 2. To update
a data object q with identiffier qid , for ∀i ∈ [1, l], q is mapped to a bucket of Ti through
gi. The tuple pair in each bucket is a secret key key of the keyed hash function H and an
index value Lidx of the large list in the cloud. Then the update trapdoor tu is generated
according to the tuple pairs in the buckets being mapped and is sent to the cloud server.
Notice that (e1, e2, . . . , el) in tu are elements to be added to the large lists. Therefore,
after receiving the update trapdoor tu, the server adds these elements to the end of l large
lists in turn.
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Search. In Algorithm 3, the search phase is presented. To search similar data objects
for data object q, for ∀i ∈ [1, l], q is mapped to a bucket of Ti through gi. The search
trapdoor ts is generated with the tuple pairs in the buckets being mapped. Then ts is
sent to the cloud server. After receiving the search trapdoor ts, the server can locate an
element based on the index value Lidxi(1 ≤ i ≤ l). The data object and another index
information (Lidxpre, keypre) hidden in this element are taken out. The server continues
the locating operation based on (Lidxpre, keypre) until the extracted location information
is null tuple pair (⊥,⊥). In this way, the server collects similar data objects scattered in
large lists and returns them to the client as a result of the search operation.
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5 Analysis

5.1 Security Analysis

Theorem 1 (Adaptive security): Our scheme with
leakage functions {LSetup,LUpdate,Lsearch} is adaptive secure, where LSetup = L′

(l),
LUpdate = L′

(qid , l), LSearch = L′
(rs).

Proof: We give the proof of Theorem 1 through games below.

GameSetup: The simulator S generates a randomized index Ĩ based on LSetup and
LUpdate, which is the same size as the real encrypted index I . Ĩ consists of l lists, and
each element in Ĩ is a random string with the same length as the real encrypted element.
Adversary A cannot differentiate Ĩ from I because of the semantic security of secure
symmetric encryption.
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GameUpdate: AGenerates random strings as simulated token
∼
tu when the update object

q is sent. Then a random oracle H makes some modifications to the index Ĩ based on
∼
tu. Since secure symmetric encryption is semantically secure,

∼
tu is not computationally

indistinguishable from tu, the index modified based on
∼
tu and the index modified based

on tu cannot be distinguished.

GameSearch: A Generates random strings as simulated token
∼
ts when the search object

q is sent. Then a random oracle H gets the results
∼
rs based on

∼
ts. The term

∼
rs is identical

to the real result rs indicated in LSearch. Because secure symmetric encryption is seman-

tically secure,
∼
ts is not computationally indistinguishable from ts. Similarly, the results

derived from
∼
ts are the same as the real results. Thus, A cannot differentiate between

simulated
∼
ts generated by S and real ts or between simulated ts and real

∼
rs.

Conclusion: Summarizing the above game, we can say that for all probabilistic polyno-
mial time adversaries A, there exists a probabilistic polynomial time simulator S, such
that:

|Pr
(
Real�A(λ) = 1

)
− Pr(Ideal�A(λ) = 1)| ≤ negl(λ)

Thus, our proposed scheme is adaptive secure.

Forward Privacy. As described in Sect. 4, we split the hash table and lists and merge
all small lists into a large list. Moreover, we store the hash table locally and store the
large list in the cloud. Since the search trapdoor ts for q is generated from the bucket that
q mapped to and this bucket updates once a newly added data object p that also maps
to this bucket is added to the encrypted dataset in the cloud, the server cannot know the
search trapdoor for p until the next query that finds it appears. In other words, the server
cannot observe which query request is associated with the update object. Therefore, our
proposed scheme is forward secure.

5.2 Performance Analysis

We implement our scheme in Python. The experiments run on a machine with an Intel
Core i7-8700U, 3.20 GHz processor, 8 GB RAM, and a 240 GB SSD disk.

The characteristics of the three datasets we used are summarized in Table 1. More-
over, Table 1 shows the index size of each dataset. Specifically, we show the size of the
hash table and the size of the lists.

Figure 4 shows the update time. The update time is taken as the average of the update
times of all data objects in the dataset. As we can see, the update time is linear with the
number of hash tables. Further, we analyze the update time complexity from Algorithm
2 as O(l), where l is the number of hash tables.

Figure 5 shows the search time. We can analyze the search time complexity is O(r),
where r is the number of data points in the query result set. This is consistent with the
experimental result of Fig. 5.
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Table 1. The characteristics of datasets.

Dataset Dimension Number of data objects Size of hash tables Size of lists

Epileptic 178 11500 32 KB 2752 KB

HCV 29 1385 32 KB 332 KB

Parkinson 22 5875 32 KB 1406 KB
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6 Conclusion

Medical cloud storage is growing popularity and the demand for cloud security contin-
ues to increase. Thus, we proposed a novel forward secure scheme for high-dimension
medical data in cloud server. We prove it is adaptive secure, and the experimental results
demonstrate it is efficient in practice.
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Abstract. Wireless network topology can reflect the communication relation-
ships among network node. Since there are significant challenges and difficulties
in deciphering the communication contents, spectrum data is adopted to discover
communication relationships and network topology of a wireless network. In this
paper, we propose a wireless network topology discovery method based on spec-
trum data to determine the communication relationships of nodes. Since the spec-
trum data features of nodes are correlated during the communication process, we
construct the wireless network topology by mining the communication behaviors
of nodes from the spectrum data features based on maximum similarity and hier-
archical clustering. Simulation results demonstrate that the proposed method can
achieve a better performance of hierarchical clustering than the existing methods.

Keywords: Spectrum Data · Communication Relationship · Network Topology

1 Introduction

With the development of spectrum monitoring and cognitive radio networks, the anal-
ysis and mining of spectrum data are receiving more and more attentions [1, 2]. As
a reflection of user activities, the study of spectrum data can provide many essential
pieces of information and intelligence, especially in anti-terrorism, military commu-
nication, and network security fields. Currently, the applications of spectrum data are
mainly focused on spectrum situation awareness [3], signal classification [4], and signal
feature extraction [5]. The physical characteristics of spectrum data and the statistical
laws presented by these features also reflect the through-connection relationships and
relevant information. However, mining the connections between the massive amount of
spectrum data and the communication relationships among network nodes have yet to
be further investigated.

There is a large amount of literature on communication relationship discovery or
topology discovery. On one hand, the research of communication relationship discov-
ery can be deciphered with the contents of spectrum data [6–8]. On the other hand,

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
V. C. M. Leung et al. (Eds.): Qshine 2023, LNICST 573, pp. 398–410, 2024.
https://doi.org/10.1007/978-3-031-65126-7_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-65126-7_34&domain=pdf
https://doi.org/10.1007/978-3-031-65126-7_34


Wireless Network Topology Discovery Based on Spectrum Data 399

there are numerous works that investigate network topology by mining the statistical
laws of spectrum data. The research based on physical characteristics of spectrum data
[9–12] needs to obtain a large amount of physical information data before clustering,
such as power and frequency. In recent years, machine learning is increasingly being
applied to analyze communication relationships with spectrum data. Wu et al. [14]
proposed a method to identify different automatic link establishment (ALE) behav-
iors with an improved DenseNet. The method requires a highly labelled sample size,
and the ALE signal strength significantly impacts network performance. Cheng et al.
[15] presented a data-enhanced communication behavior recognition scheme to cope
with insufficient spectrum data samples. However, the communication scenarios con-
structed by this method have strict hierarchical relationships and weak generalization
ability. Cheng et al. [16] studied squeeze-excitation based communication relationship,
but there is an apparent hierarchical relationship between the two communication nodes.
Zhang et al. [17, 18] investigated the identification of communication relationship based
on convolutional neural networks, but did not perform the network topology. Instead
of relying on the communication contents and many physical characteristics, this paper
extracts the spectrum data feature vectors combined with hierarchical clustering to mine
communication relationships and network topology.

In this paper, by pre-processing the spectrum data and extracting the spectrum data
features, we first determine the location of nodes relative to the monitoring station based
on the power and orientation information of the spectrum data and then use the image
feature vector extracted by convolutional neural network (CNN) to group the ones with
high similarity into a category based on the similarity of the features using hierarchi-
cal clustering method. Since the spectrum data characteristics of the two nodes are
very similar in fixed-frequency communication, it is possible to determine the through-
connection relationship between nodes based on spectrum characteristics. Finally, the
entire wireless network topology is formed according to the through-linkage association
of all nodes. The experimental results prove that the method is simple to implement,
the code is concise and has good clustering and adaptability to the spectrum data. The
contributions of this paper are as follows:

• We transform the problem of communication relationship into spectrum data image
classification problem to recognize communication behavior.

• We study the wireless network topology without relying on the communication con-
tent and a large number of physical characteristics, which are obtained by mining the
spectrumdata features and using the spectrum features similarity to get the association
relationships.

• Weuse aCNNmodelVGG16 to get feature vectors and then use an unsupervised clas-
sification method (clustering) for classification. Our clustering method can achieve
better performance than other clustering methods in theMutual Information (MI) and
Normalized Mutual Information (NMI) evaluation index.

The rest of this paper is organized as follows. Section 2 describes the wireless com-
munication network scenario, and also introduces the overall framework for wireless
network topology discovery. Section 3 introduces data pre-processing including feature
selection and feature representation. Section 4 uses VGG16 model and the hierarchi-
cal clustering to mine the communication relationship and network topology. Section 5
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introduces the simulation platform and discuss the experiment results. Finally, Section 6
summarizes the work of the full paper.

2 System Model

Wireless communication always happens in more than one node, and communication
relationship can reflect the wireless network topology. As shown in Fig. 1, it is a scenario
of wireless network topology discovery based on spectrum data. The work we do is to
obtain the communication relationship between communication nodes and further mine
the network topology.

Fig. 1. Scenario of wireless network topology discovery based on spectrum data.

To achieve this goal, we first preprocess the spectrum data and use two variables, i.e.,
distance and orientation, to train the prediction of node locations. Then, CNN is used
to extract image feature vectors, and hierarchical clustering is adopted for classification
based on similarity to obtain communication relationships. Finally, the wireless network
topology is mined by combining node locations and communication relationships. The
overall framework is shown in Fig. 2.
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Fig. 2. Overall framework of wireless network topology discovery.

3 Data Pre-processing

3.1 Feature Selection

To mine the communication relationship and topology in wireless nodes from spectrum
data, we need to first select the spectrum data features. In fixed-frequency communica-
tion, the communication relationship between different nodes can be distinguished by
carrier frequency. Then, clustering is then performed based on the obtained spectrum
data features and different clustering sets can be obtained. Consequently, each cluster-
ing set can represent a communication association and communication relationships are
determined according to the carrier frequency characteristics. Here are the features that
we select for further feature representation.

• Signal power: It is a unit of measurement of signal energy in the communication
process. Due to the effect of large-scale signal propagation and fading, smaller power
is measured with the increase of distance, and the signal strength is also stable if the
node’s location keeps unchanged. If a node moves within a short time, we assume
that the received signal power remains constant.

• Carrier frequency: In long-distance transmission, the signal is not transmitted
directly but moved to a fixed high frequency for transmission to improve the propa-
gation distance. This high-frequency signal is called the carrier, and the frequency is
called the carrier frequency, also known as the fundamental frequency.

• Signal orientation: The node’s orientation information is related to the spectrum
monitoring station. When the node’s location is fixed, the orientation of the received
signal is also stable. If the node moves in a relative short time, we consider that the
orientation data remains the same.

The features are extracted from the spectrum data by CNN to predict the relative
location of the nodes (relative to the spectrummonitoring station), andbyusing the carrier
frequency, the communication association relationships can be uniquely determined.
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3.2 Feature Representation

Assuming that N = {1, 2, ...,N } represents the index of network nodes. According
to the spectrum data from the monitoring station, the spectrum data at time slot t is
Ut = {

ut1,u
t
2, ...u

t
i, ...,u

t
N

}
, where uti = {

pti, θ
t
i , t

t
i , f

t
i

}
, i ∈ N represents the set of

signal power, signal orientation, monitoring time, and carrier frequency of the node i at
time slot t. The prediction of the node’s location relative to themonitoring station is based
on the spectrum data features. The deviation is found to be small when compared with
the actual location. This provides the location of a specific node for network topology
mining.

4 Communication Relationship and Network Topology Discovery

4.1 Communication Relationship Mining

The key point of communication relationship discovery is to extract the features of
the spectrum data and classify them according to the features. The location of a node is
predicted by the power and orientation information as the communication network nodes.
After that, according to the communication relationship between the classifications, each
network node is connected to form a communication network to complete the mining of
the network topology.

To determine the communication relationship, we need to obtain the location of each
node first. The data set Z = {z1, z2, ..., zi, ..., zN } represents the orientation and power
information in the spectrum data, where zi = {pi, θi}, pi = {pr, pt}, i ∈ N. We assume
that the signal propagates in free space, and the signal power decreases gradually with
increasing distance. The node distance from the monitoring station is d , the transmit
power is pr , and the received power is pt . Therefore, the ratio of the transmit power and
received power is defined as

pt
pr

=
[√

Glγ

4πd

]2
, (1)

where
√
Gl represents the product of the transmitting antenna gain and the receiving

antenna gain. The location of each node can be uniquely determined by combining its
orientation and distance, as shown in Fig. 3.

Communication relationships may vary from time to time. In order to study the
evolving communication relationships, we can divide the data set by time slots. In this
way, we can further intuitively explore the communication sequences, network connec-
tivity path, and communication directions and lay the foundation for the subsequent
construction of the network topology. The predicted location of each node is denoted as
(di, θi).
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Fig. 3. Node location map.

4.2 VGG16 Model

VGG16 is awell-knownCNNmodelwhose name is derived from the initials of theVisual
Geometry Group, Oxford University. The model is greatly adapted to the classification
task. VGG16 uses small convolutional kernels and small pooling kernels. The model
architecture is concise because the convolutional kernels focus on expanding the channel
count. The pooling kernels focus on reducing the width and height so that the model is
more profound and broader while the computation increases more slowly. At the same
time, the fully connected layer is replaced with three convolutional layers in the training
phase of the network. The test of the convolutional network has no limitation of full
connection, so the input can be an image of any size. The structure of VGG16 model is
illustrated in Fig. 4.

The communication relationship can be obtained as there is similarity in spectrum
data features. To obtain the communication relationship, we first use CNN to extract the
feature vectors of the spectrum data. We do not rely on the physical characteristics of
the spectrum data, but the features exhibited by the image of spectrum.

4.3 Hierarchical Clustering

Hierarchical clustering methods put the nearest sample points into one class by calcu-
lating the distance between samples and then merges the nearest classes into a larger
class. As a branch, split hierarchical clustering method initially put all samples in the
same class. By continuously excluding dissimilarities, the samples are finally grouped
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Fig. 4. The structure of VGG16 model.

into different data clusters. On the contrary, cohesive hierarchical clustering treats each
individual as a cluster and then keeps merging these clusters until the clusters of different
classes are obtained under a particular condition.

Weuse the feature vectors obtained byVGG16, then clusters the feature vectors based
on the maximum similarity. The number of clusters is decided based on the similarity
of the clustering tree. As a result, different clusters represent different communication
relationships.

4.4 Network Topology Discovery

We obtain network topology according to the PageRank algorithm in the literature [13].
Therefore, if a network node is connected to other nodes, this node behaves as member
node in the communication network, i.e., the node has a high PageRank value. Assuming
that a node has a high PageRank value, the PageRank value of the nodes connected to it
will increase accordingly. Therefore, the laws of edges and nodes should be considered
when analyzing the network topology.

Suppose thewireless network topologymined from the spectrum data isC = {N,R},
whereR = {(e1, p1), (e2, p2), ..., (ei, pi), ..., (eM , pM )} stands for the pass-through rela-
tionship betweennodes,pi represents the number of connections, and ei defines the edges.
Besides, we record the number of time slots that the node acts as a sender or receiver
and it participates in a communication. This is used to analyze the number of network
nodes and wireless network topology. Based on the above description, the procedure of
the whole network topology discovery can be presented in Algorithm 1.
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Algorithm 1. Network topology discovery
1: Initialize communication scenarios
2: Acquisition of spectrum data
3: Determine distance and orientation information
4: for epochs = 1, M do
5: MLP prediction node location
6: end for
7: VGG16 extracts spectrum data feature vectors
8: Hierarchical clustering for classification
9: Obtain communication relationships
10: Obtain network topology
11: end

In military scenarios, information is usually transmitted step by step due to a strict
hierarchy, i.e., information is transmitted in steps. Although network nodes are inter-
connected, communication devices across levels are subject to certain restrictions, i.e.,
each communication device has a different communication range and authority, and the
flow of information from lower to higher levels often requires a step-by-step delivery.
Therefore, the communication behavior of nodes at different levels differs. When we
analyse network topology, the path contains the direction of information transmission,
network hierarchy, and communication order. Determining the network key nodes and
sub-networks can also be done by analyzing the network topology.

5 Simulation Experiments

5.1 Scene Setting and Data Collection

We adopt the dataset which was built based on the real map scenarios1. We consider
30 nodes are randomly distributed in a square area of 171 m × 171 m. The nodes
communicate in the frequency range of 885–909 MHz and 930–954 MHz, and the
monitoring station has a scan bandwidth of 20 MHz and a scan rate of 80 GHz/s [5].

Based on the nodes and monitoring station setup in Fig. 3, the communications
between nodes are simulated, the spectrum data is monitored using the monitoring sta-
tion, and the spectrum data characteristics are analyzed, from which the communication
relationship and network topology are mined. In the simulation experiment, node termi-
nals communicatewith each other and generate feedback. Thewireless network topology
is determined based on the location of nodes and simulated communication.

The experiment parameters are presented in Table 1, which contains bandwidth,
number of pickup carriers, and transmitter and receiver antenna wavelength spacing.

5.2 Analysis of Experimental Results

According to the VGG16 network and hierarchical clustering method, features are
extracted from the spectrumdata tomine thewireless network topology. Figure 3 displays

1 https://www.mobileai-dataset.com/html/default/zhongwen/shujuji/1592719963402108929.
html?index=1.

https://www.mobileai-dataset.com/html/default/zhongwen/shujuji/1592719963402108929.html%3Findex%3D1
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Table 1. Experiment parameters.

Parameter Value

Transmitter Antenna Wavelength Spacing 5 m

Receiver Antenna Wavelength Spacing 5 m

Bandwidth 46.08 kHz

Number of Subcarriers 384

Number of Picked Carriers 5

Number of Nodes 30

the distribution of node locations obtained from signal power and orientation, represent-
ing the nodes comprising this communication network. The procedure involves acquiring
the features of spectrum data using the VGG16 model from the dataset. Subsequently,
we apply hierarchical clustering to different nodes based on the principle of maximum
similarity. Nodes exhibiting high similarity indicate sustained communication behav-
iors and a generic relationship between them. All nodes sharing a generic relationship
are mined to construct the wireless network topology. By analyzing the clustering tree,
we identify edges and network nodes, setting the number of categories for clustering
and obtaining the clustering effect graph. In the same category, a through relationship
between two nodes is established, and based on this relationship, the corresponding
nodes are connected to form the network topology.

In this study, feature vector extraction is performed using the VGG16 network
and DenseNet121 network [14]. Hierarchical clustering and other clustering methods
(DBSCAN, OPTICS, K-means) are compared using evaluation metrics such as Mutual
Information (MI), Normalized Mutual Information (NMI), and Adjusted Mutual Infor-
mation (AMI), as shown in Fig. 5 and Fig. 6. MI was first proposed in [19], NMI is
a metric that normalizes MI, and AMI is a metric that adjusts mutual information to
account for the effects of random clustering results [20]. These metrics are employed
to assess the degree of similarity between clustering outcomes and ground truth labels,
where elevated values denote superior performance. The results indicate that hierarchical
clustering outperforms other methods under the NMI and MI indexes.

Specifically, under the NMI metric, the image feature vector extraction using the
VGG16 network with hierarchical clustering yields 0.81, while K-means achieves 0.68.
The remaining two methods result in NMI scores of 0.45 and 0.47, respectively. For the
DenseNet121 network, the NMI for hierarchical clustering is 0.84, whereas K-means
and OPTICS produce NMI scores of 0.37 and 0.31, respectively. Thus, hierarchical
clustering demonstrates superior overall performance in this context.

Figures 5 and 6 illustrate that the hierarchical clustering method exhibits better
performance. However, the evaluation metrics MI, NMI, and AMI under the two con-
volutional networks do not vary significantly. The DenseNet121 network requires more
time to extract image feature vectors, and the dimension of the extracted feature vec-
tors is much larger compared to the VGG16 network, as depicted in Fig. 7. Taking into
account the time cost andmemory considerations, the overall performance of theVGG16
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Fig. 5. The VGG16 method comparison diagram.

Fig. 6. The DenseNet121 method comparison diagram.

network surpasses that of the DenseNet121 network. Hence, it is preferable to extract
the image feature vectors using the VGG16 network and then determine the number of
clusters based on the clustering tree. After clustering, the categories can be filtered to
identify the through-connections. By connecting the network nodes, a communication
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network structure can be formed. This approach strikes a balance between performance
and resource efficiency.

Fig. 7. VGG16 and DenseNet121 comparison diagram.

6 Conclusion

This paper aims to reduce the time and cost of deciphering communication contents
by analyzing the characteristics of spectrum data to mine the communication behavior
and network topology of nodes. Firstly, the features of spectrum data are selected, and
preprocessing techniques are applied to calculate and uniquely determine the network
nodes. Then, a CNNmodelVGG16 is utilized to extract the features of the spectrumdata.
With the maximum similarity method in hierarchical clustering, the samples with higher
similarity are grouped into one class. This process helps to obtain the communication
behavior of each node according to the clustering results. A network topology discovery
algorithm is designed to mine of communication behavior and obtain wireless network
topology from spectrumdata. Experimental results demonstrate that themethod is able to
discover hidden communication behaviors that contribute to reveal the existing wireless
network topology.

Acknowledgement. This research was supported by the National Natural Science Foundation of
China (No. 62171449).
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Abstract. In recent years, trust mechanism has gradually become an
effective scheme to deal with the internal attacks of underwater wireless
sensor networks (UWSN). However, most of the existing trust models are
based on traditional machine learning algorithms, which require a large
amount of data training to improve the accuracy of the model. Therefore,
these models still face the challenge of insufficient data in UWSN. In this
paper, we propose a trust evaluation method based on Semi-Supervised
learning (TESS). We consider the difficulty of underwater data collection
and the lack of valid data. TESS uses a Semi-Supervised classification
method based on Generative Adversarial Networks (GAN) to classify the
collected trust parameters. This method can train high-precision detec-
tion models using a small amount of labeled data and a large amount of
unlabeled data. Simulation results show that compared with LTrust and
STMS, the accuracy of TESS under Bad-mouthing attacks is respectively
improved by 26.45% and 26.78%.

Keywords: Semi-Supervised learning · Trust evaluation · UWSN

1 Introduction

In recent years, the agility and effectiveness of machine learning has been able to
cope with large-scale problems [1]. Machine learning promotes the application of
the Internet of Things in industrial, medical, transportation and other fields [2].
Therefore, machine learning was also widely used in the trust model of wireless
sensor networks. However, due to the high mobility, dynamic environment and
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diverse connections of wireless communication [3], the application of machine
learning algorithms in practice has certain limitations.

The marine environment of underwater wireless sensor networks (UWSN) is
complex and highly dynamic. Due to the instability of acoustic communication,
it is difficult for sensor nodes to obtain a lot of effective data. However, the
performance of trust models based on traditional machine learning techniques
mainly depends on large amounts of training data, but obtaining sufficient data
underwater is costly and time-consuming. Edge computing has improved for
such problems [4,5], but it is not yet widely used in UWSN. In addition, due
to the limited computing power and energy of sensor nodes, it is impossible to
train highly complex machine learning models [3]. Therefore, the using of trust
models based on machine learning algorithms in UWSN faces the challenge of
insufficient data volume.

Based on the above challenges, we propose a trust evaluation method based
on Semi-Supervised learning (TESS). The contributions of this paper are as
follows:

(1) We propose a trust evaluation method based on Semi-Supervised learning,
which uses a small amount of labeled data and a large amount of unlabeled
data to build a classifier. This method solves the problem of scarce under-
water labeled data and saves the cost of a large amount of data labeling.

(2) We build a Semi-Supervised classifier based on the Generative Adversarial
Network, which improve the classification performance of the discriminator
through the game training of the generator and discriminator. At the same
time, the accuracy of malicious node identification is improved effectively.

(3) Compared with existing trust models based on machine learning, the accu-
racy of TESS under Bad-mouthing attacks is respectively improved by
26.45% and 26.78%.

The rest of the paper is organized as follows. The Sect. 2 introduces related
work. The Sect. 3 introduces the research scenario and problem definition. The
Sect. 4 describes the TESS in detail. In Sect. 5, simulation experiments are car-
ried out and the results are analyzed. Section 6 offers conclusions and also dis-
cusses limitations, and opportunities for future research.

2 Related Work

2.1 Semi-Supervised Generative Adversarial Network

In this paper, Semi-Supervised learning based on GAN is used to identify mali-
cious nodes, it is an effective application of GAN in practical fields. Semi-
Supervised Generative Adversarial Networks (SGAN) are a variant of GAN [6],
which extends GAN to the Semi-Supervised domain by using discriminator net-
works to output class labels.

SGAN includes generator and discriminator, the game between generator and
discriminator can be modeled as a two-party min-max game problem. The dis-
criminator receives three inputs: fake samples from the generator, real unlabeled
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data and real labeled data. The goal of the SGAN discriminator is to classify
the sample correctly and exclude the fake samples if the input sample is true.
In addition, the training goal of the discriminator is to make the discriminator
network a Semi-Supervised classifier using only a small part of the label data,
and the accuracy is as close as possible to the supervised classifier. The goal
of the generator is to help the discriminator learn the knowledge in the sample
by providing fake samples that are close to the real sample, thus improving the
accuracy of the discriminator’s classification.

The overall process of SGAN is as follows: Firstly, the generator is fixed, and
the discriminator is trained by supervised and unsupervised methods. Then the
discriminator is then fixed and the generator is updated using pseudo-samples
generated by random noise. The process is repeated until the model converges.

2.2 Intrusion Detection Method Based on Semi-Supervised
Learning Method

With the development of the Industrial Internet of Things (IoT), IoT devices
are often under attack. Intrusion detection is an effective method to improve the
security of IoT. Semi-Supervised learning has had some applications in the field
of intrusion detection. Existing methods based on deep learning often require
a large amount of labeled data to support. However, blockchain methods have
high requirements for device computing power [7], which poses a challenge to
the computing power and resources of IoT devices [8].

Gao et al. proposed an integrated Semi-Supervised learning method based on
fuzzy [9]. This model used classification regression tree (CART) [10] as the basic
learner to mine useful information of unlabeled data based on fuzzy method,
and integrated the supervised part and the unsupervised part. The classifier was
constructed using unlabeled data to improve the detection effect. In order to
solve the problem that IoT devices cannot perform complex calculations, Zhao
et al. proposed a lightweight intrusion detection method based on consistent
regularization Semi-Supervised learning (LSSL) [11]. LSSL improved detection
performance by consistently training unlabeled traffic data and used separa-
ble convolution for efficient feature extraction. In addition, principal component
analysis (PCA) algorithm was used in the pre-processing stage to reduce the
complexity and improve the detection performance in complex networks. Aim-
ing at the problem that intrusion detection methods based on deep learning
rely on extracting data distribution from a large number of normal data, Cai
et al. proposed a meta-gradient intrusion detection method (FSMG) based on
feedback deep Semi-Supervised learning [12]. FSMG used a lightweight evalua-
tion network for data enhancement and non-processing of inputs and predicted
different distributions of training data from small amounts of labeled data. It
transformed abnormal data into data for which information can be extracted
and dynamically updated models to reduces labeling errors. The double-layer
nested optimization gradient update method of the model can ensure that the
model converges within O(C/

√
T ).
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3 Research Scenario and Problem Formulation

This section briefly introduces the system model, communication model, com-
putation model and problem formulation.

3.1 System Model

The structure of UWSN is shown in Fig. 1. The underwater sensor nodes using to
collect data are randomly distributed in a certain range of monitoring areas and
fixed on the seabed through a tether wire. Sensor nodes can communicate with
other nodes within their own communication range through acoustic waves to
exchange the collected information. It is assumed that each sensor node has the
same initial energy, computing power and storage resources. The sensor node
is powered by a battery. The sensor node can communicate with the surface
device through the sink node. The surface can communicate with other surface
equipment and satellite.

Fig. 1. The structure of UWSN.

3.2 Attack Model

The communication channel in UWSN is unstable and highly susceptible to inter-
nal attacks. The UWSN trust management scheme studies a variety of attacks,
such as Grey-hole attack, On-off attack, collusion attack and so on. We discuss
the following three malicious attack modes [13]:

(1) Grey-hole attack: some malicious nodes intentionally discard some received
packets.

(2) Bad-mouthing attack: malicious nodes intentionally offer dishonest recom-
mendations for normal nodes.

(3) Good-mouthing attack: malicious nodes intentionally provide good recom-
mendations to malicious nodes.
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3.3 Problem Formulation

The dynamic change of underwater environment will reduce the quality of com-
munication links between sensor nodes. Malicious nodes will exhibit some behav-
iors different from normal nodes due to launching attacks. For example, they
may show abnormal energy consumption, poor packet transmission quality low
transmission rates. Due to the difficulty and limited energy of underwater sensor
nodes in collecting data, it is unable to provide sufficient data for model training
and node identification. To solve these problems, we propose a trust evaluation
method based on semi-supervised learning. When there is less labeled data, the
unlabeled data can still be used to improve the performance of classifier and
identify malicious nodes more accurately.

Definition:
P (·) stands for discrete or continuous probability distribution. uni(·) repre-

sents uniform distribution. Bin(·) indicates a binomial distribution.

4 Design of TESS

In this section, we firstly describe the overview of trust evaluation method based
on Semi-Supervised Learning. Then we give the detailed methods of TESS, which
are described as follows:

The overall flow of the TESS method is shown in Fig. 2.

Fig. 2. The process of TESS.

The TESS method consists of three parts: collection of trust parameters,
semi-supervised learning process and trust evaluation. In the trust parameter
acquisition stage, the underwater sensor node collects three types of trust param-
eters, including communication, energy and data. They constitute the trust
matrix as the input data in the trust modeling stage. In the process of trust
modeling, we adopt a Semi-Supervised learning method based on Generative
Adversarial Network (GAN). It makes full use of a small amount of labeled data
and a large amount of unlabeled data under water. The trained model is used
as the detection model in the trust evaluation stage to evaluate the reliability of
the detected nodes.
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The premise of trust evaluation is the collection of trust parameters, which
mainly focuses on the communication behavior, data transmission and energy
consumption of nodes. Based on the analysis of the corresponding performance
when nodes launch internal attacks, there are three main results: communication
failure, packet error and abnormal energy consumption. The consequences of
attacks are shown in Table 1.

Table 1. Attacks and consequences

Attack Consequences

Grey-hole Lose some packets and the energy consumption is small

Bad-mouthing The trust value of a normal node is deliberately lowered

Good-mouthing Deliberately raise the trust value of the malicious node

Communication Trust. The communication behavior of nodes can be divided
into normal or abnormal, and the binomial distribution can be used to simulate
the communication behavior of nodes. For Bayesian analysis, the Beta function
is a conjugate prior of the binomial likelihood distribution [14]. Therefore, it can
be used to simulate the distribution of communication trust.

Assuming that there are (u+v) interactions between nodes. u and v represent
the number of cooperative and non-cooperative times, when communicating,
respectively. Node i collects the communication behavior of node j. node j’s
behavior is denoted as δ, which follows a uniform distribution, namely P (δ) =
uni(0, 1) = Beta(1, 1). The probability of occurrence of this behavior can be
obtained by using the Beta distribution:

P (δ) =
Bin(u + v, u) × Beta(1, 1)

u + v + 1
= Beta(u + 1, v + 1). (1)

According to the Beta distribution, the reputation of node j at node i is:

Rij = Beta(u + 1, v + 1), (2)
therefore, the communication trust of node i computes node j is represented by:

Trustcom = E(Rij) = E(Beta(u + 1, v = 1)) = Beta(u + 1, v + 1). (3)

Data Trust. Packets sent by adjacent nodes are spatially and temporally

related. The values of packets are normally distributed as f(x) = 1
σ

√
2π

e− (x−μ)2

2σ2

[15]. However, packets attacked by malicious nodes are different from normal
packets. Therefore, we determine whether the node is under malicious attack
according to the data packet value. The data trust is defined as follows:

Trustdata = 2
(

0.5 −
∫ xd

μ

f(x)dx

)
= 2

∫ ∞

xd

f(x)dx, (4)

where xd is the data value of target node, μ is the average value of this set of
data. The larger the difference between xd and μ, the smaller the data trust
value.
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Energy Trust. When all the nodes in UWSN are active normally, the energy
consumption rate is a stable value. However, when malicious nodes launch
attacks, the energy consumption will be different from that of normal nodes.
For example, when a node initiates a Grey-hole attack, malicious nodes discard
some data packets, resulting in a lower energy consumption rate than normal
nodes. Therefore, we use the residual energy rate of the node to measure the reli-
ability of sensor node in terms of energy. The energy trust of a node is defined as:

Trustenergy =
Eres

E0
, (5)

where Eres is the residual energy and E0 is the initial energy.

4.1 Semi-Supervised Learning Method Based on GAN

UWSN is deployed in marine environments with poor communication conditions,
so there is limited effective data collected underwater. Most of the existing trust
evaluation methods adopt machine learning and rely on a large number of labeled
data to train models. In order to deal with the problem of scarce underwater
data, we use the Semi-Supervised learning method based on GAN to evaluate
the trust of nodes.

Data Preprocessing. The trust dataset simulation is based on the design
in Sect. 3.1. The format of the data set is an n × 3 matrix, namely Trusti =
{Trustcom

i , T rustdata
i , T rustenergy

i }. Before trust modeling, the data set is pre-
processed. Firstly, both the training set (xtrain) and the test set (xtest) are
reconstructed into a three-dimensional matrix of n × 1 × 3 and extended to the
input size of (1 × 3 × 1). Then, by pre-defining the number of labeled data, a
random batch of labeled data and its labels are obtained from the reconstructed
training set. The remaining data is regarded as unlabeled data.

Data Processing and Algorithm Structure of SGAN. In this paper, Semi-
Supervised learning based on GAN is used to identify malicious nodes. GAN can
continuously learn and simulate the distribution of data and generate samples
that are similar to real data. Based on the principle that GAN generator G
and discriminator D minimize the loss of D through game play, we use a small
amount of labeled and a large amount of unlabeled underwater data to optimize
the D. In this method, the classification performance of D will be improved.
Therefor, we can achieve accurate identification of malicious nodes.

The game between GAN generator G and discriminator D can be modeled
as a two-party min-maximum game problem:

min
G

max
D

V (G,D), (6)

V (G,D) = Fx∼pd(x) log D(x) + Fz∼pz
[log(1 − D(G(z)))] , (7)
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where x is the real data and pd is the distribution. z is the noise data and pz is
the distribution. Fx∼pd(x) represents the objective function when training with
real data, and Fz∼pz

represents the objective function when training with noisy
data. D(x) represents the probability of D judging whether real data is true, and
D(G(z)) is the probability that D determines whether the noisy data generated
by the generator is real.

When pd = pG is global optimal, pG generates the distribution of data for G,
and the discriminator will achieve the optimal effect by fixing the generator.

SGAN [6] improves the structure of the basic GAN, as shown in Fig. 3. The
generator G receives a tensor with input 128 × 1 × 3 through a Dense layer and
performs batch normalization after converting the tensor from 128 × 1 × 3 to
1 × 3 × 128 through a transposed convolution layer. After activation with the
Leaky ReLU function, the convolution layer is again transposed to 1 × 3 × 64.
After the same batch normalization and activation steps, the final transposed
convolution changes the tensor to 1 × 3 × 1. The output layer uses hyperbolic
tangent (tanh) activation function.

Fig. 3. The structure of SGAN.

Discriminator D use three convolutional layers to change the tensor to 1×3×
32, 1×3×64 and 1×3×128, respectively. Batch normalization and Leaky ReLU
activation are performed in the middle of every two convolution layers. Finally,
regularization is performed using Dropout to randomly drop neurons to prevent
overfitting, which is set to 0.5. The output layer of the D is replaced with the
softmax classifier, using multiple cross-entropy losses for the supervised task of
assigning labels to real samples. The logical function (sigmoid) and binary cross
entropy are used for the unsupervised task of classifying real and fake samples.

Training Based on SGAN Algorithm. Assuming that the training data
has N classes, the output of the discriminator is N + 1, where “1” is the class
that discriminates that the input is a fake sample. The softmax classifier adds
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a neuron to generate the probability that the input for D is a fake sample, i.e.
pn = (y = N+1|x). The use of unlabeled data is achieved by maximizing log pn =
(y ∈ {1, . . . , N}|x) provide that the input class N has real data. Assuming that
the data set contains half the real data and half the fake data, the loss of training
classifier can be defined as:

Fx,y∼pd(x,y) [log pn(y|x)] − Fx∼G [log pn(y = N + 1|x)] = Ls + Lus, (8)

Ls = −Fx,y∼pd(x,y) log pn(y|x, y < N + 1), (9)

Lus = −{Fx∼pd(x) log [1 − pn(y = N + 1|x)] + Fx∼G log [pn(y = N + 1|x)]},
(10)

where, Fx,y∼pd(x,y) is the objective function when training with real labeled
data, Fx∼G is the objective function when training with data generated by the
generator. The total cross entropy loss is the supervised loss function Ls and
the unsupervised loss Lus. pn is the probability of discriminative fake sample.
Unsupervised classification only needs to output true and false, so let D(x) =
1 − pn(y = N + 1|x) and substitute Lus to get:

Lus = −{Fx∼pd(x) log D(x) + Fz∼noise log(1 − D(G(z)))}. (11)

The specific steps of SGAN algorithm are as follows: first, the generator
G is fixed, and the discriminator D is trained by supervised and unsupervised
methods. Then, D is fixed and the G is updated using fake samples generated
by random noise. This process is repeated until the model converges.

4.2 Trust Evaluation

Softmax classifier is used to classify sample data in SGAN. The input param-
eters Ti = {T com

i , T data
i , T energy

i } received by the softmax classifier represent
the communication trust, data trust, and energy trust of node i, respectively.
The parameters have two categories. “0” indicates normal node and “1” indi-
cates malicious node, so li ∈ {0, 1}. The probability that softmax regression will
assign input data Ti to class c is:

p(li = c|Ti; θ) =
eθT

c Ti∑2
j=1 eθT

j Ti

, (12)

where, θ0, θ1 ∈ θ are the parameters of the model. Multiplying by
∑2

j=1 eθT
j Ti

is to make the probability in [0, 1]. The sum of probability is 1. Let the category
of max(p) be li, then the final trust evaluation result can be expressed as:

Nodeclass = li. (13)

When li = 0, the node is identified as a normal node. when li = 1, the node is
identified as a malicious node.
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5 Simulation Results and Analysis

In this section, we evaluate the performance of the TESS by comparing it to
other models. TESS is compared with STMS [16] and LTrust [17]. The classi-
fication and evaluation of trust evidence is based on Semi-Supervised learning,
and performance of TESS is tested on 3 attack types. Table 2 lists the default
simulation parameters. For fair comparison, all three trust models are evaluated
based on the same simulated UWSN.

Table 2. Simulation parameters setting

Parameters Default value

Node 100

Area 500 × 500 × 500 m3

Communication range 200 m

Initial energy 100 J

The ratio of malicious node 0.3

Our proposed TESS model is implemented in Python 3.6. The environment
of TensorFlow 1.15.0 is configured to implement an evaluation method based on
SGAN. The sensor layout is 100 nodes randomly deployed in a 500×500×500m3

area.
The STMS model and the LTrust model are used as baseline for comparison.

Both two trust models use multi-dimensional trust evidence and a supervised
learning algorithm to evaluate trust.

Evaluation metrics: In order to evaluate the effectiveness of the TESS model,
we use the following metrics to evaluate the performance of TESS.

(1) Accuracy: accuracy refers to the proportion of correctly classified samples in
the total number of samples. The higher the accuracy, the higher the overall
prediction accuracy and the better the performance of the model.

(2) Precision: precision indicates the accuracy of the prediction in the positive
sample result.

(3) F1-score: F1-score is the harmonic average of precision and recall. F1-score
is more suitable for unbalanced data sets with a large difference in the pro-
portion of positive and negative samples.

(4) AUC (Area Under Curve): AUC indicates the area under the ROC curve.
AUC ranges from 0.5 to 1. The larger the AUC, the better the classification
effect.

Data set: This paper uses trust data set generated by simulating underwater
real environment, which includes the training set and the testing set. Among
them, both the training set and the test set contain node data of 60 time periods
in the simulation environment, the proportion of malicious nodes is [0.05, 0.5].
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5.1 Performance of TESS

Performance Comparison with Supervised Classifiers. In order to more
intuitively verify the detection performance of TESS against malicious nodes
in a small amount of labeled data, the performance of TESS was compared
with that of supervised classifiers with the same discriminator network structure
under Bad-mouthing attack and Good-mouthing attack. The experiment is set
to 100 nodes, the number of labeled data in the training set is [100, 500], and
the proportion of malicious nodes in the test set is 30%. The comparison results
are shown in Fig. 4 and Fig. 5.

Fig. 4. Comparison of performance under Bad-mouthing attack between Semi-
Supervised learning and Supervised learning.

Fig. 5. Comparison of performance under Good-mouthing attack between Semi-
Supervised learning and Supervised learning.

Figure 4 and Fig. 5 show the comparison of accuracy and F1-score under Bad-
mouthing attack and Good-mouthing attack. As can be seen from the two figures,
when the amount of labeled data is 100, the accuracy of semi-supervised classifier
and supervised classifier is not ideal. However, when the number of labeled data
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increases to 110, the classification effect based on semi-supervised learning under
both attacks quickly increases to more than 80%. The accuracy and F1-score of
supervised classifiers with the same structure is still significantly lower than that
of semi-supervised classifiers. Under the Bad-mouthing attack, until the number
of labeled data is increased to 500, the supervised classifier’s accuracy and F1-
score still do not exceed that of the semi-supervised classifier. Under the Good-
mouthing attack, the supervised classifier can only achieve an accuracy of more
than 80% and an F1-score if it reaches 150 labeled data. In the case of different
attacks and the same amount of labeled data, TESS based on Semi-Supervised
learning detects better than supervised classifiers of the same structure, which
meets the need for scarce data available underwater. TESS compensates for
supervised classifiers’ reliance on large amounts of labeled data. It utilizes the
game training process of GAN to fully mine the information contained in the
unlabeled data and improve the performance of the discriminator. TESS greatly
improves the accuracy of detecting malicious nodes and ensures network security.

5.2 Comparison of TESS with Other Models

In this section, the accuracy index performance of TESS, LTrust and STMS is
compared. For fair comparison, all three trust models use the same labeled data
set and are tested on the same test set.

Different Amount of Labeled Data. We test the performance of TESS,
LTrust and STMS in Bad-mouthing, Good-mouthing and Grey-hole attacks.
The number of nodes in the experiment is set to 100, and the proportion of
malicious nodes in the test set is 30%.

The performance of the three models varies with the amount of labeled data
under the Good-mouthing attack, as shown in Fig. 5. On the premise of mini-
mizing the dependence of the trust model on labeled data, [100, 200] is selected
as the experiment interval. The proportion of malicious nodes in the test set is
30%.

As we can see from Fig. 6, the initial accuracy and precision of the three mod-
els are about 30%, and the F1-score and AUC are about 0.5. This is because the
model underfits when the number of labeled data is too small. When the number
of labeled data gradually increased to 130, four indicators of TESS reach more
than 90%. Although the performance of LTrust is gradually improving, it still
does not perform as well as TESS, with accuracy and F1-score not exceeding
90%. STMS only improves its performance to close to 1 when the number of
labeled data reaches 140. The combined results of the four performance indica-
tors demonstrate that TESS can significantly improve the detection performance
of malicious nodes with a very small amount of labeled data compared to LTrust
and STMS. The other two models require more labeled data to learn to achieve
the same detection performance as TESS.

Table 3 compares the average accuracy of the three models in detecting mali-
cious nodes in Grey-hole attack, and the amount of labeled data is [10, 100].
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Table 3. The comparison of accuracy under Grey-hole attack between different trust
models

Models Accuracy

TESS 0.8700

LTrust 0.3589

STMS 0.8632

As can be seen from Table 3, TESS has the highest detection accuracy among
the three models, reaching 87.00%. STMS performed slightly worse than TESS,
while LTrust has an accuracy of just 35.89%. Combined with the results in Fig. 6,
it can be shown that TESS based on Semi-Supervised learning can achieve higher
accuracy than the supervised method in scenarios with only a small amount of
labeled data. TESS reduces the amount of data required and can better prevent
underfitting. TESS is more suitable for trust evaluation of underwater wireless
sensor network nodes.

Proportion of Different Malicious Nodes. To compare the performance of
TESS with LTrust and STMS at different proportions of malicious nodes, the
average accuracy, precision, F1-score, and AUC of the three models are tested
under Bad-mouthing attacks. The proportion of malicious nodes in the test set
is [0.05, 0.5], and the experimental results are shown in Table 4.

According to the results in Table 4, TESS performs better overall when the
model is trained with the same labeled data. Both LTrust and STMS have an
accuracy of around 70%. While LTrust and STMS have an precision of 1, the
F1-score is below 0.1 and the AUC value is also around 0.5. The performance of
LTrust and STMS on normal nodes is better, but the overall performance is lower
than TESS. And the classification ability of the model is not high when there is
less labeled data. When only a small portion of the data acquired underwater is
labeled, TESS can train the model with a large amount of unlabeled data and
labeled data at the same time. The generator in SGAN can generate fake samples
that are close to the real samples to participate in the training while working
against the discriminator. It can improve the discriminator’s recognition ability.
However, LSTM algorithm adopted by LTrust and SVM algorithm adopted by
STMS can only use labeled data for training, which is prone to underfitting in the

Table 4. Comparison of performance under Bad-mouthing between different trust
models

Models TESS LTrust STMS

Accuracy 0.9728 0.7083 0.7050

Precision 0.9605 1.0000 1.0000

F1-score 0.9544 0.0541 0.0328

AUC 0.9659 0.5139 0.5083
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Fig. 6. Comparison of performance under different number of labeled data.

case of a small amount of data. Therefore, they can not accurately distinguish
normal nodes from malicious nodes.

To sum up, in underwater scenarios with insufficient amount of labeled data,
TESS can make use of the advantages of SGAN networks to fully mine the char-
acteristics of labeled data and unlabeled data in the game between generator
and discriminator. TESS improves the classification performance of the discrim-
inator by generating fake data, so as to more accurately identify malicious nodes
and maintain network security.

6 Conclusion

Aiming at the scenario of insufficient data of underwater wireless sensor net-
works, we study how to use a small amount of labeled data and large amounts
of unlabeled data to improve the detection ability of trust model, accurately
identify malicious nodes, and ensure the security of underwater wireless sen-
sor networks. In this paper, we propose a Semi-Supervised learning based trust
evaluation method (TESS), which uses the game training process of Generating
Adversarial Networks to improve the discriminator classification accuracy and
accurately identify malicious nodes.
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Abstract. In recent years, the proliferation of commercial unmanned
aerial vehicles (UAVs) has led to the widespread adoption of wireless
charging technology, fostering their increasing application in various
domains. This trend has made UAVs increasingly suitable for replacing
conventional information collection vehicles in wireless sensor networks,
particularly in scenarios where sensors possess both sensing and commu-
nication capabilities. In this paper, we discuss the minimum information
collection time for a large-scale wireless sensor network consisting of mul-
tiple mission UAVs and one charging UAV. The mission UAV is respon-
sible for collecting data from each sensor, and the wireless charging pile
is used to replenish power to the mission UAVs, in order to minimize
the completion time of the mission UAVs. First, a modified k-means++
clustering algorithm is utilized to assign sensor nodes with the number of
clusters equal to the number of mission UAVs. The process of collecting
sensor information within a certain range by the mission UAV is modeled
as the traveling salesman problem (TSP). Then, we propose the concept
of virtual center node which is found by using a gradient descent algo-
rithm. We compare the performance of using a charging UAV to charge a
mission UAV with three other methods, i.e., establishing a fixed charging
pile to charge mission UAVs, and mission UAVs go back to original base
station for charging, and combining both the charging UAV and a fixed
charging pile. The experimental results show that the combination of a
charging UAV and a charging pile outperforms the other three methods
in reducing the completion time of mission UAV.

Keywords: UAV · Wireless Charging · Clustering · Data Collection

1 Introduction

1.1 Background

In recent years, wireless energy transmission technology has seen significant
advancements. Due to the relatively limited power capacity of unmanned aerial
vehicles (UAVs), the utilization of wireless charging technology to enhance UAV
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performance is becoming a prominent future trend. For example, magnetic res-
onance coupling technology works on the principle of resonant coupling, about
40% of non radiant power transmission efficiency can be achieved between two
strongly coupled objects when the distance exceed 2 meters [1]. When applied to
smaller devices, magnetic resonance coupling can achieve an impressive energy
transfer efficiency of 60%, presenting a feasible avenue for using wireless charging
technology to recharge UAVs [2]. Another approach to enable wireless charging
over long distances involves using a laser beam from a ground station to charge
the UAV while it is in flight [3,4].

Utilizing the aforementioned wireless charging technology to replenish the
energy of UAVs offers numerous advantages, extending the UAVs’ usability and
enabling them to perform various tasks more effectively, such as information col-
lection [5], serving as aerial bridging stations to support communications [6,7].
However, in scenarios where UAVs lack sufficient energy to complete their mis-
sions, the current mainstream approach involves returning to the base station
for recharging, setting up fixed wireless charging piles which allows UAVs to
recharge in-flight. Nonetheless, the issue of energy efficiency remains unsolved.
The challenge arises because fixed base stations or charging piles are stationary,
requiring UAVs to expend significant energy to travel to these fixed locations
for recharging. This process not only adds to the mission time but also dimin-
ishes the energy efficiency of the UAV’s overall operation. Consequently, this
limitation hinders the UAV’s ability to operate optimally and efficiently during
critical missions. As a result, finding innovative solutions to address the energy
efficiency problem is imperative to enhance the UAV’s performance and extend
its operational capabilities.

Recently, with the development of wireless charging technology, modules con-
sisting of receiving antenna arrays, rectifiers and power management circuits
have been implemented on UAVs, receiving microwave power and converting it
to DC power to charge the UAVs [8]. Distributed laser charging can also be used
as a wireless charging solution [9]. These new wireless charging methods make it
possible to use one UAV to charge another [10]. UAVs that perform tasks such
as data collection are known as mission UAVs, and the one that charges mission
UAVs is known as charging UAV. The use of chargeable UAVs to charge mission
UAVs eliminates the need for mission UAVs to travel to a base station or fixed
base pile for recharging, and improves energy utilization without requiring the
mission UAVs to travel to and from the base station. Instead, they can wait
for the rechargeable UAVs to arrive at their current location to replenish their
energy. The cost of constructing a fixed base station can also be reduced in the
case of charging UAVs only.

In this paper, we discuss the UAV charging scenario in the context of wireless
sensor networks collecting outdoor information. In this application scenario, the
sensor nodes are distributed in a fixed area. We use multiple mission UAVs to
collect the sensor network information, and the mission UAVs can either travel
to a fixed charging pile to charge, or one charging UAV can charge the mission
UAVs to minimize the time for the mission UAVs to complete the mission.
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In sensor networks where multiple UAVs collect information from sensor
nodes, we assume that UAVs cannot reach all sensor nodes at once. We discuss
the minimum mission time for the following three scenarios: the UAV returns
to the initial base station in time to recharge, returns to the fixed base pile and
uses both the fixed base pile and the recharging UAV at the same time.

The goal is to minimize the time taken by the mission UAVs to complete
their tasks. As the time taken by the mission UAVs to collect information at the
sensors is much less than the flight time, we ignore it in order to simplify the
computation. In the paper, we first equalize the amount of tasks for each mission
UAV. Since there is only one charging UAV, the mission UAV may wait long time
for the charging UAVs’ arrival. Therefore, the location of the fixed charging pile
is crucial to enable the mission UAVs reach the fixed charging pile faster. The
mission UAVs and charging UAV find suitable scheduling strategies to minimize
the completion time of the last mission UAV to improve the efficiency of the
whole system.

1.2 Main Contributions

In this paper, we consider the location of the fixed Charging piles, data collection
from sensors by mission UAVs, and path planning for charging UAVs. The main
contributions are as follows:

– Rational categorization of the sensor nodes. In previous work, the sensors are
usually distributed equally according to their number, which does not take
into account the location of the sensors from the origin base station, resulting
in a larger load for UAVs that are far from the origin base station. In this
paper, distance from the origin base station is used as one of the factors to
categorize the sensors, and each mission UAV is responsible for collecting a
class of sensor information.

– Proposition of the concept of virtual center. While performing information
collection tasks, the mission UAVs can call the charging UAVs, especially
when they do not have enough power to return to the base station. However,
the charging UAVs may not be able to fly from one mission UAV to another
in time if the distances between them are far apart. By gradually moving
closer to the virtual center while performing the tasks, the charging UAV can
reach the mission UAV in time. Additionally, establishing the charging pile
at the virtual center node can reduce the travelling time for the mission UAV
to charge.

– Path optimization for the mission UAV. In each cluster, the mission UAV
need to reach every sensors in the cluster once. The path for the mission
UAV is optimized to reduce the flight time between the charging UAV and
the mission UAVs, as well as the time of mission UAVs flying to the charging
pile.
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1.3 Related Work

The energy of the UAV is an important limiting factor for the UAV to collect
information [11]. For some large wireless sensor networks, a single UAV cannot
accomplish the task of collecting information from all sensors in a short period
of time. Yang et al. [12] use UAV to provide IoT communications and maximize
network energy efficiency by optimizing the trajectory of the UAVs and other
practical. Li et al. [13] present the main concern for information collection by
UAVs in emergency situations is the time to complete the mission, and propose
a method for UAVs to help information collection from ground users, optimizing
the trajectory, altitude and speed of the UAVs. Zhan et al. [14] propose a wake-up
scheduling approach using jointly optimized UAV flight trajectories and sensors
to minimize the UAV information collection time and thus reduce the energy
consumption of the UAV. Jie et al. [15] considered the problem of minimizing
the time for a UAV to complete a information collection task in a network of
sensors on a straight line.

Due to the energy constraint of UAVs, the use of wireless charging is an
promising way to address the lack of capability in UAV missions. Wireless charg-
ing technology is developing rapidly and is being used in many areas. There
are many kinds of wireless charging technologies, including non-directional RF
energy transfer [16], electromagnetic induction [17]. Moreover, some new wireless
charging technologies emerge in recent years, such as laser power transfer, dis-
tributed laser charging [9], simultaneous wireless information and power transfer
[18]. Hua et al. [19] use a relay network with malicious amplification and for-
warding to replenish the UAV and maximize network throughput. Zhang et al.
[9] propose a multi-module distributed laser charging model and derived the
maximum power transfer efficiency, which is shown to depend on the power sup-
plied by the transmitter, the laser wavelength, the transmission distance et al.
Zhu et al. [10] propose the concept of using one UAV to charge another UAV on
a controlled mission by means of wireless charging technology, with the aim of
minimizing the time it takes for the mission UAV to complete the mission. Mis-
sion UAVs can be used to perform functions such as collecting sensor information
or communicating with sensors for data.

Gui et al. [20] use a UAV-assisted approach to collect data from the machine.
However, as the power of the UAV is limited, which machine to visit is con-
strained by the remaining battery power, the location of the machine, and the
quality of the data. The problem of mission UAV flight path planning can be
converted to a TSP problem in tasks where the goal is to minimize the time
of collecting data by the mission UAV. A lot of previous work has discussed
the problem of electricity shortage. Shen et al. [21] propose clustering-based ser-
vice strategies and adynamic trajectory planning algorithms, which dynamically
adjust the hovering position of the UAV providing the data collection task to
maximize the data collection efficiency. Di et al. [22] propose an energy-aware
path planning algorithm to maximize the reduction of energy consumption. Liu
et al. [11] consider the flight speed of the UAV, the hovering position and access
sequence, the information age, and the recorded energy of the UAV, and solve
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the UAV speed and path planning problem by using a continuous convex approx-
imation method and a genetic algorithm. Chai et al. [23] propose a solution for
joint path optimization and wireless communication network for multiple UAVs,
and obtained a decentralized solution with reduced complexity by mean-field
equilibrium analysis, and the simulation results show that the proposed solution
is better than the existing methods. All these methods present good solutions
for path planning of UAVs in specific scenarios. Different from previous works,
this paper consider not only the paths of the mission UAVs, but also the paths of
the charging UAV and the deployment of the fixed charging piles. Unreasonable
deployment of fixed charging pile can lead to longer waiting time for the charg-
ing UAV to charge mission UAVs and longer time for mission UAVs to travel to
charging pile, resulting in longer time for the last mission UAV to complete the
mission.

The rest of this paper is organized as follows. In Sect. 2, we improve the
k-means++ algorithm by dividing the sensors into proper different clusters to
balance the load of the mission UAVs, and use the gradient descent method to
find the virtual node. In Sect. 3, we conduct experiments to evaluate the results.
Finally the paper is concluded in Sect. 4.

2 System Model

The limited power capacity of UAVs necessitates the need for an efficient app-
roach to collect information from a large sensor network. To achieve this, the
sensor network is classified using the k-means++ algorithm, providing an initial
segmentation of the sensors. If the sensors are farther away from the origin base
station, the UAV will consume more energy in the process of traveling to the
long-distance sensors to collect information. Thus, we assign fewer sensors to the
UAV responsible for long-distance sensor data collection than the UAV responsi-
ble for the closer sensor data collection to balance the load of the UAVs as much
as possible. After the allocation is completed, each UAV uses a greedy strategy
to select a suitable path for the sensors in the responsible area to perform the
information collection task. The network configuration is illustrated in Fig. 1.

The overall idea of the whole paper from sensor classification, the concept of
minimum point, reclassification of individual sensors, the concept of the virtual
center node, mission UAVs path planning approach, and mission UAVs charging
method is as follows:

– Step 1. The sensors are classified using the k-means++ algorithm, which
reduces the negative impact of randomly selecting the initial clustering centers
compared to the k-means algorithm.

– Step 2. The coordinate point in each category with the smallest distance from
all sensor locations, called the minimum point, is found by gradient descent,
and the mission time required to collect sensor information for each cluster
is calculated using the greedy algorithm.
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Fig. 1. Illustration of network components.

– Step 3. Calculating the variance of the mission time for each cluster and
setting a threshold, if the variance is larger than the threshold, assigning a
sensor from the cluster with the largest mission time to each of the other
clusters, which is the one with the smallest distance from the minimum point
of the other clusters’ center, and re-calculating the variance until it is smaller
than the threshold or after n rounds of loops.

– Step 4. The point with the smallest distance from the minimum point in all
categories is found and is called the virtual center node.

– Step 5. Path planning is performed for the order in which the UAVs in a
specified cluster collect sensor information, and the UAVs in each cluster
start from the sensor closest to the origin base station and use a greedy
strategy to select the next sensor, and if two sensors with the same distance
are encountered, the sensor closer to the origin base station is prioritized.

– Step 6. The charging UAV flies to the virtual center node and arrives at the
location of the mission UAV in time when the mission UAV is low on power,
or the mission UAV goes to the fixed charging pile to replenish the power
using wireless charging technology.

2.1 Sensor Clustering

The k-means algorithm is a simple and practical classification algorithm, but
the results are easily influenced by the selection of the initial points. A poorly
chosen initial clustering center chosen at random may have a relatively large
impact on the results. Therefore, we utilize the k-means++ algorithm to cluster
the sensors. The clustering sensors is as follows:

– Step 1. Randomly selecting a sensor from the sensor network as the first
cluster center.
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– Step 2. Calculating the shortest distance between each sample and the cur-
rently existing clustering center, denoted as D(x), and calculate the proba-
bility D(x)2

∑
x∈XD(x)2

of each sample being selected as the next clustering center,
and select the next clustering center according to the roulette wheel method.

– Step 3. Repeating the second step until k clustering centers are found.
– Step 4. Assigning each sensor to a cluster, calculating the Euclidean distance

between each sensor and clustering center, and assigning it to the cluster
corresponding to the closest clustering center.

– Step 5. Updating the clustering center of each cluster to the average of all
points in that cluster.

– Step 6. Iterating step 4 and step 5 repeatedly, if the distance between the
new clustering center and the previous clustering center is less than a certain
threshold, the clustering algorithm is considered to have achieved the desired
result and the algorithm stops, otherwise continue iterating.

Fig. 2. Sensor classification effect with k-means++.

The use of the k-means++ algorithm enables the selection of more appropri-
ate initial clustering centers and reduces the influence of the clustering centers
on the results due to randomly taken values.

Figure 2 shows the result of k-means++ classification algorithm. Different
from the k-means algorithm, by selecting the initial points, k-means++ signif-
icantly improves the classification results. However, in the sensors network, it
may lead to a more uneven allocation of nodes to each cluster. The procedure
of the improved classification method is summarized as follows:

– Step 1. Starting from the base station, traversing the sensors of each cluster
and returning the base station. The point closest to the starting point of each
cluster is the first sensor to be accessed, and a greedy strategy is used to



Sensor Network Information Collection Through UAV 433

determine the next sensor to be accessed. When equal distance sensors are
encountered, the sensor closer to the base station is selected.

– Step 2. Calculating the center point of each cluster that has the smallest
distance from the points in current cluster.

– Step 3. Calculating the standard deviation of the traversal length of each
cluster. If the standard deviation is greater than the threshold, the cluster
with the maximum traversal length will allocate one sensor to each other
cluster, and the allocated sensor is the one closest to the other clusters.

– Step 4. Repeating step 1, step 2 and step 3, until the standard deviation is
less than the threshold or after updating k-1 times.

As shown in Fig. 3, there are two sensors assigned to a new cluster i.e.,
transferring from Cluster 3 to Cluster 1 and Cluster 3 to Cluster 2, respectively,
trying to balance the workload of each mission UAV.

Fig. 3. Improved classification sensors.

The comparison between Fig. 2 and Fig. 3 shows that further classification
enables the classes closer to the base station to be assigned more sensors, reduc-
ing the load on the mission UAVs responsible for long distance cluster. It also
benefits the path planning for charging UAVs, which will be discussed in Sect. 3.

2.2 Virtual Center Node Selection

In order to find the virtual center node, note that it is the point with the smallest
sum of distances from all clustering centers, which can be treated as an opti-
mization problem. Define the objective function as the sum of the distances from
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the current position to all clustering centers. Suppose that there is a set S and
the coordinates of the clustering center point are (xi, yi), and the objective is
to find the point (x, y) such that the objective function F (x, y) is minimized,
which is given as follows:

F (x, y) =
n∑

i=1

√
(x − xi)

2 + (y − yi)
2 (1)

Assume that there are n clustering centers, Eq. (1) represents the sum of the
distances to all clustering centers. The gradient descent algorithm is used to solve
this problem by computing the derivative of the objective function with respect
to the variables and updating the values of the variables in the opposite direction
of the gradient, gradually approaching the optimal solution. The specific steps
are as follows:

x = x − α
∂F

∂x
(2)

y = y − α
∂F

∂y
(3)

– Step 1. Initializing the coordinates to be optimized (x, y).
– Step 2. Calculating the gradient of the objective function with respect to x

and y, calculating the partial derivative of F (x, y) with respect to x and y.
– Step 3. Updating the values of the variables according to the direction of

the gradient and the learning rate ∂. Equation (2) and Eq. (3) represent the
updated values of x and y along the direction, respectively.

– Step 4. Repeating step 2 and step 3 until a predetermined number of itera-
tions is reached or certain termination conditions are qualified.

The gradient descent algorithm gradually approaches the minimum point
of the objective function by updating the values of the variables and finds the
position of the point with the smallest distance from all the prime points. The
location is defined as the virtual center node, the fixed charging pile location is
set at the virtual center node, and the charging UAV is set at the virtual center
node at the beginning, thus the charging UAV can reach the mission UAV faster,
and the mission UAV can reach the fixed charging pile for charging faster.

2.3 Virtual Center Node Optimization

In previous work, it has been discussed how to classify the sensor network in a
rational way and a virtual center node has been proposed as a fixed charging
pile and the node is found using the gradient descent method. However, even
the mission UAV is fully charged when it departs from the origin base station,
the mission UAV often needs to be recharged at a later stage. Therefore, taking
all points into account when finding the virtual center node may result in the
fixed charging pile being farther away from the mission UAV that needs to be
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charged, as well as the charging UAV taking longer to reach the mission UAV,
which leads to a longer time to complete the mission.

In the following, we will take the last, penultimate, and penultimate third
of each cluster–until the number of sensors in a given cluster is all considered
as an influencing factor for the virtual center node. As a comparison with the
virtual center node formed by the entire sensor network together, the location
of the fixed charging pile with the minimum time to complete the information
gathering task is found out, as shown in Fig. 4. Note that even though Cluster
2 has only 9 sensors, the number of sensors is equal to 10 in Fig. 4, including all
sensors to compute the virtual center node.

Fig. 4. Relationship between minimum completion time and number of sensors.

3 Experimental Results

In this section, we conduct experiments to verify whether the virtual central
node can help reduce the energy consumption of charging UAVs, support more
mission UAVs, and ultimately reduce the overall information collection time.

Algorithm 1 illustrates how to perform path planning for mission UAVs
within a cluster in a better classified sensor network and select the appropri-
ate charging method, i.e., using a charging UAV or a mission UAV going to a
fixed charging pile to charge, to minimize the maximum mission. Before starting
the information gathering task, the mission UAV departs from the origin base
station and travels to the closest sensor in the cluster to perform the information
gathering task, setting the distance to the current sensor to infinity if a sensor
has already been visited, and placing the sensors that have already gathered
information in the visited set. If the mission UAV’s energy is below a certain
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Algorithm 1. Path Planning
Input: position of charging pile at node p, sensors position set S, sensors distance

matrix, mission UAV leftover lifetime T , UAV start point;
Output: Path P .
1: Initialize minDist = ∞, i = 0, total cost Rt = 0;
2: function FINDER(p, T, S)
3: while S �= ∅ do
4: compute cost cij
5: if j ∈ visited then, cij = ∞
6: end if
7: find j ← arg min cij
8: if ti0 + tij > Ti then
9: fly to charge or wait charging UAV flying to position i

10: continue
11: else
12: Rt ← Rt + cij , S ← S − j, visited ← j, update T
13: end if
14: end while
15: compute total cost (Rt)
16: if cost(Rt) <minDist then
17: minDist ← cost(Rt)
18: end if
19: end function

value, the mission UAV can call a charging UAV to replenish its energy, or travel
to the fixed charging pile to recharge.

In the experiment, we utilize the parameters of the latest UAV from DJI, and
its energy consumption index is shown in Table 1. Short charging distances are
more suited for laser transmissions that can fully charge mission UAV in a short
period of time. All groups, in all ways, have shorter time than BASELINE in all
cases, except for group 1, which ended up with a slightly higher completion time
when charging with the charging UAV alone than the completion time of the
mission UAV returning to the base station for charging. This shows that the use
of wireless charging technology is able to reduce the mission completion time of
the last mission UAV.

The sensor network is divided into three groups, using the improved k-
means++ algorithm from earlier to compare the four methods. Baseline mode
means the time used by the mission UAV to return to the base station with insuf-
ficient power before proceeding to the next sensor and completing the mission.
CUAV mode means the time used by the mission UAV to wait for the charg-
ing UAV from the selected fixed base station to arrive at the mission UAV’s
location to charge it and finally complete the mission when it is low on power.
Ground mode means the time of the mission UAV taking to the selected fixed
pile to recharge the mission UAV when its battery is low, then continue the task
and return to the origin base station. Ground+CUAV mode means using both
Ground and CUAV to reduce the mission time. Note that the virtual center



Sensor Network Information Collection Through UAV 437

Table 1. Parameters of DJI UAV in experiments

UAV MAVIC 3 Pro

Weight/kg 0.958

Flying time/min 43

Battery capacity voltage/mAh 5000

Maximum charging power/W 100

Battery max voltage/V 17.6

node is calculated by using the coordinates of all the sensors. The result of the
experiment is shown in the Fig. 5.

The result shows that the mission completion time of all groups of the three
methods is less than the Baseline except Group 1 of the CUAV mode. The
mission completion time in the Ground+CUAV mode is shorter than the rest
methods, which indicates that the use of the combination of the charging UAV
and the ground pile is very effective and in line with our preliminary discussion.

Fig. 5. Improved classification sensors.

Figure 6 shows the maximum and minimum completion time for the different
groups under each mode, and the variance of the completion time in the groups
under each mode is calculated. Using a combination of charging UAVs and fixed
pile is able to minimize the standard deviation of the completion time for each
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Fig. 6. Data under different modes.

mission UAV, indicating that the loads of each the mission UAV are close to
each other. In addition, both the maximum mission completion time and the
minimum mission completion time are smaller than other approaches.

4 Conclusion

This paper discusses the problem of minimizing the mission UAV information
collection time for a sensor network consisting of mission UAVs, a charging UAV
and a fixed charging pile, and sensors. For a known fixed sensor network, the
sensors are first classified in an initial way using the k-means++ clustering algo-
rithm. Then, in order to balance the load of each mission UAV, the approximate
time required by each cluster is calculated, and an algorithm is proposed to
reduce the difference in the mission time required by each cluster. Path planning
is performed within each cluster using a greedy algorithm, and the minimum
mission completion time and the standard deviation of the mission completion
time are compared under four different approaches. The results show that using
charging UAVs combined with the fixed charging pile can minimize the maxi-
mum mission UAV completion time.
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2. Kurs, A., Moffatt, R., Soljačić, M.: Simultaneous mid-range power transfer to mul-
tiple devices. Appl. Phys. Lett. 96(4), 044102 (2010)

3. Achtelik, M.C., Stumpf, J., Gurdan, D., Doth, K.-M.: Design of a flexible high
performance quadcopter platform breaking the MAV endurance record with laser
power beaming. In: 2011 IEEE/RSJ International Conference on Intelligent Robots
and Systems, pp. 5166–5172. IEEE (2011)

4. Chen, W., Zhao, S., Shi, Q., Zhang, R.: Resonant beam charging-powered UAV-
assisted sensing data collection. IEEE Trans. Veh. Technol. 69(1), 1086–1090
(2019)

5. Liu, J., Tong, P., Wang, X., Bai, B., Dai, H.: UAV-aided data collection for infor-
mation freshness in wireless sensor networks. IEEE Trans. Wirel. Commun. 20(4),
2368–2382 (2020)

6. Wang, J., Jiang, C., Wei, Z., Pan, C., Zhang, H., Ren, Y.: Joint UAV hovering alti-
tude and power control for space-air-ground IoT networks. IEEE Internet Things
J. 6(2), 1741–1753 (2018)

7. Li, X., Yao, H., Wang, J., Xiaobin, X., Jiang, C., Hanzo, L.: A near-optimal UAV-
aided radio coverage strategy for dense urban areas. IEEE Trans. Veh. Technol.
68(9), 9098–9109 (2019)

8. Li, K.-R., See, K.-Y., Koh, W.-J., Zhang, J.-W.: Design of 2.45 ghz microwave
wireless power transfer system for battery charging applications. In: 2017 Progress
in Electromagnetics Research Symposium - Fall (PIERS - FALL), pp. 2417–2423
(2017)

9. Zhang, Q., Fang, W., Liu, Q., Jun, W., Xia, P., Yang, L.: Distributed laser charging:
a wireless power transfer approach. IEEE Internet Things J. 5(5), 3853–3864 (2018)

10. Zhu, K., et al.: Aerial refueling: scheduling wireless energy charging for UAV
enabled data collection. IEEE Trans. Green Commun. Netw. 6(3), 1494–1510
(2022)

11. Liu, K., Zheng, J.: UAV trajectory optimization for time-constrained data collec-
tion in UAV-enabled environmental monitoring systems. IEEE Internet Things J.
9(23), 24300–24314 (2022)

12. Yang, G., Dai, R., Liang, Y.-C.: Energy-efficient UAV backscatter communica-
tion with joint trajectory design and resource optimization. IEEE Trans. Wirel.
Commun. 20(2), 926–941 (2020)

13. Li, J., et al.: Joint optimization on trajectory, altitude, velocity, and link scheduling
for minimum mission time in UAV-aided data collection. IEEE Internet Things J.
7(2), 1464–1475 (2020)

14. Zhan, C., Zeng, Y.: Completion time minimization for multi-UAV-enabled data
collection. IEEE Trans. Wirel. Commun. 18(10), 4859–4872 (2019)

15. Gong, J., Chang, T.-H., Shen, C., Chen, X.: Flight time minimization of UAV for
data collection over wireless sensor networks. IEEE J. Sel. Areas Commun. 36(9),
1942–1954 (2018)
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Abstract. Recently, intelligent reflecting surfaces (IRS) emerge as an
effective technique in saving the power consumption by customizing the
wireless propagation environment. On the other hand, the symbol level
precoding (SLP) technique provides a clever solution to interference
exploitation by converting the multiuser interference (MUI) into a benefi-
cial part of the desired signal. In this paper, we propose to jointly exploit
IRS and SLP to cope with the power control and interference manage-
ment issues in a heterogeneous network (HetNet). To this end, the IRS
mainly assists the communication link from a macro base station (MBS)
to macro users, and the SLP is employed by both the MBS and pico base
station (PBS) to process MUI and intra-cell interference. We formulate a
multi-objective optimization (MOO) problem to minimize the transmit
power of MBS and PBS by jointly optimizing the precoding matrices at
the MBS and PBS as well as reflecting coefficients at the IRS. Due to
the non-convexity of this problem, the precoding matrices and reflecting
coefficients are optimized alternately. In the precoding design, the MOO
problem is transformed into a single-objective optimization problem via
the weighted Tchebycheff method and then solved by standard optimiza-
tion solvers with fixed reflecting coefficients. A multiple gradient descent
on the Riemannian manifold based algorithm is proposed to obtain the
local optimal solution for the reflecting design. Simulation results mani-
fest a significant performance gain achieved by our proposed HetNet over
the benchmarks.

Keywords: Heterogeneous network (HetNet) · Intelligent reflecting
surfaces (IRS) · Symbol level precoding (SLP) · Multi-objective
optimization (MOO)

1 Introduction

According to Ericsson’s white paper, the fifth-generation (5G) market in the ver-
tical industries is expected to reach 700 billion dollars in 2030 with a compound

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024

Published by Springer Nature Switzerland AG 2024. All Rights Reserved

V. C. M. Leung et al. (Eds.): Qshine 2023, LNICST 573, pp. 441–456, 2024.

https://doi.org/10.1007/978-3-031-65126-7_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-65126-7_37&domain=pdf
https://doi.org/10.1007/978-3-031-65126-7_37


442 H. Pang et al.

annual growth rate of 50 percent over 2020 [5]. Meanwhile, some vertical indus-
try applications are rapidly evolving along with the advancement of 5G, such
as smart manufacturing, virtual reality, augmented reality, and automatic drive.
Unlike ordinary wireless devices, these applications demand very different trans-
mission rates. To satisfy the diverse rate requirements, one of the best solutions
is to deploy picocells for private networks within the macrocell [16], resulting
in a so-called heterogeneous network (HetNet). The picocells can be empowered
by a pico base station (PBS), femto, relay, etc., which are deployed indoors nor-
mally and service the wireless devices with specific data services requirements.
Their transmit power is generally less than 30 dBm and the signal coverage is
from tens of meters to 300 m [9]. Since these low-cost nodes are within the reach
of a macro base station (MBS) and share the same spectrum, they may suffer
from severe intra-cell interference (ICI), deteriorating the quality of the received
signals, and hence the system performance. Consequently, advanced intelligent
wireless resource allocation and interference management (RAIM) technologies
are essential to the success of HetNet deployment.

Recently, intelligent reflecting surface (IRS), which consists of a large num-
ber of passive and low-power reflective units, has attracted great attention in
both academia and industry for its capability of customizing the wireless propa-
gation environment [18]. Some initial studies on the optimization of IRS reflect-
ing coefficients have been carried out for the IRS-enhanced wireless networks
[8,11,17,19,20]. Specifically, the IRS aided downlink single-carrier multiple-input
single-output (MISO) communication system was proposed, and the transmit
power minimization problem was investigated by jointly optimizing the active
beamforming at the base station and passive beamforming at the IRS [17]. The
authors of [11] solved the reflection optimization problem by the majorization-
minimization (MM) algorithm [15] and complex circle manifold (CCM) method
[1] in multi-cell multiple-input multiple-output (MIMO) systems. In [20], a chan-
nel estimation protocol and reflection optimization problem for IRS-enhanced
orthogonal frequency division multiplexing (OFDM) system were proposed. In
[8], based on the instantaneous ON/OFF state information of the IRS reflection
elements, the average, and instantaneous received signal power maximization
problems were studied, respectively.

Another effective technique in dealing with interference, especially multi-user
interference (MUI), is the transmitter precoding. With linear zero-forcing (ZF)
precoding, the MUI can be eliminated, leading to satisfactory performance at
high signal-to-noise ratio (SNR). The dirty paper coding (DPC), as a nonlinear
precoding technique, suppresses the MUI by encoding transmit signals sequen-
tially to approximate the Shannon limit [3]. While most conventional linear or
nonlinear precoding techniques including the above-mentioned two are intended
to suppress or eliminate the MUI, it has not been discovered until recently that
the MUI signals can be made beneficial and exploitative by symbol level pre-
coding (SLP), a.k.a., constructive interference (CI) precoding [7]. The SLP can
push the received signals away from the detection threshold by converting the
MUI into a constructive signal, enjoying magnificent improvement in terms of
bit error rate (BER) and transmit power-saving [6].
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Motivated by the above, we incorporate the IRS and SLP techniques in the
design of HetNet to take their advantages for improving the system performance.
By deploying the IRS in HetNet, the ICI can be alleviated, and the exploitation
of MUI with SLP can be promoted by reconfiguring the propagation environment
of the macrocell. To justify this finding, we exemplify a two-tier HetNet, where a
multi-antenna MBS with the assistance of an IRS serves multiple single-antenna
macro users (MUEs), and a multiple-antenna PBS serves multiple single-antenna
pico users (PUEs), with the objective of minimizing the transmit power of all
base stations. The considered HetNet assumes a wired connection between the
MBS and the PBS, which implies that there is information sharing (IS) between
the MBS and the PBS. In this system, the SLP is enabled at the MBS while
the PBS also applies the SLP as the MBS to exploit the ICI from both the
MBS and the IRS as well as the MUI. The main contributions of this paper are
summarized as follows:

– We formulate a multi-objective optimization (MOO) problem by a joint opti-
mization of the precoding matrices at the MBS and PBS as well as the reflect-
ing coefficients at the IRS. However, it is non-convex with the high coupling
of the precoding matrices and reflecting coefficients. To tackle this issue, we
propose a productive alternating optimization (AO) based algorithm to solve
the precoding matrices and reflecting coefficients separately. For solving the
precoding matrices, we transform the MOO problem into a single-objective
optimization (SOO) problem via the weighted Tchebycheff method [10] with
given reflecting coefficients. The transformed problem is convex, which can
be solved by standard optimization methods.

– In the reflection design, we aim to improve the quality of the received signals
of both MUEs and PUEs by optimizing the reflecting coefficients with given
precoding matrices, so that the MBS and PBS can reduce their transmit
power effectively by aligning the precoding matrices in the next iteration. To
this end, we formulate new objective functions associated with the received
signal quality of MUEs and PUEs subject to unit-modulus constraints on the
reflecting coefficients, which turns out to be a new MOO problem. Then, we
propose a multiple gradient method on the Riemannian manifold (MGD-RM)
based algorithm to solve the MOO problem, which guarantees the convergence
to a suboptimal solution.

– Simulation results demonstrate the performance improvement of combining
IRS and SLP in HetNet and the effectiveness of our proposed optimization
algorithms. In particular, the PBS has the potential to reduce power con-
sumption more with higher quality of service (QoS) requirement of MUEs in
the proposed algorithm. In addition, the PBS can also achieve further power
saving by introducing the IRS.

The rest of the paper is organized as follows. The proposed IRS-enhanced
HetNet system model is described in Sect. 2. The considered power minimization
problem is investigated in Sect. 3. The computational complexity analysis of
the proposed algorithms is presented in Sect. 4. Section 5 illustrates extensive
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simulation results to demonstrate the performance advantages of our proposed
algorithms. Finally, the paper is concluded in Sect. 6.

Notations: Boldface lower case and upper case letters denote vectors and matri-
ces, respectively. Re(·) and Im(·) denote the real part and imaginary part of a
complex scalar value, respectively. |·| and ‖·‖ are the magnitude of a scalar value
and the norm of a vector, respectively. The transpose, conjugate, and transpose-
conjugate operations are denoted by (·)T , (·)∗, and (·)H , respectively. � and
diag(·) denote the Hadamard product and diagonalization operation, respec-
tively. �f(x) denotes the Euclidean gradient of the function f(·) with respect
to x.

2 System Model

Fig. 1. The proposed HetNet and signal flows, where the blue and red solid lines
represent the desired signals of MUEs sent by the MBS including those reflected by
the IRS and the desired signals of PUEs sent by the PBS, respectively, and the blue
and black dashed lines stand for the interference signals to PUEs reflected by the IRS
and from directly the MBS, respectively. (Color figure online)

We consider a two-tier IRS-enhanced downlink HetNet, which consists of a
macrocell and a picocell, as shown in Fig. 1. The MBS equipped with NM

antennas serves K single-antenna MUEs, whose indices are collected in K =
{1, . . . , K}, and the PBS equipped with NP antennas serves N single-antenna
PUEs, whose indices are collected in N = {1, . . . , N}. Assume that both the
MBS and PBS share the same frequency spectrum for communications and all
MUEs are located outside the coverage of the PBS. Therefore, the received sig-
nals of MUEs will only be affected by the MUI due to the limited power of the
PBS, while the received signals of PUEs will be corrupted by both ICI and MUI.
The IRS with M reflecting elements is deployed near the MBS and assists the
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MBS to communicate with MUEs by adjusting incident signals. It is worth not-
ing that the strength of the reflected signal of the IRS originated from the PUEs
is negligible due to the severe double fading, and as a result PUEs passively
receive the interference signal reflected by the IRS originated from the MBS.
The baseband equivalent channels from the MBS to the IRS, from the IRS to
the k-th MUE, and from the MBS to the k-th MUE are denoted as G∈CM×NM ,
hr,k∈CM×1, and hk∈CNM ×1 for k ∈ K, respectively. We assume perfect knowl-
edge of channel state information (CSI) in this paper. Let s ∈ C

K×1 denote the
transmitted symbols of the MBS for the K MUEs, which are drawn from the
normalized M-ary phase shift keying (PSK) constellation. Define the phase shift
matrix of the IRS as Φ = diag

(
ejθ1 , ejθ2 , . . . , ejθM

)
with θ = [θ1, θ2, . . . , θM ]T ,

where θ is a set of reflecting coefficients. The received signal of the k-th MUE
can be written as

yM,k = (hH
k + hH

r,kΦG)Ws + nM,k (1)

with k ∈ K, where W = [w1,w2, . . . ,wK ] with wk ∈ C
NM ×1 and nM,k ∼

CN (0, σ2
M,k) denote the precoding matrix and zero-mean additive white Gaus-

sian noise (AWGN) at the k-th MUE with variance σ2
M,k, respectively. Denote

the baseband equivalent channels from the PBS to the n-th PUE, from the
MBS to the n-th PUE, and from the IRS to the n-th PUE as gn ∈ C

NP ×1,
hMI,n ∈ C

NM ×1, and hRI,n ∈ C
M×1 for n ∈ N , respectively. The received

signal of PUE n can be thus expressed as

yP,n = gH
n Vx + (hH

MI,n + hH
RI,nΦG)Ws + nP,n (2)

with n ∈ N , where V = [v1,v2, . . . ,vN ] with vn ∈ C
NP ×1 and x ∈ C

N×1

stand for the precoding matrix and the modulated symbols of N PUEs drawn
from the same signal constellation as that employed by MUEs, respectively. In
(2), the first term is the signal sent from the PBS, which includes the MUI, the
second term is the ICI from both the MBS and IRS, and the last term is AWGN,
satisfying nP,n ∼ CN (0, σ2

P,n), where σ2
P,n is the noise variance.

3 Power Minimization Problem via Symbol Level
Precoding

In this section, we study the transmit power minimization problem by jointly
optimizing the precoding matrices at the MBS and PBS as well as the reflecting
coefficients at the IRS for the IS scenario. Particularly, the MBS transmits pre-
coded signals with the aid of the IRS, where the precoding matrices are designed
based on the SLP principle. Since the MBS and PBS are aware of each other’s
information that will be sent. Therefore, the PBS can design the precoding
matrix to validly transduce ICI and MUI into CI by SLP.

Unlike conventional precoding techniques, the SLP exploits the CSI and infor-
mation symbols of the users to convert the harmful interference into the CI,
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Fig. 2. CI region for M-PSK constellation, where
−→
AC is the projection of

−→
AB onto

−→
OA.

driving the received signal further away from the detection threshold of the sig-
nal constellation. The CI region for the considered M-PSK constellation, which

is in green color, is depicted in Fig. 2. The vector
−→
OA= σM,k

√
ΓM,ksk is the

target signal, where ΓM,k refers to the SINR requirement of the k-th MUE,

and
−→
OB= λksk = (hH

k + hH
r,kΦG)Ws is the received signal of the k-th MUE

without noise, where λk represents the received power level of the k-th MUE. It

can be seen from Fig. 2 that the interfering signal
−→
AB is constructive as long as

the resultant signal lies in the constructive region and drives the target signal
beyond the detection threshold. Based on the geometric principle, the condition
θAB ≤ θt should be satisfied in order for the resultant signal to be located in
the constructive region, where θAB denotes the phase angle of the interfering
signal and θt = π/M [6]. Correspondingly, the conventional SINR constraints
for MUEs can be converted to the following form to guarantee CI [6],

[
Re(λk) − σM,k

√
ΓM,k

]
tan θt ≥ |Im(λk)| , ∀k ∈ K. (3)

In a similar way, the noise-free received signal for the n-th PUE can be
formulated as yP,n = gH

n Vx+hH
PI,nWs = γnxn,∀n ∈ N , where hH

PI,n = hH
MI,n+

hH
RI,nΦG and γn represents the received power level of the n-th PUE. The CI

constraints for PUEs can be expressed as

[Re(γn) − σP,n

√
ΓP,n] tan θt ≥ |Im(γn)| ,∀n ∈ N . (4)

where ΓP,n refers to the QoS requirement of the n-th PUE. Therefore, the power
minimization problem for the MBS can be formulated as
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min
W,V,θ

K∑

k=1

‖wk‖2 (5a)

s.t. (3), (4), (5b)
0 ≤ θm < 2π, m = 1, 2, . . . ,M, (5c)

where (5c) denotes the phase angle range of the reflecting elements of the IRS. On
the other hand, the power minimization problem for the PBS can be formulated
as

min
W,V,θ

N∑

n=1

‖vn‖2 (6)

s.t. (3), (4), (5c).

We are concerned about the reduction of the total power consumption, as
it is essential for deploying HetNet. Optimizing one of the above two objectives
(5b) and (6) alone, however, does not optimize the other effectively. Therefore,
it is necessary to optimize the two objectives jointly by MOO [12]. Note that
unlike SOO, the solution of MOO is a set with multiple points corresponding to
different weights of the objectives that govern their trade-off, and those points in
the set realize Pareto optimality if there is no other point that improves at least
one objective with given weights. Using the weighted Tchebycheff method [10],
we can formulate a min-max MOO problem aiming at minimizing the transmit
power at the MBS and PBS jointly as

min
W,V,θ

max {ξ1(P1 − P ∗
1 ), ξ2(P2 − P ∗

2 )} (7)

s.t. (3), (4), (5c),

where P1 =
∑K

k=1 ‖wk‖2, P2 =
∑N

n=1 ‖vn‖2, P ∗
1 and P ∗

2 are the optimal solu-
tions to the problems (5) and (6), respectively, and ξa satisfies ξa ≥ 0 and∑2

a=1 ξa = 1, which specifies the priority of the a-th objective with a ∈ {1, 2}.
Changing the value of ξa can cope with different transmission strategies and the
complete optimal set can be obtained by traversal activity. It is observed that
problem (7) is non-convex due to the coupling between the precoding matri-
ces and reflecting coefficients. To solve this problem, we use the AO method to
decompose it into two sub-problems, namely precoding matrices optimization
and reflection design. The details are presented in the following subsections.

3.1 Precoding Matrices Optimization

In this subsection, we focus on optimizing the precoding matrices W and V
for given reflecting coefficients θ. By introducing an auxilliary variable μ, the
precoding matrices optimization sub-problem is given by
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min
W,V,μ

μ (8a)

s.t. (3), (4), (8b)
ξa(Pa − P ∗

a ) ≤ μ, ∀a ∈ {1, 2}. (8c)

Since the CI constraints (3) and (4) are convex, problem (8) can be readily
solved by standard optimization tools [2].

3.2 Reflection Design

Next, a reflecting design method is studied with fixed W and V. The reflecting
coefficients at the IRS are not strongly related to the transmit power at the MBS
and PBS, but it impacts the quality of the received signals. We can observe that
the optimal precoding matrices W and V in problem (8) always enable the CI
constraints (3) and (4) to satisfy the inequality conditions. Thus, the values on
the left-hand side of the constraints (3) and (4) are boosted by optimizing the
reflecting coefficients for given precoding matrices, so that the MBS and PBS
reduce their transmit power effectively by aligning the precoding matrices in the
next iteration. Based on that, we construct the opposite forms of the left parts
in constraints (3) and (4) as objective functions, which is given by

fl(θ) �

⎧
⎪⎨

⎪⎩

|Im(λl)| − [
Re(λl) − σM,l

√
ΓM,l

]
tan θt, l = 1, 2, · · · K,

|Im(γl−K)| − [Re(γl−K) − σP,l−K

√
ΓP,l−K ] tan θt,

l = K + 1,K + 2, · · · K + N.

(9)

To this end, the reflecting design problem with K + N is formulated as

min
θ

(f1(θ), f2(θ), · · · fl(θ)) (10a)

s.t. 0 ≤ θm ≤ 2π,m = 1, 2, · · · ,M. (10b)

Let u = [u1, u2, · · · , uM ]H , where um = ejθm ,∀m. The l-th objective function
(9) can be rewritten as

fl(u)�

⎧
⎪⎨

⎪⎩

∣
∣Im

(
uHal+bl

)∣∣−[
Re

(
uHal + bl

)−σM,l

√
ΓM,l

]
tan θt, l = 1, 2, · · · K,∣

∣Im
(
uHcl−K + dl−K

)∣∣−[
Re

(
uHcl−K+dl−K

)−σP,l−K

√
ΓP,l−K

]
tan θt,

l = K + 1,K + 2, · · · K + N,

(11)

where al = 1
sl

diag{hH
r,l}GWs, bl = 1

sl
hH

l Ws, cl−K = 1
xl−K

diag{hH
RI,l−K}GWs

and dl−K = 1
xl−K

(gH
l−KVx+hH

MI,l−KWs). Since the absolute value part of the
objective functions causes difficulties in the problem solving, we convert (11)
into the max function by exploiting the principle |a| + b = max (a + b,−a + b),
and then approximate the l-th objective function to a smooth form by log-sum-
exp inequality [2], which is given by

fl(u) �

⎧
⎨

⎩

ε log
([

exp
(

f̂2l−1
ε

)
+ exp

(
f̂2l

ε

)])
, l = 1, 2, · · · K,

εlog
([

exp
(

ĝ2(l−K)−1

ε

)
+exp

(
ĝ2(l−K)

ε

)])
, l=K+1,K+2, · · · K+N,

(12)
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where

f̂2l−1 � Re
(
uH ã2l−1 + b̃2l−1

)
+ σM,l

√
ΓM,l tan θt, (13)

f̂2l � Re
(
uH ã2l + b̃2l

)
σM,l

√
ΓM,l tan θt, (14)

ĝ2(l−K)−1 � Re
(
uH c̃2(l−K)−1 + d̃2(l−K)−1

)
+ σP,(l−K)

√
ΓP,(l−K) tan θt, (15)

ĝ2(l−K) � Re
(
uH c̃2(l−K) + d̃2(l−K)

)
+ σP,(l−K)

√
ΓP,(l−K) tan θt. (16)

In (13)–(16), ã2l−1 = ale
−j π

2 − al tan θt, b̃2l−1 = ble
−j π

2 − bl, ã2l = −ale
−j π

2 −
al tan θt, b̃2l = −ble

−j π
2 − bl, c̃2(l−K)−1=c(l−K)e

−j π
2 −c(l−K) tan θt, d̃2(l−K)−1 =

d(l−K)e
−j π

2 − d(l−K), c̃2(l−K) = −c(l−K)e
−j π

2 − c(l−K) tan θt and d̃2(l−K) =
−d(l−K)e

−j π
2 − d(l−K). Accordingly, problem (10) can be reformulated as

min
u

(f1(u), f2(u), · · · fK+N (u)) (17a)

s.t. |um| = 1,m = 1, 2, · · · ,M. (17b)

Though all objective functions in (17) are smooth and differentiable after some
mathematical operations, the non-convexity of the unit-modulus constraint in
(17b) still poses challenges in solving the problem. In this paper, we treat the
unit-modulus constraint with the manifold optimization methods [11]. Con-
straint (17b) can be regarded as an M -dimensional complex circle manifold,
which is a manifold space of problem (17) characterized by

SM =
{
u ∈ C

M : |um| = 1,m = 1, 2, · · · ,M
}

(18)

with the tangent space TuS =
{
p ∈ C

M : R {p � u∗
m} = 0M ,∀m

}
. Problem (17)

can be reformulated as an unconstrained optimization problem on the manifold
space, which is given by

min
u∈SM

J(u), (19)

where J(u) � (f1(u), f2(u), · · · fK+N (u)). We propose an MGD-RM based algo-
rithm to effectively tackle the above problem. The core idea of this algorithm
is to derive the gradient of each objective function based on the manifold space
and then obtain a common gradient by weighted summation [4]. The common
Riemannian gradient enables each objective function decrease in each iteration.
Before starting the iterations, we set the initialized point u1 randomly on SM

and compute the initialized search direction d1 = −∑K+N
l=1 αlrl(u1). The main

steps of the proposed algorithm at the q-th iteration are as follows:

1) Update the search point: We first update the current point over the manifold
space SM . The search point in the next iteration is given by

uq+1 = Retru (uq + ςqdq) , (20)

where Retr (·) is specified by retraction operator mapping the value into the
manifold space SM , and ςq is a step-length, which can be obtained by using
the Armijo backtracking line search method [13].



450 H. Pang et al.

2) Common Riemannian gradient: Secondly, we find a proper gradient that lets
all objective functions share a common descent direction in the next iteration.
The concept of the Riemannian gradient is introduced in the calculation. The
Riemannian gradient is computed based on the projection of the smooth
objective function onto the tangent space TuS, which is given by [1]

gradJl(uq+1)=�Jl(uq+1)−R
{�Jl(uq+1) � u∗

q+1

}�uq+1, l=1, 2, · · · ,K+N,

(21)

where �Jl(u) denotes Euclidean gradient of Jl(u), which is given by

�Jl(u) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

exp(f̂2l−1/ε)ã2l−1 + exp(f̂2l/ε)ã2l

exp(f̂2l−1/ε) + exp(f̂2l/ε)
, l = 1, 2, · · · ,K,

exp
(
ĝ2(l−K)−1/ε

)
c̃2(l−K)−1 + exp

(
ĝ2(l−K)/ε

)
c̃2(l−K)

exp
(
ĝ2(l−K)−1/ε

)
+ exp

(
ĝ2(l−K)/ε

) ,

l = K + 1,K + 2, · · · ,K + N.

(22)

Then, the common Riemannian gradient of J(u) is given by

r̂q+1 = −
K+N∑

l=1

αl,q+1rl(uq+1), (23)

where rl(u) denotes the Gram-Schmidt orthogonalization of gradJl(u), and
αl,q+1 denotes the weight factor of l-th objective function in the q + 1-th
iteration, which can be calculated as [4]

al,q+1 =
1

1 +
∑

i�=l

|rl(uq+1)|2
|ri(uq+1)|2

, l = 1, 2, · · · ,K + N. (24)

3) Update the search direction: The third step is to calculate the next search
direction via the conjugate direction method [14]. The updated rule for the
next search direction is given by

dq+1 = r̂q+1 + ηqdt
q, (25)

where ηq and dt
q denote the Polak-Ribiere parameter [13] and the output

vector after the Riemannian transport operation, respectively. The role of
the Riemannian transport operation is to project dq into the same tangent
space as r̂q+1, which can be expressed as

dt
q = dq − R

{
dq � u∗

q+1

} � uq+1, l = 1, 2, · · · ,K + N. (26)

In summary, the proposed algorithm is presented in Algorithm1.
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4 Computational Complexity Analysis

In this section, we analyze the computational complexity of the proposed algo-
rithm. The convex MOO problem (8) contains CI constraints for MUEs and
PUEs, which can be solved by the interior point method [2]. The complex-
ity of solving this MOO problem in the worst case can be approximated as
O((K(NM + 2) + N(NP + 2) + 2)3.5), where the numbers of optimized variables
and constraints are KNM + NNP and 2K + 2N + 2, respectively. The com-
putational complexity of the reflecting design mainly lies in the calculation of
the Euclidean gradient of u. The reflecting design in the proposed MGD-RM
algorithm requires computing the Euclidean gradient K + N times. Therefore,
the complexity of the proposed MGD-RM algorithm is given as O((K +N)M2).
As a result, the complexity of jointly optimizing SLP and reflecting design is
given as O(Titer((K(NM + 2) + N(NP + 2) + 2)3.5 + (K + N)M2)), where Titer

denotes as the iteration times of the AO algorithm, which is generally less than
10 in the simulations.

Algorithm 1. Proposed multiple gradient descent based on Riemannian mani-
folds algorithm.
1: Initialization: Set the iteration number q = 1 and initialized point u1.
2: Calculate the Riemannian gradient of each objective function in (19), and initialize

the common search direction d1 = −∑K+N
l=1 αlrl(u1).

3: Repeat:
4: Choose setup-length ςq by using the Armijo backtracking line search

method [13].
5: Update uq+1 by (20) with ςq, uq and dq.
6: Update the Riemannian gradient gradJl(uq+1) according to (21) with uq+1

7: Calculate rl(uq+1) by Gram-Schmidt orthogonalization of gradJl(uq+1).
8: Update the Riemannian gradient r̂q+1 according to (23) with gradJl(uq+1).
9: Calculate dt

q according to Riemannian transport operation (26) with dq and
uq+1.

10: Choose the Polak-Ribiere parameter ηq by [13].
11: Update common search direction dq+1 according to (25) with r̂q+1, d

t
q and ηq.

12: Until: Convergence.

5 Simulation Results

In this section, we investigate the performance of our proposed scheme via sim-
ulations. Assume the MBS is located at the center of a macrocell, the IRS and
MBS are separated by dMI = 5 m in the perpendicular direction, and the PBS
and MBS are separated by dMP = 300 m in the horizontal direction. The dis-
tance between the IRS and PBS is dIP =

√
d2MI + d2MP m. The serving radius of

the macrocell and picocell are set as rM = 500 m and rP = 100 m, respectively.
The path loss model is given by PL(d) = C0(d/d0)−α, where C0 = −30 dB is
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the path loss at the reference distance of d0 = 1 m, and α and d are denoted
as the path loss exponent and link distance, respectively. We assume that an
MBS equipped with NM = 4 antennas serves 4 MUEs and a PBS equipped with
NP = 2 serves 2 PUEs. The IRS element number is set as M = 32. Denote
the path loss exponents of MBS-MUE, MBS-IRS, IRS-MUE, MBS-PUE, IRS-
PUE, and PBS-PUE as αMMU , αMI , αIMU , αMPU , αIPU , and αPPU , respec-
tively, and let αMMU = αMPU = αPPU = 3.5, and αMI = αIMU = αIPU = 2.2.
The MUEs and PUEs are distributed randomly within a macrocell and a pico-
cell. Define dMMU ∈ (0, rM ] and dPPU ∈ (0, rP ] as MBS-MUE and PBS-PUE
link distances, respectively. Correspondingly, the IRS-MUE, MBS-PUE, and
IRS-PUE link distances are denoted as dIMU ∈ (|dMM − dMI | , dMMU + dMI),
dMPU ∈ (dMP − dPPU , dMP + dPPU ), and dIPU ∈ (dIP − dPPU , dIP + dPPU ),
respectively. Furthermore, we consider the Rician fading channel model as the
small-scale fading model for all channels involved in this simulation. Hence, the
generalized channel is given by

H = (PL(d))
1
2

(√
κ

1 + κ
HLOS +

√
1

1 + κ
HNLOS

)

, (27a)

HLOS = aM

(
ϑAOD

)
aH

N

(
ϑAOA

)
, (27b)

at(ϑ) =
[
1, ej 2πD

λc sin ϑ, · · · , ej 2πD
λc (t − 1) sin ϑ

]T

, (27c)

for t ∈ {Nt, Nr}, where Nt and Nr denote the numbers of transmitted and
received antennas, respectively. When M or N is equal to 1, the above channel
will evolve into MISO or SIMO channel. In (27a), HLOS and HNLOS represent
the deterministic light of sight and Rayleigh fading components, respectively.
The Rician factor κ is set as a huge value for the channel between the MBS to
IRS and 3 for the other channels involved. In (27b), ϑAOD and ϑAOA denote the
angle of departure from the transmitter and that of arrival from the receiver,
respectively. In (27c), D is the distance traveled by the path and λc is the carrier
wavelength. For the sake of simplicity, it is reasonable to assume that ϑAOD and
ϑAOA are uniformly distributed between 0 and 2π for all channels involved,
and D/λc is equal to 0.5. The QoS requirements of the MUEs and PUEs are
denoted as ΓM,k = ΓM and ΓP,n = ΓP , respectively. All transmitted symbols
are generated randomly with QPSK modulation, and all simulation results are
averaged over 1000 independent channel realizations.

In Fig. 3, we present the average transmit power at the MBS and PBS versus
the QoS requirements of MUEs. In the legend, the considered HetNet using our
proposed algorithm is denoted as “proposed information sharing (IS)”, and the
scheme regarding information not sharing (INS) between the MBS and PBS is
denoted as “INS”, where the precoding matrix for the MBS is designed by SLP
while the precoding matrix for the PBS is adopted by the conventional precod-
ing method due to no knowledge of the information symbols of the MUEs. The
considered HetNets with the random phase setup of the reflecting coefficients
and without the assistance of the IRS are denoted as “IS w/ random phase” and
“IS w/o IRS”, respectively. The INS schemes with the random phase setup of
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Fig. 3. Average transmit power versus QoS requirement of MUEs, where ΓP,n = 10 dB,
M = 32 and ξ1 = ξ2 = 0.5, respectively.

Fig. 4. Average transmit power versus QoS requirement of PUEs, where ΓM = −4 dB,
M = 32 and ξ1 = ξ2 = 0.5, respectively.

the reflecting coefficients and without the assistance of the IRS are denoted as
“INS w/ random phase” and “INS w/o IRS”, respectively. From Fig. 3(a), it is
noticed that the transmit power-saving at the MBS of the proposed scheme out-
performs the INS scheme and the schemes with the random reflecting coefficients
or without the assistance of the IS. It is also observed that the power-saving per-
formance of “IS w/ random phase” and “INS w/ random phase”, the lines of “IS
w/o IRS” and “INS w/o IRS” are almost overlapping, but both are worse than
the proposed scheme. This means that the power-saving performance of MBS
can be significantly improved by introducing the assistance of IRS in the HetNet.
Figure 3(b) presents the comparison of the average transmit power at the PBS
in our proposed scheme and the other schemes under different QoS requirements
of MUEs. The proposed scheme has a remarkable power-saving benefit over the
INS scheme due to the efficient exploitation of MUI and ICI by the PBS via SLP
and IRS, and the transmit power at the PBS reduces as the QoS requirements
of MUEs increases.

In Fig. 4, we present average power at the MBS and PBS versus the QoS
requirements of PUEs. Figure 4(a) shows that the transmit powers at the PBS
for the proposed scheme and other baseline schemes increases monotonically with
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Fig. 5. Average transmit power versus the number of reflecting elements, where ΓM,k =
0 dB, ΓP,n = 10 dB and ξ1 = ξ2 = 0.5, respectively.

the increasing QoS requirements of PUEs. Furthermore, it is also seen that the
proposed scheme outperforms the INS scheme thanks to the precoding design for
PBS via SLP in the proposed scheme. In Fig. 4(b), we can see that the transmit
power at the MBS changes barely with the increasing QoS requirements of PUEs
in all schemes. The reason is that the received signal of MUEs is not interfered
by PBS, such that the MBS can still transmit the signal at the current power
levels despite variations in the QoS requirements of the PUE.

In Fig. 5, we present average power at the MBS and PBS versus the number of
reflecting elements. Since the larger number of the reflecting elements at the IRS
offers larger reflecting gains, the transmit power at the MBS decreases for the
proposed scheme and INS schemes with the increasing number of the reflecting
elements, as shown in Fig. 5(a). Moreover, the power-saving performance of our
proposed scheme always outperforms that of the other schemes. In fact, the
power-saving performance of the PBS can also be improved by optimizing the
reflecting coefficients. Figure 5(b) shows that the transmit power at the PBS in
the proposed scheme decreases with the increasing size of the IRS. The reason
behind this observation is that the reflecting coefficients are designed under the
SLP principle, which narrows in a reduced phase shift between the ICI and
desired signal intended fro the PUES and renders ICI more constructive for
PBS.

6 Conclusion

In this paper, we investigated a two-tier IRS-enhanced downlink HetNet, where
an IRS was deployed for assisting the MBS, which employs the SLP to handle
MUI and ICI. The power minimization problems with two objectives were formu-
lated for the joint precoding matrices at the MBS and PBS as well as reflecting
coefficients at the IRS. To deal with the non-convexity of the MOO problems,
we proposed an AO method to update the precoding matrices and reflecting
coefficients alternatively. For optimizing the precoding matrices, we transformed
the MOO problem into an SOO problem by adopting the weighted Tchebycheff
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method and then acquired the solution with the standard optimization meth-
ods. In the reflection design, we developed the MGD-RM based algorithm to
obtain the local optimal solution. Simulation results demonstrated the superior-
ity of deploying IRS and employing SLP in HetNet and the effectiveness of our
proposed algorithms.
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Abstract. The prediction of the State of Health (SOH) of Li-ion bat-
teries is crucial for the system safety and stability of the entire energy
network. In this paper, we analyse the role of Li-ion batteries as bal-
ancing batteries in the communication-energy-transportation network,
which are key nodes for energy exchange. These batteries have differ-
ent states of health and are constantly in a state of bi-directional energy
transfer through charging and discharging. They also require coordinated
charging and discharging in the network. Due to these differences, the
degradation rates of the different balancing batteries vary, making it
necessary to monitor the SOH of each battery in real time. To address
the problem of numerous nodes and large computational requirements in
the network, we propose a method based on the Transformer architecture
for accurate and fast estimation, which can alleviate the communication
pressure of the energy network layer. In this method, we select the volt-
age change rate as the only key health indicator and perform correlation
analysis while the battery is in a constant current CC charging mode.
According to the test results on NASA public battery data set, we con-
tinuously collect 3, 5, 10 and 20 voltage change rate values as inputs to
the model and validate 1–4 layer transformer models. The model with
20 voltage change rate values as inputs and 4 layers has the best predic-
tion performance, with a Mean Absolute Error (MAE) as low as 4.85%,
while the Root Mean Square Error (RMSE) is 6.02%. In addition, the
proposed method can process the time series data of multiple network
nodes in real time and in parallel, with high prediction accuracy and
stable performance, which makes it suitable for widespread use in power
energy networks.

Keywords: Voltage change rate · Transformer-based · Battery energy
storage system · State of health prediction · Energy network
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1 Introduction

As intelligent transportation systems, 5G communication technologies, smart
grid technologies, and energy storage technologies further improved, a new trend
of network intersections and fusion is gradually forming, involving vehicles, com-
munication base stations, energy supply stations. As the vehicle in the intelligent
transportation system, Vehicle-to-Everything (V2X) and Vehicle-to-Grid (V2G)
have emerged as key technologies [8]. These technologies facilitate not only the
extraction of energy from the power grid, but also the return of stored energy to
the grid, thereby enabling bidirectional energy interaction [19]. Around the grid
network, smart grid technology has developed. Moreover, with energy storage
technologies as the core, the Energy Management System (EMS) incorporates
photovoltaic, energy storage, and charging capabilities.

The widespread use of mobile charging terminals (such as electric bicycles,
electric cars, etc.) increases the difficulty of planning and ensuring the safety of
the entire power system due to the randomness of the charging time, the network
node where the charging takes place, and the high power consumption during
charging [18]. Pure electric vehicles are the most common type of mobile charging
terminal. Battery types in the on-board energy storage system include lead-acid
batteries, nickel-hydrogen batteries, Li-ion batteries, super-capacitors, fuel cells,
etc. Among these, Li-ion batteries have become the main storage medium. As
the power battery of the vehicle, the life of the Li-ion battery determines the
life of the electric vehicle. During the use of the power battery, a series of elec-
trochemical reactions occur inside the battery due to the accumulation of time,
changes in ambient temperature, and the increase in charging and discharging
cycles, which cause the performance of the Li-ion battery to deteriorate, such
as the reduction of lithium ions, loss of active materials, and electrode wear.
Battery performance is usually represented by available capacity, and the per-
centage of available capacity to initial capacity is used to indicate the health of
the battery [12]. A gradual decline in battery performance will result in abnormal
performance, which may even threaten road safety. Battery safety is key to the
design of electric vehicles. Predicting battery life and managing battery health
can enable timely replacement or maintenance of batteries based on their SOH
and Remaining Useful Life (RUL), ensuring safe availability and stable reliability
of battery operation. When the capacity of a Li-ion battery is reduced to 80%
of its initial capacity, the battery has reached its End of Life (EOL) and is no
longer suitable for on-board use. Indicators for measuring the RUL of on-board
batteries include when the SOH drops below 80% or when the internal resistance
doubles compared to the original value, which indicates that the on-board Li-ion
battery has reached the end of its life.

In the power network, the power grid cannot store electrical energy by itself,
and energy storage batteries are utilized as the electrical storage and buffering
unit in the system, with Li-ion batteries being the most commonly used [6]. As
the primary energy network, the Li-ion batteries in different network nodes often
possess dissimilar SOH, which results in variations in their capacity, specifica-
tions, power output, and other related characteristics. This, in turn, can cause
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inefficient energy bidirectional interaction. The battery module with the lowest
SOH in the grid restricts the energy transmission efficiency of the entire net-
work. Adopting diverse SOH-balancing Li-ion batteries and batteries mounted
on vehicles can help alleviate this issue. Pure electric vehicles can be used to
buffer energy in the grid. However, connecting them directly for bidirectional
charging and discharging at high currents and powers may lead to a decrease
in safety performance of the energy network terminal. It can even cause fires
[24,25]. The usage, discharge patterns, and operating conditions of Li-ion bat-
teries in power energy network nodes differ from those of electric vehicle Li-ion
batteries. The degradation rate of this battery type can be complex and chal-
lenging to anticipate. Furthermore, with numerous network nodes in the grid,
computing the State of Health (SOH) of each battery singly necessitates sig-
nificant computation and interaction information transfer with low timeliness.
Consequently, there is a need to enhance and complement methods and mod-
els for approximating the SOH of these batteries throughout the bidirectional
energy exchange system.

The above researchers have proposed many estimation methods for Li-ion
batteries. However, in the future, it is expected that Li-ion battery estimation
methods can accurately, reliably and quickly estimate the state of health (SOH)
of Li-ion batteries based on fewer data types and sample sizes. The purpose of
this paper is to use the rate of voltage change during Li-ion battery charging as a
single influencing factor to predict the SOH of Li-ion batteries. This application
involves comparing the characteristics of existing Li-ion battery SOH prediction
methods, including two main directions: (1) model-based SOH prediction and
(2) data-driven SOH prediction. Details are given in Sect. 2. It’s analysed the
challenges of estimating the SOH of Li-ion batteries in the networks, which
includes three types of heterogeneous networks: power network, communication
network and transportation network in Sect. 3. The Li-ion battery is used as a
buffer battery in this network, and Sect. 4 focuses on the challenges of estimating
the SOH of Li-ion batteries in the energy network mentioned in the third part.
It selects the rate of voltage change as the only influencing factor and adopts a
transformer-based model to analyse the NASA public battery datasets. Section 5
presents and discusses the verification results. The paper is concluded in Sect. 6.

2 Related Work

In power grids, the capacity degradation of backup Li-ion batteries is a long-
term gradual process and the health of the battery is affected by various factors
such as temperature, current rate, cut-off voltage, etc. The available capacity
can be used to characterise the performance of the battery and the SOH is the
percentage of available capacity compared to the initial capacity. The available
capacity can be used to characterise the performance of the battery and the SOH
is represented by the percentage of available capacity to the initial capacity.

SOH =
Qt

Qnew
× 100% (1)
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Qt represents the current battery capacity, and Qnew represents the new bat-
tery capacity. It quantitatively describes the performance status of the current
battery as a percentage from the beginning to the end of its life cycle. The state
of health of Li-ion batteries cannot be measured directly. At present, the SOH
assessment of lithium batteries can be divided into two main categories.

2.1 Model-Based SOH Prediction

Fig. 1. Electrochemical Model of Lithium Batteries.

There are currently many mainstream types of Li-ion batteries, including lithium
cobalt oxide (LiCoO2) batteries, lithium iron phosphate (LiFePO4) batteries,
lithium manganese oxide (LiMn2O4) batteries, nickel cobalt manganese (NCM)
batteries, nickel cobalt aluminium (NCA) batteries and lithium manganese oxide
(LMO) batteries, among others. Although different Li-ion batteries have dif-
ferent discharge characteristics, their electrochemical charging and discharging
principles are almost the same. When analysing the electrochemical model of
Li-ion batteries, it is necessary to establish a corresponding complex mathe-
matical model or equivalent circuit model [2] For example, Bayesian statistical
models [10], Kalman filters [16], particle filters [5] and other estimation algo-
rithms can be used. By establishing a dynamic model based on electrochemical
principles, technical parameters (reaction rate, etc.) are determined using exper-
imental battery data. A filter algorithm is used to compare the real-time battery
status (real-time current It, voltage Vt, and temperature Tt) with the standard
data in the model to estimate the SOH value of the current battery (see Fig. 1).
The accuracy of model-based SOH prediction is often limited by the accuracy
of the model and requires more prior knowledge and complex calculations.

2.2 Data-Driven SOH Prediction

Data-driven methods start from experimental data of the actual charging and
discharging process of Li-ion batteries, rely on direct analysis of experimen-
tal data, extract specific features for estimating battery SOH, and have higher
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accuracy and prediction precision. There are many types of data-driven meth-
ods, such as decision tree regression [23], random forest regression, ExtraTree
extreme random tree regression [7], and various methods based on deep learn-
ing [26], including BP (Back Propagation), ENN (Elman Neural Network) [27],
ELM (Extreme Learning Machine) [30], CNN (Convolutional Neural Network)
[24], and long short-term memory (LSTM) [28].

By collecting historical data of Li-ion battery charging and discharging
(including voltage, current, temperature and other variables), feature factors
affecting SOH are extracted to train neural networks. Test data is used to eval-
uate the model and calculate its accuracy, error and other indicators to obtain
a well-trained neural network. According to the current battery status (such as
current, voltage, temperature, etc.), this information is converted into a feature
vector that is input into the trained neural network-based prediction model, and
the model outputs the predicted SOH value (see Fig. 2).

Fig. 2. Data Driven SOH Prediction Process.

Data-driven methods avoid the need for a deep understanding of the electro-
chemical reaction mechanisms in Li-ion batteries [29]. By using historical data
and appropriate neural network algorithms, it is possible to predict State of
Health (SOH). This approach is characterised by easy operation, quick mod-
elling, and fast calculations. It is suitable for a range of battery types, including
those with complex chemical compositions and structural differences. Based on
past data for prediction, it is crucial to have adequate and high-quality histor-
ical data. Inadequate or imprecise historical data can have an impact on the
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accuracy of the prediction results. It is important to avoid relying too heavily
on the completeness of the collected historical data set, especially if the data set
is limited, as this can significantly affect the accuracy of the prediction [3]. It
is important to avoid relying too heavily on the completeness of the collected
historical data set, especially if the data set is limited, as this can significantly
affect the accuracy of the prediction.

3 Communication-Energy-Transportation Network

3.1 Topological Structure

In this extensive electricity network, its primary role is to carry the transmission
of electrical power. Electricity generation primarily originates from power sta-
tions, comprising thermal power stations, nuclear power stations, wind farms,
and solar power farms. The resulting electrical power is transported through
power lines to the point of consumption of electrical energy. To increase the
efficacy of electrical power utilization and promptly fulfil sporadic power needs
such as electric vehicle charging, Li-ion batteries have gained significant traction
as proficient energy buffer systems with growing application demands [13]. The
Communication-Energy-Transportation Network is comprised of three layers:
the communication network layer, which is based on the Internet architecture,
the energy network layer, which is based on the power grid architecture, and the
transportation network layer, which is based on the traffic structure (see Fig. 3).
The energy network layer holds a critical role, encompassing the generation,
transmission, and dispatch of electrical energy. The dispatch and allocation are
dependent on the electricity gateway, which must acquire details of the electric
vehicles’ charging and discharging requirements from the transportation network
layer. When operating in V2G mode, electric vehicles can supply energy back to
the power grid and act as portable energy storage stations. When the demand
for power falls below the scheduled amount, surplus energy will either be stored
in the buffer Li-ion battery (balancing battery) [14] or the onboard Li-ion bat-
tery, or a negligible quantity of energy will be absorbed by Pumped Storage.
When electricity demand exceeds the scheduled power, the stored energy in the
buffer Li-ion battery or the on-board Li-ion battery will discharge into the power
grid, supplementing the insufficient power. The energy dispatch and allocation
centre, or electricity gateway, is responsible for this function. The gateway trans-
mits scheduling data to the communication network gateway and stores the data
in the Data Cloud Server database. The transmission of information regarding
vehicles, charging stations, power transmission, and dispatching allocation is
facilitated through the communication network layer. This layer operates inde-
pendently from subjective evaluations, allowing for objectivity and value-neutral
communication.

In this complex network, Li-ion batteries are located at the key node position
for energy dispatching and allocation, which directly affects the stability and
security of the entire energy network [9]. Each buffer battery in the network
node has different geographical locations, types, and capacities, and the SOH of
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Fig. 3. Integrated Framework for Energy, Communication, and Transportation Net-
works

each buffer battery determines the optimal charging and discharging strategy.
If the SOH judgment of the buffer battery is incorrect, excessive current often
leads to overheating of Li-ion batteries, and even internal short circuits, fires,
and other issues, threatening the reliability of the entire power system. In the
network nodes, a battery management system (BMS) is installed for each buffer
battery to monitor the energy flow, power, and temperature changes, especially
the SOH of Li-ion batteries [22].

3.2 Stability, Reliability and Safety Requirements in Network

Stability, reliability and safety are crucial measures for evaluating the energy
grid. The energy grid possesses traits of bidirectional energy transmission, vast
energy distribution and dispatch, as well as substantial volumes of communica-
tion data. Buffer batteries are situated in many nodes of the energy grid, and each
network node has varying energy storage and supply capabilities. Mobile buffer
energy storage systems can determine SOH of the Li-ion batteries onboard by
utilising the battery management system (BMS) installed in the vehicle, which
can communicate directly with the communication base station [11]. Buffer bat-
teries often draw and release energy from the power network, particularly during
emergencies requiring deep or high-power discharge. These batteries prioritize
sacrificing the value of Li-ion battery life to maintain grid stability. Nevertheless,
the rapid depletion of buffer Li-ion battery life or thermal runaway can reduce
the safety and reliability of the energy network. The efficiency of the power
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energy network in supplying energy at a specific location and time is somewhat
reliant on the precise assessment of the SOH of buffer batteries. The diverse
categories, technical features and abilities of buffer batteries within the energy
network points, lead to a considerable variation in SOH. This is especially so
for buffer batteries utilizing Li-ion batteries for composite utilization, with a
power ranging from 40% to 80% of the original capacity. After estimating the
SOH in real-time, the data is transmitted to the communication network layer.
This layer then processes and sends the data to the energy network gateway
for balancing and dispatch of supply and demand. Traditional SOH estimation
methods and models are inadequate for the large volume of sequential data from
buffer batteries. They require continuous collection, transmission, and process-
ing of large amounts of data and cannot handle large amounts of data in parallel.
Serial calculations for individual Li-ion batteries result in low efficiency and fail
to meet the requirements for simultaneous bi-directional energy transmission
across multiple nodes.

4 Transformer-Based SOH Prediction Method

4.1 Feature Extraction and Selection

After a period of usage, the capacity of Li-ion batteries diminishes and their
internal resistance increases. This is caused by the loss of active materials and
the thickening of the Solid Electrolyte Interface (SEI) membrane, among other
factors [1,20]. The depletion of active materials in Li-ion batteries is primar-
ily caused by metal ions dissolving from the positive electrode material into the
electrolyte. Simultaneously, a film of SEI gradually develops on the negative elec-
trode surface, progressively impacting the lithium ion supply and inducing an
uptick in internal resistance. Electrochemical reaction processes are responsible
for the internal alterations of Li-ion batteries, which present quantitative moni-
toring challenges. From the external characteristics of Li-ion batteries, the men-
tioned internal changes result in increased internal resistance, reduced capacityQ,
and a stronger inclination towards heat generation. Different SOH Li-ion bat-
teries have charging characteristics as shown (see Fig. 4).

When charging Li-ion batteries by connecting to the power grid, a constant
current charging mode is typically utilised. Additionally, factual and unambigu-
ous titles should be used, along with conventional academic sections. Lastly,
objective and value-neutral language should be employed, avoiding biased or
emotional language and intricate terminology. In such a mode, the charging
curve for batteries with different SOH levels demonstrates that with an increase
in the cycle times of Li-ion batteries, the battery reaches its cut-off voltage more
rapidly. It is essential to explain the abbreviations of technical terms when they
are first used in the text. When applying a constant current mode to charge
a Li-ion battery, the rate at which its voltage rises varies. Among them, with
a constant current charging mode of 0.5 C as an example, the charging rate is
faster when the SOH of the battery is worse, making it easier to fully charge.
We take the parameter x.
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Fig. 4. The Voltage Change Curve of Li-ion Batteries Charged in CC Mode After
Different Cycles.

x =
dV (t)
dt

(2)

V (t) represents the real-time voltage that changes with time t. Although
batteries with lower SOH have faster charging rates, that is, the x value will
be larger. In data-driven SOH prediction methods, if the selected features have
a higher correlation with SOH changes, the prediction accuracy will be higher
[17]. Pearson correlation is calculated as:

r =
∑n

i=1(xi − x)(yi − y)
√∑n

i=1(xi − x)2
√∑n

i=1(yi − y)2
(3)

Here, n is the cycle number of the battery, and r takes a value between −1
and +1. xi represents the x value taken at timei, and yirepresents the SOH value
at time i. For the state data during continuous charging of the battery, due to the
large randomness of individual x values, we take 3, 5, 10, and 20 consecutive x
values at time i, xi = [x3

i , x
5
i , x

10
i , x20

i ]. We perform correlation analysis on them
separately to obtain the result r= 0.959 (when xi =x20

i ), where r= 0.915 (when
xi =x3

i ),r= 0.924 (when xi =x5
i ),r= 0.932 (when xi =x10

i ), that all are higher
than other indicators (e.g. temperature, current rate, cut-off voltage, etc.).

4.2 Transformer-Based Model

To enhance parallel computing and the accuracy of time series data processing,
this study adopts the Transformer framework [4,15,21]. The framework, illus-
trated in the figure, comprises essential input, output, and data preprocessing
modules. The key component of the Transformer Encoder is the multi-layered
Multi-head self-attention, which utilises various sets of attention mechanisms
(see Fig. 5).



466 X. Fang et al.

Fig. 5. Data Processing Diagram Based on Transformer.

5 Test Result and Analysis

To accurately simulate a random buffer battery within an energy network node
and estimate its State of Health (SOH) for comparison with the actual value,
thus demonstrating the accuracy of our model predictions, we utilised a stan-
dard charge-discharge test dataset in this paper. For Experiment I, we ran-
domly selected deteriorated lithium batteries (SOH = 0.837) from NASA’s pub-
licly available 18650 Li-ion battery dataset. The lithium batteries selected were
subjected to constant current charging using a current of I = 1.5 A and cut-off
voltage of 4.2 V. A total of m consecutive data x were obtained randomly from
the initial charging process and fed into the prediction model for calculation.
To ensure improved verification of the impact of consistently collecting various
parameters on the ultimate prediction accuracy. We selected m= 3, 5, 10, and
20 to compare the predicted SOH with the actual SOH, and the corresponding
graphs are shown respectively (see Fig. 6, Fig. 7, Fig. 8, Fig. 9).

In an operational energy network, it is imperative to carry out real-time
calculations of the SOH of buffer lithium batteries in a network node. When
the SOH of these buffer lithium batteries drops to 80%, they are removed from
the network. The buffer lithium batteries are assumed to be built using the
highest-quality new batteries with uniform quality. It is paramount to validate
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Fig. 6. Estimationd SOH Values
(m= 3)

Fig. 7. Estimationd SOH Values
(m= 5)

Fig. 8. Estimationd SOH Values
(m= 10)

Fig. 9. Estimationd SOH Values
(m= 20)

the accuracy of the Transformer prediction method in predicting slow decay of
lithium batteries throughout their lifecycle.

It was discovered through Experiment I that the prediction accuracy of the
proposed Transformer-based technique varies based on the value of m, and the
corresponding errors also differ. The accuracy of the prediction results is assessed
using MAE (Mean Absolute Error) and RMSE, where MAE stands for Mean
Absolute Error.

MAE =
1
K

K∑

i=1

|SOHi − SOHi| (4)
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Root Mean Square Error (RMSE):

RMSE =

√
√
√
√ 1

K

K∑

i=1

(SOHi − SOHi)2 (5)

K is the total number of regression samples.SOHi represents the estimationd
SOH value from data science regression models while SOHi stand for the real
SOH value.

We conducted Experiment I on different values of m using Transformer mod-
els with different layers, and calculated the MAE and RMSE of the SOH predic-
tion results. From the table (see Table 1), we can clearly see that the error rate
is lowest (MAE = 0.0485, RMSE = 0.0602) when m is 20.

Table 1. Errors Corresponding to Different Layers and m values (Experiment I).

Number of layers Value of m MAE RMSE

1 layers m = 3 0.0513 0.0639

m = 5 0.0508 0.0645

m = 10 0.0524 0.0631

m = 20 0.0523 0.0635

2 layers m = 3 0.0509 0.0629

m = 5 0.0488 0.0629

m = 10 0.0491 0.0612

m = 20 0.0492 0.0608

3 layers m = 3 0.0509 0.0629

m = 5 0.0488 0.0629

m = 10 0.0491 0.0612

m = 20 0.0490 0.0604

4 layers m = 3 0.0497 0.0631

m = 5 0.0490 0.0626

m = 10 0.0491 0.0606

m = 20 0.0485 0.0602

Based on the results of Experiment I, we selected the Transformer model with
m= 20 and Layer = 4 to repeat Experiment I and compared it with the main
algorithm models currently used. The results (see Table 2) clearly indicate that
our proposed Transformer-based method has lower error rates (MAE = 0.0485,
RMSE = 0.0602), and therefore, higher prediction accuracy.
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Table 2. Compare the Transformer-based (layers = 4, m= 20) Results with those of
other prediction models (Experiment I).

Value of m Model MAE RMSE

m = 20 Decision Tree Regression 0.0752 0.0937

Linear Regression 0.0503 0.0661

KNN Regression 0.0549 0.0720

Random Forest Regression 0.0494 0.0635

Adaboost Regression 0.0504 0.0631

GBRT Regression 0.0483 0.0648

Bagging Regression 0.0511 0.0656

ExtraTree Extreme Random Tree Regression 0.0762 0.0947

Transformer (4 layer) 0.0485 0.0602

6 Conclusion

Li-ion batteries as network nodes for storing energy in energy networks, play-
ing a crucial role in achieving bidirectional energy transmission. The stability,
reliability, and security of the power grid are highly dependent on reducing the
monitoring data sample and accurately predicting the SOH of multiple Li-ion
batteries distributed throughout the network in a timely and effective manner.
This article presents a novel data-driven approach that utilises a single-factor
Transformer-based technique to predict the State of Health (SOH) of a Li-ion
battery energy storage system within a power grid. The method involves consis-
tently monitoring voltage change rates of 3, 5, 10, and 20 as vital health indi-
cators when charging Li-ion batteries in the CC charging mode. These data are
parallelised in the Transformer-based model to predict SOH accurately. Experi-
ment I examines and analyses the predicted results against the actual SOH.

Due to the diverse types of Li-ion batteries used within the network, some
decommissioned batteries are utilized as buffer power sources in the power grid.
Thus, the risk of achieving bidirectional energy transmission is amplified within
the network. Further enhancements to the model will be made in the future
to cater to a broader range of application areas, involving more complex and
diverse topological network nodes.
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Abstract. Nowadays, asSoftware-DefinedNetworking (SDN)gains prominence,
Load Balancing (LB) for SDN assumes significant importance. By allocating net-
work traffic among resources efficiently, LB ensures that no individual resource
is burdened, thereby optimizing the overall performance. Based on the analysis
of SDN Flow network forwarding mechanism, this paper applies Particle Swarm
Optimization (PSO) algorithm to the data center’s traffic scheduling based on load
balancing. First, the SDN load balancing problem is abstracted as an integer Linear
programming model, which maximizes the average link bandwidth utilization on
the basis of ensuring network delay. PSO algorithm is applied to optimize the load
balancing problem, and the optimization algorithm is run in the SDN controller.
The simulation experiment by Mininet shows that the SDN load balancing algo-
rithm based on Particle swarm optimization can effectively balance the network
load and improve the network performance.

Keywords: SDN · Load Balancing · Particle Swarm Optimization

1 Introduction

Over the past few years, the development of many new technologies, such as the Internet
of Things and cloud systems, has experienced rapid growth. Consequently, it becomes
imperative to augment the traditional Internet Protocol network to effectively manage
the substantial volume of network traffic.

Software-DefinedNetworking (SDN) [1] has transformed the traditional approach to
networkmanagement bydismantlingvertical integrationof network components, divorc-
ing network logic control fromunderlying switches and routers, promoting centralization
of network control, and incorporating programmability of network operations.

However, SDN has a centralized control architecture, which raises concerns about
reliability, fault tolerance, scalability and interoperability [2]. Load Balancing ranks
among the most crucial tasks for enhancing network performance, robustness and scal-
ability. Therefore, the combination of multi-objective optimization is essential for iden-
tifying an optimization point from a set of non-dominated points. SDN load balancing
based on metaheuristic has become a hot research topic [3].
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The Particle Swarm Optimization (PSO) algorithm has been recognized to be effec-
tive for its efficiency in SDN load balancing, which to be compared to several other
existing optimization techniques [4].

2 Related Work

Load balancing in Software-Defined Networking (SDN) has become an prominent
research topic in recent times. In the experiment of [5], the authors provided a clas-
sification method for load balancing in SDN, delving into various objectives, such as
response time optimization, overall resource optimization throughout, and identification
of bottle necks. Their taxonomy distinguished between load balancing in the control
plane and load balancing in the data plane. [6] proposed an approach of multiple SDN
controllers for dynamic load balancing. And K. Sridevi [7] uses Artificial Bee Colony
for distributed controller load balancing.

There are also many studies on load balancing for traffic. The authors of [8, 9] use
conventional approaches such as the OSPF and EMCP algorithm, to optimize the net-
work. But somehow, this static hashing method may cause multiple large streams to be
divided into the same path, leading to collisions and causing network congestion. Due
to a lack of historical experience, numerous studies have utilized supervised learning
methods in SDN for achieving intelligent network management [10, 11]. However, there
are significant challenges for supervised learning, because of the reliance on abundant
training datasets and the sluggish decision-making process in dynamic network scenar-
ios. Heuristic methods have unique advantages in traffic load balancing, such as a study
by [12, 13], that proposed a dynamic load balancing algorithm based on genetic ant
colony optimization, and a study by [14] that proposed genetic optimization for traffic
loading using SDN. In [15], a modified PSO algorithm was proposed to integrate SDN
with fog computing, in order to solve the load balancing issue. Two multi-objective par-
ticle swarm optimization methodologies are proposed in [4], which are distance Angle
Multi-Objective PSO and Angle Multi-Objective Particle Swarm Optimization.

3 Load Balancing in SDN

The architecture of SDN has shifted the control decision process on the controller,
whereas the switch relies entirely on the flow rules injected by the controller to forward
data to the device [16]. Transfer the load to a specific switch, and the controller makes
decisions based on this.

SDN based load balancing technology has three major advantages:

1) The controller in the SDN architecture can collect global network topology, link
available bandwidth, and other resources for learning through theOpenFlowprotocol,
and develop a better load balancing strategy from a global perspective based on the
bandwidth requirements of the data flow.

2) Centralized logical control can abstract all OpenFlow forwarding devices into awhole
and be uniformly distributed by the controller to forwarding devices such as switches,
without the need for complex configurations of devices with different standards in
traditional networks.
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3) The business orchestration technology in SDN architecture can use software to
develop load balancing strategies.

4 Method

4.1 Optimization Objective Functions

The essence of the traffic load balancing problem is to select an appropriate path accord-
ing to the path information to schedule the flow from the source node to the target node.
Here, the flow path problem can be abstracted into integer linear programming model
for solution. The specific model is as follows:

For the classic Fat-Tree data center network topology, it can be abstracted as a
directed graph, where H and S distributions represent the set of host nodes and switch
nodes, while E denotes the collection of links. The network contains m links, where the
links can be expressed lij, i, j ∈ H ∪ S. Additionally, define the maximum load of the
link as Cij. There are n traffic in the network, and the set of traffic can be represented as
F = {f1, f2, · · · , fn}, One traffic fk is defined as a triplet

(
sk , dk , bk

)
, where sk represents

the source host node, dk represents the destination host node, and bk represents the
bandwidth occupied by traffic fk .

The optimization goal is to maximize the average link bandwidth utilization, which
means maximizing the utilization of network data while avoiding network congestion.
Therefore, the objective function is:

max

⎛

⎝

∑
{(i,j)∈E}

(∑
1≤k≤n b

k
ij/Cij

)

m

⎞

⎠ (1)

Among them,
∑

1≤k≤nb
k
ij represents the actual load of lij, bkij represents the actual

bandwidth of traffic fk on link lij. The constraints are as follows:

∑

1≤k≤n
bkij ≤ Cij,∀(i, j) ∈ E (2)

0 ≤ ∀bkij ≤ Cij, i, j ∈ H ∪ S, k ∈ {1, 2, · · · , n} (3)

∑

{j:(sk ,j)∈E} b
k
sk j −

∑

{j:(j,sk)∈E} b
k
jsk

= bk , k = 1, 2, · · · n (4)

∑

{j:(dk ,j)∈E} b
k
dk j −

∑

{j:(j,dk)∈E} b
k
jdk

= −bk , k = 1, 2, · · · n (5)

∑

{j:(i,j)∈E,i �=sk ,dk} b
k
ij =

∑

{j:(j,i)∈E,i �=sk ,dk} b
k
ji, k = 1, 2, · · · n (6)

Formula (2) represents the traffic capacity constraint, which means that the total flow
on any link should not exceed the link capacity. Formula (3) represents the bandwidth
constraint of the traffic, whichmeans that the bandwidth occupied by the traffic fk should
be greater than or equal to 0, cannot be negative, and less than the link capacity. Formulas
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(4)–(6) define a traffic conservation constraint, which means that the traffic of fk from
the source host to the destination host is equal to the traffic of any node in the path.

When forwarding traffic,map themodel to the particle swarmoptimization algorithm
to obtain a specific scheduling plan. When the network traffic is at the peak, in order to
avoid uneven link responsibility caused by network congestion, a load balance degree
of the whole network is set to determine whether the current network is in the load
balance state. This article cites the concept of standard deviation in mathematics and
uses discrete programs to reflect equilibrium. At the same time, to avoid unnecessary
rerouting caused by short-term extreme values, the mean over a period of time is used
as the result. The specific definition of load balancing is as follows:

δ(t) = 1

P

∑T

t=T−P

(√
1

m

∑m

l=1

(
load(t) − loadl(t)

)2
)

(7)

Among them, P represents the statistical period, T represents the current time, load(t)
represents the average load of all d-rated links at time t, and load l(t) represents the
real-time load of link l at time t.

4.2 Particle Swarm Optimization

PSO is mainly used to solve optimization problems and is one of the meta heuristic
algorithms based on natural heuristic proposed by Kennedy and Eberhart. In particle
swarm optimization, candidate solutions (usually referred to as particles) are continu-
ously refined to seek the optimal solution. This refinement is achieved by adjusting the
motion of particles, which are influenced by their understanding of the most determined
local position in the search space.

At the initial state, all swarm particles are randomly positioned in amultidimensional
search space. The space’s dimensions of which depends on the problem being addressed.
The particles navigate through the space by adjusting their velocities and subsequently
changing their positions. Each particle possesses its own current position and velocity
attributes. The location of a particle represents a potential solution to the problem. To
update their positions, particles utilize controlled rules to adjust their velocities, enabling
them to move toward better locations.

Within PSO, every particle maintains two values: (1) its personal best position
(localBest) and (2) the overall best position achieved by the entire group (globalBest).
These values are utilized for velocity updates, as illustrated in Eqs. (8) and (9) [17, 18].
Here, C1 and C2 are positive numbers known as acceleration coefficients, while r1d and
r2d denote two uniformly distributed numbers within the [0, 1]. Pid and Pgd prefer to the
particle’s localBest and globalBest positions, respectively. As the velocity is adjusted,
the formula for calculating the position of particles is as follows

Vid (t + 1) = Vid (t) + C1r1d (Pid − Xid ) + C2r2d
(
Pgd − Xid

)
(8)

Xid (t + 1) = Xid (t) + Vid (t + 1) (9)
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5 Experimental Results and Analysis

5.1 Experimental Environment Configuration

Mininet, a network simulation tool developed by Stanford University, is a lightweight
software-defined platform that supports various southbound protocols like OpenSwitch
and OpenFlow. It allows you to build entire networks, consisting of switches, links, and
hosts, on a single physical device.

This article describes the use of a Python-based Ryu controller to build an SDN net-
work throughMininet. The experiment is conducted on aHP laptop running aVirtualBox
virtual machine with Ubuntu 18.04 as the operating system. Scapy is utilized to inject
traffic into the virtual network, simulating network traffic. The simulation parameters
for this experimental environment are presented in Table 1.

Table 1. Parameters

Parameter Description

OS Ubuntu 18.04

CPU Ryzen 5-3550

RAM 16G

Simulator Tool Mininet 2.3.1

Mininet 2.3.1 RYU 4.30

Protocol OpenFlow V1.3

Traffic generator Scapy

To validate the performance of the PSO algorithm, the average split bandwidth and
end-to-end delay were used as performance indicators. Experimental tests were con-
ducted on the Fat-Tree network topology (Fig. 1), and the PSO algorithm was compared
with ECMP and Round Robin.

As depicted in Fig. 1, comprises of 20 switches and 16 hosts interconnected in a
random configuration. All these hosts and switches are located within the infrastructure
layer, and the controllers are located within the control layer. Any source host com-
municates with the target host by connecting their switches. If the source host and the
destination host in the flow table are not connected, send a packet to the controller_In
message. The controller uses the PSOalgorithm to determine the optimal and least loaded
path, and injects flow entries along that path into the switch to forward user requests. The
specific parameters used in the network simulation environment are outlined in Table 2.

Assuming the source host is H1 from pod 1, the destination host is H8 from pod 2,
and the data packet is sent from the source to the destination. It is obvious that there are
four ways to reach the destination.
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Fig. 1. Fat-Tree network topology

Table 2. Network environment parameters

Parameter Description

Link Bandwidth 10 Mbps

Switch maximum buffer queue 1000

Traffic timeout 5 s

In the experiment, virtual hosts in the network communicate randomly with equal
probability, and the parameter settings of the PSO algorithm directly affect its perfor-
mance. The parameters of the algorithm have been determined through the experiment
as shown in Table 3.

Table 3. PSO algorithm parameters

Parameter Description

Number of particles 20

Number of iterations 100

w 0.5

c1 1/3

c2 2/3
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5.2 Results and Analysis

In this study, we compared it with two commonly used load balancing algorithms: loop
algorithm and ECMP algorithm. Extract the results of each load balancing algorithm in
the following order:

1) In Mininet, create a custom topology.
2) Configurate of all hosts, switches and links.
3) Initialize of the network.
4) Settings for load balancing algorithm in the controller.
5) Transmit hosts requests over the network.
6) Evaluate the performance of load balancing algorithm.

For the average bisection bandwidth, the comparison of experimental results is pre-
sented in Table 4. It’s evident from the table that PSO algorithm is higher than ECMP
and Round Robin in terms of average bisection bandwidth.

Table 4. Average Bisection Bandwidth (Mbps)

Algorithm Value

ECMP 76

Round Robin 77

PSO 89

The delay results of using different algorithms to transmit different numbers of data
packets are shown in Fig. 2. By comparing the results, it can be seen that compared with
ECMP and round-robin technology, PSO has lower latency. This is caused by the fast
convergence characteristic of the particle swarm algorithm towards the global solution.

Table 5 presents the average packet loss ratio for various techniques. It is evident that
the round-robin technique exhibits a higher average packet loss ratio when compared to
both ECMP and PSO.

In summary, the PSO algorithm has significant advantages in terms of average band-
width, latency, and packet loss rate. Among them, the ECMP algorithm does not consider
the current network state and only schedules traffic through hashing, it can easily lead
to network congestion. Round robin also belongs to stateless scheduling. In this experi-
ment, due to the same performance of each switch, its average bandwidth is better than
ECMP. However, in actual networks, the performance load of each switch is different,
which can easily result in load imbalance.
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Fig. 2. Comparison of latency.

Table 5. Packet loss ratio

Algorithm Value

ECMP 0.021

Round Robin 0.025

PSO 0.016

6 Summary

In this paper, we optimized load balancing in software defined networking (SDN) using
particle swarm optimization (PSO). We evaluated the performance of PSO and com-
pared with terms of bisection bandwidth, latency, and loss ratio of packet. The results
indicate that particle swarm optimization algorithm can dynamically model based on
load changes. However, reliability issues have not been addressed in this algorithm,
and assuming the performance of all devices is the same, but in actual networks, the
performance of devices is different.

In our future work, PSO algorithm must be appropriately improved, and evaluate
load balancing while considering real-time networks, such as TCP and UDP.

Fund Project. Zhuhai College of Beijing Institute of Technology 2022 School-level Course
(compute network) Beijing Institute of Technology Zhuhai College 2023 School -level Innovation
and Entrepreneurship Training Project (Research and Implementation of Load Balancing and
Energy-saving Technologies in SDN).
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Abstract. The course scheduling is a NP-complete problem. At present, vari-
ous intelligent optimization algorithms have provided many feasible solutions to
the course scheduling problem in colleges and universities, with differentiated
advantages and disadvantages. This work tries to design a general and efficient
algorithm to solve the large-scale course scheduling. In particular, we analyze
and model the problem of course scheduling in colleges and universities, and
put forward the improved genetic algorithm to solve the problem of large course
scheduling under various constraints. First, the teaching task number is stored in
a two-dimensional time-class matrix, which represents the information of teach-
ers, and a two-dimensional classroom matrix is established to store the classroom
information of the class. Next, we apply the improved genetic algorithm to cross
and mutate the time-class matrix to obtain new individuals, thereby adjusting
the corresponding classroom matrix. Then, the excellent individual is selected
from the parent and child generation, and iterated until the optimal individual is
produced. Finally, experimental results show that the convergence speed of the
proposed algorithm is faster and higher fitness values can be obtained.

Keywords: Genetic Algorithm · Scheduling Problem · Classroom Matrix

1 Introduction

Genetic Algorithm (GA) is a randomized, efficient and adaptive search method inspired
by the biological genetic mechanisms of survival of the fittest and survival of the fittest.
Since the method was proposed by Professor J. Holland of the University of Michigan
in 1975, it has been widely used in many fields, such as optimization problem solving,
machine learning, data mining, artificial neural network training and intelligent control
system, etc., because of its powerful global search and adaptive adjustment ability.
Genetic algorithm is regarded as one of the key technologies in modern intelligent
computing.
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The core idea of genetic algorithm is to realize efficient search of solution space by
simulating natural selection, crossover and variation in the process of biological evolu-
tion. Different from traditional numerical optimization methods, genetic algorithm does
not depend on the derivative property of the problem and the continuity of the function,
so it has higher robustness and applicability. In genetic algorithms, each solution in
the solution space is encoded as a chromosome and then evaluated by a fitness func-
tion. Based on these evaluation results, the algorithm performs selection, crossover and
mutation operations in the solution space to generate a new generation of solutions, and
iterates constantly to gradually approach the global optimal solution.

In genetic algorithms, the initial solution population consists of n binary strings,
called chromosomes. The binary bits in each chromosome represent genes, which
together describe the characteristics of a solution. Genetic algorithm consists of three
main operations: selection, crossover and mutation.

2 Preliminaries

In 1963, Gotlibe proposed amathematical model for the problem of class scheduling [1].
In 1976, S. Even proved for the first time that the scheduling problem is NP-complete [2].
Since scientists do not have an algorithm for solving NP-complete problems, they focus
on specific practical problems. In 2000, E. K. Burke and A. J. Smith proposed a hybrid
meme algorithmcombining local search operatorswith genetic algorithm,which can bet-
ter solve scheduling problems such as course scheduling [3]. In 1983, Kirkpatrick et al.
proposed the simulated annealing method [4]. Although it has achieved certain results,
the simulated annealing algorithm has some shortcomings, such as slow convergence
speed, long execution time, algorithm performance is related to the initial value and
parameter sensitivity. William Hoiles and Mihaela van der Schaar proposed a personal-
ized course scheduling algorithm based on UCB in 2016, using recorded student data to
generate featured course recommendations and course plans [5]. In 2019, Imran Hossain
proposed an optimization method for university course scheduling based on particle tour
[6]. Indian scholar Arabinda Tripathy proposes to arrange classes based on people and
adopt the method of multiple class groups to deal with conflicts [7]. Canadian scholars
Jean Aubin, Jacques A. Ferland, Charles Fleutent and others divided the course schedul-
ing problem into schedule problem and grouping problem. Then the SAPHIR course
scheduling decision support system, which includes several modules such as data pro-
cessing, automatic optimization and interactive optimization, is developed [8]. In 1984,
Lin Zhang xi and Lin Yao rui published the experimental research result “Application of
Artificial Intelligence Technology in Curriculum Scheduling” [9]. They used artificial
intelligence technology to conduct heuristic search for and or graphs generated in the
curriculum scheduling, and successfully arranged the curriculum according to the two
sets of data. Nanjing Institute of Technology developed UTSS (A University Timetable
Scheduling System) [10]. The course scheduling system of these universities is designed
for the curriculum and teaching resources of the university, and cannot be widely pro-
moted. There are many algorithms to realize the scheduling problem, and there are
roughly the following types of algorithms: integer programming algorithm, graph the-
ory based algorithm, heuristic algorithm, genetic algorithm, simulated annealingmethod
and ant colony algorithm.
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3 Mathematical Model of Scheduling Problem

The Various Entities That Appear in the Scheduling Problem

(1) Class: In college education, classes of different majors may be arranged to take the
same course.

(2) College:A university college is a teaching and research institutionwithin a university
divided by discipline and specialty. Teachers, courses and classes are all affiliated
to the college.

(3) Room: There are many types of classrooms, such as multimedia classrooms, speech
classrooms and outdoor venues. The description of the classroom must include the
classroom name, building, classroom capacity, and classroom type.

(4) Teacher: A teacher is a lecturer who imparts knowledge to students. The description
of teachers includes teacher number, teacher rank, teacher name, teacher gender and
other factors.

(5) Task: A course is a series of teaching tasks arranged by the school. Courses have
attributes such as course number, course name, teaching period, and school and
course type.

(6) Teaching Schedule: Teaching schedule is one of the core elements of course schedul-
ing, which involves the course arrangement required for all classes in a semester,
including course name, course number, starting college, grade major and other
information.

(7) Time period: The class time is divided into a period according to certain rules. For
example, 8:00–10:00 on Monday is the first period, and 16:00–18:00 on Friday is
the 20th period.

Hard Constraints That Must be met for Scheduling Problems

(1) A teacher can only arrange one course at a time;
(2) A student can only take one course at a time;
(3) A classroom can only arrange one course at a time;
(4) There is only one type of classroom required for a course;
(5) Must conform to the school’s teaching plan, and complete a certain class hour and

examination or examination within the specified time.
(6) The number of students in the classroom should be less than the capacity of the

classroom.

Soft Constraints

(1) Each course should be arranged at appropriate intervals during the week;
(2) The courses of high difficulty will be arranged in a better time period, and the courses

of low difficulty will be arranged in other time periods. The physical education class
will be arranged in 3–4 classes every day, or in the afternoon, and there will be no
other classes after that;
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(3) The teaching of each course should be arranged in the same classroom every week;
(4) The number of students in the classroom should be as close as possible to the capacity

of the classroom.

Mathematical Models of Constraints
This article will class - class, the teacher Teaching events (would Event), the Teaching
events according to the Teaching schedule. TE = {(ca, sb, tc}) | c ∈ C, s ∈ S, t ∈ T, a ∈
cnum, b ∈ snum, c ∈ tnum, (c,s,t) satisfies the “teaching arrangement”}. Will constitute
the classroom - time corresponding space-time events (Spatiotemporal Event), namely,
SE = R × M = (r1, m1), (r1, m1), (r1, m1), (r1, m1), …, (rrnum, mmnum). Cnum is the
total number of classes, gnum is the total number of colleges, rnum is the number of
classrooms, tnum is the number of teachers, snum is the total number of courses, mnum
is the total number of time ranges.

The space-time event is set as a random queue, and when a teaching event needs to
be processed, a teacher-time is selected from the space-time event as the class time and
place, that is, TE ∩ SE = 1 should be guaranteed, and if there is no such correspondence,
TE ∩ SE = 0.

The hard constraints include classroom capacity, teacher conflict, curriculum con-
flict, etc., while the soft constraints include course time allocation, etc. For these
constraints, the corresponding mathematical model is established:

(1) Each teacher may only teach in one classroom during a specified period of time.

∀t ∈ T ,m ∈ M , |{r ∈ R : (t,m, r)}| ≤ 1 (1)

For any teacher t belongs to set T, and any time period m belongs to set M, that is,
given teacher t and time period m, the number of times that teacher t teaches in different
classrooms r cannot exceed 1, that is, each teacher can only teach in one classroom
within a time period.

(2) Teachers may only teach courses related to their respective faculties.

∀t ∈ T , s ∈ S : Teaching s ⇒ G(t) ∈ G(s) (2)

For any teacher t to belong to set T, and any course s to belong to set S, if a teacher t
teaches course s (represented by Professor t s), then the faculty to which the teacher t
belongs must be in the set G(s) corresponding to the course s. This means that teachers
can only teach courses related to their school.

4 Improve the Genetic Algorithm of College Course Scheduling
Algorithm

4.1 Improvement Genetic Algorithms Course Scheduling Problem

This article sets up a matrix where each row represents a time period and each column
represents a class. The class-course-teacher combination is regarded as a “teaching
event”, and each teaching event is represented by a teaching task number, which is
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inserted into the matrix, which is called the “curriculum matrix”. At the same time,
another unique time-class matrix is used to store the classroom numbers, which is called
“classroom matrix” in this paper. The two matrices above are called an individual in a
population. Since the above matrix can only store the class-course-teacher arrangement,
which is called the “classroom matrix” in this paper, the matrix does not contain the
time-classroom arrangement, so another matrix is needed to store the time-classroom
information, and the position relationship in the matrix corresponds to the course matrix.

In the optimization process of course scheduling bygenetic algorithm, the concepts of
Population and Individual need to be introduced, and the individual is a class schedule,
and the population is a collection of multiple classes with different contents and the
same structure. By definition, the curriculum matrix and classroom matrix correspond
to individuals in the genetic algorithm, and the matrix set corresponds to the population.
(hereinafter referred to as a class ofmatrix schedule individual population1, population2,
… Populationi), a classroom scheduling matrix called classroom individuals (room1,
room2, … Roomi), the set of course matrices is called the class schedule population,
and the set of classroom scheduling matrices is called the room population.

Algorithm 1: Framework of the course scheduling algorithm.

Input: N, population size; CR, cross factor; F, mutation operator, GEN ,The maximum number of generations ;

Class_num, number of class; T, Time period; teaching_task_data, Teaching task information;

Room_data, Classroom information

Output: A series of best solutions

1 Initialize population ;

2 while the termination conditions are not met do

3 Teacher teaching conflict handling;#Algorithm 2

4 Classroom conflict handling;#Algorithm 3

5 Mutation;#Algorithm 4

6 Crossover;#Algorithm 5

7 Selection Strategy;#Algorithm 6

8 end while

4.2 Teacher Teaching Conflict Management and Classroom Conflict

In the process of teacher teaching conflict processing, each row of the individual popu-
lation is read to find the teacher number corresponding to each teaching task number in
the row, and the teacher number is read successively. When there is a duplicate teacher
number, the teaching task number corresponding to the duplicate teacher number is
exchanged with the teaching task number randomly selected in this column, and the
classroom number corresponding to the two teaching task numbers is exchanged at the
same time.

In the classroom conflict processing, each line of the individual room is read to find
whether there is the same classroom number in the row. If there is a duplicate classroom
number, the new classroom number is re-assigned to the following number to ensure
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that the capacity of the new classroom number is greater than or equal to the number of
teachers.

Algorithm 2: Teacher Teaching Conflict Management

Input: N ,population size; Class_num, number of class; T, Time period; population, Class schedule population; 

room, classroom population

Output: population and room

1 flag=1; #If flag is equal to 1, there is a teaching task number conflict. Otherwise, no conflict

2 while flag==1

3 flag=0;

4 for i=1:N

5 for row=1:T

6 If a teacher repeats the class in the same period, adjust the individual population's teaching 

time and adjust the Classroom number of individual room at the same time;

7 flag=1;

8 end for 

9 end for

10 end while

Algorithm 3: Classroom Conflict Handling Algorithm

Input: N, population size; Class_num ,number of class; T, Time period; room, classroom population

Output: room

1 flag=1;#If flag is equal to 1, there is a classroom number conflict. Otherwise, no conflict

2 while flag==1

3 flag=0;

4 for i=1:N

5 for row=1:T

6 Find if the row has the same classroom number, if there is a duplicate classroom number, 

the next number is reassigned to a new classroom number;

7 flag=1;

8 end for 

9 end for

10 end while

The Crossover Operation
The value of CR is 0.2.When col column of the course individual is accessed, the current
row is row, the random value mask [0, 1] is set, the random number [1, 20] is taken and
i �= row is taken. If mask < CR, Then, the course individuals population (row, col) and
population (i, col) are exchanged, and the above exchange operation is performed for
each data in the col column in turn. After the individual mutation is completed, the rows
of population and room matrix are re-processed for conflict.
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Algorithm 4: The crossover operation

Input: population ,Class scheduling individual ;roomi, Classroom individual ;Class_num, Number of 

classes; T, Time period; CR, cross factor;

Output: populationi and roomi

1 for col=1:class_num

2 for row=1:T

3 mask = rand(0,1);   

4 r = rand(1, 20)and r≠row; 

5 if mask < CR then

6 Swaprow(populationi, row, r, col);

7 Swaprow(roomi, row, r, col);

8 end if

9 end for

10 end for

11 Conflict handling for populationi; #Algorithm 2

12 Conflict handling for roomi; #Algorithm 3

The Mutation Optimization
We choose F with a value of 0.5, and when accessing an individual, when traversing
the columns, randomly generate a number rand data between [0, 1]. If randnum < F,
the current column is swapped with the same position column of a randomly selected
individual; If randnum ≥ F, no exchange operation is performed. At the same time, the
same position of the classroom matrix room is exchanged to maintain the consistency
of the course arrangement and the classroom arrangement.

Algorithm 5: The mutation operation

Input: N, population size; F, mutation operator, Class_num, number of class; p, Parent class schedule population; r, Parent 

classroom population;

Output: p_new, Offspring Class schedule population ;r_new, Offspring classroom population

1 for i=1:N

2 for col=1:class_num 

3 p_new = rand(p) % N;

4 while p_new == i

5 p_new = rand() % N;

6 end while

7 randnum = rand(0,1);

8 if randnum < F then

9 swap(p[i][j], p_new[i][j]);

10 swap(r[i][j], r_new[i][j]);

11 end if

12 end for

13 end for
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4.3 The Fitness Function

The fitness function plays a key role in evaluating the strengths and weaknesses of indi-
viduals in a population. According to the soft constraints related to the course scheduling
problem in colleges and universities, this paper adopts the weighted method to construct
the fitness function to ensure the balance performance of the algorithm under various
conditions. The fitness function F(s) is designed as follows:

F(xi) =
∑n

i=1
αisi (3)

where, xi represents an individual (that is, a course scheduling solution), n represents the
number of soft constraints and the weight coefficient of a certain soft constraint in the
fitness function, reflecting the relative importance of the condition in the optimization
process. It represents the score of the individual under the soft constraint condition,which
measures the performance of the individual in meeting the soft constraint condition, and
s should also satisfy the following constraints:

{∑n
i=1 αi = 1

s ∈ [0, 100]
(4)

In practical application,we can adjust theweight coefficientα and the scoringmethod
according to the characteristics of the problem and the actual demand, so as to better
meet the goal of course scheduling optimization. The weights assigned to the constraints
in this paper are 0.4, 0.4, 0.1 and 0.1 respectively.

The evaluation function of soft constraints is defined as follows:

Algorithm 6: Selection Strategy

Input: p, Parent class schedule population; r, Parent classroom population ;p_new, Offspring class schedule

population ; r_new, Offspring classroom population ;F(),Evaluation function

Output: p_new and r_new

1 p =p∪ p_new;

2 index=Sort(p, F(p));

3 index= 1;

4 for i in index

5 p_new[i]=p[i];

6 r_new[i]=r[i];

7 end for

Course Preference Evaluation
Courses in a day should be arranged as far as possible at a time with a high expectation
of the time period.

This article assigns class Time Expectations to different time periods. Morning time
slots are assigned higher course expectations, while afternoon time slots are assigned
lower course expectations. In order to evaluate the degree to which a schedule satisfies
this constraint, the expected values corresponding to the time periods of all the courses
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in the schedule are summed. Finally, this value is used as the grading index of the class
schedule under the constraint conditions.

S1(x) = 1

n

∑n

i=1
am, m ⇒ xi (5)

S1(x) is the evaluation function of the soft constraint condition, and x is a definite
class schedule, m ⇒ xi representing the period m corresponding to the class i of the
class schedule x. That is, the weights corresponding to the time periods of all courses
in a certain class schedule are added successively and then divided by the total number,
and the average value obtained is the result of the evaluation function.

Algorithm 7: Course preference evaluation algorithm

Input: population ,class schedule individual ;roomi, Classroom individual ;Class_num ,Number of classes ; T,

Time period ;Ce ,Curriculum expectation

Output: result ,Class schedule evaluation value

1 result = [0,0,...];

2 for col=1:Class_num

3 s=0;

4 for row=1:T

5 if populationi[row][col]!=0

6 s+=Ce[row];

7 end if

8 end for

9 end for

10 result. append(s);

Course Interval Weight
For the same course, it should be reasonably distributed within a week to avoid crowded
or distant courses.

S2(x) = 1

snumberx

snumber∑

i=1

bs (6)

S2(x) is the evaluation function of the soft constraint condition, x is a definite curricu-
lum schedule, snumber is all the courses in the curriculum schedule, and note that the
courses that appear multiple times are counted as one course, which is counted according
to the course number. The value of the evaluation function is calculated by adding the
weights of all courses according to the contents of the table and then calculating the
mean value.

In order tomeasure the uniformity of theweekly course distribution, the phenomenon
of course crowding on several days of the week is avoided. In this paper, the standard
deviation of course arrangement is used to judge the degree of dispersion of courses.
The higher the standard deviation, the more crowded the courses, the lower the fitness
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function score, which is

c = 1

wday

wday∑

i=1

ci (7)

σc =
√∑wday

i=1 (ci − c)2

wday
(8)

σc is the standard deviation of the dispersion of an individual course, ci is the sum of
the number of courses on the i day, c is the average of the number of courses on the day,
wday corresponds to the sum of the working days of a week, which in this paper refers
to Monday to Friday, so wday = 5.

For example, when a class has 5 classes a week, if the 5 classes are evenly distributed
betweenMonday and Friday, c= 1, σc = 0, whichmeans that the class schedule is evenly
distributed; if 4 classes are scheduled on Monday and 1 class is scheduled on Tuesday,
c = 1, σc ≈ 1.55, which means that the class schedule is overcrowded. Therefore, the
smaller the standard deviation, the higher the excellence of the individual, so a fixed
value can be subtracted from the standard deviation and then amplified, that is, the score
of this curriculum under this soft constraint condition.

Algorithm 8: Course Interval Weight Algorithm

Input: pi, class schedule individual ;ri ,Classroom individual ;Class_num ,Number of classes;

Output: result ,Evaluation value

1 result = [0,0,...];

2 for col 1:Class_num

3 s=0;

4 taskno=pi(:,col);    #Read the teaching task number of each class

5 timeno=find(taskno);#Read the non-0 teaching task number

6 ut=unique(taskno(timeno)); #ut is a non-repetitive teaching task number 

7 m=length(ut); #m is the number of classes per week per teaching task number 

8 for k1=1:m

9 tib=find(ut(k1)==taskno);#tib is the number of classes per week

10 if length(tib)==1     #The course meets once a week

11 Add the corresponding weights to s

12 else if length(tib)==2#The course meets two times a week

13 Add the corresponding weights to s

14 else if length(tib)==3#The course meets three times a week

15 Add the corresponding weights to s

16 end if

17 end for

18 result[col]=result[col]+s;

19 end for
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5 Experimental Results

In this paper, there are 220 classes, 300 classrooms, 700 teachers and 550 courses in four
grades in a college. There are 20 classes per week, and each time period is 2 h. The initial
population was set to 50. The traditional genetic algorithm and the improved genetic
algorithm were used to iteratively evolve 1000 generations, and 10 experiments were
conducted. The average value of the optimal individual fitness value was obtained for
every 100 generations of evolution. The experimental comparison results were shown in
the Fig. 1. The average fitness value of the improved genetic algorithm is higher than that
of the traditional genetic algorithm, and the convergence is good. The course scheduling
algorithm in this paper is effective in solving the course scheduling problem.

Fig. 1. Optimal course schedule

As shown in the Table 1, basic professional courses are usually arranged in the
morning, there are two classes a week with reasonable intervals, and the classes held
three times a week are distributed on Monday, Wednesday and Friday. In short, the
course distribution is even and reasonable.
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Table 1. A Class schedule.

Weekly/session Monday Tuesday Wednesday Thursday Friday

The first class
(Lesson 1–2)
08:00–09:50

Operating
system
6-310
Teacher 10

Software
architecture
and
framework
6-408
Teacher 12

Principles of
Compiler
Construction
6-301
Teacher 8

Software
testing
technique
6-310
Teacher 15

Principles and
applications of
microcomputer
6-401
Teacher 9

The second
class
(Lesson 3–4)
10:10–12:00

Principles of
Compiler
Construction
6-301
Teacher 8

Software
testing
technique
6-310
Teacher 15

Operating
system
6-310
Teacher 10

Software
project
management
6-412
Teacher 17

Principles of
Compiler
Construction
6-301
Teacher 8

The third class
(Lesson 5–6)
14:10–16:00

Principles and
applications of
microcomputer
6-401
Teacher 9

Software
project
management
6-412
Teacher 17

Principles and
applications of
microcomputer
6-401
Teacher 9

Software
architecture
and framework
6-408
Teacher 12

The fourth
class
(Lesson 7–8)
16:10–18:00

6 Conclusion

On the basis of studying the problem of college course scheduling, this paper establishes
amathematicalmodel of college course scheduling, and uses improved genetic algorithm
to solve the problem of college course scheduling. In this paper, a time-class “course
matrix” and a “classroom matrix” are taken as an individual. In the “course matrix”,
a class-course-teacher “teaching event” is stored, which is represented by the teaching
task number. Meanwhile, another unique time-class matrix is used to store the classroom
number. The genetic variation operation is carried out on N individuals of the “course
matrix”, the fitness function is used to select, and the optimal solution is obtained after
many iterations. The experiment verifies that the improved genetic course scheduling
algorithm proposed in this paper can effectively solve the problem of efficient course
scheduling.
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Abstract. The development of the Internet has led to information over-
load, and how to filter and sift information is a rigorous requirement in
all fields. In response to this challenge, recommendation systems have
emerged as a valuable tool, offering personalized content and services by
efficiently searching and processing dynamically generated information.
For students applying to grad schools, finding relevant information can
be time-consuming and unreliable from official websites or forums. In light
of these challenges, we present a novel solution in the form of an applica-
tion recommendation platform. Our proposed platform leverages specific
open-source datasets and real-time information from platform users using
KNN (K-Nearest Neighbor) and CF (Collaborative Filtering) techniques
to provide recommendations based on users’ individual backgrounds, we
aim to reduce the complexity inherent in information retrieval while simul-
taneously enhancing the relevance of the recommendations delivered to
users. Specifically, we first collect user behavior data, then we will con-
struct the data model and perform some preprocessing on it. Calculate
the user similarity, and find out the K-nearest neighbors and rate based
on K-nearest neighbors, finally, the recommendation engine is used to cal-
culate the highest-rated items to be recommended to the users.

Keywords: Recommendation System · Collaborative Filtering ·
K-Nearest Neighbor

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024

Published by Springer Nature Switzerland AG 2024. All Rights Reserved

V. C. M. Leung et al. (Eds.): Qshine 2023, LNICST 573, pp. 494–508, 2024.

https://doi.org/10.1007/978-3-031-65126-7_41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-65126-7_41&domain=pdf
http://orcid.org/0009-0001-7876-3740
http://orcid.org/0009-0006-5316-5812
http://orcid.org/0009-0001-4587-0128
http://orcid.org/0000-0002-0527-9720
http://orcid.org/0000-0002-1717-5785
http://orcid.org/0000-0002-3454-8731
https://doi.org/10.1007/978-3-031-65126-7_41


KNN-Based CF for GS Recommendation System 495

1 Introduction

The Internet’s rapid growth has led to an overwhelming amount of informa-
tion, causing information overload [11,27] for users. To address this, two main
approaches are used: controlling information generation and filtering informa-
tion access. However, controlling information generation has become ineffective
due to the Internet’s speed of development [8]. Thus, there is an urgent need
for robust filtering mechanisms to prioritize relevant content and enable efficient
communication to tackle information overload [14]. Dynamic faceted filters have
shown promise in alleviating information overload in previous studies [22]. Addi-
tionally, recommendation systems that filter based on specific requirements have
demonstrated their effectiveness in commercial applications [14,31].

Presently, college students encounter difficulties accessing and screening
information about graduate programs. The available channels, such as forums
and official school websites, are inefficient and require manual screening and
comparison. Recommendation systems offer a promising solution to this chal-
lenge, providing efficient and accurate information filtering, thus reducing the
time and effort required by students [28].

Our recommendation system employs KNN-based Collaborative Filtering
(CF) to create personalized recommendation lists for users with similar back-
grounds. CF is a highly effective and popular algorithm for recommendation sys-
tems, known for its robustness and efficiency [16]. By using KNN in Collaborative
Filtering, we address potential personalization issues and generate more reliable
recommendation lists by considering multiple similar cases together [5,23]. To
handle large volumes of data, we deploy KNN-based CF on Hadoop, significantly
improving the system’s performance for handling substantial data.

This paper proposes an intelligent fine-grained recommendation system for
grad-school application, the contributions are:

– Tanimoto Coefficient Similarity is used in user similarity calculation to focus
the similarity on the correlation relationship between users and items, and
reduce the focus on specific ratings.

– A recommendation system that focuses on both users’ features and interest
preferences is proposed, which is more suitable for graduate school recom-
mendation scenarios than the past school recommendation system that only
focuses on interest preferences.

– The experimental results verify that the recommendation system focuses on
user features while also playing a sizable role in the recommendation of inter-
est preferences.
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Section 2 presents the related work on the recommendation systems, as well
as the fundamental principles of KNN (K-Nearest Neighbor) and CF (Collabo-
rative Filtering). In Sect. 3, we present our framework, which comprises essential
stages such as Information Collection, Model Construction, Similarity Calcu-
lation, k-Neighbors Identification, Recommendation Engine Development, and
Performance Enhancement using the Hadoop Cluster. The outcomes and findings
of our approach are outlined in Sect. 4. Finally, in Sect. 5, we provide a concise
summary and conclusion, highlighting the key contributions and implications of
the research presented in this paper.

2 Related Works

This section is dedicated to a comprehensive exploration of existing recommenda-
tion systems, where we analyze various implementation methods and algorithms
in the context of their applicability (Sect. 2.1). Subsequently, we delve into the
details of KNN (K-Nearest Neighbor) and its relevance and suitability for rec-
ommendation systems (Sect. 2.2). Moving forward, we examine the distinctive
characteristics of collaborative filtering and assess the feasibility of incorporat-
ing KNN-based collaborative filtering (Sect. 2.3). Finally, we provide a succinct
overview of the current landscape of school recommendation systems (Sect. 2.4).

2.1 Technical Options for Recommendation Systems

The utilization of efficient and precise recommendation techniques holds
paramount significance for a system aiming to deliver valuable and relevant rec-
ommendations to its individual users. Figure 1 shows the anatomy of different
recommendation filtering techniques.

Fig. 1. Recommendation filtering techniques

In general, recommendation systems are categorized according to the meth-
ods they use. These methods can be categorized into four main groups [14,21].
The different types of recommendation approaches or methods are briefly dis-
cussed below:
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– Collaborative Filtering (CF)
CF refers to recommending items to target users by identifying users with
similar interests. This method is designed to help users get appropriate rec-
ommendations through individuals or groups with the same preferences or
behaviors.

– Content-Based (CB)
The content-based method recommends products to users using their histori-
cal data. It analyzes the user’s past searches and purchases to suggest related
items. The method heavily relies on user ratings, making it especially valuable
in business, information, and education domains [26,37].

– Knowledge-based
Recommendation methods are employed to assist users in making informed
decisions while purchasing complex items with various attributes. Users often
seek items with specific features like car models, engine types, or house interior
designs. In certain business contexts, finding ratings for recommendations is
challenging due to expensive items and low purchase demand. These methods
are particularly useful in cold start situations where traditional rating-based
approaches may not be feasible [32].

– Hybrid
These approaches bring together the advantages of different types of rec-
ommendation systems. The aim is to create recommendation systems using
techniques that are more efficient and effective in terms of performance [3,9].

2.2 KNN Are Suitable for Recommendation System

The k-Nearest-Neighbours (kNN) is a non-parametric classification method,
which is simple but effective in many cases [12].

KNN stands out as one of the most effective neighboring algorithms. Given
its proven success, the KNN algorithm finds widespread application in numer-
ous recommendation systems, particularly for computing user similarities [1,3].
However, the KNN algorithm also has many drawbacks. Therefore, many special
KNNs for different circumstances have been proposed. Such as Adaptive KNN
[30], Improved KNN [18], and A hybrid action-related KNN [25].

2.3 The Characteristics of Collaborative Filtering

Collaborative filtering (CF) is a highly successful method for building recommen-
dation systems. It uses known user preferences to predict unknown preferences
[29]. CF can be categorized into three types: Memory-based, Model-based, and
Hybrid (see Fig. 2). Memory-based CF calculates user similarities from inter-
action data to make recommendations. Model-based CF uses machine learning
algorithms to build predictive models. Hybrid CF combines both memory-based
and model-based techniques for improved and accurate recommendations [29].
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Fig. 2. Overview of collaborative filtering techniques [29].

The usual memory-based collaborative filtering techniques can be separated
into item-based, and user-based methods.

– item-based
The method calculates predictions based on product/item similarity rather
than user similarity [4].

– user-based
The method predicts user behavior by using a weighted sum based on average
ratings of users who rated the item in the past and the average user rating.

KNN models are highly accurate and widely used in collaborative filtering (CF)
recommendation systems. They have been popular since they were introduced
and are known for providing reasonable explanations for their recommendations.
Experiments have shown that CF with KNN-based methods significantly reduces
error rates [30].

2.4 Overview of Existing School Recommendation Systems

Previous studies on school recommendation systems have utilized cosine simi-
larity and TF-IDF vectorization for matching [28], as well as KNN and Support
Vector Machine for filtering decisions [7]. However, these former model may
bias recommendations towards popular schools, which might not be the best fit
for all students. Moreover, updating the latter model can be computationally
expensive.

In contrast, our recommendation system employs KNN-based collaborative
filtering, prioritizing successful admission results of students with similar back-
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grounds. To handle large data volumes efficiently, we utilize Hadoop for improved
performance.

3 Framework

In this section, we provide a comprehensive overview of our core recommen-
dation system, presenting its structure, workflow, and underlying motivation.
Additionally, we conduct a thorough performance analysis of the recommenda-
tion system, evaluating its Applicability, Stability, Efficiency, and Deployment
cost (Sect. 3.1). Next, we introduce the overall architecture of our website, and
some work other than the recommendation system (Sect. 3.2). Lastly, we present
our implementation scheme for KNN-based Collaborative Filtering (CF) utiliz-
ing Hadoop to address the challenges posed by large data volumes and enhance
system performance (Sect. 3.3).

3.1 Recommendation System Architecture

We choose user-based collaborative filtering [38] to construct a data model based
on the user’s important background information, use Tanimoto Coefficient Sim-
ilarity [10,33] (as Eq. 1) to construct a similarity model by calculating the simi-
larity based on the background information, and find out K-Nearest-Neighbors
to construct a similarity model. Finally, all rated items in the neighborhood are
prioritized by the recommendation engine [6,39] and recommended to the user.
The selection of these technologies is guided by factors such as applicability, sta-
bility, efficiency, and deployment cost, ensuring the effectiveness and practicality
of our recommendation system for real-world applications.

s (i, j) =
n (ci ∩ cj)
n (ci ∪ cj)

=
n (ci ∩ cj)

n (ci) + n (cj) − n (ci ∩ cj)
(1)

Applicability. In our specific situation, user-based collaborative filtering is the
suitable choice, matching user preferences with recommendations from similar
situations. KNN-based similarity modeling improves accuracy, leading to precise
recommendations. Our system prioritizes schools where successful application is
more likely for the user, and we compute similarity using the Tanimoto coefficient
[19,34].

Stability. Stability is a crucial factor to consider. Using KNN for similarity mod-
eling allows effective filtering of abnormal information based on the most similar
users. However, the presence of inauthentic data can impact the accuracy of
KNN-based similarity calculations, affecting the overall precision and reliability
of our recommendation system [2].
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Efficiency. Efficient data processing is crucial in our recommendation system.
While the utilization of Tanimoto Coefficient Similarity narrows down the results
to binary form, thus enhancing efficiency to some extent, collaborative filtering
efficiency still faces challenges, especially in scenarios involving large datasets.
To address this, we adopt Hadoop for distributed processing, implementing a
collaborative filtering recommendation algorithm on clustering. This approach
significantly enhances the system’s efficiency, allowing us to handle large volumes
of data more effectively, improving overall performance and scalability [35,36].

Deployment Cost. The KNN algorithm offers two key advantages in our recom-
mendation system. Firstly, it enables fast training, making processing of large
datasets efficient. Secondly, its flexibility allows easy expansion of the training
set. When users update their backgrounds and decisions, our recommendation
model can be promptly retrained with the updated data. This dynamic train-
ing process ensures that our system remains up-to-date and responsive to users’
changing preferences and needs. By leveraging the speed and adaptability of
KNN, we create a recommendation platform that can accommodate a growing
user base and continuously improve its performance over time.

The specific workflow of the recommendation system is shown in Fig. 3.
Step (1) user uploads personal background information to our website, Step

(2) constructs a data model based on the background information, Step (3)
calculates the similarity using Tanimoto Coefficient Similarity, finds K-Nearest-
Neighbor users and constructs a similarity model through Step (4). Step (5)
Calculate the score based on the weights of different items of all N neighboring
users by recommendation engine. Steps (6)–(7) select M highest rated items to
recommend to the user.

3.2 Website Architecture

Our website offers more than just a Recommendation System for master pro-
gram applications. Users can take virtual campus tours using 3D Rendering
and Google Earth API. They can compare multiple programs and universities
side by side. Additionally, the platform provides resources like application tips,
financial aid information, and career prospects. Users can communicate with
university representatives and current students through our Instant Messaging
(IM) service.

To enhance user experience, we focus on High Availability, Robustness, and
user-friendly design. We employ advanced front-end techniques like Vue.js, Boot-
strap, and Element UI. Our website is optimized for speed using caching, Content
Delivery Network (CDN), and static file compression. We perform rigorous test-
ing to catch and resolve bugs and regularly monitor the website’s performance
using Portainer and phpMyAdmin. We support Open Authorization (OAuth
2.0) [13] and OIDC [20] for easy login using third-party identity providers like
Google, Github, and WeChat, streamlining the authentication process.
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Fig. 3. Recommendation system workflow

3.3 How to Improve CF Performance with Hadoop

The Mahout library [24] provides implementations of paralleled versions of algo-
rithms in the field of machine learning for the Hadoop platform. It focuses
on classification, grouping, and collaborative filtering algorithms. The Mahout
library was used for creating a recommendation system based on the Apache
Hadoop technology. In the Mahout library, the two most important programs
which realize the paralleled CF algorithm based on items are RecommenderJob
(which calculates recommendations) and ItemSimilarityJob (which calculates
the similarity matrix (Eq. 2)) [38]. A full implementation of the paralleled ver-
sion of the collaborative filtering algorithm based on items, according to the
MapReduce paradigm [15] (Fig. 4), is realized in the form of nine consecutive
jobs [17]. [

a b
c d

]
ItemSim.

∗
[
x
y

]
UserPrefs.

=
[
xa yb
xc yd

]
UserRecs.

(2)

4 Result

Our platform offers a highly personalized and comprehensive experience, provid-
ing users with their top 10 best-matched colleges and programs. Unlike other sites
that rely solely on exam scores, we consider multiple selection parameters for
our college recommendations. Collaborative Filtering (CF) is utilized to curate
recommendations based on success stories from users with similar backgrounds.
Additionally, we enhance the user experience with 3D rendering and Google
Earth APIs, allowing virtual campus tours. Our platform also offers paperwork
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Fig. 4. The MapReduce model

revisions and a user forum for communication and sharing. We aim to revolu-
tionize the college application process by providing comprehensive support and
resources for informed decision-making and academic success.

Personal Information. Users can edit their profiles including avatar, username,
personal information, password, etc. (1)–(3). They can also upload or update
their backgrounds to guide the recommendation system in generating matching
recommendations (4) (Fig. 5).

Recommendation System. Figure 6 illustrates the functionality of our recom-
mendation system. Leveraging the user’s basic information as input, our system
employs KNN-based Collaborative Filtering to generate a personalized recom-
mendation list.

To enhance the user experience and facilitate informed decision-making, our
website provides detailed views of recommended programs, offering compre-
hensive information about the school and specific programs. We also integrate
advanced virtual 3D campus technology for virtual campus exploration. Further-
more, our platform includes various functions and resources to enrich the user
experience and assist applicants in their college selection process.
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Fig. 5. Personal Information

Fig. 6. Recommendation System

Report Application. (Figure 7) Users can upload and change their application
status. Only applications with offers will be recorded in our database. However,
the approach to guarantee the authenticity of users’ data is still a problem that
needs to be solved.

Comparison. Figure 8 directs users to compare two different programs selected
from their programs list, which display the basic information and average back-
ground about this pair of programs.

By incorporating this comparative functionality, users gain deeper insights
into the programs of interest, enabling them to make more informed decisions
beyond solely relying on the recommendations provided by the system. This
interactive and user-driven comparison process empowers applicants to assess
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Fig. 7. Report Application Fig. 8. Comparison

the programs based on their personal preferences and priorities, fostering a more
engaged and personalized decision-making experience. By offering this level of
control and transparency, our platform enhances the user’s understanding and
engagement in the college selection process, promoting greater satisfaction and
confidence in their final decisions.

Dicision Exploration. Within our platform, applicants have access to an online
chat feature that facilitates communication with other applicants. Moreover,
applicants can explore detailed information about the schools they have applied
to, providing them with comprehensive insights into the institutions of inter-
est. Furthermore, applicants have the capability to review the application back-
ground of the decision report’s owner. This feature empowers applicants to gauge
the credibility and relevance of the decision report.

Dataset. The dataset used in our website was constructed through a two-fold
approach. Firstly, we collected relevant data from Open-Source Datasets, ensur-
ing a diverse and comprehensive pool of information. Additionally, we sourced
program-related data from OpenCS.app, further enriching our dataset.

Moreover, our platform encourages active user participation, enabling users
to contribute to the expansion of our dataset. Users have the option to upload
their admission status and application backgrounds, providing valuable real-
world data that enhances the accuracy and relevance of our system. This col-
laborative data-sharing approach ensures the dataset remains up-to-date and
reflective of real user experiences, ultimately contributing to the overall effec-
tiveness and reliability of our recommendation system.

Test of Accuracy. To evaluate the accuracy of our recommendation system,
we conduct 50 tests using the background of 50 students whose final choice is
known, which we simulate as input from website users. In each test, we evaluated
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the effectiveness of our recommendation system by examining whether the final
choices of these simulated users were adequately covered within our generated
recommendation list (Table 1).

Table 1. Test of accuracy

Hit Rate Level Number Rate

In the first recommendation 7 14%

In the top three recommendations 29 58%

In the top five recommendations 37 74%

In the top ten recommendations 44 88%

Our recommendation system achieved great results in accuracy tests. Specif-
ically, 58% of the actual final choices were successfully included within the top
three recommendation predictions, while 74% of the results were captured within
the top five recommendation predictions. Furthermore, the overall hit rate of our
recommendation list stood at an impressive 88%.

We speculate that the unsuccessful predictions may have been influenced by
other factors, such as economic conditions and region. These factors were not
taken into account in our recommendation system, but they could be important
factors affecting some students.

5 Conclusion

Our recommendation system efficiently filters internet information, saving users
time and addressing information overload. It generates a curated list of colleges
based on multiple factors, ensuring objectivity and high success rates. Users can
obtain recommended institutions without searching elsewhere, streamlining the
application process. Our website offers user-friendly services and comprehensive
information to empower applicants in making well-informed decisions for higher
education. It aims to be a holistic and effective tool catering to diverse user
needs.

We present a recommendation system using KNN-Based Collaborative Fil-
tering to predict suitable programs and universities for users. Our system uti-
lizes data from OpenCS as the foundational dataset and continually updates the
database with information from platform users for real-time relevance. To accom-
modate larger data volumes and further optimize the usability of our recommen-
dation system, we integrate Hadoop-based distributed clustering collaborative
filtering. This approach enables efficient and parallel processing of vast datasets,
leading to enhanced scalability and improved overall system performance.

Our recommendation system has shown positive outcomes in accuracy test-
ing experiments, proving its effectiveness and usefulness. The system provides
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relevant and precise recommendations, assisting both graduates and current uni-
versity students in their college selection process. It effectively addresses the
challenges and time costs caused by data overload on the Internet.

Despite the decent accuracy of our recommendation system, there are still
challenges to address. Ensuring the authenticity of user-uploaded results is cru-
cial, and we propose using big data techniques for initial identification and man-
ual processing of anomalous data. Additionally, economic costs and school loca-
tion were found to be significant factors in decision-making. Further research
and development are needed to incorporate these factors into our recommender
system to improve its comprehensiveness and accuracy.
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Abstract. As an emerging technology, blockchain has enabled trustworthy data
sharing and efficient cooperation in many industries. It can also make data trace-
able and auditable, which perfectly meets the regulatory demands for data security
and privacy. However, the employment of blockchain is limited in some fields due
to the poor scalability of the consensus mechanism. Therefore, this paper intro-
duces a scalable consensus mechanism called RPBFT to improve the performance
of large-scale systems. To demonstrate the advantage of RPBFT over classic con-
sensus mechanism, we find a way to implement it in blockchain systems and
conduct performance tests to evaluate the throughput and latency of the estab-
lished systems. The results show that RPBFT is superior and more suitable for
large-scale blockchain systems.

Keywords: Blockchain · Consensus mechanism · Scalability

1 Introduction

With the rapid development of information technology and the digital transformation of
many industries, a large amount of data is generated, collected and shared. As an impor-
tant way to release the value of data, data sharing breaks the boundaries of cooperation
between enterprises and organizations, which is significant for promoting the efficiency
of operation. However, in the real business of data sharing, it’s inevitable to face a series
of data security issues and regulatory concerns. So it’s important to take measures to
ensure the security of data sharing.

In order to achieve secure data sharing that meets regulatory requirements, many
researchers have explored related technologies, and one of the highly promising tech-
nologies is blockchain. Blockchain is a new kind of distributed database [1], which inte-
grates various technologies such as peer-to-peer communication, consensus mechanism,
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digital signature, and distributed application.Unlike traditional centralized architectures,
blockchain decentralizes the network structure to avoid a single point of failure. It uses
distributed consensus to achieve fault-tolerance against malicious behaviors, and uses a
chain structure with cryptographic method to make data tamper-proof. These features
make the data on a blockchain consistent, traceable and auditable, which is regarded to
have the power of enabling secure data sharing and efficient cooperation [2].

However, the scalability of consensus mechanism limits the employment of
blockchain in some industries that requires large scale deployment and quick response
capability [3], like intelligent transportation system (ITS) industry. A typical way to
integrate blockchain with transportation systems is to deploy nodes on roadside units
to harness the hardware capability of roadside infrastructure [4], as depicted in Fig. 1.
During high traffic volumes like traffic jams or rush hours, many vehicles may commu-
nicate with roadside units to update their condition on the blockchain, thus generating
massive amount of transactions in a short time. In this scenario, a less-scalable consen-
sus mechanism would slow down the processing of transactions, causing the pending
transactions to gather or even lose.

Fig. 1. A typical way to integrate blockchain with transportation systems.

To meet regulatory requirements, the identity of each node in a blockchain net-
work must be known to all, so it’s needed to adopt permissioned blockchain, a kind of
blockchain that uses classic consensus mechanism to achieve distributed consistency.
Such consensus mechanism requires all nodes in the network to communicate with each
other frequently.While thismessagingmethod plays an important role inmaintaining the
safety and liveness of a decentralized system, it incurs a huge amount of communication
overhead when the scale of the system is large. Due to this, such consensus mechanism is
difficult to support large-scale deployment of blockchain systems. Therefore, it’s highly
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needed to design a suitable consensus mechanism to improve scalability.With such goal,
we introduce a scalable consensus mechanism called RPBFT, and verify its performance
on real blockchain systems.

The contributions of this paper are summarized as follows. We introduce a scalable
consensus mechanism to improve the performance of large-scale blockchain systems.
The design of the consensus mechanism is based on the idea of selecting a part of the
nodes in the system to run consensus protocol. We also introduce the method to select
and replace the nodes that participate in consensus procedures to ensure security. To
verify the effectiveness of the consensus mechanism, we evaluate its performance in
real blockchain systems.

The remainder of this paper is organized as follows. Section 2 discusses related
studies. Section 3 presents RPBFT consensus mechanism. Section 4 describes how we
implement a blockchain system that runs the consensus mechanism, and how to carry
out performance tests. Section 5 provides the test results and the performance analysis
of RPBFT. Finally, Sect. 6 concludes the paper.

2 Related Work

In 1999,MiguelCastro andBarbaraLiskovproposedPracticalByzantineFault Tolerance
(PBFT) [5]. PBFT runs in an environment where the identity of every node is known to
all in advance, making it a natural fit for blockchain systems that aim to be secure and
controllable. It can achieve Byzantine fault tolerance, which means it resists malicious
behaviors from participants. Besides, it’s relatively mature in terms of implementation.
Due to these, it is one of the most widely-used blockchain consensus mechanisms.

However, PBFT has the problem of high communication overhead. In each round of
consensus, all nodes need to broadcast their consensus messages to the whole network,
making the communication complexity of the system O(n2) (n is the number of nodes
participating in the consensus procedures). As a result, with the expansion of node scale,
the performance deteriorates rapidly, and therefore the systemwould be unable to support
large-scale blockchain applications.

Many researchers have proposed improved consensus mechanisms based on PBFT.
Cowling et al. [6] propose Hybrid-Quorum (HQ), a hybrid Byzantine-fault-tolerant con-
sensus mechanism which has a lightweight Byzantine quorum protocol. In HQ, all repli-
cas have no need to interact with each other to keep consistent. Therefore the commu-
nication complexity is reduced. Kotla et al. [7] proposed Zyzzyva that uses speculation
to reduce the cost of replication process. In Zyzzyva, replicas reply to the request of
a client without first running an expensive three-phase commit protocol. Such design
improves the system performance when there is no Byzantine faulty replicas. Yin et al.
[8] proposed HotStuff, a consensus mechanism that combines with aggregate signature
technique. Compared with PBFT, it simplifies the process of leader replacement and
reaches a lower communication complexity, thus has better scalability. Some researchers
try to introduce Trusted Execution Environment (TEE) into the design of BFT consen-
sus mechanism, and one of the representative results is FastBFT [9]. By using TEE,
the security model is simplified, thus achieving higher security threshold. Besides, the
authors also design a tree broadcast strategy to reduce the communication complexity
of the mechanism.
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3 RPBFT Consensus Mechanism

3.1 Basic Idea

As for the relation between node scale and performance, there is a simple idea that, if no
matter how large the node scale is, there are only a fixed number of nodes participating
in the consensus algorithm, then the performance of the system will not decline rapidly
as the total number of nodes increases. By this way, more nodes could be supported
in a blockchain system. According to this idea, we introduce RPBFT, a more scalable
consensus mechanism for blockchain [10]. As shown in Fig. 2, RPBFT selects a fixed
number of nodes randomly in the whole network as consensus nodes. Consensus nodes
participate in each round of consensus algorithm jointly. When a new block is linked
to the blockchain, the consensus nodes will synchronize it to other nodes (called ver-
ification nodes) using tree broadcast strategy [11]. By eliminating the impact of node
scale on communication complexity, RPBFT has better scalability able to reduce latency
and improve throughput in large-scale blockchain applications. Moreover, RPBFT peri-
odically replaces the consensus nodes to ensure safety and prevent conspiracy of the
consensus nodes.

Fig. 2. RPBFT consensus mechanism.

3.2 Selection and Replacement of Consensus Nodes

Suppose the total number of nodes in the system is m. During initialization, the number
of consensus nodes n and the period k are needed to be set. The meaning of k is that
the replacement of the consensus node takes place every time a collection of k blocks
is issued. Meanwhile, the nodeIDs of all nodes (a binary string of fixed length, unique
to every node) are sorted. The sort order of each node is called node number (1, 2,…,
m). When the system runs for the first time, the first n nodes become consensus nodes
automatically.

In order to ensure the safety of the system, every time k blocks are produced by
current consensus nodes, the system will remove a node from the consensus node group
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and turn it into a verification node, then select one node from previous verification nodes
and add it to the consensus node group. Nodes come in and out according to their node
numbers, which is illustrated in Algorithm 1 and Fig. 3.

Algorithm 1: Selection and replacement of consensus nodes of RPBFT
1
2
3
4
5
6

7
8

9
10
11
12
13
14

Initialization
initialize m, n and k
initialize the nodeID of every node
initialize curHeight (current block height) to 0
sort the nodes by nodeID using 1, 2, 3,..., m
select n nodes whose nodeID ranges from 1 to n as consensus nodes, into con-
sensus group
while the blockchain system is working do

wait for a new block to be added to the blockchain through PBFT consensus 
algorithm run by nodes in consensus group

curHeight += 1
if curHeight % k == 0 then

remove the oldest node in consensus group
add a new one whose nodeID is right after the latest node in the list

end if
end while

Fig. 3. The replacement of consensus nodes.

3.3 Algorithm for RPBFT Consensus Nodes

In RPBFT, consensus nodes run PBFT algorithm to reach consensus about new blocks.
Assuming that the number of malicious nodes is f , according to the Byzantine fault
tolerant model, the system can tolerate Byzantine errors when n is bigger than 3f . Let’s
say n is equal to 3f + 1.
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PBFT achieves distributed consistency through voting. As shown in Algorithm 2
and Fig. 4, in each round of consensus, the leader broadcasts a pre-prepare message
about a selected transaction to all consensus nodes. After receiving the pre-prepare
message, each node will verify whether the transaction is valid. If valid, a prepare
message about that transaction is broadcast to all nodes to notify that they have received
a pre-prepare message about that transaction. After that, if a node receives up to 2f +
1 prepare messages from other nodes, it broadcasts a commit message to all nodes.
Subsequently, if the node receives up to 2f + 1 commit messages from other nodes, it
confirms the transaction locally. Through the above process, the transaction will finally
reach consensus in the whole network.

Algorithm 2: PBFT protocol
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17

//pre-prepare phase
as a leader

choose a transaction tx for consensus
broadcast pre-prepare(tx) to all nodes (including itself)

for every node
wait for pre-prepare(tx) message from leader
if pre-prepare(tx) is validated then

broadcast prepare(tx) to all nodes
end if

//prepare phase
for every node

wait for 2f+1 prepare(tx) messages
broadcast commit(tx) to all nodes

//commit phase
for every node

wait for 2f+1 commit(tx) messages
commit tx

Fig. 4. Consensus process between consensus nodes in RPBFT.

Through multiple rounds of message broadcast and collection, the capacity of mali-
cious nodes is strictly limited. As long as the number of malicious nodes is less than
one-third of the consensus nodes, the consensus algorithm can run normally [12]. When
the leader is abnormal, the algorithm can also replace it. At this point, the messages
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collected in the aforementioned process can serve as a proof to restore the consensus
process.

3.4 Communication Overhead Analysis

In pre-prepare phase, the leader broadcasts to all nodes, which means n − 1 messages
are sent. Here we exclude the message that is sent to itself. In both prepare and commit
phases, each node sends messages to all nodes, meaning n(n − 1) messages across the
network in each phase. After a round of consensus finishes, the consensus nodes should
send new block to verification nodes, meaning additional m − n messages. Therefore,
the total number of messages in each round of RPBFT can be expressed as

SRPBFT = (n − 1) + n(n − 1) + n(n − 1) + (m − n) = 2n2 − 2n + m − 1. (1)

For a PBFT system with m nodes, the total number of messages in each round is

SPBFT = (m − 1) + m(m − 1) + m(m − 1) = 2m2 − m − 1. (2)

So the difference of communication overhead caused by RPBFT can be expressed
as

SPBFT − SRPBFT = 2(m − n)(m + n − 1). (3)

As n ≥ 1 and m > n, we have

SPBFT − SRPBFT > 0. (4)

This shows that the communication overhead of RPBFT is smaller than that of PBFT
for the same node scale. From the equation we know that, as the node scale expands, i.e.
the value of m increases, the difference of communication overhead will also increases
in the case that n is constant. Moreover, for a fixed m, the difference will get smaller if
n increases.

4 Implementation

This paper uses FISCOBCOS to build blockchain system. FISCOBCOS is an enterprise-
level financial blockchain platform open-sourced byChinese enterprises [13]. It provides
developers with many handy tools to build and connect with blockchain systems. After
building and starting a chain locally, we use the built-in console to interact with the
blockchain node to verify that the chain we build functions normally.

To conduct performance test on the blockchain system, we install Hyperledger
Caliper, a blockchain performance benchmark framework. It supports standardized test
results and is compatible with multiple blockchain platforms [14], including FISCO
BCOS. As shown in Fig. 5, Caliper plays a role of a client in the performance test [15].
It sends transactions to the system under test at a certain rate, collects performance indi-
cators such as transaction confirmation latency and throughput, and generates a graphic
report. By configuring the network condition and smart contract correctly, we connected
Caliper to a blockchain system and output a report in HTML format [16], as shown in
Fig. 6.
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Caliper

transactions

system under test

throughput,

latency, etc.

report

Fig. 5. The form of performance test.

Fig. 6. Performance report generated by Hyperledger Caliper.

5 Performance Evaluation

The performance tests were done on a macOS machine with 2.3 GHz 8-Core Intel Core
i9 processor and 16 GB memory. Throughput and latency are the main indicators of
blockchain system performance. In this paper, we run tests over systems of different
numbers of nodes to see how the throughput and latency change with the expansion of
the number of nodes, which implies the scalability of consensus mechanism.

Figures 7 and 8 depict the throughput and latency of blockchain systems using dif-
ferent consensus mechanisms in different node scales. In this experiment, the number
of RPBFT consensus nodes is set to 4, and we take PBFT for comparison. As illustrated
in Fig. 7, the increase in node number leads to a quadratic growth of consensus com-
munication overhead in PBFT system, thus resulting in a rapid decline in throughput.
In comparison, the decline for RPBFT system is gentler as the node scale expands due
to the much slower increase in communication overhead. For the same system scale, it
can also be seen that RPBFT reaches a much higher throughput than PBFT. From Fig. 8,
we can observe that the latencies of the two mechanisms are comparable in 10 and 20
nodes systems. However, due to the quadratic communication complexity across the
network, the latency of PBFT systems is not as stable as that of RPBFT systems when
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the node scale expands. Therefore, the design of splitting nodes into different functional
parts in RPBFT can improve the scalability of consensus mechanism and realize higher
performance in large scale blockchain systems.

We also test the performance of RPBFT systems with different number of consensus
nodes while the total number of nodes remains constant. In this experiments we set the
total number of nodes to 40, and take 40-nodes PBFT system for comparison. Figures 9
and 10 display the variation of throughput and latency respectively. In Fig. 9 we can see
that the throughput keeps decreasing as the number of consensus nodes increases. This is
because the consensus nodes inside the systemalso runPBFTalgorithm, thus the increase
in the number of consensus nodes also leads to a quadratic increase in communication
overhead. Similarly, while the latency keeps stable between 4 and 28 consensus nodes, it
starts growing steadily too as the number of consensus nodes increases, which is shown
in Fig. 10.

Fig. 7. Comparison of RPBFT and PBFT in terms of throughput.
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Fig. 8. Comparison of RPBFT and PBFT in terms of latency.

Fig. 9. Throughputs of RPBFT systems with different numbers of consensus nodes.
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Fig. 10. Latencies of RPBFT systems with different numbers of consensus nodes.

6 Conclusion

In this paper, we introduced RPBFT, a consensus mechanism for blockchain in regu-
latory scenario. A separate architecture, which divides all nodes into consensus nodes
and verification nodes, is designed to improve the scalability of the mechanism and
thus facilitate large scale use of blockchain system. Furthermore, RPBFT has a mech-
anism for consensus node replacement, which strengthens its fault-tolerant capability
by avoiding conspiracy. The performance evaluation reveals the advantage of RPBFT
over classic PBFT in terms of throughput and latency. Systems running RPBFT gain
higher throughput and lower latency when the node scale gets larger, and such advan-
tage remains when the system contains more consensus nodes. The outperformance
shows that RPBFT is more suitable for regulatory blockchain use in industries requiring
large scale deployment and quick response capability.
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Abstract. Given the increasing population, the underground spaces are
widely used. The existing research on wireless sensor networks (WSNs)
development has mainly focused on overground space; also, the exist-
ing work was based on an ideal deployment environment and simple
sensor behaviour. As a consequence, they do not satisfy requirements
for practical 3D environment. The 3D wireless sensor networks (WSNs)
deployment has new difficulties in the underground space. The signal
transmission is impacted by obstacles in the underground space. Thus,
we propose a geometry-based 3D signal propagation model to calculate
the signal path loss caused by obstacles. Then, taking both coverage and
connectivity into account, we transform the WSNs deployment problem
into a multi-objective optimization problem (MOP). Finally, we compare
some state-of-the-art multi-objective evolutionary algorithms (MOEAs)
for the WSNs deployment problem in underground sheltered space. By
the experimental results, we optimize the multiobjective deployment
problem of the WSNs in the underground sheltered space.
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1 Introduction

With the rapid development of society and economy, the underground space
has become an effective approach to solving the urban land stress [1–3]. There
are plenty of underground spaces, such as underground pipeline facilities, under-
ground businesses, underground parking lots and subway [4,5]. The development
of underground space has encountered new difficulties in the 3D wireless sensor
networks (WSNs) deployment [1]. For example, when a disaster happens, com-
munication in underground space is usually disrupted. It is a challenge to obtain
real-time information of the underground space, which is a major bottleneck to
rescue the underground safety accidents.

Wireless sensor network (WSN) are usually a self-organizing network. Due
to the reliability and mobility, wireless sensors are widely used. WSNs exist
widely in real-world applications, such as military surveillance, environmental
monitoring, and industrial production monitoring [6,7], mainly due to mobility,
real-time communication, and high reliability [8].

In addition, WSNs also have widely applications in underground spaces such
as tunnels, underground mining tunnels, and long-distance underground build-
ings [9–12]. Signal transmission is highly sensitive to the environmental factors.
The underground space will collapse when a disaster happens. The transmission
of the signal is impacted by obstacles, and the transmission distance is reduced,
respectively. The existing methods do not satisfy the practical requirements of
WSNs deployment in underground sheltered space. Therefore, it is important to
resolve WSNs deployment problem in complex 3D underground sheltered space.

Some recent studies consider the WSNs deployment model in 3D space [13–
16]. However, the above studies ignore the influence of obstacles on wireless
sensor signals. Afghantoloee et al. [17] proposed a new method to calculate the
coverage of WSNs based a 3D city vector model, taking into account the cover-
age of features such as buildings and walls, but only considering the coverage.
Argany et al. [18] proposed a directional probabilistic coverage model with binary
functions. However, it is assumed that all ROI points are targets and deploy-
ment points, disregarding the forbidden areas. Afghantoloee et al. [17] suggested
a directional probabilistic coverage with probabilistic functions. However, it does
not take into account the forbidden areas.

Multi-objective optimization problems (MOPs) exist widely in real-word
applications, which involve multiple conflicting objective functions simultane-
ously [19]. Evolutionary algorithms(EAs) has become a popular research topic
to deal with multi-objective optimization problems. Jia et al. [20,21] used the
Non-dominated Sorting Genetic Algorithm II (NSGA-II) to develop a WSNs
deployment model. The optimization results showed that the NSGA-II keeps
the balance between network coverage and energy consumption. ZainEldin et al.
[22] presented an Improved Dynamic Deployment Technique based-on Genetic
Algorithm (IDDT-GA) to maximize the coverage, minimize the overlapping area
and the number of nodes. It was revealed by the experimental results that the
IDDT-GA had a better performance than other state-of-the-art algorithms. The
Immune Node Deployment Algorithm (CM-IA) was proposed for optimizing
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WSNs [23]. It was shown by the experimental results that the CM-IA outper-
formed other algorithms. However, it failed to ensure network connectivity.

In this paper, we propose a 3D WSNs deployment model in underground
sheltered space which takes into account coverage and connectivity simultane-
ously. We utilize a geometry-based 3D signal propagation model to estimate the
signal path loss. The contributions of this paper can be summarized as follows:

1. We propose a 3D WSNs deployment model in underground sheltered space
with a complex deployment environment and real sensor behavior.

2. The signal path loss is estimated by a geometry-based 3D signal propagation
model, affecting coverage and connectivity of WSNs in underground sheltered
space. Thus, the deployment problem becomes more complicated.

3. We transform the WSNs deployment problem into a multi-objective optimiza-
tion problem. Compared to the overground space, the deployment problem
in underground sheltered space is more complicated, but it is more suitable
for practical situations.

The remainder of this paper is organized as follows. Then, we describe the
3D WSNs deployment model in detail in Sect. 2. We introduce the underground
sheltered space data in Sect. 3. We report our experimental results and analyses
in Sect. 4. The paper is concluded in Sect. 5.

2 WSNs Deployment Model

2.1 Environment Modeling

Deployment Points and Target Points. We adopt the grid model to divide
the 3D space into grids with a gap of b, then put the grid intersections as the
deployment points and target points of WSNs. As shown in Fig. 1.

1
s

2
s

ns

b

p

Fig. 1. Grid model of WSNs.
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– S is the set of deployment points of WSNs, which is randomly generated at
the beginning. S = {s1, s2, ..., sN}.

– T is the target points that we need to be covered. T = {t1, t2, ...tM}.
– Nodes coverage: in the grid model, a sensor node contains n intersections,

representing the coverage area is n units. Notably, the covered point p is
recorded only once.

Barrier Areas. There may be essential information in barrier-filled ares. As a
result, we deploy the sensors in the barrier areas.

R is a obstacle set, R = {r1, r2, ..., rP }.

2.2 A Geometry-Based 3-D Signal Transmission Modeling

We propose a geometry-based 3D signal transmission model to calculate the
signal transmission loss.

Firstly, we calculate the distance of the signal passing obstacles. The longer
the distance, the more the signal gets lost.

It is the key to find the position (x, y, z) of the signal passing through the
obstacle boundary, where the x is the obstacle boundary, and the next step is
to calculate the y, z.

For y, as illustrated in Fig. 2(a), we map the signal from the sensor to the
target points to the coordinate plane xoy. We construct a similar triangle as
shown in Fig. 2(b).

(a) (b)

target points
wireless sensor

x

y

z x

y

A

B

C

D

E

Fig. 2. Illustration for y.

It can be seen from Fig. 2(b) that A(x1, y1, z1) is the position of a sensor,
B(x2, y2, z2) is a target point, and D(x, y, z) is a point that the single crosses
the obstacle boundary. Obviously, �AED ∼ �ABC,

DE
BC

=
AE
AC

(1)

y =
x1 − x

x1 − x2
× (y2 − y1) + y1 (2)
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(a) (b)

target point
wireless sensor

x

y

z

x

z
A

B

C

D

E

Fig. 3. Illustration for z.

In the same way, for z, it can be seen from Fig. 3(b) that �AED ∼ �ABC,
so

z =
x1 − x

x1 − x2
× (z2 − z1) + z1 (3)

Given the above, the point D firstly is obtained, then we calculate the dis-
tance l between A and D. The length of l affects the signal transmission loss.

2.3 Sensing Modeling

In the following, we introduce the coverage and connectivity with the signal
transmission loss, and a WSNs deployment problem formulation.

The Transmission Loss of the Signal. The path loss and the signal loss
caused by obstacle make up the signal transmission loss.

The path loss of the signal is represented as:

PPL1(si, tj) = 10n1 lg
d

d0
(4)

where si(xs, ys, zs) is the wireless sensor, tj(xt, yt, zt) is the target point. d is
the distance between si and tj . d0 is the reference distance. n1 is the signal loss
coefficient in free space, n1 = 2.

The signal loss caused by obstacle as follows:

PPL2(si, tj) =
{

0, no obstacle
10n2 lg d

d0
, else

(5)

where n2 is the signal loss coefficient which is related to the distance l.
From the above analysis, the signal transmission loss is follows:

PPL(si, tj) = 10n lg
d

d0
= PPL1 + PPL2 (6)

where n is the signal loss coefficient, which is related to environmental factors.
n ∈ [2, 6].
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Coverage. To evaluate the coverage of WSNs deployment in underground shel-
tered space, the signal attenuation caused by the obstacle is converted to a
reduced sensing radius. The sensing probability model is:

p (si, tj) =
{

1, d (si, tj) ≤ Rcov − α · PPL(si, tj)
0, otherwise (7)

where si is the sensor node, Rcov is the sensing radius of the sensor. tj is tar-
get point. d (si, tj) is the Euclidean distance between si and tj . α is the signal
attenuation factor. p (si, tj) is the probability that si can sense tj .

To determine whether tj can be covered, define:

numij =
{

0, p (si, tj) = 0
1, p (si, tj) �= 0 (8)

Therefor, the coverage has the following form:

fCovDegree =

∑N
i=1

∑M
j=1 numij

M
(9)

where N is the number of the sensors, M is the total number of all grid points
in the target area.

Connectivity. The connectivity is an important metric in WSNs, that can guar-
antee the data transfer. The sensors can communicate directly or indirectly over
multi-hops. In this paper, the sensor transmission has been set to three hops. At
the same time, the signal attenuation is converted into a reduced communication
radius.

The form of direct or indirect communication between si and sj is as follows:

vij =
{

0, d (si, sj) > Rcon − α · PPL(si, sj)
1, otherwise (10)

where Rcon is the communication radius, which is more twice than the sensing
radius. α is the signal attenuation factor. PPL is the signal transmission loss.

Therefor, the connectivity is as follows:

fConnectivity =

∑N
i=1

∑N
j=1 vij

|V | (11)

where |V | denotes the number of a pair between sensor nodes.

Problem Formulation. The WSNs deployment in undergroud sheltered space
is transformed into a multi-objective optimization problem. We normally mini-
mize objective functions in multi-objective optimization problems, thus we con-
vert the coverage and connectivity as follows:

Minimize f1 =
M∑N

i=1

∑M
j=1 numij

(12)
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Minimize f2 = 1 −
∑N

i=1

∑N
j=1 vij

|V | (13)

2.4 Multi-objective Optimization Algorithms

In this paper, we transform the WSNs deployment problem into a multi-objective
optimization problem. To optimize the WSNs deployment problem in under-
ground sheltered space, we campare the following multi-objective optimiza-
tion algorithms: vector angle-based evolutionary algorithm (VaEA) [24], multi-
objective evolutionary algorithm based on decomposition (MOEA/D) [25], and
general indicator-based evolutionary algorithm (IBEA) [26]. We set the number
of sensor nodes at 13. For the miulti-objective algorithms, each individual in
the population is represented as {x1, y1, z1;x2, y2, z2; ...;xN , yN , zN}, xi, yi and
zi denote the position of the sensor node. N = 13, Thus, the number of variables
(D) is 26. Each MOEA performs 30 independent runs for the WSNs deployment
problem. The population size is set as 20. The number of function evaluations
(FEs) is 10000.

3 The Underground Sheltered Space Data

To better simulate the underground sheltered space, we utilize a real-word geo-
graphic environment (Beijing Shibali Subway Station). The deployment regin
is 186 m × 21 m × 3 m. There are three collapses in the underground sheltered
space, which is shown in Fig. 4. The transmission of the signal is impacted by
obstacles, and the transmission distance is reduced, respectively.

:wireless sensor:obstacle

modeling

Fig. 4. The simulation of the WSNs deployment in the undergroud sheltered space.

The parameters of the WSNs deployment model in the underground sheltered
space are shown in Table 1.
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Table 1. Parameters setting of the WSNs deployment model

Parameter Attribute Value

α Signal attenuation factor 1

len The length of the simulation area 186 m

width The width of the simulation area 21 m

h The height of obstacle 3 m

Ns Number of sensors 26

Rcov Sensing range 10 m

Rcon Communication radius 25 m

4 Experimental Results and Analysis

4.1 Experimental Setup

In this paper, we utilize the platEMO software plat [27] to conduct the experi-
ments. The parameters of the three multi-objective optimization algorithms are
listed in Table 2.

Table 2. Parameters of the multi-objective optimization algorithms

Parameter Attribute Value

D Number of decision variables 26

N The size of population 20

M Number of objectives 2

maxFE Maximum function evaluations 10000

pc SBX crossover probobility 1

pm Polynomial mutation probability 1/N

ηc Distribution index of SBX 30

ηm Distribution index of polynomial mutation 20

4.2 Performance Indicator

As the true Pareto front (PF) of the WSNs deployment model in underground
sheltered space is unknown, we use the HV indicator and the PD indicator
to measure the solutions. The HV can simultaneously evaluate the convergence,
uniformity and diversity [28], which is widely used in the studies. And the PD can
measure the diversity of the solutions in multi-objective optimization problems
[29]. In the following, the performance indicator will be introduced.

HV. The HV calculates the volume between the solutions of the population and
the reference point in the objective space. The HV is defined as follows:
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HV (S) = volume

⎛
⎝ ⋃

f∈P∗
[f1, r1] × · · · × [fm, rm]

⎞
⎠ (14)

where [fm, rm] is the volume between the solutions of the population and the
reference point in the objective space.

PD. The PD measures the dissimilarity of solutions with the others solutions
of the population in a greedy order. The PD can evaluate the diversity of pop-
ulation, which is defined as follows:

PD(S) = max
si∈S

(PD (S − si) + d (si, S − si)) (15)

where
d(x, S) = min

si∈S
(dissimilarity (x, si)) (16)

where d (si, S − si) represents the dissimilarity from solution si to a population
S.

4.3 Experimental Results and Analysis

Figure 5 shows the distribution of obtained solutions by VaEA, MOEA/D and
IBEA in 30 runs independently and 500 generations. It can be seen that the
MOEA/D fails to optimize the WSNs deployment problem. The VaEA and IBEA
perform well with satisfactory convergence.

Fig. 5. Distribution of the solutions by (a) VaEA; (b) MOEA/D; (c) IBEA.

The final solutions obtained by three MOEAs are shown in Fig. 6. It is seen
in Fig. 6 that the solutions obtained by the VaEA and the IBEA are widely
distributed.

To compare the performance of the MOEAs more comprehensively, we take
into consideration the HV and PD indicators simultaneously. Figure 7 shows the
average HV value of the three algorithms in 30 runs. As can be seen from Fig. 7,
IBEA performs the best; VaEA is the next; MOEA/D performs the worst. In
detail, IBEA reaches 0.8172, VaEA reaches 0.8105, MOEAD/D only reaches
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Fig. 6. Final solutions obtained by three MOEAs on WSNs deployment problem.

0.7147. The HV can measure the convergence, uniformity and diversity. It is
revealed by the HV that the IBEA and VaEA keep a good balance between
convergence, uniformity and diversity.

Fig. 7. The average HV indicator values obtained by the three algorithms.

In order to demonstrate the diversity of solutions visually, the PD of VaEA,
MOEA/D, and IBEA on the WSNs deployment problem is shown in Fig. 8.

It can be seen from Fig. 8 that MOEA/D has the worst PD value on the
WSNs deployment problem in underground sheltered space. In terms of the PD,
VaEA performs the best; IBEA is the next; MOEA/D performs the worst.
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Fig. 8. Box plots diagrams for the PD indicator.

All in all, for the WSNs deployment problem in underground sheltered space,
the VaEA and IBEA perform well in balancing convergence, uniformity and
diversity of the solutions.

5 Conclusion

In this paper, we propose a 3D WSNs deployment model in the underground
sheltered space. Meanwhile, we propose a geometry-based 3D signal propagation
model to evaluate the signal path loss. Taking both the coverage and connectivity
into consideration, we transform the 3D WSNs deployment in the underground
sheltered space into a multi-objective optimization problem.

We compare some state-of-the-art multi-objective evolutionary algorithms
on the 3D WSNs deployment problem. The experimental results show that the
VaEA and IBEA can address the WSNs deployment problem effectively and effi-
ciently in terms of the coverage and connectivity. Therefore, the WSNs deploy-
ment problem in the underground sheltered space becomes more complex but
can satisfy requirements for practical 3D environment.
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