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Abstract. Distracted driving emerges as a global threat, significantly
contributing to the alarming toll of 1.3 million annual traffic fatalities.
This paper presents an innovative solution employing a Unity-based driv-
ing simulator with biometric features to tackle distracted driving across
educational and technological domains. The simulator uses the popular
Mediapipe Solutions library and uncomplicated camera setups to cap-
ture pivotal biometric parameters: head rotation, gaze direction, and
eyelid opening. The fusion of these parameters creates an immersive user
experience, enabling self-assessment of distraction levels within simulated
nighttime scenarios. The simulator incorporates alerts for incorrect gaze
direction or signs of drowsiness, employing an acoustic signal. Further-
more, the simulator activates car headlights upon the driver’s proximity
to the dashboard, indicating compromised visibility. The proposed solu-
tion’s efficacy is confirmed through experiments conducted under diverse
conditions, including scenarios with sunglasses, eyeglasses, and low lumi-
nosity. With minimal hardware and software requirements, the simulator
emerges as a valuable educational tool for drivers, holding potential for
integration into assisted driving systems. The results highlight its signifi-
cant contribution to road safety, effectively addressing the pervasive issue
of distracted driving through a comprehensive and accessible framework.

Keywords: driver simulator · assisted driving · biometrics · adaptive
simulator

1 Introduction

Annually, road traffic accidents claim around 1.3 million lives worldwide, as
reported by the World Health Organization (WHO) [25]. Recent statistical
insights shed light on distracted driving as a prominent contributor to acci-
dents. Distracted driving, encompassing visual, manual, and cognitive distrac-
tions, emerges as a significant threat to road safety. Further complicating this
challenge is driver drowsiness, positioned as the second leading cause of acci-
dents, following alcohol consumption. Symptoms such as fatigue, yawning, and
attention deficits heighten the associated risks.
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The term “distraction” is described as the “diversion of the mind, attention,
etc. from a particular task” [26]. In the context of distracted driving, it refers
to any activity that diverts attention away from the primary task of driving.
Maintaining full attention is paramount for safe driving, and engaging in non-
driving activities increases the risk of accidents [17]. Distraction is classified into
three types: manual, visual, and cognitive [9]. Manual distraction involves the
driver participating in activities such as using a cellphone, eating, or drinking.
Visual distractions shift the driver’s eyes and focus away from the road, while
cognitive distraction occurs when the driver’s mind is not concentrated on driv-
ing, such as talking to a passenger, daydreaming, or becoming lost in thoughts.
Given that driver distraction and inattention are the primary causes of vehicle
crashes, it is essential to identify instances of driver distraction and implement
countermeasures to ensure safe driving.

The ongoing progress in Advanced Driver Assistance Systems (ADAS) has
significantly contributed to enhancing road safety by providing crucial support
throughout the driving process [24]. These cutting-edge technologies rely on a
multitude of sensors to actively monitor the vehicle’s surroundings, issuing timely
warnings or taking preventive measures to mitigate potential hazards such as
obstacles, lane departures, and speed infractions. The realm of ADAS includes
various systems such as automatic emergency braking, forward collision warning,
blind spot warning, and lane departure warning, all of which provide transient
interventions in critical situations. In the contemporary automotive landscape,
the continual evolution of ADAS is directed towards ensuring a secure and stress-
free driving experience. Figure 1 shows various state-of-the-art ADAS features
along with the corresponding sensors employed in their implementation.

Fig. 1. State-of-the-art ADAS features and implementing sensors.
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The seamless integration of multi-source data, specifically biometric informa-
tion designed for driving scenarios and integrated with existing vehicle sensors,
represents a significant leap forward in reinforcing ADAS security. Facial and eye
movement indicators, including head rotation, eye blinks, and gaze direction,
are conventionally utilized for deducing driver cognitive states [14]. Real-time
head rotation recognition assumes a pivotal role in driver behavior analysis and
monitoring attention levels [11,29,34]. Conversely, insights into gaze direction
provide a detailed understanding of the driver’s focal point, enabling precise
interventions by ADAS. In controlled environments, gaze can be tracked with
remarkable accuracy, particularly with the introduction of affordable devices in
recent market offerings. On the other hand, eye-related metrics have demon-
strated promising results in determining the driver’s fatigue state [20,21,28].
Last but not least, monitoring the distance from the windscreen yields valuable
data regarding driver posture and positioning, providing a complementary layer
to existing sensor inputs.

Based on these premises, this study introduces an innovative driving simu-
lator for distraction assessment and education, underscoring the practical inte-
gration of automated solutions into assisted driving scenarios. These include
obstacle detection systems, assisted driving features, and drowsiness prevention
mechanisms. By offering a comprehensive approach to tackling distracted driv-
ing and alleviating the risks linked to driver drowsiness, the simulator aims to
reshape driving education for safer roads. The use of accessible biometric data
capture techniques, especially through camera-based systems, introduces a prag-
matic dimension to the proposed methodology. In essence, the main contributions
can be summarized as follows:

– Development of a driving simulator for distraction assessment and education,
allowing drivers to assess their distraction levels in simulated scenarios and
offering a valuable tool for enhancing awareness of safe driving practices.

– Utilization of biometric features as distraction indicators, including head rota-
tion, gaze, distance from the windscreen, and eyelid opening. These parame-
ters serve as effective indicators of driver distraction levels during simulated
driving experiences.

– Camera-based biometric data collection for practical implementation by using
a simple camera for capturing biometric features. An RGB camera on a PC is
employed for educational driving, while a near-infrared camera can be strate-
gically positioned on the car dashboard for assisted driving scenarios.

The rest of this article is organized as follows: In Sect. 2, we provide an
overview of recent literature, in particular on the themes of distraction detection
and drowsiness detection while driving; in Sect. 3, we propose our framework
with details about the biometrics techniques involved and the types of alerts; in
Sect. 4, we present the framework developments and the findings of the test we
conducted with such a framework, other than highlighting the open challenges
and future directions; in Sect. 5, we resume our work and provide a complete but
concise overview of the overall insights and future paths.
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2 Literature Review

2.1 Distraction Detection

Exploring ADAS in the field of Computer Vision poses challenges given its piv-
otal role in enhancing automotive safety. According to [4], there are four cate-
gories deemed effective in measuring and identifying driver distraction: behav-
ioral (such as eye and head movements), performance-based (including vehicle
lateral and longitudinal control), psychological (utilizing driver electrocardio-
graphic and electroencephalographic methods), and subjective (employing self-
assessment questionnaires and expert evaluations) [8]. Among these, the first two
categories, behavioral and performance-based, are the most commonly utilized
for driver distraction analysis. Among these, the most frequently employed for
driver distraction analysis are the first two [22].

Gaze direction and head pose estimation stand out as widely used attributes.
For instance, in [5], the focus was on identifying a specific type of driver
distraction–specifically, the rotation of the driver’s head caused by a change in
the yaw angle. The research involved training multiple classifiers on diverse video
frames to evaluate and identify driver distraction. The authors demonstrated
that the method utilizing motion vectors and interpolation outperformed other
approaches in effectively detecting the rotation of the driver’s head. Choi et al.
[13] employed advanced deep learning techniques to classify a driver’s gaze zones.
Through the analysis of camera images, the sequential arrangement of these gaze
zones offers valuable insights into the driver’s behaviors, encompassing aspects
like drowsiness, focus, or distraction. To achieve robust face detection, a combi-
nation of a Haar feature-based face detector and a correlation filter-based MOSS
tracker is utilized. The study successfully identified nine gaze zone categories,
indicating where the driver is looking while driving. Continuing in this line of
investigation, Vora et al. [31] conducted a study to investigate systems capable
of adapting to diverse drivers, cars, perspectives, and scales. Utilizing Convo-
lutional Neural Networks (CNNs), they categorized a driver’s gaze into seven
zones, fine-tuning both AlexNet and VGG16 through three distinct input pre-
processing techniques. The findings highlighted that concentrating on the upper
half of the face yielded superior results compared to employing the entire face
or face+context images for effective classification. A very recent study aims to
identify instances of distraction by focusing on the true driver’s focus of atten-
tion (TDFoA) [16]. The process involves two primary stages: predicting TDFoA
and determining the Driver Distraction Degree (DDD) based on the driver’s
focus of attention (DFoA) and TDFoA. To accomplish this, they introduced a
deep 3D residual network with an attention mechanism and encoder-decoder
(D3DRN-AMED). This model is specifically designed to operate on successive
frames using convolutional Long Short-Term Memory (LSTM), effectively mini-
mizing the impact of momentary distractions by considering historical variations
in driving scenarios. For an in-depth overview of driver distraction methods, a
recent literature review is available in [18].
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2.2 Drowsiness Detection

Artificial Intelligence-based systems designed for detecting driver drowsiness
have explored various approaches by analyzing the geometric configuration of
facial features [12]. Some methods focus exclusively on head pose along with
the spatial relationships between specific facial elements [15]. Conversely, other
approaches center on the eyes, considering factors such as eye orientation and
gaze [3,20,23]. To overcome limitations associated with individual approaches,
such as restricted applicability to specific scenarios or being confined to frontal-
face driving scenarios, there is a need for a hybrid model that integrates both
head pose and eye status [29]. In [35], a Deep Cascaded Convolutional Neu-
ral Network is utilized for face detection, followed by the application of the Dlib
library to identify facial landmarks. Subsequently, the Eyes Aspect Ratio (EAR)
is calculated, and a Support Vector Machine is employed to classify the drowsi-
ness state. Another strategy, outlined in [30], integrates multimodal information,
encompassing driver posture, blinks, vehicular data, and Heart Rate Variabil-
ity (HRV), to discern both slight and severe drowsiness. In [33], a hierarchical
temporal Deep Belief Network is deployed to detect drowsiness states in drivers,
incorporating high-level facial and head features. Likewise, [36] employs a Neu-
ral Network architecture for drowsiness detection, analyzing motions through
spatio-temporal representation learning. A particularity of this approach involves
automatic scene understanding through an optimization algorithm, achieving a
balance between drowsiness detection and scene comprehension. The analysis of
multimodal data is further delved into in [6], where fusion also entails emotion
detection. This approach combines information derived from yawning, eye move-
ments, and lip gestures, contributing to a comprehensive approach for drowsiness
detection. A comprehensive analysis of vehicle metrics, facial and body expres-
sions, as well as physiological signals, aiming to enhance driving safety through
adaptive interactions with the driver, is discussed in [2].

3 Proposed Framework

The proposed framework revolves around a sophisticated technology adept at
discerning and mapping a driver’s facial features, leveraging a strategically posi-
tioned webcam. The biometric data obtained includes:

– Facial rotation
– Gaze direction
– Distance assessment
– Eye closure

Primarily designed for integration within assisted driving frameworks, the
technology vigilantly monitors the driver’s attentiveness, detects signs of fatigue
or drowsiness during the driving experience, and triggers high-beam illumination
as the driver approaches the webcam. The workflow of the framework is depicted
in Fig. 2.
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Fig. 2. Workflow of the proposed method. (Those graphs has been designed using
images from Flaticon.com www.flaticon.com. Authors of the icons: Freepik, surang,
mj.)

Python serves as the programming language, offering a versatile selection
of modules. The acquisition of biometric data involves the utilization of the
MediaPipe and OpenCV libraries, complemented by essential data manipulation
tools such as NumPy, itertools, math, and socket. More details can be found in
the following subsections.

Facial Rotation Estimation. Face pose detection is achieved through the
MediaPipe package, which employs methodologies for facial mapping utilizing
468 specific landmarks. These landmarks are strategically positioned on the nose,
ears, eyes, and mouth, enabling the estimation of facial rotation. The face mesh is
obtained by a convolutional neural network like MobileNetV2-like [27] with cus-
tomized blocks for real-time performance. The rotation estimation is performed
by the OpenCV function named “solvePnP” (Perspective-n-Point), designed to
estimate face pose based on a set of points encompassing both 2D and 3D coor-
dinates, along with the camera matrix and distortion coefficients. The primary
concept involves estimating the position by utilizing the 3D coordinates of N
points and their corresponding 2D projections.

Gaze Direction. Once the face mesh is obtained by the method above men-
tioned, the eye coordinates are used to create a mask for cropping the eye region.
Subsequently, a gaussian and median blur are applied to remove the noise from

www.flaticon.com
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the eye image. The eye is processed in three equal parts vertically. A pixel counter
function is called to count the black pixel for each part of the eyes (right, center,
left). Since the pupil is known as a black (or near black) pixel in the image, we
can obtain the pupil position by counting. We will then have the right, left, or
center positions of the gaze. For more detail, please refer to the code available
at [1].

Fig. 3. Biometric-based measures to perform drowsiness detection, distance estimation,
gaze position and head rotation.

Distraction and Drowsiness Detection. Distraction detection is accom-
plished by analyzing previously obtained information, specifically facial rotation.
To determine eye closure, landmarks on the eyelids of both eyes–particularly
those at the center–are utilized. The closure of an eye is identified when the
distance between landmarks on the upper and lower rims is very small. Impor-
tantly, each eye is monitored independently, ensuring that the individual closure
of one eye does not trigger a drowsiness alert.

Two potential warning types are implemented: distraction and drowsiness.
Distraction is recognized when the driver fails to maintain a forward gaze for a
specific duration. This may occur due to various reasons, such as engaging in
conversation with passengers, turning attention towards them, looking at the
radio or phone, or gazing out of the window. Drowsiness detection involves iden-
tifying the closure of both eyes for a specific duration. Both scenarios prompt an
auditory signal, with its tempo increasing over time to alert the driver to remain
attentive while driving. Time calculations for these detections are facilitated by
the use of the “time” library, providing practical methods for time management.
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Webcam-Based Distance Measurement. Utilizing the OpenCV library and
Haar-cascade files for face detection, the system gauges the driver’s distance from
the webcam. Calibration involves capturing a reference image with a known
distance and face width and subsequently computing the focal distance using
the known parameters. The aim of this part is to automatically activate the car
lights when needed. All of the above-mentioned techniques are integrated, as
depicted in Fig. 3.

Client-Server Communication Protocol. The establishment of a data
transmission system from Python to C# was essential to incorporating Python-
acquired biometric data into the Unity demo. Python acts as the server, handling
requests from C# for the necessary biometric data. The socket module plays a
pivotal role in coordinating network communication, allowing Unity to solicit
and receive biometric data. This module is integral to Python’s Network Pro-
gramming Toolkit, facilitating the creation, control, and management of network
connections. The transmitted data from Python is meticulously formatted into
a string, delineated by specific separators. This string includes face orientation,
drowsiness alert, eye position, distance from the webcam, and distraction alert.
The receiving process decodes the data from bytes, interprets them via tokeniza-
tion, and manages each component individually. The system, characterized by
low latency, provides real-time feedback throughout the execution of the demo.

4 Framework Development and Findings

The biometric data-driven simulator was developed within Unity, a versatile
game engine created by Unity Technologies for game and interactive content
development. The simulator showcases a driving scenario on a straight road at
night and employs assets from the Unity Asset Store, such as the “Modular
Lowpoly Streets” package for road construction and the “AllSky” package for
creating the night skybox.

A car image was positioned in front of the camera, and a script was imple-
mented to guide the camera’s movement, simulating a moving vehicle. The
car features a spotlight that simulates low beams, dynamically adjusting its
range and intensity as the driver approaches the webcam, similar to high beams
(Fig. 5). Upon starting the demo, the car begins its movement along the road,
encountering strategically placed obstacles.

The simulator incorporates an obstacle detection system, where the car iden-
tifies obstacles (depicted as red cubes; see Fig. 6) along the road, triggering
alerts on the screen. When the driver directs their attention towards an obsta-
cle, it transitions to green, signifying the system’s acknowledgment of the driver’s
attentiveness. However, if the driver becomes distracted or closes their eyes for
a specific duration, an escalating and intensifying auditory warning signal is ini-
tiated by the car. This setup aims to simulate real-world driving scenarios and
test the driver’s responsiveness to potential hazards (Fig. 4).
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Fig. 4. Unity Simulation scene with lighting.

In order to prove the effectiveness of the method, we tested it under various
scenarios:

– Eyeglasses The framework is robust in the case of eyeglasses. None of the
involved methods presented a decrease in performance with the use of eye-
glasses.

– Sunglasses The framework is robust in the case of sunglasses for the methods
involving the pose of the user and the alert regarding distraction detection.
Due to the absence of a visible pupil, the method is not able to work in this
case to detect the gaze of the user and the closing eyes. For this reason, the
drowsiness alert and obstacle detection will not work in this case.

– Partially occluded face Since the method involved uses landmark predic-
tion, even in the case of partially occlusions, the framework is able to work
without decreasing in performance. In particular, for the lower part of the
face that is occluded, like the mouth, the nose, or both, the method works
as usual. If the upper part is partially occluded (as an example, one eye is
occluded), only the drowsiness detection will fall because it is calibrated to
detect both eyes closed. However, this is a characteristic of the framework
that can be easily modified as needed.

– Low brightness When the face is not sufficiently illuminated during the
demo, both the accuracy of the gaze detection and the distance estimation
decrease. This means that the obstacle detection and the car light activa-
tion functions are no longer reliable. In contrast, the landmarks are correctly
detected, and the distraction and drowsiness alerts work as usual. This prob-
lem could be overcome by considering the use of a near-infrared camera. Those
particular cameras are also able to capture the facial image at very low bright-
ness, which would more realistically simulate a real car environment during
night driving. In this case, the ability of Mediapipe to detect facial landmarks
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Fig. 5. Unity Simulation: lighting variations (Top: Off, Bottom: On).

should be tested, since there is not, to the best of our knowledge, a literature
on accuracy decreasing when using near-infrared cameras. However, other
methods, like dlib [19], have been proven to be easily trainable on different
input data, as in the case of the depth image of faces [10].

Based on our observations, we can define different paths for future directions
of the work:

– From 2D simulation to VR Unity, which has been used to build the
driving simulator, also provides a version, Unity3D, that allows you to create
3D environments. For this reason, a possible path would be to move the
simulation from 2D to 3D in order to make the experience more immersive
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Fig. 6. Unity Simulation: recognized obstacle (Top: Driver’s Detection, Bottom:
Driver’s Perspective).

for the learner. In this case, however, the facial landmark and the eye position
should be captured by different devices. The integrated gaze devices in the
visors for the second case [32], and the webcam as usual in the first case, since
Mediapipe is able to work also in case half the face is occluded.

– From 2D simulation to AR Other than VR, one possibility could be to test
the demo in a context of mixed reality, where the car seat, the illumination
conditions, the steering wheel, and the accelerator are real, and the moving
road and the appearance of the obstacle are simulated. This would help not
only in the immersive learning of the driver but also in the calibration of
sensors.
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– From 2D simulation to car One possible test to conduct would be to
mount a camera on the dashboard of a real car, integrate the above-mentioned
sensors, and test the alarms installed in the demo to obtain feedback from
experienced drivers on possible improvements to the learning phase and cal-
ibration.

5 Conclusions

The continuous evolution of technology is making the integration of simula-
tion techniques into user educational processes increasingly seamless. This study
specifically focuses on safe driving practices, introducing a simulation framework
designed to replicate a driving scenario while considering its intricate elements.
These encompass critical aspects like obstacle detection, identification of drowsi-
ness, distraction management, and addressing challenges posed by low luminos-
ity. The techniques presented in this work, combined with an autonomous driving
algorithm as [7], could prevent accidents. The proposed framework is versatile
and compatible with personal computers equipped with RGB cameras, including
integrated options. It capitalizes on established biometric analysis algorithms to
evaluate the aforementioned driving situations. The framework not only iden-
tifies potential issues but also provides users with diverse alerts and feedback
mechanisms to enhance their driving skills. Moreover, the adaptability of the
framework extends to immersive experiences in virtual reality and augmented
reality settings. This potential integration aims to elevate the user experience,
contingent upon the availability of appropriate hardware devices. The incorpo-
ration of structured feedback, manifesting as alerts, facilitates the translation of
insights gained within the simulation environment into tangible perspectives for
assisted driving scenarios.

Our future endeavours involve refining biometric techniques tailored to three
applications: 2D simulations, 3D simulations, and assisted driving contexts.
Additionally, we plan to conduct comprehensive testing using images from var-
ious input sources under diverse and challenging conditions. This includes sce-
narios where visors partially or fully cover the driver’s face, using near-infrared
images, and experimenting with different camera positions, such as mounting
the camera on the dashboard. In summary, the proposed simulation framework
addresses immediate concerns related to driving distractions and demonstrates
adaptability for emerging technologies like virtual reality and augmented reality.
The structured feedback mechanism ensures that the insights gained from the
simulation environment contribute meaningfully to assisted driving, promising
a safer and more informed driving experience for users in diverse conditions.
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bachelor thesis.
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