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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18–20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June – 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.
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I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

July 2024 Constantine Stephanidis
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Preface

In today’s knowledge society, learning and collaboration are two fundamental and strictly
interrelated aspects of knowledge acquisition and creation. Learning technology is the
broad range of communication, information, and related technologies that can be used
to support learning, teaching, and assessment, often in a collaborative way. Collabora-
tion technology, on the other hand, is targeted to support individuals working in teams
towards a common goal, which may be an educational one, by providing tools that aid
communication and the management of activities as well as the process of problem
solving. In this context, interactive technologies not only affect and improve the existing
educational system but become a transformative force that can generate radically new
ways of knowing, learning, and collaborating.

The 11th International Conference on Learning and Collaboration Technologies
(LCT 2024), affiliated with HCI International 2024, addressed the theoretical founda-
tions, design and implementation, and effectiveness and impact issues related to interac-
tive technologies for learning and collaboration, including design methodologies, devel-
opments and tools, theoretical models, and learning design or learning experience (LX)
design, as well as technology adoption and use in formal, non-formal, and informal
educational contexts.

Learning and collaboration technologies are increasingly adopted in K-20 (kinder-
garten to higher education) classrooms and lifelong learning. Technology can support
expansive forms of collaboration; deepened empathy; complex coordination of people,
materials, and purposes; and development of skill sets that are increasingly important
across workspaces in the 21st century. The general themes of the LCT conference aim to
address challenges related to understanding how to design for better learning and collab-
oration with technology, support learners to develop relevant approaches and skills, and
assess or evaluate gains and outcomes. To this end, topics such as extended reality (XR)
learning, embodied and immersive learning, mobile learning and ubiquitous technolo-
gies, serious games and gamification, learning through design and making, educational
robotics, educational chatbots, human-computer interfaces, and computer-supported col-
laborative learning, among others, are elaborated in the LCT conference proceedings.
Learning (experience) design and user experience design remain a challenge in the arena
of learning environments and collaboration technology. LCT aims to serve a continuous
dialog while synthesizing current knowledge.

Three volumes of the HCII 2024 proceedings are dedicated to this year’s edition
of the LCT 2024 conference. The first focuses on topics related to Designing Learning
and Teaching Experiences, and Investigating Learning Experiences. The second focuses
on topics related to Serious Games and Gamification, and Novel Learning Ecosystems,
while the third focuses on topics related to VR and AR in Learning and Education, and
AI in Learning and Education.

The papers of these volumes were accepted for publication after a minimum of two
single-blind reviews from the members of the LCT Program Board or, in some cases,
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from members of the Program Boards of other affiliated conferences. We would like to
thank all of them for their invaluable contribution, support, and efforts.

July 2024 Panayiotis Zaphiris
Andri Ioannou
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HCI International 2025 Conference

The 27th International Conference on Human-Computer Interaction, HCI International
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well as novel interaction techniques, interfaces, and applications. The proceedings will
be published by Springer. More information will become available on the conference
website: https://2025.hci.international/.

General Chair
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Learning 3D Matrix Algebra Using Virtual
and Physical Manipulatives: Qualitative

Analysis of the Efficacy of the AR-Classroom

Samantha D. Aguilar1(B) , Heather Burte2 , James Stautler1 ,
Sadrita Mondal1 , Chengyuan Qian1 , Uttamasha Monjoree1 , Philip Yasskin1 ,

Jeffrey Liew1 , Dezhen Song1,3 , and Wei Yan1

1 Texas A&M University, College Station, TX, USA
{samdyanne,james.stautler,sadritamondal,cyqian,uxm190002,

yasskin,jeffrey.liew,wyan}@tamu.edu
2 Carnegie Mellon University, Pittsburg, PA, USA

hburte@andrew.cmu.edu
3 Mohamed bin Zayed University of Artificial Intelligence, Abu Dhabi, United Arab Emirates

dzsong@mbzuai.edu

Abstract. The AR-Classroom application aims to teach three-dimensional (3D)
geometric rotations and their underlying mathematics using virtual and physi-
cal manipulatives. In an efficacy experiment, undergraduates completed six 3D
matrix algebra rotation questions and were assigned to interact with virtual (N
= 20) or physical (N = 20) manipulatives in the AR-Classroom. While complet-
ing these rotation questions, researchers documented the participants’ reported
thoughts, feelings, and perceptions (i.e., qualitative data). A thematic analysis of
participants’ reports revealed four prevalent themes regarding participants’ learn-
ing experience: (1) Difficulty using traditional methods, (2) Reliance on resources,
(3) Pattern recognition, and (4)Developing an understanding of 3Dmatrix algebra.
Participants struggled to complete rotation matrices when only using information
from the question and the model; when unsure how to solve the matrix, par-
ticipants utilized any available resources. Moreover, participants could identify
similarities among matrices, demonstrated after using AR-Classroom repeatedly.
The findings indicate that the AR-Classroom may aid students in improving their
mathematical skills. Suggestions for future research on the AR-Classroom and
efficacy experiments are discussed.

Keywords: User Experience (UX) · Augmented Reality (AR) · Educational
Technology · Embodied Learning · Math Learning

1 Introduction

Traditional methods for teaching and learning mathematics are well-documented as
complex for students and instructors. Students struggle to visualize mathematical shapes
and objects, particularly in the three-dimensional space, and to grasp abstract concepts
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related to mathematical theory [1, 2]. Moreover, students struggle to understand geom-
etry subjects, and their educators have problems finding suitable and practical teaching
aids. These difficulties appear to persist across levels of school and often continue into
higher education [3–5], which can negatively impact students wanting to pursue majors
within science, technology, engineering, or mathematics (STEM).

Most STEMinstruction usesmultiple representations to illustrate complex or abstract
concepts, a practice built on evidence that multiple representations can enhance learning.
While many interventions seek to integrate abstract concepts and embodied mechanisms
to enhance learning [6], a recent review [7] showed that theories of conceptual learn-
ing and embodied learning often make conflicting predictions about the effectiveness
of virtual and physical manipulatives alone. Thus, designing effective interventions that
combine multiple forms of manipulatives and stimulation may allow for deeper learning
of abstract mathematical concepts. From a pedagogical perspective, educational applica-
tions utilizing augmented reality (AR) technology can provide a situated and embodied
approach to learning [8–10] as the learned knowledge occurs within a specific context
and is marked by the embodiment, enhancing the learner’s knowledge acquisition.

Educational applications using AR technology have the potential to provide an inno-
vative solution to mathematical learning issues. AR allows teachers and students access
to immersive and interactive learning experiences enhanced by the intentional integra-
tion of real and virtual stimuli [11–13]. A review by Ahmad and Junaini [14] found that
AR usage in math teaching and learning provides students with an interactive learning
process, increased understanding, and enhanced visualization. For the matrix algebra
underlying geometric transformations, AR allowes learners to interact with simplified
complex and abstract mathematical theory information through virtual and physical
stimuli. Combining AR technology and multiple forms of physical and virtual manipu-
latives, the AR-Classroom educational application may provide an effective intervention
for learning geometric transformations and their underlying mathematical theory.

2 AR-Classroom

AR-Classroom aims to teach two-dimensional (2D) and three-dimensional (3D) geo-
metric rotations and their mathematics. It provides a virtual and physical interactive
environment to facilitate embodied learning, making it more engaging and straightfor-
ward to learn 3Dmatrix algebra. TheAR-Classroomapp comprises a virtual and physical
workshop and a model registration tutorial. Users can perform rotations by manipulat-
ing the application’s X-, Y-, and Z-axes sliders to rotate a virtual model (i.e., virtual
workshop, Fig. 1). Alternatively, they can rotate the physical LEGO space shuttle (i.e.,
physical workshop, Fig. 2). The virtual and physical workshops of the AR-Classroom
share similar features, such as a green wireframe model superimposed onto the LEGO
space shuttle to visualize the rotation transformations, color-coded X-, Y-, and Z-axes
lines, degree or radian representations of rotation angles, Z-axis direction manipulation,
multiple types of model views, and 2D or 3D matrices.
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2.1 Previous Research on AR-Classroom

Previous user studies on similar educational technology applications for learning
geometric transformations and their mathematics have informed the development of
AR-Classroom and its research. The iPad application BRICKxAR/T, developed by
Shaghaghian and colleagues [15], used AR to display the mathematical concepts behind
geometric transformations by visualizing the entries within transformation matrices.
Using an iterative approach, Aguilar and colleagues [16] conducted two usability tests
to investigate the usability of the BRICKxAR/T app’s AR and non-AR workshops, the
first to evaluate usability in its starting condition and the second to investigate the impact
of changes made based on the original usability study’s findings. Guided by the BRICK-
xAR/T development and usability studies, the AR-Classroom app was developed as
further described in Yeh et al. [17].

Several usability tests on the AR-Classroom assessed user-app interactions, the func-
tionality of app features, overall ease of use, and the effectiveness of iterative changes
made to the app. First, Aguilar et al. [18] conducted usability tests of the AR-Classroom
in its starting version; based on the findings from this test, recommendations were for-
mulated to address issues and enhance users’ experience. Next, a second usability test
was conducted to investigate how changesmade to the app based on the first usability test
impacted its discoverability and usability. The changes made to the virtual and physical
workshops of AR-Classroom improved usability and enhanced user-app interactions.
However, based on the results of the updated usability test, there were still salient issues
in user-app interactions. Finally, Aguilar et al. [19] conducted a third usability test to
investigate the cumulative impact of changes made to the AR-Classroom. Through this
iterative approach to usability testing, the current version of theAR-Classroom is deemed
satisfactory, as it demonstrates an improved user experience, increased ease of use, and
an overall increase in users’ understanding of the app’s functionality.

The data and procedures derived from previous studies on the BRICKxAR/T and
AR-Classroom apps informed the development and execution of the present learning
experiment and the importance of qualitative data for answering questions about the
impact of AR educational technology on students’ learning.

2.2 Phenomenological Research

Using a phenomenological approach, the current study explored participants’ qualita-
tive experience while interacting with the AR-Classroom’s virtual or physical work-
shop to learn 3D matrix algebra. Phenomenological research is a qualitative approach
that assumes understanding concepts, opinions, or experiences depends on individu-
als’ descriptive reports of the occurrence [20, 21]. Qualitative research guided by phe-
nomenology investigates the profound knowledge and experience of the participants
through their description of how the experience made them think, feel, and act during
specific situations rather than using the exploration of numeric patterns that traditionally
provide a broad overview of findings. Phenomenological research design is beneficial
for topics in which the researcher needs to go deep into the audience’s thoughts, feelings,
and experiences, such asHuman-Computer Interactions [22], and can broaden our under-
standing of the complex phenomena involved in learning, behavior, and communication
prevalent within the STEM disciplines [23–25].
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2.3 Learning Experiment Using AR-Classroom

The present study investigated users’ experiences learning 3D matrix algebra using AR-
Classroom (i.e., the phenomenon) via two experimental groups (virtual or physical).
The study focused on the qualitative data (i.e., user-reported experience and observa-
tions) collected from the experiment. In contrast, another paper will focus on quantitative
differences between the experimental and active control groups [26]. Using the quali-
tative data, the paper answers two research questions on the AR-Classroom’s efficacy:
1) How effective is the AR-Classroom in teaching introductory 3D matrix algebra? 2)
What mathematical concepts related to matrix algebra do students learn from using the
AR-Classroom application?

Fig. 1. AR-Classroom:Virtual workshopY-axis rotationwith degrees, and axis visualization (i.e.,
dotted axes for the LEGO space shuttle’s body frame).

3 Methods

Participants were recruited via a research sign-up system in the Department of Psycho-
logical and Brain Sciences at Texas A&M University. The experiment took 2 h, and
participants received research credit for participation. A total of 60 participants were
included in the experiment, with each participant being randomly assigned to the virtual
condition (N = 20), the physical condition (N = 20), or the control condition (N = 20).
For this study, this paper focuses on the forty participants in the two experimental groups
to investigate the qualitative findings of learning using the AR-Classroom app. Partici-
pants in the virtual condition (N= 20) were mostly in their freshmen year, with the mean
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Fig. 2. AR-Classroom: Physical workshop Z-axis rotation with radians, and model visualization
(i.e., green wireframe). (Color figure online)

age being approximately 19 years old, and with twelve identifying as male and eight
as female. The majority of the virtual condition participants reported experience with
2D matrices, and an even split of participants with and without 3D matrices experience.
The physical condition participants shared similar characteristics as the majority were
in their freshmen year, with the mean age being approximately 19 years old; however,
eight identified as male and twelve as female, and all had experience with both 2D and
3D matrices.

3.1 Procedures

The two experiment conditions followed similar procedures, except for completing dif-
ferent workshops. Participants completed a pre-test with questions regarding demo-
graphic information, previous experience with matrix algebra, measures of spatial visu-
alization abilities, and math abilities and confidence. After completing the pre-test, par-
ticipants watched an introductory video on matrix algebra that provided a brief overview
of key concepts and terminology as a primer for students and a second video on setting
up the LEGO space shuttle while interacting with the AR-Classroom. After watching
the videos, the AR-Classroom application was run on the desktop computer with a
webcam, and participants were given the LEGO space shuttle Depending on the par-
ticipant’s assigned experimental condition, rotations about the X-, Y-, and Z-axes are
performed either by manipulating the rotation slider for the virtual condition or by phys-
ically rotating the LEGO space shuttle for the physical condition. Interacting with one
of the workshops on the AR-Classroom, participants completed six 3D matrix algebra
questions in a rotation booklet while being recorded.
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Fig. 3. Example of 3D Matrix Algebra Rotation Questions (90° about the y-axis; Top) and
Rotation Booklet (virtual condition; Bottom).

The rotation booklet consisted of three problems on 90-degree and three problems on
30-degree rotations about the X-, Y-, and Z-axes (Fig. 3). The rotation booklet questions
were guided by a scaffolding teaching approach in which learners are guided towards a
greater understanding, skill acquisition, and learning independence through less direct
instruction of a concept [27]. Each of the three sets progressively provided less supporting
information as participants worked through the rotation booklet. The first 90-degree
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rotation question was thoroughly explained so the participant understood how each of
the nine values in the matrix was created. The second rotation question was presented
with a shortened explanation, requiring students to use what they learned from the first
rotation. The third rotation question contained themost basic explanation. The 30-degree
rotation questions followed this same progression. Participants were instructed to first
complete Matrix R (Fig. 3, Bottom) only using the instructions in the rotation booklet
and the LEGO space shuttle (Fig. 3, Top), after doing so, they were then prompted to
use the AR-Classroom to check their work and complete Matrix R′ (Fig. 3, Bottom) and
compare their answers for both.

While working through the problems, participants were instructed to think aloud and
explain what they were trying to do, if the task was easy or challenging, why they found
it easy or challenging, and any general thoughts related to their experience with the
app. During the experiment, a research assistant documented the participant’s feedback.
After interacting with the app, participants completed a post-test with the same spatial
visualization abilities, math abilities, and confidence measures from the pre-test.

4 Results

Qualitative investigation provides a detailed description of participants’ experiences dur-
ing an experiment. Thematic analysis, a method for analyzing qualitative data, provides
a systematic way for researchers to identify meaningful patterns and themes within
the data collected. The analysis aims to understand the complexity of meanings in the
data by searching for meanings and determining how these patterns can be organized
into themes to explain experiences [28, 29]. Thematic analysis findings can uncover the
deepermeanings of the experiences being studied and help identify common experiences
shared by the group, which can then be used to conclude the overall phenomenon being
studied.

For the present study, the thematic analysis included transcribing materials, coding
data into themes, and summarizing the participants’ learning experience using AR-
Classroom (Table 1). Derived themes highlighted four broad findings related to matrix
algebra learning:

1. Difficulty using traditional methods
2. Reliance on resources
3. Pattern recognition
4. Developing understanding of 3D matrix algebra.

4.1 Difficulty Using Traditional Methods

For participants in both the virtual and physical conditions (N = 40), the findings of
the thematic analysis revealed that participants found it difficult to relate how matrix
operations correspond to geometric transformations and they lacked an understanding
of the trigonometric functions involved in spatial rotations. For rotation question 1,
Matrix R, participants either failed to fill out the entire matrix or created a rotation
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Table 1. Participants’ matrix algebra learning experience using AR-Classroom (N = 40).

Theme Description Significant Example(s)

Difficulty using traditional
methods

The connection between
geometric transformations in a
3D coordinate space and
matrix operations were
difficult when solving without
the AR-Classroom’s aid

“I’m not sure how I was
supposed to be getting the
numbers…”
“So, like as far as filling this in
and saying x, y and y and then
there’s the whole matrix I
guess that’s where I’m
confused”

Reliance on resources Participants needed assistance
completing the matrix using
only the worksheet and model
and relied heavily on previous
notes and rotation questions to
find solutions

“[I] don’t really understand,
just using past notes”
“The instructions are telling
me the same things as I have
here [notes], the same
formulas”

Pattern recognition Participants demonstrated a
rudimentary understanding of
the correlation between
rotations and changes in
matrices and patterns in
three-dimensional rotations
after using the AR-Classroom
repeatedly

“It follows the same formula.
Pretty much if you can pick up
the formula, you can do it even
if you don’t understand”
“….this question had a 001
here there should be a 001 on
this too”

Developing understanding of
3D matrix algebra

After repeated use of the
AR-Classroom application,
participants were able to
provide a more detailed
reasoning for how they solved
the matrix and displayed a
greater understanding of the
rotations

“I didn’t try to find [a] pattern
I just kind of remembered
from before”

matrix incorrectly (N = 18), often putting in numbers and letters unrelated to the 90-
degree rotation counterclockwise about the X-axis. Though participants appeared to
approach question 2, Matrix R, with less apprehension than the first rotation question,
they were still unable to solve the transformation matrix correctly. Participants reported
being confused about where the numbers go in the columns based on the rotation (N =
6); “I’m not sure how I was supposed to be getting the numbers…”. The main concerns
documented related to difficulty completing the transformation matrix using traditional
methods, as participants expressed great difficulty understanding how the 3D coordinates
of the space shuttle pre- and post-rotation are represented in a 3Dmatrix. One participant
in the physical condition expressed their disconnected understanding between the axes
and the matrix by stating, “So, like as far as filling this in and saying x, y, and y and then
there’s the whole matrix, I guess that’s where I’m confused”.
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Regarding participants’ understanding of the trigonometry underlying the rotations,
participants needed help utilizing and relating the trigonometric functions (sine, cosine)
to the matrices and their corresponding geometric transformations (N = 12). Trigono-
metric functions presented an additional difficulty for participants with weaker math
backgrounds throughout all presented tasks; some clarification was needed with the
function of sign usage (±) in the matrices. This difficulty was further exposed as partic-
ipants had trouble completing a 30-degree X-axis rotation because there was confusion
about whether a value was positive or negative (N = 4), often resulting in failure to have
the right solution (N = 15). Participants often attempted clockwise rather than counter-
clockwise rotation (N = 6) and rotated on the incorrect axis (N = 11). Participants often
asked the experimenter, “Do I rotate it like this or?” or “Which way do I like to rotate
it? This way or the other way?” Participants in both conditions appeared to demonstrate
less confidence in their approach to completing a 30-degree rotation matrix about the
X-, Y-, or Z-axis. Even though they had completed three 90-degree rotations about these
axes in the previous questions, when the problems shifted from 90-degree to 30-degree
rotation, participants in the virtual condition struggled the most with six participants
needing clarification about what numbers to use in the matrix.

4.2 Reliance on Resources

Another prevalent theme in both conditions was a reliance on previous notes taken,
instructions provided, and participants’ answers to earlier rotation questions. Partici-
pants needed assistance completing the matrix using only the worksheet and model and,
therefore, relied heavily on previous notes and rotation questions to find solutions. This
was initially observed in their understanding and ability to solve the first transformation
matrix as four participants in the virtual and four in the physical condition read through
the instructions and then flipped back to the front page of the rotation booklet to reread
notes, unit circles, or matrix information. Moreover, participants needed help starting
the rotation questions. They would prompt the experimenters to provide more detailed
instructions on matrix algebra, such as which types of values should go where on the
matrix and how those numbers are obtained (N = 11).

As participants progressed through each question, their utilization of the resources
provided persisted and adapted as they reached the 30-degree rotation questions. Par-
ticipants began to connect that the introductory video provided the answers for solving
problems. If participants recognized this (and took notes), they could fill out the cor-
responding parts with the angles in the question. Thus, participants utilized previous
notes and answers as a template for completing the problem rather than solving it for
themselves (N = 15). Participants used previous information and notes; one participant
even stated, “The instructions are telling me the same things as I have here [notes], the
same formulas”. By the last rotation question, half of the participants still utilized notes
from the videos and previous matrices as a template for completing the problem rather
than demonstrating an understanding of the math involved (N = 10).
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4.3 Pattern Recognition

In conjunction with utilizing their notes and past problems to complete the matrix rota-
tion, participants also began to identify patterns in the types of matrices. “It follows the
same formula. Pretty much if you can pick up the formula, you can do it even if you
don’t understand”. When solving for rotation question 3, Matrix R, participants in both
conditions began to use pattern recognition to complete the matrix (N = 11). For this
question, rather than solving the matrix by learning how the rotations work, participants
would use earlier problems and the patterns of the numbers to guess how to complete the
matrix (N = 7). However, as participants progressed to question 4, participants under-
stood what a 30-degree rotation looked like and recognized that it was similar to the
previous problems (N = 12). It was clear that participants recognized the similarities
between the 90- and 30-degree sets as one noted, “It’s pretty similar to the first prob-
lem except instead of 90, you’re just doing 30”. By the final rotation question, several
participants in the virtual condition (N = 5) demonstrated a clear understanding that
regardless of the degree of rotation, rotations about the same axis will have the same
values in some elements in the matrix “….this question had a 0 0 1 here there should be
a 0 0 1 on this too”.

4.4 Developing Understanding of 3D Matrix Algebra

After interacting with the AR-Classroom to complete four of the six rotation matrix
questions, participants in both conditions were able to provide more detailed reasoning
for how they solved the matrix and displayed a greater understanding of the rotations. In
the physical condition, participants were able to understand that rotations along one of
the three principal axes could be represented as a rotation of the shuttle’s cross-section
on a plane formed by the other two axes (e.g., a rotation along the Z-axis could be viewed
from the perspective of looking directly at the XY plane). In comparison, participants in
the virtual condition demonstrated a greater understanding of counterclockwise rotation
as participants seemed to be less confused than on previous questions about the direction
the rotation needs to be (N = 5). Finally, rather than relying on previously identified
patterns, virtual condition participants finished filling out the final Matrix R (i.e., 30-
degree counterclockwise rotation about the Z-axis) very quickly, with little help from
the model or previous notes (N= 12), a participant stated: “I didn’t try to find [a] pattern
I just kind of remembered from before”.

5 Discussion

The present study investigated AR-Classroom’s efficacy in teaching introductory 3D
matrix algebra and what mathematical concepts related to matrix algebra students learn
from using the app. Four prevalent themes emerged from a thematic analysis of the
participants’ learning experience: (1) Difficulty using traditional methods, (2) Reliance
on resources, (3) Pattern recognition, and (4) Developing understanding of 3D matrix
algebra.

Participants displayed less confidence and more apprehension when solving the
matrix rotation without the aid of the AR app. They often relied on their resources, such
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as notes or previous problems or began searching for patterns to ease the cognitive load
it may take to solve the rotation. Such findings are not surprising, as previous literature
asserts that students often use memorized formulas to solve problems and have difficulty
solving problems that require visualization skills [30]. However, the AR-Classroom app
eliminates the need for solid spatial skills, allowing students to visualize and physically
manipulate complex spatial relationships and abstract concepts. Additionally, recogniz-
ing the patterns underlying spatial rotations is a foundational component of geometry
learning, as previous research demonstrates that students often struggle with connecting
spatial rotations and their underlying mathematical theories [31].

Finally, the connection between geometric transformations in a 3D coordinate space
andmatrix operationswas easierwhen solving the problemwith theAR-Classroom’s aid.
After using the AR-Classroom across multiple rotation questions, participants demon-
strated a rudimentary understanding of the correlation between the rotations and changes
in matrices and patterns in three-dimensional rotations. Therefore, 3D matrix algebra
and geometry learning using the AR-Classroom app helps with learning by helping stu-
dents understand the appearance of 3D objects in different directions and involve them in
the learning process through interaction with virtual and physical manipulatives within
a real-world environment.

5.1 Limitations and Future Research

The study examined the qualitative data extracted from the AR-Classroom’s efficacy
experiment using a rigorous qualitativemethodology protocol to investigate participants’
learning experiences using AR-Classroom. The data was collected via two researchers’
observations of the participants during the intervention with corresponding recordings
and analyzed by examining the researchers’ notes, transcribing video recordings, coding
results to identify patterns, and generating themes to describe participants’ experiences.
However, additional qualitative methods such as post-intervention interviews regarding
the students’ acquired knowledge of 3D matrix algebra and open-ended survey ques-
tions about their strategies for learning during the interventionwill strengthen the present
findings and provide additional prevalent themes. Future qualitative studies on the AR-
Classroom should implement additional qualitative data collection methods to provide
a robust understanding of learning using the application. The AR-Classroom’s efficacy
in teaching 3D matrix algebra must be further studied using different methodologi-
cal approaches and content-specific research questions. For example, efficacy could be
gauged using a longitudinal study to examine the educational gains on targeted rotation
concepts through repeated use of the AR-Classroom application, or by conducting a case
study of implementing the intervention in a STEM or math-based classroom. Expand-
ing how our research team conceptualizes and measures learning outcomes using the
AR-Classroom provides further validation of the app’s potential success as a learning
tool.
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6 Conclusion

Thepaper reviewed the qualitativefindings of theAR-Classroomefficacy experiment and
provided recommendations for future research on AR-Classroom and similar technolo-
gies. The initial findings from the present study and its quantitative counterpart (Burte
et al., Submitted to HCII 2024) suggest that matrix algebra learning interventions deliv-
ered by AR-Classroommay be helpful and lead to improvements in mathematical skills.
After repeatedly using the AR-Classroom, students recognized the patterns and similar-
ities between types of spatial rotations and their representations. They demonstrated a
fundamental understanding of the mathematical theory underlying 3D spatial rotations.
Guided by the data-informed and iterative approach previously used to improve the
educational technology AR-Classroom and its predecessor, BRICKxAR/T, our research
team, and tech development team will use the present findings to develop new versions
of the app targeted at the current studies identified strategies students use to learn matrix
algebra and develop a new learning experiment with revised procedures, measures, and
data collection approaches to validate the app’s efficacy further.

Acknowledgments. This material is based upon work supported by the National Science Foun-
dation under Grant No. 2119549. We appreciate the support from our undergraduate learning and
assessment research team, Adalia Sedigh, Grace Girgenti, Hana Syed, and Megan Sculley.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.

References

1. Cesaria, A., Herman, T.: Learning obstacles in geometry. J. Eng. Sci. Technol. 14(3), 1271–
1280 (2019)

2. Noto,M.S., Priatna, N., Dahlan, J.A.:Mathematical proof: the learning obstacles of preservice
mathematics teachers on transformation geometry. J. Math. Educ. 10(1), 117–126 (2019)

3. Jones, K., Tzekaki, M.: Research on the teaching and learning of geometry. In: The Second
Handbook of Research on the Psychology of Mathematics Education, 109–149 (2016)

4. Lehrer, R., et al.: Developing understanding of geometry and space in the primary grades. In:
Designing Learning Environments for Developing Understanding of Geometry and Space,
pp. 169–200. Routledge (2012)

5. Mulligan, J.: Looking within and beyond the geometry curriculum: connecting spatial
reasoning to mathematics learning. ZDM Math. Educ. 47, 511–517 (2015)

6. Abrahamson, D., Lindgren, R.: Embodiment and Embodied Design (2014)
7. Rau, M.A.: Comparing multiple theories about learning with physical and virtual rep-

resentations: conflicting or complementary effects? Educ. Psychol. Rev. 32(2), 297–325
(2020)

8. Akçayır, M., Akçayır, G.: Advantages and challenges associated with augmented reality for
education: a systematic review of the literature. Educ. Res. Rev. 20, 1–11 (2017)

9. Ibáñez,M.B., Delgado-Kloos, C.: Augmented reality for STEM learning: a systematic review.
Comput. Educ. 123, 109–123 (2018)

10. Wu, H.K., Lee, S.W.Y., Chang, H.Y., Liang, J.C.: Current status, opportunities and challenges
of augmented reality in education. Comput. Educ. 62, 41–49 (2013)



Qualitative Analysis of AR-Classroom Efficacy 15

11. Rohendi, D.,Wihardi, Y.: Learning three-dimensional shapes in geometry usingmobile-based
augmented reality. Int. J. Interact. Mob. Technol. 14(9) (2020)

12. Scavarelli, A., Arya, A., Teather, R.J.: Virtual reality and augmented reality in social learning
spaces: a literature review. Virtual Reality 25, 257–277 (2021)

13. Pellas, N., Mystakidis, S., Kazanidis, I.: Immersive virtual reality in K-12 and higher edu-
cation: a systematic review of the last decade of scientific literature. Virtual Reality 25(3),
835–861 (2021)

14. Ahmad, N., Junaini, S.: Augmented reality for learning mathematics: a systematic literature
review. Int. J. Emerg. Technol. Learn. (iJET) 15(16), 106–122 (2020)

15. Shaghaghian, Z., Burte, H., Song, D., Yan, W.: Design and evaluation of an augmented
reality app for learning spatial transformations and their mathematical representations. In:
2022 IEEE Conference on Virtual Reality and 3D User Interfaces Abstracts and Workshops
(VRW), pp. 608–609. IEEE (2022)

16. Aguilar, S.D., Burte,H., Shaghaghian, Z.,Yasskin, P., Liew, J., Yan,W.: Enhancing usability in
ARand non-AReducational technology: an embodied approach to geometric transformations.
In: Zaphiris, P., Ioannou, A. (eds.) HCII 2023. LNCS, vol. 14041, pp. 3–21. Springer, Cham
(2023). https://doi.org/10.1007/978-3-031-34550-0_1

17. Yeh, S.H., et al.: AR-classroom: augmented reality technology for learning 3D spatial trans-
formations and their matrix representation. In: 2023 IEEE Frontiers in Education Conference
(FIE), pp. 1–8. IEEE (2023)

18. Aguilar, S.D., et al.: AR-Classroom: investigating user-app-interactions to enhance usability
of AR technology for learning two and three dimensional rotations. In: Stephanidis, C.,
Antona, M., Ntoa, S., Salvendy, G. (eds.) HCII 2023. CCIS, vol. 1957, pp. 249–256. Springer,
Cham (2023)

19. Aguilar, S.D., et al.: AR-classroom: usability of AR educational technology for learning
rotations using three-dimensional matrix algebra. In: 2023 IEEE Frontiers in Education
Conference (FIE), pp. 1–8. IEEE (2023)

20. Frauenberger, C., Good, J., Keay-Bright, W.: Phenomenology, a framework for participatory
design. In: Proceedings of the 11th Biennial Participatory Design Conference, pp. 187–190
(2010)

21. Neubauer, B.E., Witkop, C.T., Varpio, L.: How phenomenology can help us learn from the
experiences of others. Perspect. Med. Educ. 8, 90–97 (2019)

22. Valentine, K.D., Kopcha, T.J., Vagle, M.D.: Phenomenological methodologies in the field of
educational communications and technology. TechTrends 62, 462–472 (2018)

23. Carambas, J.R., Espique, F.P.: Lived experiences of teachers and students in distance
education: shift from traditional to online learning. Educ. Technol. Q. 2023(4), 422–435
(2023)

24. Said, G.R.E.: Metaverse-based learning opportunities and challenges: a phenomenological
metaverse human-computer interaction study. Electronics 12(6), 1379 (2023)

25. Timario,R.R., Lomibao, L.S.: Exploring the lived experiences of college studentswith flexible
learning inmathematics: a phenomenological study. Am. J. Educ. Res. 11(5), 297–302 (2023)

26. Burte et al.: Submitted to HCII (2024)
27. Anghileri, J.: Scaffolding practices that enhance mathematics learning. J. Math. Teach. Educ.

9, 33–52 (2006)
28. Sundler, A.J., Lindberg, E., Nilsson, C., Palmér, L.: Qualitative thematic analysis based on

descriptive phenomenology. Nurs. Open 6(3), 733–739 (2019)
29. Braun, V., Clarke, V.: Can I use TA? Should I use TA? Should I not use TA? Comparing reflex-

ive thematic analysis and other pattern-based qualitative analytic approaches. Counseling
Psychother. Res. 21(1), 37–47 (2021)

https://doi.org/10.1007/978-3-031-34550-0_1


16 S. D. Aguilar et al.

30. Battista, M.T.: The development of geometric and spatial thinking. SecondHandb. Res.Math.
Teach. Learn. 2, 843–908 (2007)

31. Pereira, L.R., Jardim, D F., da Silva, J.M.: Modeling plane geometry: the connection between
geometrical visualization and algebraic demonstration. J. Phys.: Conf. Ser. 936(1), 012068
(2017)



Exploring the Impact of Virtual Presence
in Digital Meetings: A Comparative Study

Hakan Arda(B) and Karsten Huffstadt

Technical University Würzburg-Schweinfurt, Sanderheinrichsleitenweg 20,
97074 Würzburg, Germany

{Hakan.Arda,Karsten.Huffstadt}@thws.de

Abstract. Virtual Reality can help to solve problems. By creating a virtual space,
people can discuss, work and simply be creative with each other as if they were
together in a physical place. The virtual presence and therefore the appearance
of the chosen avatar plays an important role. Depending on how we represent
ourselves, we are perceived differently by other humans, that applies to the virtual
as well as to the real reality. For this reason, this paper has taken as a goal to find out
whether the virtual presence becomes more immersive and instructive through a
realistic representation thanwith generic avatars. To achieve this goal, first a look at
the past was taken. Then, based on well-founded theoretical constructs such as the
Uncanny Valley Effect, the SECI model, and the Design Thinking, a methodology
was developed that makes it possible to achieve this goal. This methodology was
then carried out with a case study. The result of the study shows that there is
a significant difference between generic and lifelike avatars and that this has an
impact on vividness, credibility, and attention. This finding can now be used as
a tool for different purposes and can be explored more deeply through continued
research.

Keywords: Virtual Reality · SECI · Uncanny Valley

1 Introduction

There is an accelerated digitalization of themeetingmodality. Formal and informal com-
munication is increasingly taking place online. Especially the generation of knowledge
in creative processes is a challenge without physical presence. Collaboration in geo-
graphically distributed teams not only leads to new flexibility, but also to challenges due
to the spatial distance. Unimagined challenges await, especially in the areas of commu-
nication, the transfer of knowledge, and the development of shared knowledge spaces
or networks. Virtual teams are slow and prone to errors, especially in the exchange of
information [1, 2]. Several specific challenges, such as social and cultural distance, the
localization of relevant knowledge sources, misunderstandings in communication, and a
lack of formal rules and reflection opportunities, lead to the question of what small and
medium-sized enterprises (SMEs) can improve in knowledge management about virtual
collaboration. The Covid 19 pandemic has also accelerated these challenges by normal-
izing home offices and necessitating virtual teamwork. This was particularly problematic
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for SMEs because most of their work processes were not adapted to this rapid virtual
shift. The pandemic shift from traditional work models to the increased use of mobile
and hybrid forms of work highlighted the need for a reinvention of virtual working for
both organizations and business informatics [3].

Currently, virtual meetings take place on various virtual platforms and technically
suitable solutions, for example Microsoft Teams, Zoom and Cisco Webex [4]. The most
important requirements for these tools are the exchange of media, such as text, sound,
or images, as well as collaboration features such as screen sharing, shared lists or white-
boards. These video conferencing systems and collaboration tools have found their place
in the working world. They already easily cover the most important formal communi-
cations by enabling digital meetings and collaboration. But what they have in formal
factors, they lack in informal ones. For example, body language is usually shortchanged,
or the focus of attention is not even considered. It’s easy to forget that in virtual meetings,
the pixels on the screens are real people [5].Due to the lack of non-verbal communication,
virtual teams in video conferences also lack cohesion and trust. The use of virtual reality
(VR) for virtual meetings could be a possible solution to address these challenges and
create an immersive and trustworthy environment [6]. This seems particularly promising
in the areas of knowledge transfer [7] and digital communication [3]. For example, the
Management of a Scientific Institute explains how the rapidly increasing use of infor-
mation technologies can help companies realize efficiencies in an emerging knowledge
society [8, 9]. They have developed a knowledge management framework to help SMEs
prepare for future changes. In doing so, they show how urgent help is needed to keep
up with technological progress. Another study by Philippe et al. [10] shows the vari-
ous applications of VR with realistic examples, including behavioral therapy, machine
assembly, flight simulation, physics at school, and many more.

2 Theoretical Framework

The aim of this work is to find out which type of virtual presence is best suited to
increase immersivity and willingness to collaborate. Specifically, whether a realistic
representation through a digital persona is better suited for dialogue between humans
or problem solving than a generic avatar. Mori et al.’s [11] Uncanny Valley effect,
which describes the reduction of immersivity through too “human like” appearance and
behavior, plays a particularly important role here. According to Mori et al. [11], if the
digital persona resembles its creator toomuchwithout being perfect, this can have serious
consequences on the perception and acceptance of the people involved. To address this
challenge, this work explores the use and impact of realistic personas in VR on humans
and how they differ from other avatar types. By figuring out which type is best suited for
this, measures can be taken to improve people’s experience even beforeVR collaboration
tools are developed.

2.1 Problem Statement

The current state of VR is one of rapid growth, innovation, and expanding applications.
VR has made significant strides since its inception, with improved hardware, more
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accessible devices, and a growing ecosystem. Content creation and diverse applications
also remain areas for growth [12]. While there is a wide range of VR content available,
the ecosystem would benefit from more high-quality and compelling experiences across
various domains, including gaming, education, healthcare, architecture, and more. This
is proven based on an large survey of 1,784 German VR users, that showed that gaming
motives, perceived content quality, content reach, system quality, and barriers to VR
use significantly influence the experience of VR gaming and thus behavioral intention
[12]. Encouraging developers to create innovative and engaging content and fostering
collaborations between content creators and industry sectors can drive the growth and
adoption of VR.

Furthermore, social interaction and collaboration in VR have immense potential
but require more development. For example, traveling together in pandemic times [13]
or replacing real classrooms with virtual ones [14] are only a small part of what is
possible. Creating seamless and intuitive ways for users to connect, communicate, and
share experiences within virtual environments can enhance the social aspect of VR
and open new possibilities for virtual gatherings, events, and teamwork. In conclusion,
the current state of VR is one of progress and promise, but there are still challenges
to overcome. Advancements are needed in areas such as realism, comfort, interaction,
affordability, content creation, and social interaction. By addressing these challenges,
VR can continue to evolve and expand its impact in entertainment, education, training,
design, communication, and beyond.

2.2 Related Work and Research Questions

The virtual appearance, or the visual representation of oneself and others in VR, has
the potential to profoundly impact how people behave and interact within virtual envi-
ronments. This behavior, in turn, can significantly influence the immersivity of the VR
experience and individuals’ willingness to learn. In VR, users can embody virtual avatars
that represent them in the virtual space. These avatars can range from realistic repre-
sentations of oneself to stylized or abstract forms. The choice of virtual appearance can
have psychological and social implications on users’ behavior and sense of presence
[15, 16]. For example, Zebrowitz and Montepare [15] write in their paper that a per-
son’s face has an impact on behavior, empathy, and perception. The humans’ perceptual
systems have evolved to extract useful information from moving, talking faces that are
attached to bodies, and that we are likely to learn more about how the face perception
systemworks if we study it in more ecologically valid contexts. Another example comes
from the work of Forsythe [16] about the influence of the applicant’s clothing on the
interviewer’s hiring decision. She wrote that masculine clothing has a significant impact
on perceptions of all management characteristics studied. Applicants were perceived as
more energetic, aggressive, and received more favorable hiring recommendations when
they wore masculine clothing. When individuals have the opportunity to customize or
select their virtual appearance, it can foster a sense of ownership and identification with
the avatar. This sense of ownership and agency can influence how individuals behave
in the virtual environment. Research has shown that when people perceive their avatars
as extensions of themselves, they are more likely to engage in prosocial behaviors,
collaborate with others, and exhibit positive social interactions [17].
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The willingness to learn in VR can also be influenced by the virtual appearance.
Research has shown that when learners are embodied in virtual avatars that resem-
ble experts or successful individuals, they may experience a phenomenon called “self-
efficacy” [18]. This refers to the belief in one’s own abilities to successfully perform a
task. When learners have a high level of self-efficacy, they are more motivated and will-
ing to engage in learning activities, leading to improved learning outcomes. However,
challenges persist in achieving realistic and convincing virtual appearances. Uncanny
Valley, a concept in computer graphics and robotics [11], describes the discomfort peo-
ple experience when encountering human-like entities that are not quite convincingly
realistic. Striking the right balance between realism and avoiding the Uncanny Valley is
an ongoing challenge inVR development. The topic of UncannyValleywill be explained
further in the following chapters.

2.3 The Uncanny Valley

The Uncanny Valley effect is a psychological phenomenon that describes the unease or
discomfort people experience when encountering human-like entities that are almost,
but not quite, convincingly realistic. The term “Uncanny Valley” was coined by robotics
professor Masahiro Mori in 1970 [11]. The concept suggests that as the appearance or
behavior of humanoid entities becomes increasingly close to human-like, there is a point
at which they elicit a strong negative emotional response before eventually becoming
indistinguishable from real humans.

The causes of the Uncanny Valley effect can be attributed to several factors. One key
factor is related to perceptual incongruity. When an entity’s appearance, movements, or
behavior deviate from our expectations of natural human behavior, it triggers a cognitive
dissonance. The brain perceives subtle deviations as anomalies, creating a feeling of
discomfort and unease.An example of the emergence of this feeling comes from thework
of Ding and Moon [19], who found out that Pixar films deliberately animate people as
cartoonish, because too realistic animation seems unbelievable [19]. The consequences
of the Uncanny Valley effect can vary among individuals. Some common reactions
include feelings of revulsion, aversion, or a sense of eeriness. The discomfort experienced
can result in a diminished sense of presence and engagement, impacting the overall
immersive experience. It can also affect the perception of credibility, trust, and likability
of the entity, leading to negative attitudes and reduced acceptance [20]. To mitigate
the Uncanny Valley effect, several countermeasures have been proposed. One approach
is to carefully design and adjust the appearance and behavior of humanoid entities to
minimize the deviations from human norms [21–23]. Gradual exposure to increasingly
human-like features, allowing individuals to become acclimated to the appearance, can
also help reduce the uncanny feeling. Improvements in animation, rendering, andmotion
capture technologies can contribute to more realistic and natural movements, reducing
the perceptual incongruity. Incorporating subtle imperfections and individual variations
can also enhance the authenticity and acceptance of humanoid entities [19]. Additionally,
contextual factors can influence the perception of the Uncanny Valley effect [24, 25].
Providing appropriate context and clear explanations about the nature of the entity can
help individuals understand and accept the deviations. Framing the experience as stylized
or intentionally non-human can also alleviate the discomfort associatedwith the uncanny



Exploring the Impact of Virtual Presence in Digital Meetings 21

feeling. By carefully considering the design, behavior, and context, it is possible to
mitigate the negative emotional response, improve acceptance, and createmore engaging
and comfortable experiences.

2.4 Knowledge Generation

Tofind outwhether virtual presence has a significant impact on cognition andwillingness
to learn, this paper builds on Nonaka and Takeuchi’s conceptualization of knowledge
generation [8].

Fig. 1. SECI model according to Nonaka and Takeuchi [8].

In their model, Nonaka and Takeuchi specify four knowledge generation modes as
processes of interplay between implicit and explicit knowledge that led to the creation of
new knowledge (see Fig. 1). Implicit knowledge is personal, intuitive knowledge, e.g.,
how to ride a bicycle,which requires personal experience and learning-by-doing. Explicit
knowledge, on the other hand, is formal and documentable knowledge, such as how to
inflate a bicycle tire. Compared to intuitive knowledge, explicit knowledge is much
easier to convey [3]. Because intuitive knowledge always requires the initiative of the
person being taught. According to Nonaka and Takeuchi [8], the process of knowledge
generation can be divided into the different phases of socialization, externalization,
combination and internalization. This method of conceptualization is referred to by the
acronymSECI. The transformation of implicit to explicit knowledge occurs in the phases
of socialization and externalization, while the return of explicit to implicit knowledge
occurs in the phases of combination and internalization.

Socialization is the acquisition of knowledge in operational or organizational cooper-
ation. In the process, new implicit knowledge emerges that is built up through informal
interaction. An example of this is the everyday collaboration with colleagues in the
office. Externalization is the transformation of implicit knowledge into explicit knowl-
edge through documentation and experience sharing. This also includes, for example, the



22 H. Arda and K. Huffstadt

expert interviews from qualitative research. Combination refers to the merging of previ-
ously unrelated knowledge domains and involves the collection, processing, and sorting
of existing explicit knowledge. For example, through discussions with other interested
parties. Internalization is the internalization of explicit knowledge absorbed by organi-
zations into individually held and organizationally embedded implicit knowledge. This
includes, for example, the experience gained from experiments.

Following the work of Schenk et al., Design Thinking is also chosen as a method
for generating knowledge in this master thesis. Design thinking is a recognized and
controlled knowledge creation process and therefore offers great potential for prototyp-
ical application research [26–28]. The goal of Design Thinking is to develop innovative
and user-oriented products and services by means of creative problem solving. This
work takes a similar approach here but changes the premise and focuses on the dialogue
between two people. The aim is to discuss solutions that can be applied in the real world,
thus closing the knowledge gaps, and refining the previous work. The Design Thinking
phase, finding ideas, is also the focus here and is illustrated by the following experimental
set-up.

3 Method

Looking at the current practical research environment related to VR, research is mainly
conducted with the improvement of the underlying technology, which has now reached
a high level of maturity and technical progress [29, 30]. In contrast, academic research
is mainly concerned with social factors such as collaborative behavior and body-based
communication in knowledge exchange in VR [31]. Based on the discrepancy between
these two fields, a research gap emerges regarding the understanding of the potential,
benefits, and added value of the technology between practical application and theoretical
research [3]. To close this research gap, the goal of thiswork is to test theVirtual Presence
with a realistic application scenario and thus bring the different perspectives closer. The
basic assumption here is that the Virtual Presence is reinforced by realistic avatars, again
helping to increase knowledge generation. To prove this assumption a bridge between the
core properties of VR immersion, presence and interactivity [32, 33], and the knowledge
generation model SECI socialization, externalization, combination, and internalization
[8] is built in this thesis. A similar approach was taken by Schenk et al. [3] in their
work, with the difference that in their work the focus is on VR as a collaboration tool in
general. Here, the focus is specifically on avatars and their impact on the aspects of VR
and SECI.

H1–H4 assume a positive influence of immersion, H5–H8 a positive influence of
presence, and H9–H12 a positive influence of interactivity on the four SECI aspects
socialization, externalization, combination, and internalization.Adetailed overviewwith
formulated hypotheses can be found in Table 1. This method of hypothesis generation
is based on previous studies to ensure the applicability and comparability of the data [3,
6, 26, 34].
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Table 1. Hypothesis Overview [3]

Hypothese Description

H1 Experiencing and recognizing the realistic avatar (immersion) had a positive
impact on SECI socialization

H2 Experiencing and recognizing the realistic avatar (immersion) had a positive
impact on SECI externalization

H3 Experiencing and recognizing the realistic avatar (immersion) had a positive
influence on the SECI combination

H4 Experiencing and recognizing the avatars (immersion) had a positive impact on
SECI internalization

H5 The physical presence of the realistic avatar (presence) had a positive impact on
SECI socialization

H6 The physical presence of the realistic avatar (presence) had a Positive influence
on SECI externalization

H7 The physical presence of the realistic avatar (presence) had a positive influence
on the SECI combination

H8 The physical presence of the realistic avatar (presence) had a positive impact on
SECI internalization

H9 The possibility of interacting with a realistic avatar (interactivity) had a positive
impact on SECI socialization

H10 The possibility of interacting with a realistic avatar (interactivity) had a positive
impact on SECI externalization

H11 The possibility of interaction with a realistic avatar (interactivity) had a positive
influence on the SECI combination

H12 The possibility of interaction with a realistic avatar (interactivity) had a positive
impact on SECI internalization

3.1 Case Study

The Avatars. The appearance of the avatar plays the most important role in this work.
There are many ways to create a lifelike or stylized digital persona. In this thesis, four of
the possibilities are used for the study:Oneway is to scan the user completely for a lifelike
avatar. Scanning people to create virtual avatars is a process that involves capturing the
physical features of real individuals and translating them into digital representations.
This process primarily relies on cameras and specialized software and high-definition
cameras to achieve accurate and realistic virtual avatars. The Polycam application uses
the cameras to generate a 3D model of the person, which is then imported into the Untiy
[35] software and made VR-ready. In Unity, the avatar is then transformed into a moving
VR avatar by connecting the head mounted display (HMD) with the corresponding body
parts (see Fig. 2).

Another way to create a more stylized avatar is with the help of the tool Ready Player
Me. Creating an avatar using the Ready Player Me is a straightforward process [36]. To
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Fig. 2. From left to right; the generic, - stylized, - mixed, - and lifelike avatar.

begin, open your web browser and navigate to their website. On the website, you’ll find
a button or link that invites you to create your avatar. After following the individual
steps described, an avatar is generated. Once the avatar (see Fig. 3) is ready, it will be
available for download. Depending on your intended use, the avatar will be provided in
a format that suits your purpose.

One advantage of Ready Player Me is that no other hardware is required apart from
a browser capable device. The avatar has all the necessary things like mesh, textures,
and skeleton right after the download and can be controlled directly with the HMD.
However, because no photos are taken by cameras, the degree of realism of the avatar
is significantly limited here. To compensate for this factor there is a third way to create
avatars, which takes the advantages of lifelike and stylized avatars and creates a mix
of both worlds. For avatars that are supposed to resemble a real person as much as
possible, the face probably plays the most important role. The face reflects the behavior,
empathy, and perception of the person [15, 16]. The website Avaturn makes use of this
characteristic and offers avatars that are created quickly but are still very realistic [37].
To do this, the software uses the same technique as when Polycam scans people but
limits it to the user’s face. This requires three biometrically taken photos of the user’s
face. Next, the remaining body parts such as hair, torso, arms, and legs are created using
the Ready PlayerMe-like character creator tool. The result is an avatar that at first glance
looks very similar to the original (see Fig. 2), but on closer inspection shows significant
differences. Which in itself is not a problem, because an avatar that is too similar to
humans can be subject to the Uncanny Valley effect and thus lowers the immersion [19].

In addition to the digital persona, an avatar without any connection to the human is
also included as a control group for the tests. This is the character model Space Robot
Kyle (see Fig. 2). This generic looking robot provides all the necessary features to create
a VR avatar, without specifying a gender or body shape. Because the robot does not try
to resemble a human being, the risk for Uncanny Valley is very low [11] and thus, allow
to control if there are significant differences between realistic or generic avatars. The
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four types of avatars: lifelike, stylized, mixed, and generic, are the basic variable for the
experimental design of the paper.

Questionnaire. To analyze and evaluate the results of the case study implementation, a
questionnaire was used to collect quantitative and qualitative data from the participants.
The questionnaire is based on previous studies in the research field [3, 6, 26, 34, 38, 39].
This ensures applicability and comparability.

The questionnaire includes a total of 57 questions. These include 4 personal ques-
tions, 48 quantitative questions divided into 4 sections per avatar, 5 questions about the
course of the conversation, and 4 additional free-text questions related to the avatars
themselves and a question about which avatar they thought was the best. The control of
the hypotheses will mainly take place with the quantitative questions. These questions
were developed and based on the hypothesis generation method by Schenk et al. [3]
Each section of the VR factors Immersion, Presence and Interactivity have one question
each on the different SECI properties Socialization, Externalization, Combination, and
Internalization. In this context, the immersion section particularly targets the emotional
perception of the interlocutor of the subjects. Presence, on the other hand, is intended
to assess the appearance of the person opposite. And finally, the interactivity describes
the interaction of both parties.

3.2 Structure of the Case Study

The case study proceeds in three steps. At the beginning, the participants are informed
about the upcoming events. It is explained that this is a role play, in which the respondent
takes on the role of a politician and I take on the role of various journalists from various
newspapers. Then both parties meet in the virtual space in VRChat. The test person has
a generic avatar without any certain resemblance. His opposite is one of the four avatars
lifelike, stylized, mixed or generic.

The second step is the beginning of the discussion. The journalist asks if the politician
knows the last generation. Depending on the answer, either a short explanation based on
an example of the last generation or directly the question about the politician’s opinion
on the topic follows. Based on the politician’s opinion, an argument against or for the
last generation now follows. The politician may respond to this argument. Afterwards,
the journalist proposes a possible solution to the issue and discusses whether it is within
the politician’s possibilities. This discussion continues until a compromise has been
reached or the attempt to find one has been declared a failure by both parties. After the
discussion there is a short break in which the respondent is allowed to answer the first
part of the questionnaire. The discussion will take place four times in total. Each time the
appearance and the newspaper of the avatar changes. After each round, the participant
has time to fill in the survey questions. After the fourth round, the discussion ends, and
the final phase is initiated.

In the last phase, the respondent is informed about the topic and is asked to fill in the
volunteer feedback questions about the avatars. Afterwards, there is a farewell, and the
test is successfully completed. For time and organizational reasons, the individual cases
take place partly in a closed laboratory at the university but also remotely on the user’s
own computer at home.
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4 Results

4.1 Data Analysis

A total of 30 subjects participated in the study. This experimental group is divided into 29
male and one female participant. The age of the participants ranged from 16 to 50 years
old, with most of the participants being between 20 and 28. Experience in VR/AR was
rated by the probands themselves on a scale of 1 for no experience at all and 5 for very
much experience. The average score was 2.20. The average test time was 57:10 min.
This includes the interviews and the time to complete the survey.

The professional background was mainly students. There were 15 bachelor’s and
master’s students, 4 computer scientists and 6 other non-informatics professions. As a
computer scientist or prospective computer scientist in college, mild to moderate experi-
ence with VR or AR can be expected. However, actual findings cannot be deduced from
this, because every course of study has a different focus, and the topic of VR and AR
was not included in the subjects’ basic studies. Therefore, the experience values of the
probands are an approximate estimation of their own interest and experience.

Table 2. Survey results by group and question per hypothesis in mean values.

Hypotheses/Group Lifelike Mixed Stylized Generic

H1 4.83 4.50 4.37 4.23

H2 4.30 4.30 4.07 3.93

H3 4.57 4.27 4.13 4.47

H4 4.53 4.17 4.13 4.03

H5 1.57 1.93 1.60 1.97

H6 1.47 1.80 1.43 2.27

H7 1.20 1.50 1.20 1.23

H8 1.27 1.53 1.50 1.50

H9 4.37 4.03 4.07 3.30

H10 4.57 4.27 4.23 4.00

H11 4.80 4.40 4.40 4.40

H12 4.60 3.97 3.40 3.93

For the processing of the quantitative questions, the survey results were distributed
to the respective avatar groups (see Table 2). Each hypothesis was treated accordingly
with at least one question from the survey. These questions were asked in the survey
with a five-point Likert scale, 1 meaning I do not agree at all and 5 meaning I fully agree.
The results of the question items were considered individually during the evaluation and
analyzed using the free program GNU PSPP version 1.6.2. Due to the sample size of
N = 30, a test of the normal distribution of the samples can be omitted. The results
were then tested in a T-test with independent samples, since the values for the individual
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avatars were recorded by different subjects. This T-test is used to determine whether
the mean values of the corresponding samples are different and thus whether there is
a statically significant difference between the sample mean values all pairs of groups.
To be able to look at the T-test, the variance homogeneity or equality must still be
tested. The condition of the variance homogeneity is calculated with the Levene-test
[40]. Since the null hypothesis of this work states for all hypotheses that all variances
are homogeneous, the significance must be higher than 0.05. If the variance is below
0.00, the null hypothesis must be rejected and statistical significance by the T-value must
not be assumed. For example, the hypotheses H2, H3, H5, and H17-H10 scored above
0.05 on the Levene-test (see Table 3). That means in the next step these hypotheses can
be considered on the value of the T – test. In the case of an equality of variance, 2 types
of the T-test can be used. If there is no assumption that, for example, a sample has a
higher or lower value, then the 2-sided T-test must be considered. On the other hand,
if there is a presumption of an effect, the 1-sided T-test is used [40]. In both cases, we
assume a confidence interval of 95%, which in turn means that we test the T test value
at α = 0.05.

Table 3. Results of the comparison pair lifelike and generic.

Hypothese Levene – Test Value T – Test Value 2 Sd. T – Test Value 1 Sd.

H1 ,000 ,003 ,0015

H2 ,590 ,154 ,0770

H3 ,168 ,571 ,2855

H4 ,030 ,063 ,0315

H5 ,621 ,204 ,1020

H6 ,047 ,003 ,0015

H7 ,819 ,835 ,4175

H8 ,169 ,300 ,1500

H9 ,074 ,000 ,0000

H10 ,339 ,007 ,0035

H11 ,001 ,048 ,0240

H12 ,001 ,012 ,0060

Based on these assumptions, we find a significant difference between the lifelike
and generic avatar in hypotheses H9 and H10 (see Table 3). Both hypotheses have a
significant level under α = 0.05 in the 2-sided as well as the 1-sided T-test. H9 for both
tests with 0.00 and H10 for the two-sided test with 0.007 and for the one-sided test with
0.0035. Thus, we can reject the null hypotheses for H9 andH10 and accept the alternative
hypotheses. Apart from this comparison pair, there was no further static significance in
the other comparison groups. In the following chapters the hypotheses that have been
adopted will be examined in greater depth in terms of content and impact.
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4.2 Qualitative Questions

The last part of the survey dealt with the qualitative questions. These are primarily
opinions on whether a lifelike avatar is more suitable than a generic avatar and why
they think that is the case. These questions were not mandatory to complete the test.
When asked which avatar was the best, 6 voted for the generic, 3 for stylized, 4 for
mixed and the majority with 17 for the lifelike avatar. When asked if they would prefer
a realistic avatar to an unrealistic avatar, the respondents answered yes 16 times and no
7 times. In addition, 6 other participants gave free-text answers, such as “It depends on
the situation. In an interview yes” or “I don’t care as long as the avatar comes across as
likeable”. When asked why they decided to use a real avatar or why they decided against
it, the opinions were very detailed. When asked if they would choose a realistic avatar
if everyone in the room also had a realistic avatar 21 respondents answered yes and 5
answered no.

The last question was about the suggestions of the respondents to make the avatars
more realistic. The answers were mostly related to the facial expressions of the real-
istic avatars. Especially the eyes and the mouth were mentioned by many as needing
improvement. For example, one respondent said “Integrate subtlemovements, like blink-
ing, breathing or small twitches. This gives the avatar the feeling of being alive”. Another
said “Insert a mouth animation. So that the mouth moves when speaking. (I don’t know
if this is possible without special technology, maybe just by recording the microphone)”.
In general, the degree of life authenticity was relatively high, as can be read in the fol-
lowing statements “If possible upscale the quality of the avatars, otherwise add more
animations in the face, otherwise Very well done”, “I think they are all very well done”,
and “Nothing at all”.

5 Discussion

The lifelike avatar had the greatest effect on knowledge generation for all avatar types
tested. In this scenario, especially on the SECI aspects socialization and externalization.
These aspects were positively influenced. One reason why SECI socialization increased
can be derived from the definition of the term. Socialization represents the acquisition
of knowledge through collaboration. This creates new implicit knowledge that is built
through informal interactions. The special thing here is that it was strongest in the VR
area of interactivity. Which in turn means that through the possibility of interaction with
a lifelike avatar, it was possible for the probands to generate more informal knowledge
than with a generic avatar.

Another reason why socialization has increased through interactivity with a lifelike
avatar can be gleaned from the statements of the probands themselves. For example,
respondent 10 says that the right appearance attracts more attention to the other person.
However, according to the statement, this only applies if one hits the right center point,
in relation to the Uncanny Valley effect. This makes it possible to achieve the same effect
as in advertising: attention through curiosity. Another statement also directly addresses
the appearance of the avatar.
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Respondent 29 says that the realistic look of the avatar increases the feeling of well-
being. This feeling of well-being is a very important factor that only comes about when
the avatar is not in theUncannyValley and thus not creates discomfort. Because the avatar
is realistic enough to attract attention, it helps the subject to engage in the conversation.
The subject also mentions that it is also situational. This is indicated by the statement
that “while others prefer the freedom and creativity of an unrealistic avatar”. This means
that depending on the person or situation, the appearance can play a very important role
on the attention and the resulting knowledge transfer through interactions. In addition
to SECI socialization, an effect was also observed in externalization. This involves
the transformation of implicit knowledge into explicit knowledge. This can occur, for
example, through expert interviews. Experts, because of their accumulated knowledge,
are consulted in different categories to ensure that the information researchedor conveyed
is credible. The feeling of credibility also played a major role in the interviews here. The
realistic appearance of the avatar made it easier for the subjects to believe the journalist.
This effect also speaks for why the factor VR interaction was positively influenced. The
gained belief promoted the participation in the interview because the subjects were put in
the situation of a real-looking discussion about the last generation. A similar effect can be
found in other studies fromother research fields, such as testing new drugswith placebos.
In this study, it means that the realistic appearance of the avatar made the journalist’s
statements more believable, giving the discussion a degree of meaningfulness. This
meaningfulness in turn made it easier for the subjects to participate in the discussion.

This effect of credibility is reflected in the statement of respondent 11.The respondent
says that especially in serious or important topics, a person who can be better imagined
in the role helps to attract more attention. This statement is consistent with the fact that
explicit knowledge comes from proving implicit knowledge, such as when interviewing
a credible expert. It is important that the expert or in this case the journalist looks
appropriate to his role. Respondent 11 considers the age of the journalist, who must not
look too old or young. Accordingly, it is necessary to pay attention to how the journalist
is imagined and how he looks, so that it also influences the credibility.

Based on the results of the case study and the statements of the test persons, it can
now be seen that a realistic appearance of an avatar has clear advantages when generating
knowledge. On the one hand, the targeted use of lifelike avatars can promote attention
through the importance of the situation. This in turn leads to a livelier discussion. On
the other hand, it is also possible to let the avatar appear as an expert in his field by
fulfilling certain specific roles. This helps to clarify the facts and thus radiates credibility.
This credibility, then helps to maintain the seriousness of the situation and directs the
attention entirely to the corresponding topic. Thus, the realistic appearance plays a very
important role on the interaction in the virtual world and can serve as a tool for generating
knowledge.

6 Scientific Placement

The findings of this thesis are part of the broad research spectrum of VR. The field of
research has grown significantly in recent years, because on the one hand the hardware
prices have fallen and on the other hand the quality of the experience has increased.
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This created a real hype around VR and with the change into a digital meeting age
the breeding ground for research was laid. A topic which influences VR very much is
the Uncanny Valley effect [11]. This effect is the focus of research when it comes to
representing real things in the virtual world. The concept suggests that as the appearance
or behavior of humanoid entities becomes more and more human-like, there is a point at
which they will evoke a strong negative emotional response, before eventually becoming
indistinguishable from real human beings. This phenomenon is also reflected in the
overall results of this study. These points come from the results of the survey (see
Table 2) and were added up. Because questions 8–12 were asked negatively, the results
have been converted to positive. To do this, the average of all the results for each question
was subtracted from the possible 5 points. The difference is then the new score and is
added to the remaining points. With this calculation, the generic avatar scored 45.32, the
stylized avatar scored 47.15, the mixed avatar scored 47.07, and the lifelike avatar scored
51.06 points. The generic avatar achieves the lowest number of points of all avatars. If we
now increase the realism level, such as the stylized avatar, then the points also increase.
Until we reach a point where the points drop again, as the points of themixed avatar show
us. This means that the mixed avatar falls right into the Uncanny Valley and generates
fewer points despite its greater realism. However, if you use an alternative method to
create lifelike avatars, the number of points increases again, and the uncanny valley
effect no longer occurs. This means that, with the help of the avatars, we were able to
show that the Uncanny Valley Effect exists and how important the research by Mori
et al. [11] was at the beginning of the development of VR. Because there is currently
no scientifically substantiated method for ranking avatars based on Uncanny Valley, the
results mentioned here are only assumptions and must be validated by further research
work.

Another scientific work that influenced this paper was the findings of e.g., Schenk
et al. [3] in their study. Here, a demonstrated positive effect was immersion on inter-
nalization. Internalization means that implicit knowledge is transformed into explicit
knowledge through trials and thus falls into the area of “learning by doing”. These
attempts took place in the case study of Schenk et al. in the context of an “Escape
Room”. If we would now change the scenario of this work to the same way, we would
probably get a similar result in the area of internalization and combination. This means
that the findings in VR always depend on the scenario of the case study. Conversely, this
means that methods such as Design Thinking can also be used to depict other scenarios
that also occur in reality. To do this, a process must be divided into its individual steps,
as in the example of this work, understanding, observing, defining point of view, and
finding ideas. In this way, a scenario can be developed that can be seamlessly transferred
to the virtual world.

7 Conclusion

The past has shown that with every step VR takes, the goal of being a fully functional
communication platform that is in noway inferior to conventionalmeeting tools is getting
closer and closer. This change comes on the one hand with hurdles, such as technical
requirements, which must be solved little by little, but also with potential to significantly
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improve the typical way of working we know today. It doesn’t take much more time for
a product that can be fully exploited for the world of work to come onto the market. The
entertainment world is already taking advantage of VR and using HMDs to create their
own subworlds. This creates new ways to meet, talk, work, and live together without
having to be in the same place.

The goal of this paper was to determine if the virtual presence becomes more immer-
sive and educational through a digital persona. To do this, a research environment was
built that allowed a discussion to take place in the virtual world. This included amapping
of a real space and the development of 4 individual avatars. Each of the avatars from this
study represented a different level of realism. The theoretical constructs used were the
Uncanny Valley effect for degree of affinity, the SECI model for knowledge generation,
and Design Thinking as a process for integrating a working discussion. As an example,
for a comparable study and as a basis for the theoretical construction for this thesis, the
study of Schenk et al. [3] was used.

The results of this paper show that there is a significant positive difference between
generic and lifelike avatars in terms of knowledge generation in the areas of socialization
and externalization. This finding can be used specifically to generate more knowledge in
different scenarios, such as lectures, job interviews, or doctor’s consultations. A lifelike
avatar helps focus attention on the important issues, reflecting the seriousness of the
situation. In addition, a lifelike avatar can also represent the role of an expert and thus give
more importance to the reproduced statements. To achieve these advantages, the avatar
must also consider the appropriate factors, such as modeling, textures, and movements.
This also includes the scenario in which the avatar is located. This is true for all examples
mentioned here. If you follow these rules, you can expect a positive influence on the
creation and consolidation of knowledge.

To find out if other areas of VR are influenced by the appearance of avatars, further
research can be done in this area. An example of future work would be to examine what
impact a lifelike avatar would have on aspects of the SECImodel when the scenario takes
place not only in dialogue, but in craft development in VR. For example, the premise
could be the creation of a new city district where the subjects must decide together as a
teamwhere to place the different types of buildings. Through such a premise, it would be
possible to start a dialogue on the one hand, promote interactivity through the tangibility
of virtual objects, and most importantly address Nonaka and Takeuchi’s [8] “learning by
doing”. This is just one examples of what is currently possible. If technology continues
to evolve and people’s fascination with VR continues, there will always be ways to
represent reality in VR. The idea of “Virtual Reality” is finally here and we are among
the first to try out what will be possible in the future.
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Abstract. Distracted driving emerges as a global threat, significantly
contributing to the alarming toll of 1.3 million annual traffic fatalities.
This paper presents an innovative solution employing a Unity-based driv-
ing simulator with biometric features to tackle distracted driving across
educational and technological domains. The simulator uses the popular
Mediapipe Solutions library and uncomplicated camera setups to cap-
ture pivotal biometric parameters: head rotation, gaze direction, and
eyelid opening. The fusion of these parameters creates an immersive user
experience, enabling self-assessment of distraction levels within simulated
nighttime scenarios. The simulator incorporates alerts for incorrect gaze
direction or signs of drowsiness, employing an acoustic signal. Further-
more, the simulator activates car headlights upon the driver’s proximity
to the dashboard, indicating compromised visibility. The proposed solu-
tion’s efficacy is confirmed through experiments conducted under diverse
conditions, including scenarios with sunglasses, eyeglasses, and low lumi-
nosity. With minimal hardware and software requirements, the simulator
emerges as a valuable educational tool for drivers, holding potential for
integration into assisted driving systems. The results highlight its signifi-
cant contribution to road safety, effectively addressing the pervasive issue
of distracted driving through a comprehensive and accessible framework.

Keywords: driver simulator · assisted driving · biometrics · adaptive
simulator

1 Introduction

Annually, road traffic accidents claim around 1.3 million lives worldwide, as
reported by the World Health Organization (WHO) [25]. Recent statistical
insights shed light on distracted driving as a prominent contributor to acci-
dents. Distracted driving, encompassing visual, manual, and cognitive distrac-
tions, emerges as a significant threat to road safety. Further complicating this
challenge is driver drowsiness, positioned as the second leading cause of acci-
dents, following alcohol consumption. Symptoms such as fatigue, yawning, and
attention deficits heighten the associated risks.
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The term “distraction” is described as the “diversion of the mind, attention,
etc. from a particular task” [26]. In the context of distracted driving, it refers
to any activity that diverts attention away from the primary task of driving.
Maintaining full attention is paramount for safe driving, and engaging in non-
driving activities increases the risk of accidents [17]. Distraction is classified into
three types: manual, visual, and cognitive [9]. Manual distraction involves the
driver participating in activities such as using a cellphone, eating, or drinking.
Visual distractions shift the driver’s eyes and focus away from the road, while
cognitive distraction occurs when the driver’s mind is not concentrated on driv-
ing, such as talking to a passenger, daydreaming, or becoming lost in thoughts.
Given that driver distraction and inattention are the primary causes of vehicle
crashes, it is essential to identify instances of driver distraction and implement
countermeasures to ensure safe driving.

The ongoing progress in Advanced Driver Assistance Systems (ADAS) has
significantly contributed to enhancing road safety by providing crucial support
throughout the driving process [24]. These cutting-edge technologies rely on a
multitude of sensors to actively monitor the vehicle’s surroundings, issuing timely
warnings or taking preventive measures to mitigate potential hazards such as
obstacles, lane departures, and speed infractions. The realm of ADAS includes
various systems such as automatic emergency braking, forward collision warning,
blind spot warning, and lane departure warning, all of which provide transient
interventions in critical situations. In the contemporary automotive landscape,
the continual evolution of ADAS is directed towards ensuring a secure and stress-
free driving experience. Figure 1 shows various state-of-the-art ADAS features
along with the corresponding sensors employed in their implementation.

Fig. 1. State-of-the-art ADAS features and implementing sensors.
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The seamless integration of multi-source data, specifically biometric informa-
tion designed for driving scenarios and integrated with existing vehicle sensors,
represents a significant leap forward in reinforcing ADAS security. Facial and eye
movement indicators, including head rotation, eye blinks, and gaze direction,
are conventionally utilized for deducing driver cognitive states [14]. Real-time
head rotation recognition assumes a pivotal role in driver behavior analysis and
monitoring attention levels [11,29,34]. Conversely, insights into gaze direction
provide a detailed understanding of the driver’s focal point, enabling precise
interventions by ADAS. In controlled environments, gaze can be tracked with
remarkable accuracy, particularly with the introduction of affordable devices in
recent market offerings. On the other hand, eye-related metrics have demon-
strated promising results in determining the driver’s fatigue state [20,21,28].
Last but not least, monitoring the distance from the windscreen yields valuable
data regarding driver posture and positioning, providing a complementary layer
to existing sensor inputs.

Based on these premises, this study introduces an innovative driving simu-
lator for distraction assessment and education, underscoring the practical inte-
gration of automated solutions into assisted driving scenarios. These include
obstacle detection systems, assisted driving features, and drowsiness prevention
mechanisms. By offering a comprehensive approach to tackling distracted driv-
ing and alleviating the risks linked to driver drowsiness, the simulator aims to
reshape driving education for safer roads. The use of accessible biometric data
capture techniques, especially through camera-based systems, introduces a prag-
matic dimension to the proposed methodology. In essence, the main contributions
can be summarized as follows:

– Development of a driving simulator for distraction assessment and education,
allowing drivers to assess their distraction levels in simulated scenarios and
offering a valuable tool for enhancing awareness of safe driving practices.

– Utilization of biometric features as distraction indicators, including head rota-
tion, gaze, distance from the windscreen, and eyelid opening. These parame-
ters serve as effective indicators of driver distraction levels during simulated
driving experiences.

– Camera-based biometric data collection for practical implementation by using
a simple camera for capturing biometric features. An RGB camera on a PC is
employed for educational driving, while a near-infrared camera can be strate-
gically positioned on the car dashboard for assisted driving scenarios.

The rest of this article is organized as follows: In Sect. 2, we provide an
overview of recent literature, in particular on the themes of distraction detection
and drowsiness detection while driving; in Sect. 3, we propose our framework
with details about the biometrics techniques involved and the types of alerts; in
Sect. 4, we present the framework developments and the findings of the test we
conducted with such a framework, other than highlighting the open challenges
and future directions; in Sect. 5, we resume our work and provide a complete but
concise overview of the overall insights and future paths.
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2 Literature Review

2.1 Distraction Detection

Exploring ADAS in the field of Computer Vision poses challenges given its piv-
otal role in enhancing automotive safety. According to [4], there are four cate-
gories deemed effective in measuring and identifying driver distraction: behav-
ioral (such as eye and head movements), performance-based (including vehicle
lateral and longitudinal control), psychological (utilizing driver electrocardio-
graphic and electroencephalographic methods), and subjective (employing self-
assessment questionnaires and expert evaluations) [8]. Among these, the first two
categories, behavioral and performance-based, are the most commonly utilized
for driver distraction analysis. Among these, the most frequently employed for
driver distraction analysis are the first two [22].

Gaze direction and head pose estimation stand out as widely used attributes.
For instance, in [5], the focus was on identifying a specific type of driver
distraction–specifically, the rotation of the driver’s head caused by a change in
the yaw angle. The research involved training multiple classifiers on diverse video
frames to evaluate and identify driver distraction. The authors demonstrated
that the method utilizing motion vectors and interpolation outperformed other
approaches in effectively detecting the rotation of the driver’s head. Choi et al.
[13] employed advanced deep learning techniques to classify a driver’s gaze zones.
Through the analysis of camera images, the sequential arrangement of these gaze
zones offers valuable insights into the driver’s behaviors, encompassing aspects
like drowsiness, focus, or distraction. To achieve robust face detection, a combi-
nation of a Haar feature-based face detector and a correlation filter-based MOSS
tracker is utilized. The study successfully identified nine gaze zone categories,
indicating where the driver is looking while driving. Continuing in this line of
investigation, Vora et al. [31] conducted a study to investigate systems capable
of adapting to diverse drivers, cars, perspectives, and scales. Utilizing Convo-
lutional Neural Networks (CNNs), they categorized a driver’s gaze into seven
zones, fine-tuning both AlexNet and VGG16 through three distinct input pre-
processing techniques. The findings highlighted that concentrating on the upper
half of the face yielded superior results compared to employing the entire face
or face+context images for effective classification. A very recent study aims to
identify instances of distraction by focusing on the true driver’s focus of atten-
tion (TDFoA) [16]. The process involves two primary stages: predicting TDFoA
and determining the Driver Distraction Degree (DDD) based on the driver’s
focus of attention (DFoA) and TDFoA. To accomplish this, they introduced a
deep 3D residual network with an attention mechanism and encoder-decoder
(D3DRN-AMED). This model is specifically designed to operate on successive
frames using convolutional Long Short-Term Memory (LSTM), effectively mini-
mizing the impact of momentary distractions by considering historical variations
in driving scenarios. For an in-depth overview of driver distraction methods, a
recent literature review is available in [18].
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2.2 Drowsiness Detection

Artificial Intelligence-based systems designed for detecting driver drowsiness
have explored various approaches by analyzing the geometric configuration of
facial features [12]. Some methods focus exclusively on head pose along with
the spatial relationships between specific facial elements [15]. Conversely, other
approaches center on the eyes, considering factors such as eye orientation and
gaze [3,20,23]. To overcome limitations associated with individual approaches,
such as restricted applicability to specific scenarios or being confined to frontal-
face driving scenarios, there is a need for a hybrid model that integrates both
head pose and eye status [29]. In [35], a Deep Cascaded Convolutional Neu-
ral Network is utilized for face detection, followed by the application of the Dlib
library to identify facial landmarks. Subsequently, the Eyes Aspect Ratio (EAR)
is calculated, and a Support Vector Machine is employed to classify the drowsi-
ness state. Another strategy, outlined in [30], integrates multimodal information,
encompassing driver posture, blinks, vehicular data, and Heart Rate Variabil-
ity (HRV), to discern both slight and severe drowsiness. In [33], a hierarchical
temporal Deep Belief Network is deployed to detect drowsiness states in drivers,
incorporating high-level facial and head features. Likewise, [36] employs a Neu-
ral Network architecture for drowsiness detection, analyzing motions through
spatio-temporal representation learning. A particularity of this approach involves
automatic scene understanding through an optimization algorithm, achieving a
balance between drowsiness detection and scene comprehension. The analysis of
multimodal data is further delved into in [6], where fusion also entails emotion
detection. This approach combines information derived from yawning, eye move-
ments, and lip gestures, contributing to a comprehensive approach for drowsiness
detection. A comprehensive analysis of vehicle metrics, facial and body expres-
sions, as well as physiological signals, aiming to enhance driving safety through
adaptive interactions with the driver, is discussed in [2].

3 Proposed Framework

The proposed framework revolves around a sophisticated technology adept at
discerning and mapping a driver’s facial features, leveraging a strategically posi-
tioned webcam. The biometric data obtained includes:

– Facial rotation
– Gaze direction
– Distance assessment
– Eye closure

Primarily designed for integration within assisted driving frameworks, the
technology vigilantly monitors the driver’s attentiveness, detects signs of fatigue
or drowsiness during the driving experience, and triggers high-beam illumination
as the driver approaches the webcam. The workflow of the framework is depicted
in Fig. 2.
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Fig. 2. Workflow of the proposed method. (Those graphs has been designed using
images from Flaticon.com www.flaticon.com. Authors of the icons: Freepik, surang,
mj.)

Python serves as the programming language, offering a versatile selection
of modules. The acquisition of biometric data involves the utilization of the
MediaPipe and OpenCV libraries, complemented by essential data manipulation
tools such as NumPy, itertools, math, and socket. More details can be found in
the following subsections.

Facial Rotation Estimation. Face pose detection is achieved through the
MediaPipe package, which employs methodologies for facial mapping utilizing
468 specific landmarks. These landmarks are strategically positioned on the nose,
ears, eyes, and mouth, enabling the estimation of facial rotation. The face mesh is
obtained by a convolutional neural network like MobileNetV2-like [27] with cus-
tomized blocks for real-time performance. The rotation estimation is performed
by the OpenCV function named “solvePnP” (Perspective-n-Point), designed to
estimate face pose based on a set of points encompassing both 2D and 3D coor-
dinates, along with the camera matrix and distortion coefficients. The primary
concept involves estimating the position by utilizing the 3D coordinates of N
points and their corresponding 2D projections.

Gaze Direction. Once the face mesh is obtained by the method above men-
tioned, the eye coordinates are used to create a mask for cropping the eye region.
Subsequently, a gaussian and median blur are applied to remove the noise from

www.flaticon.com
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the eye image. The eye is processed in three equal parts vertically. A pixel counter
function is called to count the black pixel for each part of the eyes (right, center,
left). Since the pupil is known as a black (or near black) pixel in the image, we
can obtain the pupil position by counting. We will then have the right, left, or
center positions of the gaze. For more detail, please refer to the code available
at [1].

Fig. 3. Biometric-based measures to perform drowsiness detection, distance estimation,
gaze position and head rotation.

Distraction and Drowsiness Detection. Distraction detection is accom-
plished by analyzing previously obtained information, specifically facial rotation.
To determine eye closure, landmarks on the eyelids of both eyes–particularly
those at the center–are utilized. The closure of an eye is identified when the
distance between landmarks on the upper and lower rims is very small. Impor-
tantly, each eye is monitored independently, ensuring that the individual closure
of one eye does not trigger a drowsiness alert.

Two potential warning types are implemented: distraction and drowsiness.
Distraction is recognized when the driver fails to maintain a forward gaze for a
specific duration. This may occur due to various reasons, such as engaging in
conversation with passengers, turning attention towards them, looking at the
radio or phone, or gazing out of the window. Drowsiness detection involves iden-
tifying the closure of both eyes for a specific duration. Both scenarios prompt an
auditory signal, with its tempo increasing over time to alert the driver to remain
attentive while driving. Time calculations for these detections are facilitated by
the use of the “time” library, providing practical methods for time management.
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Webcam-Based Distance Measurement. Utilizing the OpenCV library and
Haar-cascade files for face detection, the system gauges the driver’s distance from
the webcam. Calibration involves capturing a reference image with a known
distance and face width and subsequently computing the focal distance using
the known parameters. The aim of this part is to automatically activate the car
lights when needed. All of the above-mentioned techniques are integrated, as
depicted in Fig. 3.

Client-Server Communication Protocol. The establishment of a data
transmission system from Python to C# was essential to incorporating Python-
acquired biometric data into the Unity demo. Python acts as the server, handling
requests from C# for the necessary biometric data. The socket module plays a
pivotal role in coordinating network communication, allowing Unity to solicit
and receive biometric data. This module is integral to Python’s Network Pro-
gramming Toolkit, facilitating the creation, control, and management of network
connections. The transmitted data from Python is meticulously formatted into
a string, delineated by specific separators. This string includes face orientation,
drowsiness alert, eye position, distance from the webcam, and distraction alert.
The receiving process decodes the data from bytes, interprets them via tokeniza-
tion, and manages each component individually. The system, characterized by
low latency, provides real-time feedback throughout the execution of the demo.

4 Framework Development and Findings

The biometric data-driven simulator was developed within Unity, a versatile
game engine created by Unity Technologies for game and interactive content
development. The simulator showcases a driving scenario on a straight road at
night and employs assets from the Unity Asset Store, such as the “Modular
Lowpoly Streets” package for road construction and the “AllSky” package for
creating the night skybox.

A car image was positioned in front of the camera, and a script was imple-
mented to guide the camera’s movement, simulating a moving vehicle. The
car features a spotlight that simulates low beams, dynamically adjusting its
range and intensity as the driver approaches the webcam, similar to high beams
(Fig. 5). Upon starting the demo, the car begins its movement along the road,
encountering strategically placed obstacles.

The simulator incorporates an obstacle detection system, where the car iden-
tifies obstacles (depicted as red cubes; see Fig. 6) along the road, triggering
alerts on the screen. When the driver directs their attention towards an obsta-
cle, it transitions to green, signifying the system’s acknowledgment of the driver’s
attentiveness. However, if the driver becomes distracted or closes their eyes for
a specific duration, an escalating and intensifying auditory warning signal is ini-
tiated by the car. This setup aims to simulate real-world driving scenarios and
test the driver’s responsiveness to potential hazards (Fig. 4).
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Fig. 4. Unity Simulation scene with lighting.

In order to prove the effectiveness of the method, we tested it under various
scenarios:

– Eyeglasses The framework is robust in the case of eyeglasses. None of the
involved methods presented a decrease in performance with the use of eye-
glasses.

– Sunglasses The framework is robust in the case of sunglasses for the methods
involving the pose of the user and the alert regarding distraction detection.
Due to the absence of a visible pupil, the method is not able to work in this
case to detect the gaze of the user and the closing eyes. For this reason, the
drowsiness alert and obstacle detection will not work in this case.

– Partially occluded face Since the method involved uses landmark predic-
tion, even in the case of partially occlusions, the framework is able to work
without decreasing in performance. In particular, for the lower part of the
face that is occluded, like the mouth, the nose, or both, the method works
as usual. If the upper part is partially occluded (as an example, one eye is
occluded), only the drowsiness detection will fall because it is calibrated to
detect both eyes closed. However, this is a characteristic of the framework
that can be easily modified as needed.

– Low brightness When the face is not sufficiently illuminated during the
demo, both the accuracy of the gaze detection and the distance estimation
decrease. This means that the obstacle detection and the car light activa-
tion functions are no longer reliable. In contrast, the landmarks are correctly
detected, and the distraction and drowsiness alerts work as usual. This prob-
lem could be overcome by considering the use of a near-infrared camera. Those
particular cameras are also able to capture the facial image at very low bright-
ness, which would more realistically simulate a real car environment during
night driving. In this case, the ability of Mediapipe to detect facial landmarks



44 P. Barra et al.

Fig. 5. Unity Simulation: lighting variations (Top: Off, Bottom: On).

should be tested, since there is not, to the best of our knowledge, a literature
on accuracy decreasing when using near-infrared cameras. However, other
methods, like dlib [19], have been proven to be easily trainable on different
input data, as in the case of the depth image of faces [10].

Based on our observations, we can define different paths for future directions
of the work:

– From 2D simulation to VR Unity, which has been used to build the
driving simulator, also provides a version, Unity3D, that allows you to create
3D environments. For this reason, a possible path would be to move the
simulation from 2D to 3D in order to make the experience more immersive
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Fig. 6. Unity Simulation: recognized obstacle (Top: Driver’s Detection, Bottom:
Driver’s Perspective).

for the learner. In this case, however, the facial landmark and the eye position
should be captured by different devices. The integrated gaze devices in the
visors for the second case [32], and the webcam as usual in the first case, since
Mediapipe is able to work also in case half the face is occluded.

– From 2D simulation to AR Other than VR, one possibility could be to test
the demo in a context of mixed reality, where the car seat, the illumination
conditions, the steering wheel, and the accelerator are real, and the moving
road and the appearance of the obstacle are simulated. This would help not
only in the immersive learning of the driver but also in the calibration of
sensors.
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– From 2D simulation to car One possible test to conduct would be to
mount a camera on the dashboard of a real car, integrate the above-mentioned
sensors, and test the alarms installed in the demo to obtain feedback from
experienced drivers on possible improvements to the learning phase and cal-
ibration.

5 Conclusions

The continuous evolution of technology is making the integration of simula-
tion techniques into user educational processes increasingly seamless. This study
specifically focuses on safe driving practices, introducing a simulation framework
designed to replicate a driving scenario while considering its intricate elements.
These encompass critical aspects like obstacle detection, identification of drowsi-
ness, distraction management, and addressing challenges posed by low luminos-
ity. The techniques presented in this work, combined with an autonomous driving
algorithm as [7], could prevent accidents. The proposed framework is versatile
and compatible with personal computers equipped with RGB cameras, including
integrated options. It capitalizes on established biometric analysis algorithms to
evaluate the aforementioned driving situations. The framework not only iden-
tifies potential issues but also provides users with diverse alerts and feedback
mechanisms to enhance their driving skills. Moreover, the adaptability of the
framework extends to immersive experiences in virtual reality and augmented
reality settings. This potential integration aims to elevate the user experience,
contingent upon the availability of appropriate hardware devices. The incorpo-
ration of structured feedback, manifesting as alerts, facilitates the translation of
insights gained within the simulation environment into tangible perspectives for
assisted driving scenarios.

Our future endeavours involve refining biometric techniques tailored to three
applications: 2D simulations, 3D simulations, and assisted driving contexts.
Additionally, we plan to conduct comprehensive testing using images from var-
ious input sources under diverse and challenging conditions. This includes sce-
narios where visors partially or fully cover the driver’s face, using near-infrared
images, and experimenting with different camera positions, such as mounting
the camera on the dashboard. In summary, the proposed simulation framework
addresses immediate concerns related to driving distractions and demonstrates
adaptability for emerging technologies like virtual reality and augmented reality.
The structured feedback mechanism ensures that the insights gained from the
simulation environment contribute meaningfully to assisted driving, promising
a safer and more informed driving experience for users in diverse conditions.
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Abstract. TheAugmented reality (AR) allows digital information to be overlayed
onto a physical plane that users can manipulate. Using the unique capabilities of
AR, the AR-Classroom learning tool aims to teach three-dimensional (3D) geo-
metric rotations and their mathematics using virtual and physical manipulatives.
In an efficacy experiment, undergraduates completed pre-test measures of matrix
algebra and spatial thinking skills, were assigned to interact with virtual (N = 20)
or physical (N = 20) manipulatives in the AR-Classroom, or to complete active
control activities (N = 20), and then completed post-test measures of matrix alge-
bra and spatial thinking skills. Using a series of ANCOVAs, pre-test accuracy
on matrix algebra and spatial thinking tests significantly predicted matrix alge-
bra post-test accuracy. There were no significant group differences indicating that
all three groups showed similar improvement in matrix algebra skills. Further
ANCOVAs revealed that the virtual and physical conditions showed marginally
significant improvements on matrix algebra questions that were taught by the AR-
Classroom, specifically rotations and rotations combined with translations. These
initial findings indicate that theAR-Classroommay aid students in improving their
mathematical skills. Suggestions for future improvements to the AR-Classroom
and efficacy experiments on the AR-Classroom are discussed.
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1 Introduction

1.1 Learning Using Augmented Reality

Mathematical concepts can be challenging for many students to visualize, particularly
when those concepts are abstract, dynamic, and/or involve multi-dimensional spaces [1,
2]. These challenges extend to their instructors as they struggle to find teaching aids
that address or alleviate these challenges. If not appropriately addressed, students who
struggle with mathematical concepts in younger grades may continue to struggle well
into higher education [3–5]. Difficulties in learning mathematical concepts can impede
students frompursing science, technology, engineering, ormathematics (STEM) degrees
and careers.

Multiple representations are frequently used to enhance conceptual learning. This
is why it is common for STEM instructional material to use multiple representations
to illustrate complex or abstract concepts. Another approach is to use embodied learn-
ing where students physically interact with either virtual or physical manipulatives to
enhance their learning. While numerous interventions have sought to integrate embod-
ied learning with abstract conceptual learning [6], theories on conceptual and embodied
learning often conflict about the effectiveness of using virtual or physical manipulatives
alone [7]. Therefore, learning interventions designed for teaching abstract mathemati-
cal concepts might be more effective when they combine multiple manipulatives and
stimulation. Augmented Reality (AR) technology can do just that. AR can provide both
situated and embodied approaches to learning [8–10] as students’ learning is contextu-
ally situated while the student physically interacts with that specific context. Combining
both approaches may enhance knowledge acquisition of challenging concepts.

AR-enabled educational technologies could be an innovative solution to the chal-
lenges instructors and students face in engaging with complex mathematical topics.
AR can be used to intentionally integrate real and virtual stimuli within immersive and
interactive learning experiences [11–13]. Using AR for the instruction of mathemati-
cal concepts has been found to provide an interactive learning process that enhances
understanding and visualization [14]. AR also has the potential to simplify complex
and abstract mathematical theory thereby allowing learners to interact with the content
through virtual and physical stimuli. With this in mind, the AR-Classroom application
was developed to leverageAR capabilities combinedwith physical and virtual manipula-
tives. This paper investigates the efficacy of the AR-Classroom as a learning intervention
targeting geometric transformations and their underlying mathematical theory.

1.2 Foundational Research on the BRICKxAR/T

The development of and research on the AR-Classroom has been informed by usabil-
ity tests and learning efficacy research conducted on the BRICKxAR/T application.
BRICKxAR/T is a predecessor to the AR-Classroom. It was an educational technology
application that ran on an iPad so that users could move around and interact with LEGO
models [15]. This embodied approach was designed to support learning the mathemati-
cal concepts behind geometric transformations. One version of the BRICKxAR/T used
AR technology to visualize axes of rotation along with the entries within transformation
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matrices. Another version did not use AR (non-AR) and served as a comparison for
evaluative purposes.

The BRICKxAR/T’s user experience was evaluated by a series of usability tests:
a benchmark usability test provided initial user interactions with the BRICKxAR/T,
recommendations for improvements were made based on the benchmark usability test,
then some recommendations were implemented, and finally a follow-up usability test
was run to identify changes in user interactions [16]. This series of tests revealed that
making changes to initial instructions and a demo video resulted in users rating the app
as more intuitive and easier to use, users more often sought out and effectively used
in-app instructions, and better understood the relationship between the LEGO model,
AR wireframe overlay on the LEGO model, and the rotation matrix. In addition, a
learning efficacy experiment conducted on BRICKxAR/T found that scores on a math
test significantly improved from pre-test to post-test [17]. Participants who interacted
with the AR-enabled workshop tended to show greater improvements compared to the
non-AR workshop. Participants reported that the BRICKxAR/T was interesting and
useful, and participants engaged with the AR workshop for longer than the non-AR
workshop. On the basis of these promising research findings, the AR-Classroom was
developed to expand the use of AR technology and to compare the use of physical versus
virtual manipulatives teach matrix algebra concepts.

1.3 AR-Classroom Capabilities

The AR-Classroom application was developed in a way that makes challenging and not
(typically) visible concepts more interactive, visible, and intuitive [18]. These features
are designed to engage students in embodied learning which may lessen the demand on
their spatial thinking skills and support more intuitive understanding of mathematical
concepts. More specifically, the AR-Classroom utilizes AR technology to teach two-
dimensional (2D) and three-dimensional (3D) geometric rotations and their mathematics
using virtual and physical manipulatives.

AR-Classroom consists of a model registration tutorial and two workshops: virtual
and physical. In the model registration tutorial, users are introduced to registering the
LEGO space shuttle with the AR-Classroom. In the workshops, users perform rotations
by utilizing the application’s X, Y, and Z axes sliders to rotate a virtual model (i.e.,
virtual workshop, Fig. 1) or by using a physical space shuttle LEGOmodel (i.e., physical
workshop, Fig. 2). Each workshop displays a green wireframemodel superimposed onto
aLEGOmodel to represent the rotation transformations, color-coded axis lines, degree or
radian representations, Z-axis direction (up versus down) manipulation, different model
views, and 2D or 3D matrices.

1.4 Previous Research on the AR-Classroom

After the initial development of the AR-Classroom, several usability tests have been
used to assess user-app interactions, app feature functionality, app ease of use, and the
impact of iterative app improvements. First, a set of usability tests were run [19]. These
tests included a benchmark usability test, recommendations for changes to the AR-
Classroom based on the benchmarked usability, changes made to the AR-Classrsoom,
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Fig. 1. The AR-Classroom’s Virtual workshop with a Z-axis rotation and angle in radians.

Fig. 2. The AR-Classroom’s Physical workshop with a Y-axis rotation and angle in degrees.

an updated usability test, and a comparison between benchmarked usability and usability
after the recommended changes were made. After changes were made, the usability of
both workshops was improved as users could more easily set up the LEGO space shuttle,
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they more effectively used in-app instructions, and they more quickly accessed the app’s
features. Evenwith these improvements, salient issues in user-app interactions remained.
Next, another round of changes were made to the AR-Classroom and a third usability
test evaluated the cumulative impact of these changes [20]. The third usability test found
that the changesmade to the AR-Classroom increasedmetrics of user experience, ratings
of ease of use, and better supported user’s understanding of how the app functioned. The
findings derived from previous research on the BRICKxAR/T and AR-Classroom apps
informed the current learning efficacy experiment.

1.5 Learning Efficacy Experiment on the AR-Classroom

The present study investigated the AR-Classroom’s efficacy in teaching undergraduate
students the basics of matrix algebra using three learning conditions: using the AR-
Classroom’s virtual workshop, using the AR-Classroom’s physical workshop, and com-
pleting active control activities that were designed not to train matrix algebra skills. The
purpose of using two experimental conditions was to compare students’ matrix algebra
learning after using virtual or physical manipulatives. This paper will focus on quantita-
tive differences between the experimental and active control groups. In contrast, another
paper will focus on qualitative differences in learning from the AR-Classroom [21]. The
current study asked two broad research questions about the AR-Classroom’s efficacy in
teaching the basics of matrix algebra:

1. Howdoesmatrix algebra skill and/or confidence change after using theAR-Classroom
application, compared to an active control?

2. Howdoes using physical versus virtualmanipulatives in theAR-Classroomcontribute
to changes in matrix algebra skill and/or confidence?

2 Method

2.1 Participants

Sixty Texas A&M University undergraduates were recruited using the Department of
Psychological & Brain Sciences’ research sign-up system (Table 1). These students
received research course credit for participating in the experiment. Each participant was
randomly assigned to interact with the AR-Classroom’s virtual workshop (N = 20) or
physical workshop (N = 20), or they completed the active control activities (N = 20).

2.2 Design

The efficacy experiment utilized a three between-subjects learning conditions (virtual,
physical, active control) by two within-subjects test (pre and post) design.

2.3 Procedures

Participants in the virtual and physical conditions completed the following in a two-
hour session: a pre-test, interactedwith theAR-Classroom’s virtual or physicalworkshop
(based on their assigned condition), and a post-test. Participants in the active control con-
dition completed the following in a two-hour session: a pre-test, completed assessments
and activities about spatial thinking and analogies, and a post-test.
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Table 1. Demographics and Previous Experience with Matrices by Learning Condition.

Heading level Virtual Workshop Physical Workshop Active Control

Year of schooling 13 freshmen
5 sophomores
1 junior

12 freshmen
5 sophomores
2 juniors
1 senior

14 freshmen
4 sophomores
2 seniors

Mean Age 19.1 years old 19.0 years old 18.6 years old

Gender 12 men
8 women

8 men
12 women

5 men
15 women

Experience with
2D Matrices

19 had experience
1 did not

19 had experience
1 did not

17 had experience
3 did not

Experience with
3D Matrices

10 had experience
10 did not

14 had experience
6 did not

5 had experience
15 did not

2.4 Pre-test Materials

All three learning conditions followed the same pre-test: demographic and experience
survey, the Purdue Spatial Visualization Test-Visualization of Rotations, and a matrix
algebra test with confidence ratings.

Demographics and Experience Survey. Participants answered multiple-choice ques-
tions about their year of schooling, age, gender, major, previous experience with 2D and
3D matrices, and level of experience (5-point scale from 1= “not at all familiar” to 5=
“extremely familiar”) with video games, 3D modelling, and AR.

Purdue Spatial Visualization Test-Visualization of Rotations (PSVT:R). The
PSVT:R is a commonly used assessment of spatial visualization skills that is composed
of 20 problems. In this assessment, participants see diagrams of 3D object in a starting
orientation and a finishing orientation after an unknown rotation on one or more axes
has been completed. The participant must identify a diagram of a second 3D object that
has been rotated in the same manner as the first 3D object. They are presented with the
second 3D object in a starting orientation andmust select the correct finishing orientation
from a set of five options. Performance on the PSVT:R is calculated as a percentage of
correctly answered problems.

Matrix Algebra Test with Confidence Ratings. The matrix algebra test was com-
posed of sixteen multiple-choice questions, each followed by a confidence rating. The
questions were developed by a mathematics professor to cover simple to complex matrix
algebra concepts. Low complexity questions required identifying transformations based
on diagrams, and identifying the center, direction, vector, and/or angle of a transforma-
tion (Fig. 3). Moderate complexity questions required identifying a 3× 3 rotation matrix
that represents a given transformation or identifying the transformation from a given 3×
3 rotation matrix (Fig. 4). High complex questions required identifying a 4× 4 rotation
matrix that represents a given translation and transformation, or the inverse (Fig. 5).
The concepts in the matrix algebra test included rotations, which were the focus of the
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AR-Classroom’s current capabilities, and also translations and scaling, which were only
covered in the introductory video on matrix algebra. Performance on the matrix algebra
test was calculated as a percentage of correctly answered questions.

After each of the 19 matrix algebra questions, participants were asked to rate their
confidence in their answer. Participants rated their confidence on a 5-point scale from 1
= “Not at all confident (I guessed)” to 5 = “Completely confident (I know I answered
correctly)”. Average confidence ratings were calculated.

Fig. 3. An example of a low complexity question from the matrix algebra test that requires
identifying transformations based on a diagram.

Fig. 4. An example of a moderate complexity question from the matrix algebra test that requires
identifying the transformation represented by a given 3 × 3 rotation matrix.

2.5 AR-Classroom Interaction Materials

After completing the pre-test, participantswatched introductory videos onmatrix algebra
and the AR-Classroom. The introductory video on matrix algebra covered key concepts
and terminology to remind students of previous coursework in matrices or to provide
foundational understanding if students lacked previous coursework in matrices. The
introductory video on the AR-Classroom taught students how to set-up a LEGO space
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Fig. 5. An example of a high complexity question from the matrix algebra test that requires
identifying the transformation represented by a given 3 × 3 rotation matrix.

shuttle model for use with the AR-Classroom. After watching the two videos, a desktop
computer with a webcam was used to run the AR-Classroom application.

To guide participants through using the AR-Classroom, they followed a rotation
booklet with three questions (one question for each of X-, Y-, and Z-axes) on 90-degree
counterclockwise rotations (Fig. 6) and three questions (one question for each axis)
on 30-degree counterclockwise rotations (Fig. 7). Each question included two rotation
matrices that students would fill out: one was filled out using the rotation booklet and
the other was filled out using the AR-Classroom (Fig. 8).

Each set of three questions followed a similar progression. The first rotation question
was thoroughly explained so that the participant understood how each of the 9 values
in the matrix were found. The second rotation question was presented with a shortened
explanation, requiring the student to use what they learned from the first rotation. The
third rotation question contained the most basic explanation. For each of the six rotation
questions, participants would read the rotation booklet and use the LEGO space shuttle
to fill out a rotation matrix. Then the AR-Classroom with the LEGO space shuttle were
used to allow the participants to see how the rotation was performed and to check if
their rotation matrix was correct or not. In this way, the learning session was self-paced
and allowed students to correct their own mistakes. An experimenter was available for
questions throughout the learning session but tried to direct the participant to answer
their own questions using the rotation booklet and AR-Classroom.

The primary difference between the physical and virtual learning conditions is in
how participants interacted with LEGO space shuttle and the AR-Classroom. For both
workshops, participants hold the LEGO space shuttle in front of the webcam and theAR-
Classroom presents 3D visualizations of axes and angle of rotation superimposed onto
the video of the participant holding the space shuttle. In the virtual workshop (Fig. 1),
participants use a dropdown box to select the axis of rotation and then move a slider to
change the angle of rotation. By moving the slider, they rotate the axes superimposed
onto the stationary shuttle and the rotation matrix is updated with every movement of
the slider. In the physical workshop (Fig. 2), participants use a dropdown box to select
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Fig. 6. The first step of instructions for rotation #1 from the rotation booklet. These instructions
guide students through using the LEGO space shuttle model to fill in an empty rotation matrix.

Fig. 7. The first step of instructions for rotation #6 from the rotation booklet. These instructions
guide students through using the LEGO space shuttle model to fill in an empty rotation matrix.
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Fig. 8. For each of the 6 questions, students filled out the rotation matrix on the top using the
rotation booklet and filled out the rotation matrix on the bottom using the AR-Classroom.

the axis of rotation and then physically rotate the shuttle along the axis of rotation.
The rotation matrix is updated with the rotation of the shuttle along the selected axis
of rotation. It should be noted that the AR-Classroom will present participants with a
warning message if they physically rotate the shuttle along an axis that does not match
the axis they selected using the dropdown box.

2.6 Active Control Materials

The active control group did not interact with the AR-Classroom. Instead, they spent an
equivalent amount of timedoing the following:watching the introductoryvideoonmatrix
algebra, completing two spatial thinking tests, a worksheet that used analogies to teach
how spatial thinking can help solve problems, and another version of the same two spatial
thinking tests. While spatial thinking is involved in matrix algebra and in understanding
the visualizations used in the AR-Classroom, completing the active control activities
should not train participants in the skills and concepts tested by the matrix algebra test.
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2.7 Post-test Materials

All three learning conditions completed a post-test composed of the PSVT:R and matrix
algebra test with confidence ratings.

3 Results

3.1 Pre-test

Between-subjects ANOVAs were run to test if there were any differences between the
learning conditions (Table 2). There were no significant differences (ps > .05) between
the learning conditions in experience with video games, 3D modelling, and AR (ratings
closer to 5 represent experience), PSVT:R accuracy, matrix algebra accuracy, and matrix
algebra confidence (ratings closer to 5 represent confidence). Participants across all three
learning conditions were the most experienced with video games but not experienced
with 3Dmodelling or AR. Participants struggledwith the PSVT:R and thematrix algebra
test, and they were not confident in their matrix algebra understanding.

Table 2. Mean Pre-Test Scores by Learning Condition.

Virtual Workshop Physical Workshop Active Control

Experience with video games 3.4 3.1 2.7

Experience with 3D modelling 1.6 1.7 1.7

Experience with Augmented Reality 1.7 1.7 1.5

PSVT:R Accuracy 63% 61% 64%

Matrix Algebra Accuracy 50% 53% 52%

Matrix Algebra Confidence 2.5 2.3 2.3

3.2 Post-test

Between-subjects ANOVAs were run to test if there were any differences between the
learning conditions (Table 3). There were no significant differences (ps > .05) between
the learning conditions in PSVT:R accuracy, matrix algebra accuracy, and matrix alge-
bra confidence. Participants across all three learning conditions improved slightly on
the PSVT:R and the matrix algebra test, and their confidence improved. However, the
learning conditions did not significantly differ from one another.

3.3 Changes in from Pre-test to Post-test

Using ANCOVAs, we investigated group differences in post-test PSVT:R accuracy,
matrix algebra accuracy, and matrix algebra confidence after controlling for variation
in their respective pre-test performance. There was a significant difference in PSVT:R
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Table 3. Mean Post-Test Scores by Learning Condition.

Virtual Workshop Physical Workshop Active Control

PSVT:R Accuracy 67% 71% 67%

Matrix Algebra Accuracy 61% 65% 60%

Matrix Algebra Confidence 3.4 3.5 3.2

accuracy from pre-test to post-test, F(1, 55)= 97.17, p< .001, meaning that participant
performance on the PSVT:R improved from the beginning to the end of the experiment.
However, there were no significant group differences for accuracy on the matrix algebra
test, F(2, 55) = 1.34, p = .27. This means that all three learning conditions improved
equally, so the learning experience did not impact their spatial thinking skills. This is
expected aswedid not hypothesize that interactingwith theAR-Classroomor completing
the active control activities would improve participants’ spatial thinking.

For matrix algebra accuracy, there was a significant improvement from pre-test to
post-test, F(1, 55) = 35.16, p < .001. However, there were no significant group differ-
ences for accuracy on thematrix algebra test,F(2, 55)= 0.67, p= .51.While participants
showed improved performance on the matrix algebra test, there were no group differ-
ences in post-test accuracy (Fig. 9). A similar pattern was found for matrix algebra
confidence. There was a significant improvement in matrix algebra confidence from
pre-test to post-test, F(1, 53) = 26.31, p < .001; however, there were no significant
group differences, F(2, 53)= 0.26, p= .78. Unfortunately, we did not find evidence that
following the rotation booklet and interacting with the AR-Classroom improved matrix
algebra accuracy and confidence compared to the active control. This result conflicts
with our hypothesis that the two workshop groups would improve more than the active
control.

It could be that individual differences, such previous experience with matrix algebra
or other participant characteristics and PSVT:R accuracy, might add help explain the
lack of group differences. Therefore, we ran a series of ANCOVAs that included vari-
ables collected in the pre-test. The only significant predictor of matrix algebra accuracy
was PSVT:R accuracy, F(1, 54) = 27.13, p < .001, and the only significant predic-
tor of matrix algebra confidence was PSVT:R accuracy, F(1, 52) = 23.01, p < .001.
As expected because of the tightly coupled relationship between spatial thinking and
mathematical reasoning, spatial thinking skills are predictive of improvements in matrix
algebra accuracy and confidence, regardless of learning condition.

To further evaluate the AR-Classroom’s efficacy in teaching matrix algebra, we
conducted a more detailed analysis on the matrix algebra test. The matrix algebra test
was composed of three problem types: translations (which were not taught by the AR-
Classroom), rotations (which were taught by the AR-Classroom), and translation with
rotations (more challenging problems than what was taught by the AR-Classroom).
We hypothesized that there would be no group differences for translation problems
because none of the groups received training in translations beyond an explanation in
the introduction to matrix algebra video. We hypothesized that there would be group
differences for rotation and translation with rotation problems, such that the physical
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and virtual groups will outperform the active control group. This is because the two
workshop groups received training in these concepts through completing the rotation
booklet and using the AR-Classroom.

Using ANCOVAs, we investigated group differences in post-test matrix algebra
accuracy after controlling for variation in pre-test matrix algebra accuracy. As expected,
there were no significant group differences for translation problems, F(2, 56) = 1.44,
p = .24 (Fig. 9). The result confirms our hypothesis that participants did not improve
their understanding of translation problems because they received minimal instruction
about translations. There was a marginal group difference for rotation problems, F(2,
56) = 2.52, p = .09 (Fig. 9). Using adjusted means, there was a trend that physical
workshop participants were the most accurate (M = 52%), virtual (M = 44%) were
moderately accurate, and control participants were the least accurate (M = 43%). There
was a marginal group difference for translation with rotation problems, F(2, 55)= 2.68,
p= .08 (Fig. 9). Using adjustedmeans, therewas a trend that virtual participants were the
most accurate (M = 58%), physical (M = 41%) were moderately accurate, and control
participants were the least accurate (M = 34%). While these two findings were not
statistically significant, they both are in alignment with our prediction that participants

Fig. 9. Performance on the entire matrix algebra test (top left), only translation problems (top
right), only rotation problems (bottom left), and translation with rotation problems (bottom right)
for all three learning conditions split by pre-test (left bar; darker color) and post-test (right bar;
lighter color). (Color figure online)
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who completed the rotation booklet and interacted with the AR-Classroom would be
more accurate on these problems compared to the active control group.

4 Discussion

The efficacy of the AR-Classroom was evaluated using a learning experiment followed
by quantitative analyses presented in the current paper and qualitative analyses presented
in companion paper [21]. The findings from both papers suggest that the matrix algebra
learning interventions delivered by AR-Classroom may be helpful and lead to improve-
ments in mathematical skills. While performance on the matrix algebra test improved
equally for all learning groups, there was a trend that students who used the physical
workshop were more accurate on rotation problems and that students who used the vir-
tual workshop were more accurate on translation with rotation problems. This suggests
that the both workshops were supporting the learning of concepts covered in the rotation
booklets and AR-Classroom. Unfortunately, it remains unclear if using physical versus
virtual manipulatives resulted in different learning outcomes. Future work on the AR-
Classroom will include integrating the rotation booklet activities into the application
itself and continuing to improve user-app interactions. Future learning efficacy research
on the AR-Classroom will include larger sample sizes to increase the power to detect
meaningful differences between learning groups, balancing groups by gender and spa-
tial thinking skills to reduce the impact of individual differences within the learning
groups, and a more comprehensive matrix algebra test to more clearly identify changes
in conceptual knowledge. In conclusion, the development of and research on the AR-
Classroom and its predecessor, BRICKxAR/T has been guided by a data-informed and
iterative approach. This approach has been fundamental in understanding how students
interact with educational technologies along with how students engage with complex
mathematical concepts using interactive materials and AR.
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Abstract. The potential of Virtual Reality (VR) as a tool for enhancing skills
and promoting community participation has gained attention. This inquiry aims
to assess the current state of research on the application of VR in inclusive urban
design for peoplewith intellectual disabilities (ID). The literaturewas synthesized,
and three primary research questions were addressed using the Preferred Report-
ing Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. A
total of 18 original research articles were identified from reputable sources, includ-
ing Cyberpsychology & Behavior,Urban Studies and Virtual Reality. The inquiry
found that VR interventions hold promise for promoting independent living skills,
enhancing cognitive performance, and improving social skills. Additionally, it
highlighted the importance of urban encounters for the well-being and autonomy
of individuals with ID. However, this investigation also identified limitations, such
as potentially excluding relevant studies published in non-English languages or
non-peer-reviewed sources. In conclusion, this inquiry presents a comprehensive
synthesis of the current literature on the use of VR in inclusive urban design for
individuals with ID. The analysis presents findings that contribute to the under-
standing of the potential benefits and challenges associated with VR technology
in this field.

Keywords: Virtual Reality · VR · Intellectual Disabilities · Learning
Disabilities · Inclusive Urban Design · Urban Accessibility

1 Introduction

The use of VR in inclusive urban design for individuals with ID has gained significant
attention in both research and practice. This inquiry draws on a variety of studies that
have investigated the potential of VR technology to meet the needs of people with ID
in urban environments. [1] highlighted the rehabilitative potential of VR for individuals
with ID. They emphasized its role in skill development and cognitive enhancement. The
authors’ findings suggest that VR can be an effective tool for improving the lives of
people with ID. [12] investigated the feasibility of using natural interfaces and virtual
environments to improve pedestrian skills in adultswith autism spectrumdisorders. Their
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findings suggest that VR has the potential to address mobility challenges for individuals
with cognitive impairments [12].

Research in this area explores various aspects of VR applications for individuals
with ID. Studies have investigated the design of location-based learning experiences,
the integration of VR content into life skills training, and the usability of VR vocational
skills training systems for this population [14, 15], and [22]. [11] investigated the impact
of VR on route learning, and shortcut performance in adults with ID. Their findings shed
light on the potential benefits of VR interventions in enhancing functional abilities.

However, thematic gaps still require further investigation despite the growing body of
research. While some studies have focused on specific skills training and cognitive reha-
bilitation using VR, there is a need to comprehensively assess the broader implications
of VR in inclusive urban design for people with ID.

Moreover, the current literature mainly focuses on the usability and effectiveness of
VR interventions, with little attention given to the influence of VR on the community
participation and autonomy of individuals with ID in urban environments.

This inquiry article aims to evaluate the current research on using VR in inclusive
urban design for people with ID. The investigation will assess VR intervention’s effec-
tiveness, usability, and impact, identify thematic gaps, and provide insights for future
research and practice in this domain.

2 Methodology

The inquiry followed the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) guidelines to ensure a comprehensive and transparent approach to
synthesizing the literature. The investigation aimed to address three primary research
questions to guide the analysis of the current state of research on the application of VR
in inclusive urban design for people with ID.

2.1 Formulation of Research Questions

• Question 01: What is the trend of research on the use of VR as a support for people
with ID in their relationship with the urban environment and how is its evolution?

• Question 02: What is the impact of VR on the perception and experience of people
with ID in urban environments?

• Question 03: What are the current research’s main thematic gaps and limitations on
the application of VR in inclusive urban design for people with ID?

2.2 Data Search in Specialized Databases

To identify relevant studies, a comprehensive search strategy was developed. Peer-
reviewed empirical studies published in English were systematically searched for using
electronic databases, including Clarivate Web of Science© and Elsevier Scopus©. The
search strategy included keywords related to ‘virtual reality’, ‘urban design’, and ‘intel-
lectual disability’. The search strategy was developed to identify studies that examine
the use of VR to enhance inclusive urban design for individuals with ID. To narrow the
search, we included alternative synonyms using Boolean OR (refer to Table 1).
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To ensure an exhaustive study of the articles, it was necessary to consult not only
the records found in Scopus and Web of Science, whose search yielded 13 results, but
also other accredited databases such as PubMed, JSTOR, and Google Scholar, as well
as the references cited in the articles, resulting in 29 other potentially relevant articles.

To ensure the relevance and specificity of the findings, the investigation excluded
non-peer-reviewed studies, studies with unknown authors, and those with no full text
available. Only high-quality peer-reviewed empirical research was included.

Very few references to ID+ Urban Design were found. It may be possible to improve
the search by introducing other terms, although our tests did not yield the desired result.

Table 1. Database and search criteria. Source: Own elaboration

Database Search terms Initial results

Web of Science ((((((TS = (“virtual reality”)) OR TS
= (“Virtual Environment”)) AND TS
= (“intellectual disability”)) OR TS =
(“learning Disability”)) OR TS =
(“cognitive impairments”)) AND TS =
(“urban design”)) OR TS =
(“accessible city”)

3

Scopus “Virtual Reality” OR “Virtual
Environment” AND “Urban Design”
OR “City” AND “Intellectual
Disabilities” OR “Cognitive
Impairments” OR “Learning
Disabilities”

10

Other databases (PubMed, JSTOR and
Google Scholar)

“Virtual Reality” OR “Virtual
Environment” AND “Urban Design”
OR “City” AND “Intellectual
Disabilities” OR “Cognitive
Impairments” OR “Learning
Disabilities”

10

References gathered from articles 19

2.3 Results

The inquiry procedure is outlined in Fig. 1. We identified a total of 42 studies, of which
24 were excluded after reviewing the title and abstract (see Fig. 1 for details). Therefore,
we retrieved 18 studies for full-text assessment as they met the criteria and are included
in this inquiry (Table 2).

The following section presents the analysis results, which are organized according
to the three research questions and supported by both original research articles from the
provided list of literature sources and references.



68 G. Franganillo-Parrado et al.

Fig. 1. Flow chart of the selection process. Source: Own elaboration.

• Question 01: What is the trend of research on the use of VR as a support for people
with ID in their relationship with the urban environment and how is its evolution?

Research on using VR to support people with ID in their relationship with the urban
environment has significantly evolved. Initially, the research focused on the potential
of VR interventions to improve real-world skills in individuals with ID [7]. Moreover,
immersiveVR technology has been studied to comprehend preferences for urban squares
based on living environments, indicating a wider exploration of VR in urban contexts
[9].

[1] conducted a review that highlighted the rehabilitative potential of VR for individuals
with ID. The authors emphasized its role in skill development and cognitive enhancement
and suggested future directions for the development ofmore applications for independent
living skills, as well as exploring interventions for promoting motor and cognitive skills.
[2] explored the potential of VR in disability and rehabilitation. They focused on trans-
ferring spatial information and life skills learned in a virtual environment to the real
world.
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Table 2. Selected bibliography. Source: Own elaboration

Index Paper title

1 Virtual Reality in the Rehabilitation of People with Intellectual Disabilities: Review.
(Standen and Brown, 2005)

2 Virtual reality, disability and rehabilitation. (Wilson, P. et al., 1997)

3 ID Tech: A Virtual Reality Simulator Training for Teenagers with Intellectual
Disabilities. (Capallera et al., 2023)

4 The effective use of virtual environments in the education and rehabilitation of
students with intellectual disabilities. (Standen, P.J. et al.,2001)

5 Virtual reality as an assistive technology to support the cognitive development of
people with intellectual and multiple disabilities. (Cunha and Silva, 2017)

6 Virtual reality and its role in removing the barriers that turn cognitive impairments
into intellectual disability. (Standen and Brown, 2006)

7 Improving real-world skills in people with intellectual disabilities: an immersive
virtual reality intervention. (Michalski et al., 2023)

8 Using virtual reality to provide health care information to people with intelectual
disabilities: acceptability, usability, and potential utility. (Hall et al., 2011)

9 Immersive virtual reality-aided conjoint analysis of urban square preference by
living environment. (Kim, S., et al., 2020)

10 From e-learning to VR-learning: An example of learning in an immersive virtual
world. (Freina et al., 2016)

11 Use of a virtual-reality town for examining route-memory, and techniques for its
rehabilitation in people with acquired brain injury. (Lloyd et al., 2006)

12 Virtual reality-based training for the motor development of people with intellectual
and multiple disabilities. (Da Cunha et al., 2019)

13 Access to assistive technology for people with intellectual disabilities: A systematic
review to identify barriers and facilitators. (Boot et al., 2018)

14 Natural interfaces and virtual environments for the acquisition of street crossing and
path following skills in adults with Autism Spectrum Disorders: A feasibility study.
(Saiano et al., 2015)

15 Route learning and shortcut performance in adults with intellectual disability: A study
with virtual environments. (Mengue-Topio et al., 2011)

16 Universal life: the use of virtual worlds among people with disabilities (Smith, 2012)

17 Designing location-based learning experiences for people with intellectual disabilities
and additional sensory impairments. (Brown et al., 2011)

18 Design insights into embedding virtual reality content into life skills training for
people with intellectual disability. (Brown et al., 2016)

[3] asserts that the learning-by-doing approach shows promising results for working on
learning objectives in VR and transferring them to the real world and presents stable
results over time in terms of self-reported ease, satisfaction, and fatigue.
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[4] investigated the use of virtual environments in educating and rehabilitating students
with ID. They highlighted the potential of VR in enhancing learning experiences for this
population.
[5] investigated the use of VR as an assistive technology to enhance the cognitive devel-
opment of individuals with intellectual andmultiple disabilities. The study demonstrated
statistically significant improvements in cognitive tasks through observational analysis.

The research trend on using VR as a support for people with ID in their relationship
with the urban environment has evolved fromgeneral explorations ofVRbenefits tomore
targeted investigations into specific applications. This reflects a growing understanding
of the potential of VR technology in addressing the diverse needs of individuals with ID
in urban contexts.

The trend towards more targeted and specialized applications of VR reflects an
increasing understanding of the potential of VR technology to address specific needs
and challenges faced by individuals with ID in urban settings. This suggests a maturing
of research efforts, focusing on developing tailored VR interventions that cater to the
unique requirements of this population in their urban experiences.

Therefore, although existing research shows a clear interest in using VR technology
to enhance the urban experience for people with ID, it is important to note that the
literature related specifically to urban design is limited.

• Question 02: What is the impact of VR on the perception and experience of people
with ID in urban environments?

VR has been acknowledged for its potential in rehabilitating, assessing, and training
skills for individuals with ID. [6] discussed the potential of VR in removing barriers that
can turn cognitive impairments into ID. They emphasized the potential of VR to enhance
the perception and experience of individuals with disabilities in urban environments.

It offers a safe, controlled, and repeatable training tool, providing opportunities
for independent living, enhancing cognitive performance, and improving social skills
[7]. Furthermore, VR has been investigated to deliver healthcare-related information
to individuals with ID, demonstrating its potential usefulness in providing essential
information to this population [8].

In conclusion, VR has the potential to significantly impact the perception and expe-
rience of people with ID in urban environments by providing opportunities for rehabili-
tation, skills training, social participation, and access to essential information. However,
addressing the challenges and barriers to implementingVReffectively is crucial to ensure
its inclusive and equitable utilization for individuals with ID.

• Question 03: What are the current research’s main thematic gaps and limitations on
the application of VR in inclusive urban design for people with ID?

The research has several thematic gaps and limitations, including a lack of inclu-
sive research design. More studies are needed that involve individuals with ID as co-
researchers, emphasizing their empowerment in the research process [18]. The lack of
an inclusive research design impedes a comprehensive understanding of the needs and
perspectives of people with ID in urban design initiatives.
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Additionally, there is a dearth of literature exploring the experiences and perspectives
of individuals with ID from low- andmiddle-income countries (LMICs) [16]. The lack of
information results in a limited understanding of the unique challenges and opportunities
related to inclusive urban design for people with ID in diverse socio-economic contexts.

Furthermore, research on VR technology for people with ID primarily focuses on
the benefits of its use, with limited exploration of the current technological gaps and
their impact on user experience [17]. The development of VR applications that are truly
inclusive and effective for individuals with ID is hindered by this limitation.

It should be noted that the authors analyzed a sample of 16 people with ID-related
problems who expressed the specific urban design problems that affect them. These
problems included the following events: sidewalks occupied by fair booths, city main-
tenance work that requires pedestrians to change their routes, lack of street signage, and
vehicle parked in a double line next to a pedestrian crossing. These events have not been
found in any traceable article in scientific literature, so a research niche of high interest
and social value has been located here.

In conclusion, the current research on the application of VR in inclusive urban
design for people with ID has thematic gaps and limitations. These include the absence
of inclusive research design, limited exploration of the experiences of individuals from
LMICs, insufficient focus on technological gaps in VR applications, and the need to
address a greater number of events in the urban environment, whose accessibility can
be significantly improved through VR training.

2.4 Data Analysis

Through bibliometric analysis, it is possible to identify the predominant trends in the
research presented in the selected articles. This analysis is based on the correlation
of keywords used by the authors in their respective publications. We used VOSviewer
(VOSViewer, 2023), a software specialized in constructing and visualizing bibliometric
networks. The analysis uses several variables, including authors, documents, keywords,
and other data.

The selection of publications was exported in plain text format. The VOSviewer
analysis parameters were configured as follows:

• Type of analysis: co-occurrence
• Unit of analysis: all keywords
• Counting method: full counting
• Minimum number of occurrences of a keyword: 3
• Number of keywords to be selected: by default

After establishing the parameters, Fig. 2 illustrates the emerging trends in research
based on the reviewed literature. The keywords are represented by circles that vary in
size depending on the number of published papers that include them. The smaller the
distance between them, the stronger the link, and the larger the distance, the weaker.

The VOSviewer analysis of the literature reveals three main interconnected research
trends, represented in different colors. These trends are:

Virtual Reality. The use of VR tomeet the educational needs of individuals with ID has
received considerable attention in recent literature. Figure 3 presents a comprehensive
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Fig. 2. Trends defined by keywords in VOSviewer

approach that highlights the potential of VR to address the specific requirements of
individuals with ID, particularly in the educational domain.

The potential of VR as a tool to enhance the learning experiences of people with
ID is highlighted by the connection between virtual reality, intellectual disability, and
education terms.

Human. The analysis of the second trend is shown in Fig. 4. The interconnection of
various concepts related to human abilities, learning, and intellectual impairment. The
literature reflects an increasing focus on understanding the complex interplay between
these factors and their implications for individuals with ID.

This interconnection highlights the need for a holistic approach to address the mul-
tifaceted challenges faced by individuals with ID, particularly in the context of urban
design. By considering the relationships between human abilities, learning, and intellec-
tual impairment, urban design interventions can be tailored to create environments that
support the diverse needs of individuals with ID. Therefore, it is important to adopt a
multidimensional approach to inclusive urban design, taking into account the complex
interactions between human abilities, learning, and intellectual impairment.

User-Computer Interface. The association between the ‘User-computer interface’
and ‘intellectual disabilities’, ‘adults’, ‘males’, and ‘females’ suggests that it is crucial
to design and implement user-computer interfaces that prioritize user-centered design
approaches and cater to the diverse needs of the target user group. This contributes to
developing more inclusive and effective user-computer interfaces for individuals with
ID. It is important to note that the analyzed studies did not include young participants.
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Fig. 3. Virtual reality connections in VOSviewer

Fig. 4. Human connections in VOSviewer

In conclusion, the trend regarding ‘User-computer interface’ (see Fig. 5) highlights
the significance of taking into account the specific requirements of adult individuals with
ID.
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Fig. 5. User-computer interface in VOSviewer

3 Discussion

3.1 Comparison of Results with Existing Scientific Articles

The findings of this inquiry align with previous research, such as [19], which explored
best practices models of VR intervention for individuals with intellectual and develop-
mental disabilities, highlighting the potential benefits of VR interventions. However, the
current investigation extends these findings by specifically focusing on the application
of VR in inclusive urban design for individuals with ID, providing a comprehensive
synthesis of the existing literature in this domain.

3.2 Limitations of the Study

Although the search strategy and inclusion criteriawere thorough, this researchmay have
limitations due to the lack of literature specifically addressing the application of VR in
inclusive urban design for people with ID. This is particularly evident in non-scientific
professional literature. The exclusion of non-English language publications and the focus
on peer-reviewed articles may have resulted in the omission of relevant studies published
in other languages or non-peer-reviewed sources. In addition, it is important to note that
the investigation only covers existing literature and may not include emerging research
in this rapidly evolving field.

It is important to consider whether additional search results could have been found
in the existing literature if the search terms ‘functional diversity’ were used. However,
this term is too broad and does not exclusively refer to intellectual disabilities.
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3.3 Suggestions for Future Research

Future research should aim to address the identified gaps and limitations in the current
literature. Valuable insights could be gained from studies that focus on the long-term
impact of VR interventions on the community participation and autonomy of individuals
with ID in urban settings. Moreover, conducting comparative studies to evaluate the
effectiveness of various VR interventions and their implications for inclusive urban
design could significantly contribute to evidence-based practices in this field.

It is important to note the challenges in locating scientific articles that specifically
address the enhancement of the urban experience for individuals with ID using VR. This
indicates that there are still areas of research that need to be explored, which we will
pursue in our research as it is a topic of great interest and social significance.

A taxonomy can be proposed based on the previous evaluation, encompassing the
following classifications (Table 3):

Table 3. Taxonomy of VR in Supporting People with ID in Urban Environments. Source: Own
elaboration.

Types Virtual Simulation Environments Applications Inclusive Urban Design

Videogame engines Training and Skill Development

3D Modeling Problem-Based Learning

Evaluation Learning Outcomes Challenges Ethical Considerations

Behavioral Analysis Technological Constraints

Social and Emotional Impact Accessibility and Adaptability

This taxonomy offers a more comprehensive framework for understanding the vari-
ous applications, types, evaluation methods, and challenges associated with using VR to
enhance the autonomy and independence of individuals with ID in urban environments.

4 Conclusion

The inquiry has provided valuable insights into the current state of research on the
application of VR in inclusive urban design for people with ID. The main results of this
investigation indicate that VR interventions have shown promise in promoting skills for
independent living, enhancing cognitive performance, and improving social skills [1].

The analysis emphasizes the potential impact of urban encounters on the well-being
and autonomy of individuals with ID [21], highlighting the significance of even brief
exchanges between strangers in shaping boundaries of social inclusion and exclusion in
cities.

To investigate the application of VR in inclusive urban design for people with ID,
the findings have aligned with existing literature. For example, [20] reviewed local-level
inclusion-building initiatives, while [10] explored the effectiveness of the use of an IVR
game by keeping high the involvement and the interest of the player and maximizing
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the transfer of the newly learned skills to real life. These findings contribute to under-
standing the potential benefits and challenges of VR technology in urban environments
for individuals with ID.

All the articles highlight the importance of VR virtual reality in improving the lives
of people with ID, mentioning urban design aspects such as the layout of the virtual
environment as a grid of streets lined with high brick walls and buildings [13], and
distractors such as cars, other people, and dogs [12], simulating a real urban environment.
However, these aspects are limited, and further research is needed to uncover additional
aspects.

As previously mentioned, the limitations of this study may involve the exclusion
of relevant research published in languages other than English or non-peer-reviewed
sources. Additionally, the focus on existing literature may not cover emerging research
in this rapidly evolving field. Therefore, future research should aim to address the iden-
tified thematic gaps and limitations. This should focus on the long-term impact of VR
interventions on the community participation and autonomy of individuals with ID in
urban settings.Comparative studies evaluating the effectiveness of differentVR interven-
tions and their implications for inclusive urban design could contribute to evidence-based
practices in this field. Research into the experiences of individuals with ID using VR
applications in urban environments would enhance understanding of the benefits and
challenges of VR technology in this context.

Given the scarcity of research on the topic, our research will focus on testing the
potential improvements that this technology can bring to promote more inclusive urban
design.

In conclusion, this inquiry has provided a comprehensive synthesis of the existing
literature on the application of VR in inclusive urban design for people with ID, offering
valuable insights and recommendations for future research and practice in this domain.
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Abstract. The growing prominence of Virtual Reality (VR) has captivated the
attention of scholars and educators, prompting them to delve into its potential as a
learning tool across diverse educational domains. Consequently, numerous litera-
ture reviews have examined and consolidated the educational applications of VR.
VR refers to a type of simulated reality, constructed using computer systems and
digital formats. The construction and visualization of this type of reality requires
the use of hardware and software powerful enough to create a realistic and immer-
sive experience experienced in first person. It is a perceptual enhancement, based
on the generation of virtual content by a computer and their overlap with reality.
VR has long been studied and described for its potential to revolutionize education
as it would provide numerous benefits, including access to limited logistical expe-
riences (such as going to the moon) or access to experiences that are physically
impossible (such as being in-side a molecule). However, as Jensen & Konradsen
said, it was with the release of Oculus Rift in 2013 that VR became synonymous
with head-mounted display-based VR (HMD). However, there remains a dearth of
recent scholarly reviews specifically focusing on the use of VR in language learn-
ing, a distinct field of interest. The aim of this paper is to investigate the relation
between VR and learning a foreign language, in this case English. We compared
two teaching methodologies: traditional one and VR-based in a population of 120
Italian students from the last year of primary school.

Keywords: Education ·Virtual Reality · Learning · Foreign language · Language

1 Introduction

Virtual reality (VR) has rapidly gained popularity as a powerful technological tool capa-
ble of transforming the human experience in multiple domains. Its ability to create sim-
ulated environments that engage all our senses has garnered significant attention from
scholars and professionals across a wide range of disciplines. VR is a promising learning
tool that allows learners to immerse themselves in three-dimensional environments. It has
the capability to enable interactive learning experiences since it can actively involve the
learner in the learning process by re-acting dynamically to the learner’s movements and
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behavior [1, 2]. Virtual reality is a concept that involves the creation of interactive digital
environments that simulate the sensory experience of being present in a real or imagined
world. This immersive engagement is made possible through the use of display devices,
such as VR headsets, which transmit three-dimensional images to users, while motion
tracking sensors enable interaction within the virtual environment. With this technology,
learners can explore and manipulate three-dimensional (3-D) interactive environment.
Pedagogical theories advocate for the utilization of virtual reality as an educational tool in
school-related endeavors. Traditional pedagogical theories, such as constructivist learn-
ing, situated learning, and engagement theory, all endorse the incorporation of virtual
reality into the realm of education [3–5]. Constructivist learning model has been pro-
posed by Reigeluth [6]. Experiential learning is a concept that revolves around creating
a learning environment where learners are actively encouraged to experiment. Construc-
tivist learning is student-centric and focuses on meeting the learners’ needs and helping
them to construct and build on their own knowledge based on their prior experiences
and knowledge [7, 8]. This process involves testing hypotheses that are based on their
previous experiences and generating new knowledge and experiences to apply in new
situations. This approach follows a cyclic learning process comprising four stages: con-
crete experience (actively experiencing and contemplating a given scenario), reflective
observation (analyzing the observed outcomes), abstract conceptualization (compre-
hending the situation and formulating hypotheses), and active experimentation (testing
hypotheses through hands-on exploration in novel scenarios) [4]. Experiential learning
has gained considerable traction as a prominent pedagogical theory in the integration of
virtual reality (VR) into education [9]. This is largely due to the interactive capabilities
of VR technologies, especially immersive virtual environments (VEs), which empower
learners to engage in active experimentation and reflective observation within a secure
and authentic digital realm [5]. Learners are active, able to control their learning pace
and responsible for their learning. Chen and Teh [10] have pointed out how the various
technical capabilities of VR technology can support constructivist learning principles,
which are congruent with the constructivist educational design principles by Dalgarno
[11]. The constructivist learning principles focus on learning and learner control over
content, sequence and learning strategy to construct own knowledge; authentic, con-
textual and discovery activity to encourage diverse ways of thinking; and interesting,
appealing and engaging problem representation to provide intrinsic motivation. Though
VRcould support constructivist learning and research has shown a positive array of learn-
ing outcomes with desktop virtual reality, for instance, better learning in geosciences
[12]; better understanding in physic concepts [7]; and positive effect on learning driving
rules and regulations [13]. Numerous researches show that most students remembered
what they saw in virtual reality and concluded that VR is a more significant environment
than classroom [14]. The construction of learning situations enhanced by virtual reality
presupposes an active teaching that leaves room for the protagonism and creativity of the
students, reserving to the teacher the task of structuring the methodological-conceptual
framework. VR is equipped with a myriad of capabilities that cater to the diverse needs
of both the general and special population. For the neurotypicals, VR serves as a tool
for professional training and school education. In training for some professions, such as
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pilots and doctors. VR technology in the field of education pro-vides a range of possi-
bilities that enhance learning and improve educational out-comes. It enables learners to
visualize complex ideas and their dynamic interconnections, while also granting access
to distant or unattainable people and events due to limitations of time, distance, cost, or
safety [15]. Interactive learning environments based on VR have proven to be particu-
larly effective, especially in primary/elementary education [16]. For special populations,
VR has the potential to serve as an ideal tool for intervention and rehabilitation, offering
a realistic yet more accommodating environment. People with physical or mental condi-
tions may face challenges in self-care and behavioral control, making social interactions
in real-life settings uncomfortable for them.Nonetheless,many of themdesire to enhance
their social interaction skills for their everyday lives. This predicament can be addressed
through the utilization of VR technology, which provides a secure and adjustable virtual
environment (VE) where intervention can be conducted in a personalized and gradual
manner, guided by therapists [17, 18]. Although immersive technologies are gaining
widespread popularity and have the potential to revolutionize the field, the reduction in
cost and the development of VR are relatively recent advancements. Consequently, there
have been only a limited number of studies that have previously explored the benefits of
VR in foreign or second language education, primarily focusing on theoretical aspects
[19]. The investigation of VR technologies in foreign language teaching remains largely
unexplored [20, 21]. The implementation of VR systems can prove beneficial by bring-
ing language learners closer to the cultural aspects of the language and creating realistic
simulations that are not even possible in the physical world. According to Lan [22] VR
applications for foreign language (FL) education encompass various focuses, including
visual experiences, entertainment, social networking, operation, and creation. When it
comes to providing FL learners with visual experiences, VR allows them to immerse
themselves in virtual worlds, providing a sense of “being there.” They can witness a vol-
cano, explore outer space, delve into the depths of the ocean, or wander through ancient
Roman cities [23, 24]. FL learners often utilize devices such as VR goggles or Google
Cardboard along with 360-degree real-world videos to enhance their visual experiences.
If the goal is to incorporate entertainment into VR-based FL education, the design of VR
software may focus on gamified scenarios that integrate learning materials [25]. During
the gaming process, regardless of whether a headset or motion-capture technology is uti-
lized, learners’ motivation remains high [26]. For instance, Lan, Fang, et al. [27] created
three virtual reality environments, consisting of a kitchen, a supermarket, and a zoo, to
enhance the acquisition of Chinese vocabulary among college students from a university
in the United States. They conducted a comparative study on the learning outcomes of
90 two-syllable Chinese words within a 15-min session, employing two different learn-
ing contexts: a 2D line-drawing representation and a 3D virtual immersion setting. The
study revealed that participants who experienced the 3D virtual immersion exhibited a
more significant improvement in their learning trajectory compared to those in the 2D
line-drawing context. Moreover, when students engage in learning while experiencing a
state of flow (engagement, immersion) [28] their motivation remains high, their learning
becomes autonomous, their attention is focused, and as a result, they achieve satisfac-
tory learning outcomes. Csíkszentmihályi [29] defines flow as an optimal experience in
which learners feel in control of their environment and are driven by specific goals [30].



English Language Learning in Primary School Children Using Immersive VR 81

On these scientific and theoretical bases, the aim of this study is to investigate if a VR
teaching methods could affect in a better way learning a foreign language in students.

2 Materials and Methods

In this study, we examined 120 subjects from the fifth year of primary school and
divided them into two groups of 60 subjects each. All subjects were recruited from 2
primary schools in Caserta (Italy) and were homogeneous in terms of parents’ socio-
cultural background; family/environmental context was not a factor influencing educa-
tional attainment in either group. Therefore, the inclusion criteria were as follows: (a)
belonging to the same class level (fifth elementary grade), (b) absence of any kind of
diagnosis; (c) a IQ between 95 and 105 assessed through the Raven colored Matrices
[31]; (d) medium-high socio-economic class assessed through the SES scale [32].

After confirming the inclusion criteria of the sample, we divided the subjects into two
randomized experimental groups consisting of 60 subjects each. The subjects of both
groups had the same inclusion criteria and did not have different sociocultural factors.
The language level was evaluated with MacArthur-Bates CDI [33].

In order to assess English academic skills, we assessed an English word list with 300
words. The words chosen for the questionnaire were selected from the learning units
(UDA) set up for fifth graders primary school. English words target were collected in 4
macro areas regarding: house, school, nature and Free time - hobby. Every macro area
had 75 words linked. They were assessed in two times: the first time (T0) was after four
months since the beginning of school; the second time (T1) at the end of the school year.
The two groups were provided with the two different types of interventions after the
first assessment. The interventions lasted 5 months, from January to May for 2 h once a
week. The data were collected and analyzed at the FINDS Neuropsychiatry Outpatient
Clinic by licensed psychologists in collaboration with the University of International
Studies of Rome (UNINT).

MacArthur-Bates CDI (Communicative Development Inventory): A questionnaire
designed to assess the communication skills of developing children, spanning from early
signs of understanding and non-verbal gestures to vocabulary expansion and the begin-
nings of grammar. TheCDI provides standards based on a typically developing sample. It
consists of two versions in checklist format: a) TheWords andGestures version, intended
for children between 8 and 16 months old; b) The Words and Phrases version, intended
for children between 16 and 30 months old. The Words and Gestures version includes
pre-linguistic elements, assessing abilities such as name response, verbal tagging, and
imitation. It presents 28 sentences, and caregivers are asked to report whether their child
understands each sentence. It also lists 196 vocabulary entries, where caregivers indicate
if the child “understands” or “understands and says” each item. Additionally, it includes
63 gestures categorized into five groups, including early gestures associated with social
engagement and later gestures involving actions, play, and object-directed imitation.
The Words and Phrases version comprises 680 vocabulary entries, and caregivers only
indicate whether the child produces each item, without referencing understanding. The
second part of the questionnaire covers various grammatical elements [33].

Socio-economic status questionnaire (SES): Self-administered questionnaire that al-
lows collecting information about the level of education and professional of parents and
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indicates the position of the person or family within the social and economic system
[32].

Raven matrices (CPM-Colored Progressive Matrices): Raven’s progressive matrices
measure non-verbal intelligence throughout the entire range of intellectual development,
from childhood to maturity, regardless of cultural level. They are used within children
between the ages of 3 and 11. Our protocol included only matrices A and B, extracted
from standard test, with an additional test (AB) of 12 elements. Each sub-test required
completing a series of figures with the missing one, comparing them to a model and
judging their progress by an increasing degree of difficulty [31].

English word list: A list of 300 words to learn. Words were divided in 4 cluster
composed of 75 each regarding 4 macro areas: Home, School, Nature, and Free time –
hobby.

Every student of G1 was given HMD Oculus Meta quest 2 with the use of virtual
environments on “Spatial.io”. “Spatial.io” is a platform that enables collaborative expe-
rience in virtual reality. Special applications have been developed to take full advantage
of the functionality offered by the platform, enabling users to interact in shared vir-
tual environments. Moreover, it could be possible to develop English language learning
apps that foster interactive and immersive experiences. Developers can create dynamic
applications tailored to various learning styles and proficiency levels. These apps may
incorporate virtual classrooms, interactive language exercises, role-playing scenarios,
and real-time language immersion environments. Users can engage with content in a
spatially-aware virtual environment, enabling seamless communication and interaction
with instructors and peers. By harnessing the power of Spatial.io, English language
learning apps can provide engaging, effective, and personalized learning experiences
that enhance language acquisition and fluency. In this way, we use some apps in this
sense to create virtual immersive environments [34].

After doubting all the inclusion criteria, we structured the intervention as follows:
we divided the sample into 2 groups randomly. Both groups were given the questionnaire
before the intervention at T0. In details, subjects belonging to the control group (GR1)
have been subjected to the traditional type of teaching. The strategies used are those
commonly used. This is characterized by frontal lessons with speaking teacher and
listening children. Classes lasted 2 h, once a week for 5 months. The lessons were based
on the adoption of a textbook (Happy days by Philip Curtis, Donatella Santandrea). The
focus was on the repetition of the words. The topic of the day consisted in addressing
general grammar and vocabulary topics specific to 5 topics: Home, School, Nature,
Free time and hobby. Subjects belonging to the experimental group (GR2) have been
subjected to the innovative teaching program, using Virtual Reality.

This educational approach consisted of an immersive session that enabled learning in
general. The intervention takes 5 months, 2 h once a week. Subjects were equipped with
an Oculus head mounted display. During the learning sessions, students were screened
in a virtual classroom where specific grammar and vocabulary topics were addressed in
5 topics: Home, School, Nature, Free time and hobby. At the didactic level, in this study,
two Learning Unit were created containing as teaching objectives the terminology that
students should have acquired. In particular, the first Learning Unit provided the vocab-
ulary inherent in the field of home and leisure and hobbies, while the second learning
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unit had as its ultimate objectives the learning of the lexicon of the sphere of school and
nature. In this regard, it was decided to use Spatial.io in order to make sensory learn-
ing and contribute to the internalization of the new vocabulary to be learned. In detail,
the various apps that this platform is able to offer have been taken into consideration;
in doing so the students had the opportunity to manipulate and have, therefore, direct
experience with the word in question because this immersive mode allowed students
to contextualize that particular word. In addition, in the virtual classroom the individ-
ual terms to be learned were shown in image 3D form. Subjects had the opportunity
to interact with the term in the form of a 3D image and manipulate it knowing all its
characteristics. For example, at the presentation of the term “flower” in the form of a
3D object, subjects could observe it from multiple points of view, rotate it and “touch”
the petals and the stem. At the end of the session, we gave each groups the same ques-
tionnaire we had given ad T0, to be refilled now at T1. Our intervention was initially
thought as directed exclusively to children without any diagnosis but could be thought
of as a general intervention in ordinary and special teaching. The Italian school system
does not include this type of intervention as ordinary tools that underestimate its power
to improve and improve soft skills and metacognitive skills.

3 Results

Data analysis was conducted using SPSS 26.0 statistical data collection software. Signif-
icance at the 1% level (α < 0.01) was accepted. We compared the two groups (variable
between - group) with T0 and T1 (variable within - time) to see if there was any improve-
ment in the number of words in English language learning (ENGL) after instructional
training. We want to check if there is an improvement between T0 and T1, but also
between the two groups because they had different apprenticeships. Therefore, we per-
formed ANOVA 2x2 mixed with repeated measurements: within (time) and between
(group) factor.

1. Change Over Time (Within-Subject Factor):

• Group 1: An increase from 156.15 words at T0 to 174.17 words at T1.
• Group 2: A substantial increase from 157.45 words at T0 to 220.13 words at T1.

2. Between-Group Differences:

• At T0, Group 1 had a mean of 156.15 words, while Group 2 had a mean of 157.45
words.

• At T1, Group 1 had a mean of 174.17 words, whereas Group 2 had a higher mean
of 220.13 words.

3. Interaction (Time * Group) [F (1,118) = 75.658, p < 0.001] (Table 1):

• The change in the number of words over time is not consistent between the two
groups. This is supported by the significant interaction term in the 2x2 mixed-
design ANOVA.

In summary, Group 2 not only started with a higher mean at T0 but also showed a
more substantial increase in the number of words from T0 to T1 compared to Group
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1. The significant interaction suggests that the effect of time on the number of words
learned differs between the two groups.

Table 1. Interaction time*Group

Time Group Means SD F P

0 1 156.15 24.74

2 174.17 21.78

1 1 157.45 6.95

2 220.13 4.30 75.658 <0.001

4 Discussion

The results of this investigation showcase the pragmatic utilization of augmented reality
in the acquisition of languages, effectively capitalizing on the distinct features of AR
throughout diverse educational endeavors. This research contends that AR stands as
an invaluable resource within language learning settings, albeit presenting challenges
related to its technical setup and educational framework. The primary objective was
to scrutinize the correlation between the incorporation of AR in acquiring a foreign
language. The study aims to assess the influence of augmented reality on the learning
of foreign languages. The participant pool consisted of native Italian speakers, focus-
ing on English as the target foreign language. We juxtaposed two distinct instructional
approaches: a conventional method and an approach that constructed virtual settings
employing AR and HMD (head-mounted display) technology. The findings underscore
the significance of both instructional methods, demonstrating successful language mas-
tery in the target language. It is noteworthy that, in terms of statistical significance,
the group utilizing augmented reality achieved even more favorable outcomes com-
pared to the alternative group. A salient aspect noted in the examined literature was the
deployment of immersive Augmented Environments (AEs). This can be attributed to
the myriad advantages that AEs offer in the realm of language acquisition [35]. Aspects
such as active engagement, heightened interactivity, and personalized experiences play a
pivotal role in achieving positive educational outcomes [36, 37]. These augmented envi-
ronments present a unique avenue to replicate real-world scenarios and culturally signif-
icant locales, enabling users to immerse themselves without the associated expenses of
educational excursions [38]. Unlike other commonplace multimedia tools in language
classrooms, this methodology empowers students to physically experience the culture by
encountering authentic sounds, engaging with the language contextually, exploring the
surroundings, and interacting with cultural elements [21]. Furthermore, this technology
affords a considerable degree of flexibility in experimental design and execution. Our
research reveals some notable enhancements. A conspicuous outcome is that students
exhibit enthusiasm for the technology and eagerly anticipate its utilization. Despite com-
puters becoming commonplace in educational settings, head-mounted displays remain
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novel, prompting students to find reasons to engage with them. This enthusiasm also
serves to keep students motivated, a sentiment echoed by teachers who have observed
our interventions. This showcases the efficacy of using AR as an educational tool, requir-
ing the capture of students’ attention and enthusiasm before substantive teaching can
occur. However, a comprehensive overhaul of the system is necessary before widespread
implementation. In our study, we observe improvements in both groups regarding the
acquisition of English words. Furthermore, the group that underwent training with AR
demonstrated a more pronounced enhancement. Additionally, we posit that the applied
AR techniques facilitated children in learning new English words and utilizing them in
conversations accurately and fluently.We expound on our findings in terms of the number
of words acquired. In conclusion, disparities in motivation between groups are evident.
The group exposed to AR training did not miss a lesson, with participants expressing the
belief that incorporating computers, tablets, and smartphones could enhance their learn-
ing journey and heighten their enthusiasm for language acquisition. As digital natives,
their familiarity with tablets and smartphones suggests that resistance to their adoption
will not impede their full integration into future educational systems [39]. This study
has demonstrated that integrating AR-supported methods and applications can elevate
the efficacy of vocabulary instruction in primary foreign language education. It allows
students to interact with virtual objects and simulations within real-world environments,
creating a more captivating and immersive learning experience. Moreover, AR holds
the potential to enhance students’ motivation, attention, and retention of newly acquired
vocabulary. Given the potential improvement in learning using AR, it is evident why
researchers, organizations, and educators are exploring this technology, endeavoring to
add an additional dimension to both teaching and learning in recent times.

5 Conclusion

In summary, the primary objective of this study was to compare two educational inter-
ventions. Traditional teaching methods undeniably have a positive impact on children’s
foundational learning skills. However, in the context of foreign language acquisition,
training with virtual reality (VR) proves to be more effective. This particularly bene-
fits metacognitive instructional interventions that consider individual differences. The
results underscore that integrating VR into foreign language education is a highly effec-
tive strategy, showcasing positive impacts and significant improvements in students’
learning outcomes, especially when juxtaposed with traditional teaching methods. Fur-
thermore, participants expressed that the use of VR provides a more enjoyable and
engaging learning experience. These findings underscore the immense potential of VR
as a potent educational tool for foreign language learning and teaching, surpassing the
efficacy of conventional and traditional methodologies. The heightened levels of moti-
vation and satisfaction observed when using VR undoubtedly contribute to a substantial
increase in the effectiveness and success of the learning process, as measured by the
number of words acquired. Students’ increased commitment to suggested activities and
exercises further augments their learning outcomes. However, despite the encouraging
evidence supporting the use of VR setups, there are noteworthy aspects that demand
attention. In terms of the study sample, future research should delve deeper into the
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realm of virtual reality and foreign language education. To address gaps in the existing
literature, subsequent investigations should include more comprehensive comparisons
between VR and alternative instructional approaches. This should encompass various
conventional teaching techniques, as well as the integration of different media such as
videos, photos, and diverse setup configurations. Moreover, a critical aspect overlooked
in all the analyzed studies was the consideration of additional elements of multisensory
immersion. Conducting studies that encompass these featureswill provide a better under-
standing of potential outcomes, as the incorporation of multisensory stimuli enhances
user engagement and fosters greater attention to the VR environment [40–43]. Finally, as
a weakness of this study, we underscore the importance of follow-up research to verify
stability over time.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Abstract. Extended Reality (XR) is transforming sectors like educa-
tion, healthcare, and construction. With its potential for simulating real-
world scenarios, XR’s role in digital transformation is increasingly rec-
ognized. This shift necessitates XR education expansion beyond STEM,
addressing the needs of humanities and social sciences students to under-
stand these technologies’ applications, ethics, and societal implications.
This paper investigates the integration of XR into three Master’s courses
in communication sciences. It emphasizes the importance of practical
engagement with XR through user testing, hands-on projects, and devel-
oping a critical stance towards UX and related issues. The study utilizes
an exploratory case study approach, leveraging participant observation,
assignments analysis, and student feedback. Findings highlight the value
of XR in enhancing student engagement, understanding, and the ability
to propose inclusive design solutions. Despite challenges linked to large-
scale implementation and the absence of advanced programming courses
in social sciences and humanities programs, XR integration serves as a
powerful tool in raising awareness about designing user-friendly, secure,
and inclusive immersive systems.

Keywords: XR education · Augmented reality · Virtual reality ·
Storyboard · User experience · Case study

1 Introduction

Extended reality (XR), an umbrella term for technologies like augmented real-
ity (AR), virtual reality (VR), and mixed reality (MR), has emerged as a trans-
formative force, merging the digital and physical realms [15]. The immersive
nature of XR technologies, exemplified by AR and VR, has already penetrated
sectors such as education, healthcare, and construction. Notably, VR has made
significant inroads in healthcare, particularly in surgical simulations, owing to its
capacity to simulate real-world scenarios [9]. Immersive experiences simulation,
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and digital twins are recognized as pivotal drivers of digital transformation, with
Gartner [8] asserting their more substantial role compared to other technologies.
Meanwhile, challenges in XR span user experience (UX), ethical considerations,
inclusion, and cybersecurity, posing multifaceted issues in the scientific domain.

In this context, the imperative arises to extend XR education beyond tradi-
tional health sciences or STEM disciplines. Humanities and social sciences stu-
dents, whose professions (e.g. anthropologist, economist, lawyer) are or will be
affected by digital transformation, need to comprehend and study these technolo-
gies [6]. This involves identifying current and potential applications, analyzing
user attitudes, formulating recommendations for improvement, and understand-
ing associated issues such as data protection, ethics, and inclusion. Students in
communication sciences are no exception to this imperative. Broadening edu-
cational scopes ensures a comprehensive understanding of XR technologies and
their societal implications [6]. This raises the following research question: How to
seamlessly and efficiently integrate XR into humanities and social sciences edu-
cational programs while preparing students for challenges associated with XR?

Using a multiple exploratory case study design, this paper delineates the
integration of immersive technologies into three courses within the Master’s pro-
grams in communication sciences at Université catholique de Louvain (UCLou-
vain): design and evaluation of prototypes, user experience, and project manage-
ment. Across these three courses, the pedagogical objectives aimed to provide
students with a theoretical and practical foundation for appropriating XR tech-
nologies, identifying their key features, and fostering a critical stance toward
them. The critical stance particularly concerned UX, user engagement, accep-
tance, or data protection. The common threads among the courses are:

1. Conducting user tests following an experimental protocol collaboratively
defined by students during classes,

2. Using UX as cornerstone while defining the experimental protocol.

Additionally, students were tasked with hands-on projects, such as creating
multimedia content for an AR prototype (case 1), describing interaction modal-
ities and affordances of an existing VR prototype (case 2), and storyboarding
optimistic and pessimistic VR experiences related to cybersecurity and data
protection (case 3).

The paper explores the intricate ramifications of digital transformation,
showcasing the viability and significance of equipping students in humanities
and social sciences for the multifaceted challenges and opportunities presented
by immersive technologies. Specifically, the paper delineates the instructional
designs of the three courses, outlining requirements for technical and logis-
tical support, and offering insights derived from the practical implementa-
tion of immersive technologies in these educational contexts. Subsequently, the
paper examines student performance metrics, including attendance, participa-
tion, production quality, and grades, alongside solicited feedback pertaining to
the instructional design of the courses. Finally, the discussion extends to the
scalability of the course instructional designs, considering their applicability to
larger student cohorts or undergraduate programs.
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2 Background

Extended reality (XR) encompasses a broad spectrum of experiences that merge
the virtual and real worlds, achieved through the integration of various immersive
technologies (Fig. 1). According to [19], VR is defined as a computer-generated
simulation that transports the user to a different, computer-generated environ-
ment; AR uses digital devices to overlay additional sensory information (sounds,
objects, avatars, graphics, labels, etc.) on the real world, which provides contex-
tual information that enhances appearance, delivering an enriched interactive
experience; MR combines elements of AR and VR, which allows for the inter-
active and real-time overlay of virtual elements within the real world, providing
an environment in which virtual and physical objects coexist and interact.

Fig. 1. Examples of VR (left), MR (center), and AR (right) systems. Photos by
Unknown Authors licensed under CC BY (left and center), CC BY-NC (right).

2.1 Challenges Associated with XR

XR has integrated into various sectors, such as education, healthcare, market-
ing, pharmaceutical production, and construction, demonstrating their versatil-
ity and comprehensive applicability. Despite the transformative potential of XR,
its widespread acceptance and seamless integration are challenged by a spectrum
of issues spanning technical, societal, and ethical dimensions.

Technical Challenges. Advancements in XR technology have been propelled
by significant strides in object detection, motion tracking, gesture recognition,
and the substantial growth of artificial intelligence. These advancements have
profoundly enriched the understanding of human-machine interactions. Further
technological progress in 3D rendering, such as hologram projection, has enabled
more realistic and immersive virtual experiences [2]. However, the high cost of
XR hardware, like VR headsets, constitutes a barrier to mass adoption. More-
over, the accessibility of these technologies is restricted, especially in settings
with limited resources. Lastly, the management of sensitive biometric data and
the risks of cyberattacks demand robust security protocols and stringent privacy
safeguards to protect user data and foster trust in these technologies [22].
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UX Challenges. User experience (UX) goes beyond usability [14] and is defined
as user’s perceptions and responses that result from the use or anticipated use
of a system, product or service [26]. UX is pivotal in shaping the success of XR
technologies, as a well-designed UX not only ensures usability but also enriches
user engagement, fostering a deep and intuitive connection with the technology.
In the context of XR, UX challenges are multifaceted [12], including the cre-
ation of immersive content that is both compelling and contextually relevant,
designing interactions that feel natural and intuitive, and ensuring the system’s
performance is seamlessly synchronized with user actions. The evolution of UX
into a driver of innovation highlights its role in the deployment of XR tech-
nologies, where real-time responsiveness and adaptive interfaces are crucial for
meeting user expectations and enhancing their immersive experience [17].

Societal and Ethical Challenges. While XR technologies offer immersive experi-
ences, they bring significant societal and ethical challenges. Issues related to the
collection and potential misuse of biometric data pose serious privacy risks [2].
Moreover, the immersive nature of XR technologies raises ethical considerations,
particularly concerning vulnerable groups like children or individuals with men-
tal disorders, who may be more susceptible to the psychological impacts of these
technologies [25]. Furthermore, prolonged exposure to XR environments presents
health concerns, while accessibility and inclusion remain pressing challenges,
emphasizing the need for XR environments and interfaces that are universally
accessible and non-discriminatory [3]. Addressing these societal and ethical chal-
lenges is crucial for fostering a responsible and inclusive evolution of XR tech-
nologies.

2.2 XR for Education

XR technologies facilitate the creation of immersive educational experiences
that substantially enhance academic performance [7], stimulate active partic-
ipation, and ultimately cultivate a learning environment that is both enriched
and engaging. By replicating real-world scenarios, XR provides learners with
practical exposure within a secure and controlled setting. Moreover, such simu-
lations bridge the gap between theoretical knowledge and its practical applica-
tion, an integration that proves especially pivotal in fields such as architecture,
engineering, and healthcare, where grasping the practical ramifications of theo-
retical knowledge is paramount. At this stage, proficiency in XR technologies is
crucial, proving vital for industry professionals and for those orchestrating the
deployment of these technological infrastructures. For these individuals, learning
XR technologies involves not only mastering the tools but also gaining a deep
understanding of technological, economic, and ethical issues. In this context, the
ability to identify and skillfully address technical, ethical, or user experience
(UX) challenges is crucial for these future professionals.
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3 Methodology

3.1 Objective and Related Approach

The paper explores strategies for seamlessly and efficiently integrating XR into
educational programs, ensuring the preparation of students in humanities and
social sciences for challenges associated with XR. Specifically, the paper aims to
provide insights into the how-tos of XR integration:

– How to align with course learning objectives;
– How to adapt to students’ profile;
– How to maintain academic performance and student engagement, particularly

when students may be unfamiliar with the technology;
– How to prompt students to critically reflect on XR, encouraging a forward-

looking perspective on the evolving technological landscape.

To pursue this objective, we opted for a multiple exploratory case study
design. First, case study designs are suitable to address how and why ques-
tions [1], or to explore situations involving multiple variables (i.e., students’
engagement or familiarity with XR) that cannot be controlled [23]. Second, we
chose an exploratory approach, as XR integration in humanities and social sci-
ences programs has no clear, single set of outcomes [1,23]. Finally, multiple cases
allowed us to explore differences between cases [1].

3.2 Description of the Three Cases

We selected three case studies, each corresponding to a specific course taught in
the communication sciences master’s programs at UCLouvain (Table 1), based on
both the relevance of XR integration in students’ curriculum and the consistency
of XR integration against each course’ learning outcomes.

The selected cases focus on prototyping (case 1), user experience (case 2),
and project management (case 3). Distinguishing features emerge in the specifics
of each case. Notably, the type of prototype utilized diverges across the cases,
ranging from AR in case 1 to VR in case 2 and storyboard in case 3. Additionally,
students carried out user tests individually in cases 1 and 3, and in group in
case 2. Although evaluation methods exhibit slight diversity, all cases place a
high emphasis on group assignment, reaching 60% in case 3. Finally, the hours
allocated to each course vary significantly, with cases 2 and 3 requiring twice the
time compared to case 1, demanding substantially fewer hours.

All three cases share common elements: each course carries a weight of 5 Euro-
pean Credit Transfer and Accumulation System (ECTS), suggesting a similar
level of academic commitment; the class sizes are notably consistent across dif-
ferent cases; and the students exhibit homogeneity in terms of socio-demographic
attributes. More importantly, all three cases rely on user experience as a corner-
stone, and as such, they all involve user testing.

Figure 2 depicts the instructional design in cases. All three cases involved an
acclimatization phase, user testing phase, and jury. The acclimatization phase
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Table 1. Description of the three cases. ECTS stands for European Credit Transfer
and Accumulation System.

Case 1 Case 2 Case 3

Course prototyping user experience project management
ECTS 5 5 5
Hours 15 30 30
Semester Spring 2023 Spring 2023 Fall 2023
Students 27 30 33
Type of prototype AR VR Storyboard
Experimental protocol collaborative collaborative collaborative
User test individual in group (13 teams) individual
Data analysis collaborative collaborative collaborative

Students’ evaluation modes
Knowledge test - 25% 40%
Individual assignment 50% 25% –
Group assignment 50% 50% 60%

aimed to ensure that students acquire the fundamentals in each course. For
example, it included an overview of prototyping techniques in case 1, explo-
ration of methods, practices, and UX artifacts in case 2, and a combination of
agile-UX methods and techniques for project management in case 3. Addition-
ally, case 3 introduced role-play to put into practice the theory seen during the
acclimatization and enhance social interactions during class. In cases 2 and 3,
a demonstration session was incorporated to familiarize students with XR tech-
nology. The user testing phase presented students with a hands-on opportunity
to directly engage with XR technologies, bridging the gap between theory and
practice. This phase is dynamic and integral to the curriculum. User testing
involved creating the experimental protocol, carrying out the user test, and ana-
lyzing collected data. In all three cases, both the creation of the experimental
protocol and data analysis took place collaboratively during classes. Students
performed user test data collection individually in both cases 1 and 3, and in
groups in case 2. The jury evaluation served as a significant assessment of stu-
dents’ comprehension and practical application of XR principles. In all three
cases, we tasked students with the consolidation of results and findings in one
single presentation, so as to present an integrated perspective of the phenomenon
investigated.

3.3 Methods for Data Collection

We used participant observation during face-to-face classes and screened the
publications on the courses’ MS Teams to collect data about attendance, par-
ticipation, and engagement. We analyzed group and individual assignments to
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Fig. 2. Instructional design of each case. F2F stands for Face-to-Face, ECTS for Euro-
pean Credit Transfer and Accumulation System.

assess academic performance (quality of students production and grades). We
tasked students with documenting their feedback about the system under inves-
tigation and their experience with the instructional design in a single document
per working group.



96 S. Kieffer et al.

3.4 Case 1

We tasked students with generating content to be incorporated into a rapid
prototyping tool for AR systems. Specifically, students created in groups (5
groups) a scannable poster that would redirect to a multimedia content such
as a video, image, audio (Fig. 3), therefore producing five prototypes in total,
one per group. Then, students carried out user tests individually, which required
them to recruit one participant who tested the five AR prototypes. Subsequently,
students administered the recruited participant a questionnaire regarding user
experience and engagement. At the end, the raw data was shared among all
the groups, allowing them to conduct analyses based on the raw data. Students
prepared the user test material in-class during week 5 and analyzed the data
in-class during week 7 (Fig. 2). The material included:

– An online consent form allowing us to use data for research purposes;
– A checklist for assessing participants’ performance (errors and hesitations);
– Six scales of the UX questionnaire (UEQ+) [24], namely attractiveness, effi-

ciency, intuitive use, aesthetics, quality of content, and trust;
– The user engagement scale (UES) short form [21];
– A form allowing students to collect participant feedback.

Students presented collaboratively the results during week 8 (Fig. 2), dis-
cussing each component of the experimental design separately. For example,
students emphasized the relatively mitigated results regarding both user experi-
ence and user engagement. They argued that these outcomes were “predictable”
since the look and feel of the tested AR prototypes were perceived as low-fidelity
by the participants. Furthermore, students highlighted the limitations of the con-
tent they created, which was evaluated as having limited engagement.

Fig. 3. AR prototypes. Example 1: users scan the poster (a), then information about
next student parties appears (b). Example 2: users scan the poster (c), then a joke
about the lack of electrical outlets appears (d).
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3.5 Case 2

We tasked students with evaluating and formulating redesign proposals for an
existing VR prototype. The VR prototype supports the arrangement of living
spaces in a virtual world, including the selection of furniture and wall colors
from a catalog. The immersive experience takes place under a VR headset with
controllers that enable movement and interaction (Fig. 4).

Similar to case 1, case 2 also included tasks such as developing the experimen-
tal protocol, conducting user tests, and sharing and analyzing data. However,
students worked in groups throughout the process, and there were slight changes
in the timeline, with the preparation of experimental material spanning weeks
6–8 and analysis occurring during weeks 11–13 (Fig. 2). Like in case 1, the result-
ing material included a checklist for assessing participants’ performance, eight
scales of the UEQ+ (efficiency, dependability, intuitive use, haptics, stimula-
tion, visual aesthetics, quality of content, acoustics), the UES short form, and
a form allowing students to collect participant feedback. However, the mate-
rial also included an onboarding kit for participants, and we added impression
testing [12] to gather participants’ initial impressions about the virtual world.

Students presented collaboratively the results during week 14 (Fig. 2), dis-
cussing each component of the experimental design separately, as well as limi-
tations in the VR prototype. For example, students identified several inclusion-
related concerns (e.g. white male hands of the avatar), and also proposed a set
of recommendations for improvement (e.g. integration of auditory elements to
deepen participant immersion).

Fig. 4. VR prototype. Top: heatmap (left) and head tracking (right). Bottom: experi-
mental setting.
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3.6 Case 3

We tasked students with designing and evaluating VR scenarios through a story-
board representation system. They crafted four scenarios, categorized along two
dimensions: utopian versus dystopian scenarios, and the inclusion or exclusion
of details about cybersecurity risks in the consent form.

Similar to cases 1 and 2, case 3 also included tasks such as developing the
experimental protocol, conducting user tests, and analyzing data. In addition
to the consent form, the material included scales of the technology acceptance
model (TAM) questionnaire (usefulness, perceived ease of use, attitude, behav-
ioral intention, enjoyment) adapted to VR technology [16], scales for assessing
perceived cybersecurity risks [10], and a form allowing students to collect par-
ticipant feedback. The students collaborated in groups, with each group pro-
ducing storyboards and consent forms. Following a peer review of these works,
the instructor selected one group’s output (Fig. 5). Subsequently, this chosen
material was utilized uniformly by all students for user testing.

During week 14, students collaboratively presented the results (Fig. 2), delv-
ing into each aspect of the experimental design. They discussed both the advan-
tages, such as resource efficiency, and the limitations, such as low-fidelity, associ-
ated with using storyboards for user testing. Additionally, they emphasized the
significance of designing experimental materials that closely match the situations
one intends to generalize the results to.

Fig. 5. Top - Utopian scenario (left: introducing VR technology; right: illustrating a
positive user experience). Bottom - Dystopian scenario (left: introducing a security
breach; right: suggesting user’s death after the headset exploded).
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4 Findings

The pedagogical approach involving user testing and (re)design activities con-
tributed to a comprehensive understanding of XR technologies and their appli-
cations. For example, students were able to grasp the advantages (e.g. capacity
of simulation) and limitations (i.e. lack of inclusion) of XR technologies.

The collaborative nature of the learning experience implemented in these
cases yielded positive outcomes. Table 2 presents for each case the number of
students, dropouts, and mean grades. The number of students is similar among
each case, with no dropouts in case 1, but a slight increase in dropout rates
in cases 2 and 3 (7% and 9%, respectively). Despite broad ranges of grades,
academic performance was above average, with high attendance to courses and
implication in F2F and distant activities. For example, all students conducted
user tests and delivered complete user data collection.

Table 2. Students’ academic performances per case.

Case 1 Case 2 Case 3

Course prototyping user experience project management
Type of prototype AR VR Storyboard
Experimental protocol collaborative collaborative collaborative
User test individual collaborative individual
Data analysis collaborative collaborative collaborative
Students 27 30 33
Dropouts 0 2 (7%) 3 (9%)
Mean grades (%) 77 73 70
Range grades (%) 60–82 55–87 64–85
Course attendance high high high
Students’ implication high high high
Critical thinking medium high high

4.1 Case 1

Students identified several issues with the fast prototyping tool for AR. Key prob-
lems included the application’s incompatibility with various operating systems,
including some Android smartphones, and malfunctioning when attempting to
scan a poster more than once or different posters in succession, necessitating an
application restart. Additionally, the placement of posters in high-traffic areas
posed challenges. Students’ notable errors involved administrative oversights,
such as two students failing to have the consent form signed.

The course was perceived as innovative, offering students a unique oppor-
tunity to explore AR within their curriculum. Highlights include the practical,
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hands-on experience that allowed for real-world application of classroom knowl-
edge, conducting user tests outside the course, and learning about tools (obser-
vation grid, UEQ+, UES) beneficial for future careers in communication. The
approach facilitated team-building skills, adherence to deadlines, and an ethical
understanding of data collection, including the development of a confidentiality
charter. Additionally, students appreciated the creative freedom to design visuals
and select poster themes, enhancing their learning experience and engagement
with the course material.

Within this innovative setting, the fast prototyping tool for AR has the poten-
tial to support larger student groups effectively, offering expansive educational
benefits when aforementioned issues are systematically addressed.

4.2 Case 2

During user tests, students encountered several technical difficulties that
impacted data collection. These challenges included poor Wi-Fi connectivity
that significantly degraded image quality and caused latency in immersive ses-
sions, as well as frequent or prolonged system crashes. The premature activation
of the sleep mode on the VR headset before the commencement of user tests
also contributed to stress among participants.

Errors committed by students involved deviations from the experimental pro-
tocol, such as unnecessarily prolonging the duration of impression tests beyond
the specified time, a failure to accurately log encountered errors, and an omission
in the collection of vital data segments. Furthermore, survey administration was
compromised by translation inaccuracies and imprecise instructions, undermin-
ing the reliability of the collected data.

The course was perceived as innovative, offering students an opportunity
to explore VR within their curriculum. Students proposed redesign solutions
toward more equality and inclusion in the VR prototype, which is in line with
the major challenges associated with immersive technologies [4,5]. From the
jury’s perspective, the instructional initiative provided a detailed exploration of
the advantages and current challenges in incorporating immersive technologies
into educational settings. Emphasis was placed on the need to develop a UX
maturity model tailored to the specific demands and challenges faced by immer-
sive technologies and their development teams. The analysis pointed out that
while certain immersive experiences offer significant benefits, the complexity of
human-machine interactions, especially those involving gestures and movements,
requires in-depth study, modeling, and improvement.

The feasibility of conducting user tests of the VR prototype in synchronous
mode was supported by the availability of four VR headsets operating simultane-
ously. However, accommodating a larger cohort would necessitate asynchronous
testing, introducing more complex logistical considerations.
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4.3 Case 3

The analysis of data collected during user tests indicated that the scenarios
depicted in the storyboards did not adequately reflect the intended themes,
particularly with the “utopian” scenario’s inappropriate solicitation of personal
information, which diverged from the project’s thematic objectives. However,
insights from cases 1 and 2 led to an improvement in the data collection process,
specifically through the encoding of consent form and questionnaire via Moodle’s
feedback activity, which significantly reduced student error.

Students praised the course for its innovative approach, in particular the
possibility to engage with both VR technology and related cybersecrity risks.
Their feedback focused on refining the experimental protocol, notably to enhance
administration of questionnaire and ensuring consistent data collection. For
example, their collective input advocated for a meticulous enhancement of test-
ing protocols, emphasizing preparatory work was deemed essential for effec-
tively addressing participant queries, allowing participants to elaborate on their
answers was suggested to deepen insights into user experiences, and streamlining
questionnaires and expanding the participant pool beyond familiar circles were
advised to improve data diversity and authenticity.

Storyboards emerge as a critical tool in this context, serving not just to visu-
alize and communicate user experiences and foster creativity, but also to anchor
a user-centered design approach. Importantly, they provide a pragmatic solution
to the logistical challenge of equipment limitations, exemplified by the impracti-
cality of supplying 30 headsets for 30 students. This innovative use of storyboards
underscores the course’s commitment to overcoming practical constraints while
maintaining high educational standards and meeting learning objectives in the
realm of immersive technologies.

5 Discussion

5.1 Analyzing Challenges in XR Education

Cases 1 and 2 encountered technical issues, such as operating system incom-
patibility (case 1 with AR) and system crashes affecting the user experience
and data collection process (case 2 with VR). To facilitate effective large-scale
implementation, these technical hurdles must be systematically addressed. This
entails acquiring a sufficient number of smartphones or developing a system
compatible with iOS for AR applications. For VR applications, it necessitates
purchasing a substantial quantity of headsets and providing suitable spaces for
conducting tests. By contrast, students encountered no such technical hurdles in
case 3 with storyboards, demonstrating that storyboard prototypes effectively
mitigate scalability challenges and technological problems and limitations asso-
ciated with XR. However, storyboarding introduces considerations regarding the
construction of scenarios, which must be perceived as credible by testing partic-
ipants. This necessitates a careful and deliberate design process to ensure the
authenticity of the content and user engagement [13].



102 S. Kieffer et al.

Students consistently acknowledged the courses for their innovation, valuing
the opportunity to explore XR technologies within their academic programs.
This sentiment highlights the educational value seen in integrating cutting-edge
technologies into the curriculum. Furthermore, the projects facilitated not only
technical skills development but also soft skills, such as team building, adherence
to deadlines, and an ethical understanding of data collection.

5.2 How-Tos of XR Integration

Aligning XR introduction with course learning objectives necessitates a strate-
gic approach where XR technologies are integrated into courses that naturally
support their application. This alignment implies selecting courses with learn-
ing objectives that are seamlessly complemented by XR’s capabilities, such as
design-oriented activities including immersive scenario prototyping or empiri-
cal data collection and analysis through XR system testing. The integration of
XR should enhance the pedagogical framework, enabling students to directly
apply XR technologies to solve real-world problems, thereby fostering a deeper
understanding of the subject matter.

Adapting to students’ profiles is crucial for the effective delivery of XR-based
education. Providing students with a uniform baseline of knowledge and practical
experience with XR technologies is essential. This can be achieved through tar-
geted demonstrations and immersive experiences, considering that a significant
portion of students may not have prior experience with VR technologies (30% in
cases 1 and 3, 50% in case 2). Incorporating guest lectures from XR experts can
demystify the technology and provide students with accessible, expert insights
into XR applications, enhancing their learning experience. Moreover, master pro-
grams in social sciences and humanities do not include advanced programming
courses that would allow students to develop high-fidelity prototypes. This once
again positions the storyboard as a prototype facilitating the integration of XR
in humanities and social sciences.

Maintaining academic performance and engagement with XR involves inte-
grating hands-on activities like user testing and prototyping. Collaborative exer-
cises not only solidify theoretical knowledge but also cultivate teamwork and cre-
ativity, essential in XR’s dynamic field. Direct application of XR keeps students
motivated and academically focused, despite new tech introductions.

Encouraging critical reflection on XR requires involving students in material
creation for testing and initiating discussions on design and protocol improve-
ments. This active involvement deepens their understanding of XR’s challenges
and opportunities, pushing them to think ahead about technological progress
and their role in shaping future innovations.

5.3 Future Work

We delved into the variances among cases, bearing in mind the hurdles linked to
large-scale implementation and the absence of advanced programming courses in
social sciences and humanities programs. This enabled us to pinpoint storyboard
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prototypes as a solution that tackles both of these challenges simultaneously, as
they simplify the introduction of XR concepts, bypassing the need for extensive
programming skills and reducing reliance on expensive equipment.

Therefore, our future work will delve deeper into leveraging storyboard pro-
totypes for XR education, with the aim of showcasing their efficacy in crafting
scalable XR learning experiences accessible to students in social sciences and
humanities. To enrich our understanding and validate the effectiveness of this
approach, we plan to replicate case 3, aiming to produce cumulative findings and
facilitate comparative analyses [1]. This endeavor will not only strengthen the
evidence base but also allow for nuanced insights into the pedagogical value of
storyboarding in XR education. Furthermore, we intend to broaden our research
scope to include other low-fidelity prototyping methods, such as video or paper
mockups, as suggested by [18]. By exploring these varied prototyping techniques,
we aspire to develop a comprehensive, integrative model that enhances the adapt-
ability and robustness of XR educational frameworksy [27]. This model will
ideally support educators in effectively incorporating XR technologies into their
curricula, thereby democratizing access to immersive learning experiences across
diverse academic discipline.

6 Conclusion

In conclusion, the successful integration of XR technologies into educational
settings requires careful consideration of course alignment, student adaptation,
engagement maintenance, and the cultivation of critical thinking. By addressing
these aspects, educators can not only enhance the learning experience but also
prepare students to contribute meaningfully to the future of XR technology. A
significant revelation of our work is the efficacy of storyboarding as an innovative
approach to circumvent the dual hurdles of scalability and technical expertise
in XR education. This method not only facilitates broader student involvement
in XR development projects, sidestepping the necessity for advanced program-
ming skills, but also significantly enhances collaborative processes. Finally, the
integration of these technologies as learning tools enabled us to raise students’
awareness of the need to design immersive systems offering a good UX [17],
to integrate cybersecurity and data protection [11] and inclusion [20] into the
development of these technologies.
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Abstract. To evaluate the user experience and acceptance of Mozilla
Hubs as an opportunity for educational classroom activities, we con-
ducted user surveys involving N = 33 students of 5 different classes. By
applying the User Experience Questionnaire (UEQ), this paper aims to
gather exploratory insights into the usability, user satisfaction, learning
affordances, and practicability of the platform in various instructional
designs. Although there were no significant differences between groups,
we see trends for differences between instructional designs. We conclude
with exploratory design and practical recommendations for educators
and future work.
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1 Introduction

Immersive learning environments (ILEs) have experienced a surge in popular-
ity in recent times due to their innovative nature in the field of education.
This includes the utilization of social virtual reality applications like Mozilla
Hubs. Research has demonstrated the efficacy of ILEs in terms of improving
students’ motivation, skill acquisition, and knowledge [18]. However, from a
human-computer interaction-oriented perspective as with any learning tool, it is
essential to also assess the usability and effectiveness of ILEs.

Usability evaluations of immersive (learning) environments focus on various
metrics such as ease of use, satisfaction, immersion, motivation, and performance
[8,20,23]. These metrics help gauge the efficacy of ILEs in achieving educational
objectives.

Specifically, ILEs are prone to high cognitive and mental load because of the
high level of interactivity and multi-sensory engagement required by (Social) VR
technology [4]. Therefore, it seems fruitful to reduce the cognitive load spent on
the user interface and navigation of the ILE, allowing learners to focus their
attention on the educational content presented rather than spending cognitive
resources on the user interface. One potential method for accomplishing this
objective was examined by Petersen et al. [22]. Their study demonstrates that
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the instructional design and the tasks assigned to students in an ILE may impact
the learning experience and outcomes. Consequently, this finding could provide
a stronger rationale for employing more advanced high-immersion technologies
in light of the cognitive load when the instructional design supports their imple-
mentation.

While ILEs are employed primarily in STEM- or military-related fields [7,25],
they often focus on specific 3D assets or environments. However, other instruc-
tional tasks that do not prioritize the interaction with high-resolution 3D assets
may also derive benefits from ILEs, provided that there exists a discernible learn-
ing advantage for the particular platform. This advantage can manifest in the
form of, for instance, enhanced non-verbal communication cues, surpassing those
offered by video conferencing in remote or hybrid scenarios. This enhancement
facilitates engagement and promotes remote collaboration in interactive social
settings for scenarios involving group work [21]. Alternatively, it can be realized
through a heightened “sense of community” [12].

For a wider adoption of ILEs, it is essential to introduce more diverse and
various use cases to a broader audience whose user acceptance and adoption
concerning the learning affordances are yet to be explored.

To meet the growing demands for flexible study conditions and inclusive
class participation, we took the opportunity to explore the features of Mozilla
Hubs and implemented the platform in several classes of different courses of
study with different instructional designs. The goal was to enable an online
presence that promotes active class participation, increases student motivation,
and reduces the risk of “Zoom fatigue” [1], and to evaluate the implementation
with special regard to the user experience of students. We theorized that different
instructional designs can either enhance or limit the learning potential of ILEs.
This is based on how simple and useful these designs are perceived to be. The ease
of use and perceived usefulness can influence how readily technology is accepted
in online learning [17]. Therefore, such variations might lead to differing views
on the effectiveness of platforms like Mozilla Hubs.

Based on these considerations, we proposed the following research question:

RQ: In what way do different instructional designs for larger groups on
Mozilla Hubs influence the user experience?

To answer this question and to extend the use cases of social virtual real-
ity applications, and explore the learning affordance of social virtual reality
technology in higher education, we report on a series of seminars in which we
implemented different classroom activities that incorporated primarily interac-
tivity and collaboration on Mozilla Hubs. In this paper, we provide instructional
designers and teachers with recommendations for classroom activities on social
virtual reality platforms. Therefore, the main contributions of this paper are:

– inspiration for different instructional designs in Mozilla Hubs,
– evaluation of the Mozilla Hubs system by several diverse student groups,
– further empirical data to the nascent field of ILEs and teaching in one of the

most popular social virtual reality platforms.
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The remainder of this paper is structured as follows: In Sect. 2, we provide an
overview of the relevance and factors in user experience and usability for educa-
tional platforms, particularly for ILEs, and review recent activities and instruc-
tional designs implemented in Mozilla Hubs settings. In Sect. 3.3, we introduce
our courses, and instructional designs that were implemented in Mozilla Hubs.
In Sect. 4 we describe our methodology for our user surveys in detail. In Sects. 5
to 7, we present the results and contextualize our findings, discuss our limita-
tions, and conclude our work.

2 Related Work

2.1 Relevance of User Experience in Educational Platforms

The significance of experiences and the function that contexts play in education is
of utmost importance. Dewey’s [5] experiential learning theory, which applies to
ILEs due to immersion and interaction features [9], posits that all occurrences are
fundamentally social. Knowledge is constructed socially, procured, and exhibited
based on experiences. This knowledge must be structured in real-life episodes
that provide a framework for information to be learned.

In experiential learning, hence, the teacher’s responsibility becomes that of
a coordinator of learning materials and a catalyst for students’ experiences. The
educator must ensure that the setting and circumstances students are exposed to
are appropriate for the knowledge being imparted. The organization of learning
materials should be such that students are motivated to think intuitively and
impulsively.

Consequently, the usability of educational platforms plays a vital role in
learning outcomes such as in ILEs. It influences learning outcomes, learner moti-
vation, and engagement. When a learning software is designed with a focus on
usability, it becomes easier for learners to navigate, access content, and interact
with the system, enhancing the overall learning experience and yielding positive
outcomes [19].

Positive user experiences, facilitated by usability, contribute to learner
engagement and motivation: Software that offers smooth navigation, clear
instructions, and interactive features creates a sense of enjoyment and accom-
plishment, fostering intrinsic motivation and a desire to continue learning. Con-
versely, poor usability can lead to frustration, confusion, and disengagement
among learners, hindering the learning process and negatively impacting moti-
vation [24].

A well-designed and user-friendly learning software allows learners to easily
access relevant materials, navigate through modules or lessons, and complete
tasks efficiently [19]. This streamlined experience optimizes the use of learners’
time and cognitive resources, resulting in better learning outcomes.

However, usability is only one of several factors describing the holistic user
experience. Moreover, based on a former framework by Hassenzahl et al. [11]
that emphasizes “the subjective nature of appealingness” and its influence on
the user experience, Laugwitz et al. [15] identified six factors in user experience
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for software products that were eventually grouped into two categories for their
development of the User Experience Questionnaire1 that is frequently used in
the human-machine-interaction field to assess user experience. On the one hand,
perspicuity, efficiency, and dependability describe “ergonomic” or “pragmatic”
quality aspects. On the other hand, stimulation and novelty describe hedonic
quality aspects which describe “the originality of the design or the beauty of the
user interface” [15]. Both categories are influenced by the overall attractiveness
of a software application.

2.2 Previous Interactive Instructional Designs in Mozilla Hubs

Social VR applications such as Mozilla Hubs are used in classes among educators
because of their adaptability and accessibility [3]. They enable more interaction
types in a shared space as compared to traditional 2D collaboration tools, giving
instructors and students the impression that they are interactive 3D avatars with
more agency [21].

However, previous work has identified several usability and user experience
issues that are frequently encountered when using Mozilla Hubs for larger groups
of users such as in classes which is obstructive for instructional designs that rely
particularly on interactivity and collaboration.

Several studies have explored the use of Mozilla Hubs in educational settings
and report on benefits and fallbacks:

Peng et al. [21], Burnett et al. [3] and Brown et al. [2] implemented design
tasks that were instructed to be performed collaboratively in groups. They
showed enhanced student engagement and motivation. They emphasized the
importance of promoting successful social interactions on the platform and cre-
ating immersive environments that increased student motivation.

Le et al. [16] report on the efficiency of virtual conferences in Mozilla Hubs
and emphasize exploiting the platform’s and device’s functions to justify the
interactivity that is expected compared to 2D streams.

Eriksson [6] shared his experience teaching a movie creation course in Mozilla
Hubs, highlighting the benefits of small-group interactions for supervision meet-
ings and stressing the Mozilla Hubs’ inappropriateness for lectures due to tech-
nical issues. He also raised concerns about audio quality, user controls, and low-
resolution models. Based on his experience, he suggested that the platform is
best suited for meetings with fewer than 25 participants.

Hagler et al. [10] compared social presence in virtual theater tours using
Mozilla Hubs and videoconferencing tools. They found only slight differences in
social presence, which could be attributed to challenges with navigation controls
and onboarding features.

Exams, written reports, and oral presentations are frequently used as eval-
uation tools in many ecological schools. Holt et al. [12] identified the sense of
community created by a virtual poster session in Mozilla Hubs as one of the
main advantages for non-STEM courses of study. One of the main advantages

1 https://www.ueq-online.org/ [Accessed: 2024-02-01] .

https://www.ueq-online.org/
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of a poster session, according to the students, was engaging with classmates.
Concerning the virtual environment, they valued its adaptability, novelty, and
capacity for interaction. Technical issues could be resolved by repeated practice.

Hence, we summarize the following issues from previous work that need to be
considered in instructional designs to not impede the user experience in Mozilla
Hubs:
– audio issues with increasing number of attendants,
– issues with internet stability concerning joining or staying in rooms,
– problematic navigation controls due to poor onboarding and lack of practice,
– issues with internet stability concerning high-resolution 3D models.

3 Implementation

3.1 Platform

Leveraging the open-source capabilities of Mozilla Hubs, which offers adapt-
able collaborative virtual settings, avatars, and a web-based interface ensuring
cross-device operability and extensive device and system compatibility, our ini-
tial approach utilized their proprietary servers. However, in consideration of our
institute’s imperatives regarding enhanced data autonomy for student records
and an amplified degree of software client adaptability, we transitioned to an
institutionally-managed instance of Mozilla Hubs Cloud2. This bespoke instance
is hosted on servers within the European Union, providing us with decisive
authority on software updates and potential server outages.

3.2 General Preparation of Classes

Several steps were taken to prepare the overall Mozilla Hubs platform that
applied to all courses: We prepared an interactive asynchronous walk-through
tutorial for Mozilla Hubs’ navigation, interaction techniques, and functions that
all students completed before the joint seminars. We have made significant
improvements to the overall performance of Mozilla Hubs by utilizing the 3D
modeling software Blender3 to design our rooms such as a virtual auditorium
(see Fig. 2) and models, and to optimize the polygon count, file size, and tex-
tures for a seamless experience. Based on the problems described in previous
work (see Subsect. 2.2), we developed workarounds (e.g. duplicated synchronous
rooms to increase participant capacity and connected them via live streams) so
that we could largely avoid these problems and still be able to implement the
lesson design for larger groups. Moreover, we gave our virtual rooms a campus-
like appearance and feel so that our remote students may feel like they are a part
of the actual on-site campus community. This was intended to foster a sense of
connection and familiarity. Additionally, while working with teachers to create
lessons, we have encouraged them to include movement and spatial components
in their activities, leveraging proximity as a non-verbal cue in their interactive
assignments and increasing active participation by students.
2 Mozilla Hubs Cloud [Accessed: 2024-02-01].
3 https://www.blender.com/ [Accessed: 2024-02-01].

https://hubs.mozilla.com/cloud
https://www.blender.com/


UX of Group Instructional Design in Mozilla Hubs 111

3.3 Instructional Designs

We applied five instructional designs in Mozilla Hubs in four classes of three
different courses of study.

Based on similar characteristics and affordances of the instructional designs,
we grouped them into three overarching categories which we refer to as instruc-
tional design types, namely into Roleplay, Presentations and Lectures, and
Free Exploration. In this section, we describe them briefly. In Table 1 we sum-
marize in which class we implemented what instructional design.

Table 1. Instructional Design per Class and Course of Study

Instructional Design Class Course of Study

Avatar-focused Roleplay Intercultural Communication Communication Sciences

Environment-focused Roleplay Media Politics Communication Sciences

Final Presentations Communication Systems Engineering Sciences

Lectures Intercultural Communication Communication Sciences

Free Exploration Technology-Enhanced Didactics Teacher Education

Roleplay. During seminars with roleplays as an instructional design exercise,
we emphasized the spatial movement of users to encourage active participation,
while, at the same time, using proximity as a non-verbal communication cue.
Moreover, since the overall user experience in social virtual reality comprises
self-representation, the virtual environment, and interaction with others [14],
we decided to focus on different features of the experience to be roleplayed
depending on the learning affordance and intended experienced social setting.

Roleplay with Focus on Avatar Design. For more interactivity, lecturers and
students were supposed to create avatars for a class about intercultural com-
munication representing their culture in a Social VR dressing room to address
their culture in their self-representation in a roleplay. Cultural rooms were made
based on the Inglehart-Welzel [13] map. Four rooms were created according to
students’ origins. Pictures were put on walls to represent different sociocultural
encounters. We decided to use pictures instead of 3D models to mind the per-
formance of students with low internet bandwidth or insufficient hardware. In
that way, students could also send pictures from their home cultures. Students
could walk around between rooms and discuss cultural differences or similarities,
customize their avatars using culturally-themed 3D clothes, and reflect on each
other’s avatar customization choices.

Users were required to move around in the scene to accommodate the distance
between them and use spatial audio in smaller group discussions. A storyboard
of the scene setup is provided in Fig. 1.
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Fig. 1. Storyboard of the Roleplay and Spatial Exploration task avatar roleplay design.

Fig. 2. Parliament roleplay in the redecorated auditorium. Logos attached to the seat-
ing indicate membership to a political party.

For this activity, we divided the students into several groups and prepared
several scenes with the same room contents to avoid internet issues due to too
many participants in one virtual scene.

Roleplay with Focus on Environment. In the political system of Germany, public
discussions in the parliament by the members of several political parties are
essential for the political culture. They take place in an auditorium in which
the members are seated according to their party membership. Therefore, the
position of the seats has a significant meaning. For their speeches, parliament
members go to the front on stage.

For a roleplay activity, students were assigned to groups that represented a
political party in the parliament and were supposed to write and hold speeches.
To conduct this roleplay, we repurposed our virtual auditorium into a virtual
replica of the German parliament, the decoration of the virtual auditorium is
illustrated in Fig. 2 and seated students according to their assigned political
party. For their speeches, students were required to move to the stage. The focus
of this roleplay was the room’s structure instead of the avatar design.
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Presentations and Lectures. Since examination regulations usually dictate
the formats for educational materials, students had to prepare 2D materials but
present them in three-dimensional spaces with assumingly more social presence.

Guest Lectures. In addition to the interactive seminars in the Intercultural Com-
munication and the Media and Political Culture course, we held virtual guest
lectures in the virtual auditorium replica for which the lecturers were equipped
with head-mounted displays to convey more expressiveness during their lecture
using gestures.

Final Presentations. To offer the remote students a common platform with more
non-verbal communication cues and expressive behavior than videoconferencing
tools, we held their final presentations in our virtual auditorium for which stu-
dents were encouraged to use the whole stage and held subsequent small-group
discussions in virtual breakout rooms.

Free Exploration. To introduce first-semester undergraduate students of
teacher education to innovative educational platforms and show them the tech-
nological possibilities they can incorporate later in their classes, we held a syn-
chronous unguided seminar session in Mozilla Hubs for which the students were
equipped with Meta Quest 2 head-mounted displays. Students were free to
explore the virtual campus in multiple Mozilla Hubs scenes. Students moved
around freely and tried out the interactive functions of the software and dis-
cussed application scenarios for social virtual reality in teaching.

4 Survey

In this section, we describe the methodology of our surveys across all classes
and instructional designs (types). Across all of our four classes in three different
courses of study, we distributed online surveys to collect data for a cross-sectional
between-subject research design. The structure of our instructional designs per
class and per course of study is shown in Table 1.

4.1 Measurements

For the user evaluation, as our sample groups attended classes primarily remotely
and sometimes even from all over the world, we relied on subjective evaluation
via online surveys. In our surveys, we included questions for a thorough sample
description, including their general experience with social virtual reality plat-
forms and their demographics. Moreover, we implemented the extended version
of the User Experience Questionnaire by Laugwitz et al. [15] including all 26
item pairs. The UEQ measures three subdimensions: the pragmatic qualities
with scales for dependability, perspicuity, and efficiency, and the hedonic quali-
ties with scales for novelty and stimulation that are both related to the valence
dimension attractiveness. Furthermore, we included questions by Burnett et al.
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Table 2. Sample description per Instructional Design type Group, * for better read-
ability, only the first three most frequent answers are provided.

Instructional Design n Access Device Nationality* Social VR
Experience

Age Gender Course of Study

Roleplay 10 Laptop (70%),
Tablet (10%),
Smartphone
(20%)

Nigeria (20%),
Pakistan (20%),
Ghana (20%)

Never (80%),
Rarely (10%),
Sometimes (10%)

28.22± 2.39 female (90%),
male (10%),
other (0%)

Communication
Sciences, M. A.
(100%)

Presentations and
Lectures

18 Laptop (61%),
Tablet (16.7%),
Smartphone
(16.7%),
Desktop-PC
(5.6%)

Brazil (11%),,
Germany (22.2%),
India (16.7%)

Never (83%),
Rarely (11%),
Sometimes (5.6%)

27.39± 4.09 female (62%),
male (38%),
other (0%)

Communication Sci-
ences, M. A. (61%),
Engineering
Sciences, M. Sc.
(39%)

Exploration 5 VR-HMD (100%) Germany (100%) Never (80%),
Rarely (20%)

28.6± 6.99 female (60%),
male (40%),
other (0%)

Teacher Education,
B. Ed. (100%)

[3] to investigate an increase/decrease in motivation to participate in on-site
classes and collaborations with fellows but changed the original scale from 1 to
7 to –3 to 3.

4.2 Sample Description

In total, N = 37 students of all courses filled out our survey. According to the rec-
ommendations by Laugwitz et al., [15] for the scoring of the UEQ, we excluded n
= 4 due to inconsistent answers to our questionnaire that impacted the reliability
of our questionnaire data. The overall sample is comprised of students partaking
in online remote classes from 4 courses of which 3 are offered to primarily inter-
national Master’s students from our university (see Table 2). The last course is
for undergraduate students at a partner university who cooperated with us for
a few sessions using their virtual reality head-mounted displays. Their classes’
primary language is German. A thorough sample description according to the
different instructional designs is given in Table 1 and Table 2.

4.3 Research Ethics

Participation in any survey was voluntary and anonymous and did not affect
the students’ course grades. We ensured that all class contents were imparted
parallelly on alternative channels such as live streams on Webex for students
who could not participate in the Mozilla Hubs activities due to, for instance,
severe technical issues. All activities were discussed and reflected on in subse-
quent classes to ensure that the classes’ contents were conveyed also outside of
Mozilla Hubs in case of technical issues. Except for the final presentations, the
participation in Mozilla Hubs activities did not affect the course’s grades. For
the final presentations, we offered the option to present on conventional video
conferencing software when students faced severe technical issues with the plat-
form or did not feel sufficiently confident in using the platform in our onboarding
and test sessions.
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instructional design type

5 Results

As participation in the survey was not mandatory and anonymous, our response
rate in comparison to the student enrollments in all classes was fairly low, result-
ing in a total sample of N = 33 of all four courses. To increase the reliability of
our tests, we decided to group our instructional designs based on the similarities
and affordances of the designs into three instructional design types: roleplays,
presentations & lectures, and exploration.

5.1 UEQ

As a first step of our analysis, we imported the responses to the UEQ analysis
tool that is provided by the authors of the questionnaire4. Using this tool, we
calculated the outcomes for all subdimensions of the UEQ and used these sub-
sequently for further statistical analysis and group-wise comparisons (Fig. 3 and
Table 3).

4 UEQ Analysis Sheet [Accessed:2024-02-01].

https://www.ueq-online.org/Material/Data_Analysis_Tools.zip


116 K. Knutzen et al.

Table 3. Descriptive statistics for Perspicuity per instructional design type

Instructional Design Type n M SD Min Max

Roleplay 10 0.7 1.26 –1 2.5
Presentations & Lectures 18 0.75 1.25 –1.25 2.75
Exploration 5 1.15 1.18 –0.25 3

Perspicuity describes how easily a tool is learned. Considering, that values of
3 indicate a very positive and values of –3 a very negative evaluation, across all
three design types, perspicuity was evaluated to be more neutral but slightly pos-
itive. the exploration group evaluated their experience to be the easiest to learn,
followed by the presentation groups, and lastly the roleplay classes. Compared
to other subdimensions, perspicuity was evaluated neither particularly high nor
low on average (Table 4).

Table 4. Descriptive statistics for Efficiency per instructional design type

Instructional Design Type n M SD Min Max

Roleplay 10 0.05 1.67 –2.5 2.75
Presentations & Lectures 18 0.42 1.43 –2 3
Exploration 5 1.1 1.33 –0.5 3

Efficiency measures how much effort the users perceive to spend to achieve
their goals. Overall, similar to perspicuity, efficiency was evaluated to be rather
neutral on average with values of around 1 and below on average. Similarly to
perspicuity, the exploration design was evaluated to be most efficient, followed
by presentations and lectures, and lastly by the roleplay designs. However, all
three design types showed high ranges according to very high maximum evalua-
tions of around 3 and very low minimum negative evaluations. Compared to the
other subdimensions, efficiency was measured to be one of the lowest across all
subdimensions (Table 5).

Table 5. Descriptive statistics for Novelty per instructional design type

Instructional Design Type n M SD Min Max

Roleplay 10 0.8 1.03 –0.75 2
Presentations & Lectures 18 1.42 1.24 –1.75 3
Exploration 5 1.75 0.87 0.5 2.5
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Novelty describes how innovative and creative the system was perceived to be.
With mean evaluations of around 1 and maximum values between 2 to 3, we can
describe novelty as one of the better-evaluated subdimensions. This applies also
to the comparisons between subdimensions. Again, the exploration design was
assessed highest, followed by presentations and lectures and, lastly the roleplay
designs (Table 6).

Table 6. Descriptive statistics for Stimulation per instructional design type

Instructional Design Type n M SD Min Max

Roleplay 10 0.98 1.38 –1.75 2.75
Presentations & Lectures 18 0.97 1.45 –2 3
Exploration 5 2 0.73 1 3

Stimulation describes how exciting and motivating the system was perceived
to be. Stimulation was assessed highest for the exploration design across all
subdimensions and all designs with a mean of 2 and a maximum of 3. Compared
to this exceptionally high evaluation, the mean values for the other two designs
differ by around 1 but also show maximum values of around 3. The minimum
values are exceptionally low for roleplay, presentations, and lecture designs with
negative values of around –2 (Table 7).

Table 7. Descriptive statistics for Dependability per instructional design type

Instructional Design Type n M SD Min Max

Roleplay 10 0.62 1.02 –0.75 2.5
Presentations & Lectures 18 0.85 1.05 –0.75 2.5
Exploration 5 0.95 1.04 –0.75 2

Dependability measures how much the user felt in control using the system.
Overall, we observe neutral evaluation with mean values ranging between 0 and
1 for all designs. Interestingly, for all designs, there is a high range with negative
minimum values that even indicate a negative evaluation up to a highly posi-
tive evaluation for maximum values. As for all other subdimensions, exploration
assessed dependability to be highest compared to presentations and lectures, and
roleplay designs. Next to efficiency, dependability is one of the most negatively
assessed subdimensions across all three design types (Table 8).

Attractiveness measures how the user likes or dislikes a system in general. The
mean values of attractiveness show similar results to the other subdimensions
as all evaluations from all 3 design types are slightly positive, but overall rather
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Table 8. Descriptive statistics for Attractiveness per instructional design type

Instructional Design Type n M SD Min Max

Roleplay 10 0.68 1.58 –1.67 2.67
Presentations & Lectures 18 0.94 1.21 –1.5 2.67
Exploration 5 1.57 0.85 0.83 3

neutral. However, the minimum and maximum values show a rather wide range
of answers. Similar to the other subdimensions, the exploration design group
assessed their experience as the most attractive, followed by presentations and
lectures, and lastly the roleplay designs. Compared to the other subdimensions,
attractiveness reached across all three design types one of the more positive
evaluations.

Conclusively, comparing the three designs, the exploration design group
stands out because they assessed their experience as the best in all subdimen-
sions, followed by the presentations and lectures group. The roleplay designs
were assessed as the worst for almost all subdimensions across all three design
types. Considering the definition of subdimensions of the UEQ, we can sum-
marize that all subdimensions related to the pragmatic quality of the system
(dependability, perspicuity, and efficiency) are worse assessed than the hedonic
qualities (Novelty and Stimulation) and the overall Attractiveness evaluation.

In the next step, we performed inferential statistic tests to see if the few
differences between the evaluations could be generalized. Because the data of
all 6 subdimensions were not normally distributed (as per Shapiro-Wilk tests at
p > .05) and because of the unequal sample sizes between designs, we performed
non-parametric Kruskal-Wallis tests. All results are summarized in Table 9. None
of the tests were statistically significant, thus we reject the null hypothesis that
there are significant differences between the groups in our sample.

Table 9. Results for non-parametric Kruskal-Wallis tests for all subdimensions of the
UEQ across the three instructional design types

UEQ Subdimension χ2 df p

Perspicuity 0.503 2 0.78
Dependability 0.638 2 0.72
Efficiency 1.679 2 0.43
Novelty 3.61 2 0.16
Stimulation 2.29 2 0.32
Attractiveness 0.989 2 0.61
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5.2 Motivation

To evaluate in what way the implementation of Mozilla Hubs contributes to a
change in motivation to participate in on-site class attendance and joint activities
for more group interaction, we employed questions by Burnett et al. [3] to ask for
motivation change in attending on-site classes and to interact with other student
fellows from the class. Results are shown in Fig. 4 and Table 10.

The mean values of the different design types demonstrate different cen-
tral tendencies among the responses. The exploration group yields the highest
mean and only increase in motivation across all designs in participating in on-
site classes, while the lowest mean is observed in the roleplay designs for their
motivational change in engaging with on-site classes. Interestingly, the roleplay
groups were the only design type that showed a stronger decrease in motiva-
tion to engage with on-site classes compared to their motivation to engage with
other student peers. This indicates that participant responses vary across differ-
ent instructional design types.

Analyzing the standard deviations reveals significant differences in response
dispersion. Notably, the roleplay designs consistently display higher standard
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No Change (0)

Somewhat increased (1)

Increased (2) 

Strongly Increased (3)

Exploration Lecture Roleplay
Design

M
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 other Student Peers
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Fig. 4. Motivation upswing/downswing in engaging with on-site classes and with inter-
acting with other student fellows per instructional design type



120 K. Knutzen et al.

Table 10. Descriptive statistics of motivational changes to engage in on-site classes
and with other student peers per instructional design

Question regarding
motivation change

Instructional Design n M SD Min Max

Engaging with other
student peers

Roleplay 10 –0.9 2.025 –3 3

Lectures 18 –1.167 1.47 –2 3
Exploration 5 –0.4 1.14 –1 2

Engaging with
on-site classes

Roleplay 10 –1.6 2.01 –3 2

Lectures 18 –0.89 1.67 –3 3
Exploration 5 0.6 0.54 1 2

deviations, indicating more diverse participant responses compared to the explo-
ration and lecture designs. The maximum standard deviation is observed in the
roleplay design for motivation to engage with other student peers, underscoring
the substantial spread in participant responses for this specific group.

Concerning instructional design types, on the one hand, motivational
responses towards participation in on-site classes generally exhibit a broader
spectrum, ranging from a minimum mean of –1.6 for roleplays to a maximum
mean of 0.6 for exploration. On the flip side, questions related to a shift in moti-
vation regarding engagement with other student peers elicit responses within a
more limited mean range, spanning from –1.167 for lectures to –0.4 for explo-
ration. The standard deviation ranges underscore the increased variability in
responses to questions addressing motivational changes concerning engagement
with other student peers, extending from 1.14 to 2.02. Non-parametric Kruskal-
Wallis tests show no significant differences between instructional design types,
neither for motivation to engage with on-site classes (χ2 = 5.35, df =2, p = .06),
nor to engage with other student peers (χ2 = 1.145, df =2, p = .56).

In conclusion, the findings underscore disparities in participant responses
across instructional design types and questions. The roleplay designs, especially
when involving interactions with other students, yield more diverse and variable
responses.

5.3 Qualitative Feedback

Many users commented positively on their experience with the Mozilla Hubs
platform. They particularly appreciated the ability to walk through and explore
virtual spaces and were impressed by the precise movements of the avatars -
such as raising their heads when looking up at the ceiling. The experience was a
refreshing way to learn online for some. They especially praised the idea because
it allowed students to feel closer to their classmates while remaining in their own
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space. Despite the initial uncertainty of some users who feared feeling “lost”,
many of them enjoyed the Social VR class after a period of adjustment.

However, there were also some criticisms and suggestions for improve-
ment. When they experienced their classes using a VR-head-mounted display,
the weight of the headset was found to be annoying by some, and a more
detailed introduction to the platform was requested, as not all functions were
self-explanatory for all users. Concerns regarding user interactions were also
expressed, as it was difficult to view presentations when not standing directly in
front of them. Some technical hurdles, such as the need to reload the page due
to sound issues, and the requirements for a good internet connection as well as
high-quality hardware were also raised. In addition, the lack of facial expressions
in the avatars was noted, and there were suggestions to improve this with move-
ments such as opening the mouth when speaking. Furthermore, some wished
for a more immersive visual experience, more in line with the quality of video
games.

Overall, the feedback was mostly positive, though it was clear that there
is room for technical and design improvements to further optimize the user
experience.

6 Discussion

The surge in new educational technologies has opened unprecedented avenues
for learning and interaction. Our study aimed to contribute to this emerging
field by focusing on Mozilla Hubs, a platform gaining popularity. However, our
findings reveal that roleplay techniques face challenges due to the platform’s
insufficiently intuitive user interface (UI) and unstable infrastructure. Pragmatic
qualities, notably for roleplays, need improvement, underscored by, for instance,
low efficiency scores across all design types.

Despite suboptimal pragmatic qualities and efficiency scores, the hedonic
qualities and attractiveness scores are not overtly negative. This suggests poten-
tial viability for roleplays with further enhancements on possibly other platforms.
Thus, at this point, despite our efforts we see similar outcomes to, for instance,
Holt et al. [12]. However, caution is advised, pending further developments in
Mozilla Hubs’ UI and infrastructure. Ongoing assessment is crucial, and reeval-
uation of roleplays’ feasibility is recommended once these issues are addressed.

Surprisingly, lectures on the platform received positive feedback, indicating
a potential exploration avenue. The expectation that roleplay would outperform
lectures was not entirely realized, possibly due to technical issues, workload, or
participants’ study courses. Our study highlights high variability in outcomes,
suggesting the multifaceted nature of Mozilla Hubs’ UX in educational settings,
influenced by, for instance, socio-cultural factors. Technical issues and intersub-
ject differences might also contribute to this variability, impacting user experi-
ences.

Our findings are subject to limitations, including an underpowered study
with stability issues and also challenges in isolating instructional design effects
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in the teacher education group using VR headsets. The latter might also be a
factor in the overall positive assessments by teacher education students since
they were rather inexperienced with VR headsets and might have experienced a
stronger initial sense of awe because of their more immersive access hardware.

Future studies should therefore ensure consistency in content, hardware, and
class while varying instructional designs. Emphasizing the need for effective
instructional designs, future research should assess learning success in addition
to motivation and UX. In conclusion, while educational technologies like Mozilla
Hubs hold immense potential, addressing UX, infrastructure, and instructional
design challenges is imperative for their successful integration into virtual learn-
ing environments.

7 Conclusion

The ascent of educational technologies marks a transformative period in contem-
porary learning, with platforms like Mozilla Hubs steering this evolution. Our
research underscores the potential of these platforms in fostering rich social inter-
actions. Notwithstanding its potential, user feedback identified areas of improve-
ment in Mozilla Hubs, notably the user interface and infrastructure stability. The
platform’s adaptability for diverse devices, including smartphones, is commend-
able; however, questions remain on the optimal device-interface combination.

Our observations reveal that the platform’s user experience is variegated,
and shaped by technical, socio-cultural, and individual user factors. This under-
scores the complexity of tailoring universally acceptable virtual educational plat-
forms, considering the myriad of influencing variables. While technical issues are
equally prominent in determining the platform’s utility, the role of socio-cultural
backgrounds that need to be considered to reach user acceptance of a broader
audience and individual learning preferences cannot be understated.

However, our research is not without limitations. The underpowered nature
of our study, influenced by the sample size and technical difficulties, does pose
constraints on the breadth of our findings. Nonetheless, these initial insights
pave the way for more rigorous, extensive, and diverse future studies. Future
research endeavors should delve into refining instructional design, expanding the
audience reach, and measuring not only motivation and user experience but also
tangible learning outcomes.

In sum, as the educational landscape witnesses a paradigm shift with the
advent of platforms like Mozilla Hubs, it is imperative to acknowledge both its
promises and pitfalls. Addressing the identified challenges is not just beneficial,
but necessary, to realize the full potential of such platforms. As virtual learn-
ing environments continue to burgeon in prominence, targeted research will be
instrumental in optimizing their efficacy and acceptance in the global educa-
tional arena. Considering the breadth of responses, we assert that our findings
underscore the critical importance of incorporating diverse samples and diverse
content in the evaluation of the user experience on an educational platform, and
that instructional designs in ILEs require further in-depth analyses as they did
not mirror our initially assumed expectations.



UX of Group Instructional Design in Mozilla Hubs 123

Acknowledgements. This work was partially funded by the VEDIAS project at TU
Ilmenau (57573356). The VEDIAS project was funded by the German Federal Min-
istry of Education and Research as part of the DAAD’s “International Programmes
Digital” call. The authors would like to thank Prof. Dr. Liane Rothenberger from the
Catholic University Eichstätt-Ingolstadt, our institutional colleagues Irina Tribusean,
Dr. Yi Xu, and Mira Rochyadi-Reetz, as well as Tuo Liu from the Goethe University
Frankfurt, and lastly Dr. Bilal Zafar and Mendrit Shala from the Communications
Research Laboratory at TU Ilmenau for their cooperation and support in their classes.

References

1. Bailenson, J.N.: Nonverbal overload: a theoretical argument for the causes of zoom
fatigue. Technol. Mind Behav. 2(1) (2021). https://doi.org/10.1037/tmb0000030

2. Brown, R., et al.: Employing mozilla hubs as an alternative tool for student out-
reach: a design challenge use case. In: 14th International Conference on Interac-
tive Mobile Communication, Technologies and Learning, IMCL 2021, pp. 213–222
(2022). https://doi.org/10.1007/978-3-030-96296-8 20

3. Burnett, G., Kay, R.P., Harvey, C.: Future visions for higher education: an inves-
tigation of the benefits of virtual reality for teaching university students. In:
2021 IEEE International Symposium on Mixed and Augmented Reality Adjunct
(ISMAR-Adjunct), pp. 292–297. IEEE, Bari (2021). https://doi.org/10.1109/
ISMAR-Adjunct54149.2021.00066

4. Dengel, A.: What is immersive learning? In: 2022 8th International Conference of
the Immersive Learning Research Network (iLRN), pp. 1–5 (2022). https://doi.
org/10.23919/iLRN55037.2022.9815941

5. Dewey, J.: Experience and education: The 60th anniversary edition. The Kappa
Delta Pi Lectures Series, Touchstone, New York (1997)

6. Eriksson, T.: Failure and success in using mozilla hubs for online teaching in a
movie production course. In: 2021 7th International Conference of the Immersive
Learning Research Network (iLRN), pp. 1–8. IEEE, Eureka (2021). https://doi.
org/10.23919/iLRN52045.2021.9459321

7. Fernandes, F., Castro, D., Werner, C.: A systematic mapping literature of immer-
sive learning from svr publications. In: Symposium on Virtual and Augmented
Reality, SVR 2021, pp. 1–13. Association for Computing Machinery, New York
(2022). https://doi.org/10.1145/3488162.3488163
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Abstract. Traditional training methods in dance, especially competitive ballet,
face challenges due to the intricatemovements and high injury risk associatedwith
joints. Young athletes, aged 10–19, undergo intense physical training leading to
overuse injuries, mainly in the foot and ankle. Intrinsic factors like skeletal devel-
opment and extrinsic factors like incorrect techniques contribute to these injuries.
To address this, extended warm-up and cool-down phases are crucial. The field of
dance biomechanics and joint kinematics has been limited by traditional methods,
prompting a shift towards 3Dmotion capture systems. These technologies, derived
from the film industry, precisely analyze dance movements and prevent injuries.
However, traditional methods often lack precision and objective assessment. Inte-
gration of motion capture allows for accurate evaluation, ensuring training aligns
with international dance sport competition standards. This study analyzes how
ballet training can be improved using motion capture to optimize the execution of
ballet positions. It explains why dancers, especially ballet dancers, are often sus-
ceptible to injuries and how these can be better prevented through angle measure-
ments. A preliminary test demonstrates how ballet movements can be measured
and improved. Additionally, some examples from the literature are cited, where
similar analyses have been conducted. It turns out that both rotational angles and
joint angles are measures that can enhance the execution of the positions. Future
research should expand on this training method by incorporating the use of Virtual
Reality.

Keywords: Motion Capture · Training Development · Angle Measurement

1 Introduction

1.1 Background and Motivation

In the realmof dance sports, numerous trainingmethods are continually evolving through
the utilization of various technical and non-technical aids. This study delves into the
realm of technological support, shedding light on the emerging possibilities in this field.
Initially, we address the motivations and fundamentals of this study, defining precise
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goals to emphasize the significance of the subject area. Subsequently, possibilities for
analyzing movement execution based on a preliminary study are introduced, along with
an explanation of the use of motion capture technology in dance sports. Finally, future
research avenues in the realm of training expansion through Virtual Reality are outlined.

Dance sports involve complex movements that regularly strain the joints of dancers.
A study analyzed foot and ankle biomechanics, concluding that there is a lack of research
on evaluating extreme foot and anklemobility during dancemovements using 3Dmotion
capture. Foot biomechanics during dance remain relatively underexplored.By employing
3D motion capture systems, joint kinematics in dancers can be studied more accurately,
aiding in the prevention of potential injury risks [1]. A diverse array of technologies,
includingMotionCapture, are utilized in the fields ofmotion analysis and sports training,
originating from the film and animation industry. Motion Capture involves equipment
that determines the position of various points on a body or object at a specific moment.
A suit, often equipped with markers, is worn by a person. These markers are captured by
multiple cameras to recreate the person’s body, and the recorded movements can later
be transformed into a digital 3D model [2]. Different technologies allow the capture,
digital recording, and subsequent analysis of movements. By providing precise motion
data, Motion Capture aids in analyzing dance posture and understanding human dance
movements, identifying novel training methods. In the education sector, this technology
can enhance dance instruction through real-time demonstrations, individual feedback,
and efficient problem correction. The resulting Motion Capture data can then be trans-
ferred to 3D models and animations, opening further research avenues within Virtual
Reality [3].

1.2 Objective of the Study

The aim of this study is to investigate how ballet training can be enhanced through
precise angle measurements using Motion Capture. This approach is intended not only
to identify injuries early but also to facilitate the optimization of movements in various
ballet positions. Additionally, a theoretical analysis of the effective design of potential
virtual training scenarios through the integration of Virtual Reality will be conducted.
This lays the foundation for further research to create an optimal training environment
and to more precisely examine the impacts on ballet training.

2 Theoretical Background

2.1 Ballett Training

In ballet, young athletes between the ages of 10 and 19 undergo intensive physical
training. Risk factors for overuse injuries in the foot and ankle encompass intrinsic and
extrinsic influences. Skeletal development, excessive hip rotation, and extreme ankle
movement represent intrinsic risk factors, while incorrect dance techniques and exces-
sive training pose external dangers. To prevent injuries, extended warm-up and cool-
down phases are essential [4]. Basic ballet training is the longest and most scientifi-
cally grounded foundational course in history, which trains muscles, skills, and abilities.
Therefore, ballet training is considered one of the compulsory foundational courses for
all dancers [5, 6].
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Advances in Dance Training. Dance training is still considered a young sport with
plenty of room for improvement. Training sessions should be individualized, taking
into account the athletes’ physical abilities, and appropriate supplementary training can
enhance performance [7]. Training plans should be specifically tailored to training cycles.
This means that competitions and recovery periods should be integral parts of quality
training, and both small and large training cycles should be combined effectively [8]. A
study confirmed that the technical level of modern ballet is divided into dynamic and
static techniques. In sports dance, a distinction is made between dynamic movements,
which require agility and coordination, and static movements [9].

When assessing dynamic posture, gait analysis is used. This involves analyzing
the behavior of different regions, joints, or segments during a specific phase of the
gait cycle. However, the collection of quantitative data is essential [10]. Most studies
focus on examining static postures. The analysis of motor functions can be obtained
using technological tools such as dynamic electromyography [11]. To achieve perfection
in the execution of the steps, years of study are required. To meet the complexity of
classical techniques, it is necessary for the body to be adapted to specific requirements
from childhood. Elasticity, linearity, lightness, muscle strength, and balance are crucial
factors. Static posture assessments are usually used to evaluate posture, allowing visual
comparisons to an ideal position. Sagittal, frontal, and dorsal planes are observed [12].

Trainers should always stay up-to-date with the latest developments in dance move-
ment and tailor their training accordingly. This includes addressing common issues
in dance sport and aligning training with the rules of international dance movement
competitions to promote further development [13].

Navigating Optimization and Injury Prevention. However, it is not only about opti-
mization but also about preventing and avoiding injuries at the same time. All forms of
dance involve highly demanding movements, with an injury rate that can reach up to
95% over a dancer’s lifetime [14–17]. Ballet dancers have a higher injury rate compared
to other dancers. The injury rate ranges from 67% to 95% [18]. Dance companies are
compelled to continuously improve their dancers’ technique to maintain high technical
standards and competitiveness. Due to the high injury rate, rehabilitation costs for ballet
companies are consistently high [19]. Joint injuries are often induced in ballet because
dancers must maintain full ankle plantarflexion during their movements. Such excessive
loading is not within the normal capacity of foot joints and ligaments. For example, dur-
ing the en pointe position, excessive dorsiflexion is caused in an outward turned position
[20–23].

When examining the kinematics in ballet, it becomes apparent that dancers perform
movements in both open and closed kinematic chains. Open chains involve movements
where the foot is not engaged in any weight bearing activity as it moves freely in the air,
whereas closed chains involve loading the foot during the movement, engaging all the
joints [24, 25]. To prevent chronic and acute injuries, there are biomechanical rules and
laws. Injury status can be identified through kinematic analyses using musculoskeletal
models [26].
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It is important to explore the use of technology in ballet training to enhance the per-
formance of dancers, prevent injuries, develop a deeper understanding of biomechanics,
and elevate the overall level of dance sport.

2.2 Motion Capture Technology in Sports and Immersive Training

In previous studies, various methods for evaluating sports performance using new tech-
nologies have been explored.Motion Capture technology has shown promising results in
providing more objective assessments compared to subjective judgments or less precise
measurementmethods.As a result, a research teamdeveloped an algorithm to analyze the
patterns of correct motion capture data by comparing Euclidean distances and recorded
trajectories of amateur athletes with the baseline model of professional athletes. This
research focused on the techniques of historical European swordsmanship. However, the
study examined only a limited number of marker positions and did not account for exe-
cution speeds. Furthermore, closely spaced markers were omitted [27]. Another study
analyzed the body posture and execution of movements of a professional climber to later
use them for realistic 3D climbing animations. A climbing cycle was divided into four
phases for separate assessment. RGB videos and depth data of posture and movement
were captured using two Kinects and an iPi Recorder. This data was processed further
using iPi Mocap Studio software, and then the 3D skeletal data was exported as BVH.
The animations created from theMoCap data were intended for use in training beginners
[28].

Virtual Reality can be used as a support for evaluating athletes or as a trainingmethod.
Moreover, VR expands the training environment across various dimensions and enriches
the training with an immersive experience.

The former was examined in a 2019 study that investigated the reliability, construct
validity, and ecological validity of 360° VR and game footage in the decision-making of
Australian football referees. Both professional and amateur referees participated in the
study, in which 360° clips were developed to influence decision-making assessment. If
the results of the VR tests correlate with the actual referee decisions, it strengthens the
construct validity of the method. Ecological validity refers to the extent to which VR
tests reflect real game situations and decision scenarios in football. If VR tests closely
resemble actual field conditions, it is a positive aspect that enhances their utility. The fact
that the 360° VR test showed high reliability suggests that the method yields consistent
results. The results indicating that professional referees performed better in decision
accuracy than amateur referees may suggest that experienced referees are better able to
effectively utilize VR information to make informed decisions. It could also point to a
need for training for amateur referees to fully harness the benefits of VR technology. Fol-
lowing section relates past studies and current experiments to the theoretical construct.
The model referenced in the study [29]. There are numerous studies on how Virtual
Reality contributes to improving athletes’ skills, but it is rarely explored whether ath-
letes accept technological devices for performance enhancement. One study employed
the Technology Acceptance Model (TAM) to determine if perceived usefulness, per-
ceived ease of use, perceived enjoyment, and subjective norms (i.e., social influence)
are positive predictors of the intention to use a particular technology. Another study
examined the validity of TAM and used a VR-Head-Mounted Display (VR-HMD) to
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test the enhancement of athletic performance. They also investigated the extent to which
training level and the practiced sport influence the preceding TAM variables. The results
indicated that athletes of all sports and skill levels had the intention to use VR, and they
found it to be useful and user-friendly [30].

3 Method

In this study, a pre-test was conducted, serving as the basis for the main experiment
involving numerous ballet dancers. The experiment examines the extent towhichMotion
Capture, as a supplementary or alternative trainingmethod, contributes to optimizing the
movements of ballet dancers. Additionally, ameasurement approach is applied to various
classical ballet positions, with a particular focus on angle measurement. After evaluating
the collected data, the discussion explores how the developed training approach could be
expandedwith the integration ofVirtual Reality. A brief overview of themain advantages
and disadvantages is also provided.

3.1 Participants in the Pre-test

The pre-test was conducted with an experienced ballet dancer who had previously only
followed conventional training concepts. She is familiar with classical ballet training
and had never trained with technological support before. She is knowledgeable about
her level of proficiency in the ballet positions used. She is in excellent physical condition
and has no limitations. She trained with the Motion Capture system once a week for two
months.

3.2 Experimental Design and Measurement Instruments

The training took place in a laboratory where theMotion Capture Systemwas assembled
and installed. It was equipped with 28 OptiTrack cameras, which have a measurement
accuracy of less than 0.1mm,making themhighly precise and particularly suitable for the
sports and motion science field. The room was darkened during the recordings to avoid
unwanted reflections. The test subject had prior ballet experience and was introduced
to the technique through a demonstration video after warming up. Following the warm-
up and practice phase, the individual put on an OptiTrack Motion-Capture suit, which
had already been prepared with markers before the training session. It is crucial that
the markers are placed according to the selected Marker Set in Motive:Body to ensure
accurate data and successful recording.

To capture the Motion Capture data, the Motive software was used for real-time
transmission. Since the ballet dancer’s movements required control over the entire upper
and lower body, as well as the feet and fingers, a full-body marker set with a total of
49 markers was selected. Once the system recognized all markers in their designated
positions on the suit and the subject was in the calibration pose, an asset, in this case, a
skeleton, could be created. Before actual recording, checks were performed to identify
calibration errors, such as incorrect bone assignments, which could be rectified by having
the subject return to the calibration pose. Ensuring not only the correct position but also
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the secure attachment of the markers to the suit is essential. Dynamic movements, as
well as factors like hair, oils, or sweat on the skin, can cause markers to shift during
recording. Therefore, the markers were fastened to the suit using Velcro straps, ensuring
they remained in place. After creation, a final check was performed to verify that both
markers and the skeleton were correctly calibrated. If this was not the case, markers were
repositioned, and the skeleton was recreated. After each recording, takes were reviewed
to identify any erroneous marker or skeleton representations. During the recording, the
dancer saw her MoCap Avatar from behind on the monitor, as shown in Fig. 1.

Fig. 1. The ballet dancer is wearing the Motion Capture suit and is in the ballet position “Plie.”
Both arms are positioned above the head, with the palms facing towards the head. She observes
herself in the frontal view within the program, which records her movements for a specific
sequence.

3.3 Procedure

The ballet dancer trained in three fundamental ballet positions or movements during the
experimental period. These included the Arabesque, the Plié, and the battement tendu,
which forms the basis for the grand battement. The following section will delve into the
specifics and injury risks of these techniques. Subsequently, it will explain why angle
measurement is particularly well-suited for ballet movements and how the data were
evaluated.

The following briefly explains the steps of the three ballet techniques.

Arabesque. Arabesque represents a fundamental pose in ballet.While the arms are held
in a harmonious position to create the longest possible line along the body, the ballet
dancer stands on one leg, with the other leg extended backward at a right angle to the
supporting leg. The body position is in profile [31].

The ballet positionArabesque is a challenging ballet position often used in variations.
The postural control system plays a crucial role in integrating information from

the vestibular (balance), somatosensory (touch), and visual systems. These diverse sen-
sory inputs are of paramount importance for dancers tomaintain their stability, especially
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when assuming complex postures andmovements during ballet performances. The coor-
dination of these sensory inputs enables dancers to precisely adjust their body posture
while maintaining a high level of aesthetic expression. This integrative approach in the
postural control system plays a key role in the artistic and technical execution of dance
movements, as particularly evident in theArabesque performance in classical ballet [32].

TheArabesque is a challengingmovement in ballet, requiring precision in alignment,
body posture, concentration, and technical execution. In contrast, in modern and con-
temporary dance, the Arabesque is considered a fundamental movement that diverges
from the rigid lines of classical ballet. In modern dance, dancers enjoy greater technical
freedom and have more room for creative interpretations. Here, the Arabesque can be
varied with different angles, a flexed foot, an inward-turned position, or a lateral tilt of
the body [33].

There are five different variations of it: In the first variation, the supporting leg
stands upright, and the other leg is extended straight backward in line with the body. The
extended leg should be parallel to the ground and lifted as high as possible behind the
body. The upper body remains upright, and the arms can be held in various positions,
depending on the specific style or choreography. In the second variation, the supporting
leg also stands upright while the other leg is extended straight backward in line with
the body. In this variation, the extended leg is angled sideways and does not remain
parallel to the ground. The upper body stays upright, and the arms can assume different
positions. In the third variation, the supporting leg is slightly bent, while the other leg is
extended straight backward. The extended leg is in line with the body but not as high as
in the previous two positions. The upper body may be slightly inclined forward, and the
arms can take various positions. Similar to the third variation, in the fourth variation, the
supporting leg is slightly bent, and the extended leg is lifted backward. The extended
leg is not as high as in the first two positions, and it is slightly angled to the side. The
upper body leans forward, and the arms can be positioned as desired. In the fifth and
most complex position, the supporting leg is slightly bent, and the extended leg is lifted
backward in linewith the body. The extended leg is raised as high as possible and remains
parallel to the ground. The upper body stays upright, and the arms can be positioned as
desired. Arabesque is a graceful and challenging ballet position used to highlight the
beauty and grace of the dancer, often incorporated into variations and choreography.

Pliè. Plié can be performed in various positions of classical ballet (1st position, 2nd
position, etc.) and results from the flexion of the ankle, knee, and hip. Once the flexion
of the ankle, knee, and hip causes the heel (unintentionally) to lift from the floor, it
is referred to as a Grand Plié. Often, a plié is executed as en-dehors, where the lower
limbs are turned outward, initiated by the hip. In this rotation, ballet dancers often injure
themselves as the turn is frequently not executed technically correctly. This leads to
muscle-tendon pathologies [34, 35].

During plié, the act of bending is trained. The training aims to make the muscles and
tendons flexible and elastic through the bending of the knees [31].

Correct hip position, leg rotation without overrotation of the knee, the frontal plane
of the knee, and the constant contact of the heel with the ground contribute to the correct
execution of plié [36]. In the plié, you start with the first position, the Première Position,
where the heels are together, and the toes are turned outward. Keep the feet in a straight
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line. The next position is the Deuxième Position, where there is a foot’s distance between
the feet, and the toes remain turned outward. The feet are shoulder-width apart. In the
Troisième Position, the third position, one foot is placed in front of the other, with the
heel of the front foot touching the arch of the back foot. The toes of both feet should be
turned outward. In the fourth position, also called Quatrième Position, one foot starts in
front of the other. The distance between the feet is wider, and the heel of the front foot
should be aligned with the arch of the back foot. In the fifth position, the Cinquième
Position, it is the most complex position. One foot is in front of the other, with the heel
of the front foot touching the toe of the back foot. The toes are turned outward, and the
legs are close together. In addition to the Demi-Plié, where a half bend of the knee occurs
while the body is lowered halfway down, there is also the Grand Plié, where a full bend
of the knee occurs, and the body is lowered as far as possible. In both positions, the heels
are kept on the ground.

Battement Tendu. Battement tendu, like the other two ballet positions, is one of the
fundamental ballet positions and signifies stretching. The working leg is stretched for-
ward, to the side, or backward along the floor until the tip of the toe touches the ground
[31].

In this ballet movement, the flexibility of the ankle is promoted, and the principles
of alignment, posture, turnout, weight distribution, weight transfer, and squareness are
deepened. The movement begins in the first position. The working foot is brushed along
the floor and the metatarsals, ending in a fully pointed position achieved through an arch.
In this position, the heel is lifted forward, and the first three toes rest on the floor. To
close, on the return path, the ballet dancer first flexes the foot through the toes and then
through the metatarsals, the arch, and back to the full-foot position [37].

In Battement tendu, postural control and balance play a prominent role. While pos-
tural control must be maintained to ensure precision of the limbs, maintaining balance
with the load on one leg is particularly practiced in the center of a room and away from
the barre. The traditional teaching method involves the trainer demonstrating and the
ballet dancer imitating. During repetition, visual, verbal, and auditory cues from the
trainer must be considered and applied, promoting neural coordination [37].

Data Collection and Evaluation. To analyze and control the kinematic movements of
the three ballet positions, the measurement of joint angles is suitable. Using joint angles
allows tracking the precise movements of body segments such as arms, legs, feet, and
the overall posture during a ballet movement. The measurement of joint angles is done
using the Blender software. Initially, motion capture recordings are imported, as shown
in Fig. 2.

Subsequently, a measurement tool is used to analyze the relevant measurable angles
between two body segments and compare them with the optimal value. In Fig. 3, the
ballet position “Pliè” is depicted with four annotated angles between pairs of bones.
The angles include the angle of the foot position between both feet, the angle of the
knee pit between the lower leg and calf, the angle between the back and neck, and the
angle between the cervical vertebrae and shoulder. Each angle has an optimal value for
comparison.
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Fig. 2. Import the motion capture recordings into the blender software to evaluate the positional
data based on the example of Pliè at a specific measurement time

1. The foot position corresponds to an angle of 133°, resulting in a deviation of 32° and
a percentage deviation of 21.48%, as the optimal value is 165°.

2. The knee bend corresponds to an angle of 103°, resulting in a deviation of 13° and a
percentage deviation of 13.47%, as the optimal value is 90°.

3. The torso posture corresponds to an angle of 168°, resulting in a deviation of 12° and
a percentage deviation of 6.90%, as the optimal value is 180°.

4. The shoulder posture corresponds to an angle of 103°, resulting in a deviation of 13°
and a percentage deviation of 13.47%, as the optimal value is 90°.

Fig. 3. The ballet position Pliè with the annotated segment angles for analyzing the current
position and as a basis for improving the positions.

The Optimal Values Were Taken from the Literature. Throughout the entire period,
the three ballet positions were dissected into their main components to measure multiple
sub-techniques. Only one angle per joint and per sub-technique was evaluated. After
determining the deviation from the ideal value, this difference value could be used as
the basis for training. The goal was to minimize this difference value during training to
get closer to the ideal value.

During the demonstration within the training, the ballet dancer now sees how much
she needs to bend or stretch her body segments to achieve the exact ballet position.
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Instead of relying solely on verbal cues from the trainer, she can independently optimize
her position based on numerical values and see her avatar in real-time.

3.4 Results and Discussion

The ballet dancer completed eight training sessions with the Motion Capture System
for the preliminary study, abstaining from her regular training during this period. In
each of these sessions, the three mentioned ballet positions were practiced. The initial
three measurement points revealed a stable performance level, albeit without significant
improvements in all three disciplines. Between the fourth and sixth sessions, the dancer
managed to enhance her performance in the Arabesque and Battement Tendu positions
more than in the Pliè. The last two training sessions again demonstrated stability in
performance.Over the entire period, the ballet dancer improvedby26% in theArabesque,
21% in the Battement Tendu, and 8% in the Pliè compared to the beginning. Several
potential reasons for this development were discussed with the ballet dancer.

The initial consistency suggests that training with the Motion Capture System, as
mentioned earlier, represented an entirely new form of training that the dancer had
to acclimate to initially. After one month, significant improvements were observed,
particularly in the Battement Tendu and Arabesque movements. However, progress in
the Pliè was comparatively modest. This could be attributed to the position placing a
greater emphasis on knee flexion and the fundamental stability of the entire body. The
Pliè requires precise alignment of the entire body, with the knees consistently kept over
the toes and the hips under tension. Notably, the quadriceps and thighmuscles are heavily
engaged in this position. The lesser emphasis on strength building during this period,
especially in a demandingmovement like the Pliè, could be another reason for the slower
rate of improvement.

Fatigue and overtraining might be potential reasons for the constancy observed in
the last two training sessions. Athletes often experience plateau phases in training pro-
grams, indicating a temporary halt in progress. This might suggest a need to diversify
the training program, perhaps incorporating aspects of virtual reality, to introduce new
stimuli. Demotivation or personal stress factors can also impact performance. However,
the ballet dancer claimed to be less stressed by external factors during this phase.

The study also aimed to conduct an initial theoretical analysis on the effective design
of potential virtual training scenarios through the integration of Virtual Reality (VR). For
this purpose, we discussed possible extensions of the Motion Capture system with the
ballet dancer. Initially, we examined the technological feasibility and its suitability for
integration into ballet training sessions. In the laboratory, we had access to the wireless
VR Meta Quest 3, which operates without cables and with technical specifications.
Given that ballet involves many rotations and jumps, generally requiring more space,
a wireless VR headset is more suitable than wired VR headsets, as confirmed by the
dancer. Through the use of the Unity software and the corresponding Motive plugin,
both technologies can be seamlessly integrated. The next question that arose concerned
maximizing effectiveness and increasing motivation through Virtual Reality. Since the
creation of a virtual ballet environment or the implementation of real-time feedback
via the VR headset is still being developed in further research, the ballet dancer tested
other virtual environments to get a sense of potential immersion. She confirmed that a
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certain gamification approach and the visual effects could enhance fun and, consequently,
motivation. However, the ballet dancer came to the conclusion that there could be not
only advantages. The financial hurdles and limited access to VR technology could lead
to uneven availability of VR training, restricting access for ballet schools with limited
resources. Potential physical limitations, such as discomfort from using the VR headset
or health concerns, could create reservations among some ballet dancers about the use of
VR in training. Traditionally oriented ballet teachers might have concerns regarding the
distraction from proven methods and direct trainer observation through the integration
of VR into training, as this could be seen as a deviation from the fundamental principles
of classical ballet.

4 Conclusion

The results demonstrate an improvement in the ballet positions of the ballet dancer during
the research period. However, it should be noted that the dancer trained for the first time
with a motion-capture suit, the training period was limited to only two months, and there
was no parallel strength, endurance, or traditional ballet training. These measures were
intentionally avoided to clearly attribute the achieved progress to the motion-capture-
assisted training. As this was a preliminary study, it was conducted with only one ballet
dancer. The next phase of the study is planned to expand this training approach to a
group of ballet participants.

Future Research. In the further study, it would be interesting to measure not only
segment angles or joint angles but also rotational angles. For this purpose, a professional
dancer could be recorded using motion capture and used as a reference for optimal
values. As indicated in the discussion, it is recommended to further enhance the Virtual
Reality (VR) setup. This involves implementing a virtual ballet studio and providing
real-time feedback in the form of gamification elements. With such a setup, a group of
dancers could train over an extended period to develop a well-founded argument for or
against the integration of Virtual Reality in ballet training based on concrete numbers
and facts.

While the subjective opinion of ballet dancers remains relevant, it can be better
supported and strengthened by using solid data. Testing with a larger sample could also
evaluate user-friendliness and assess the learning effort and satisfaction of the dancers
more precisely. The mentioned pros and cons could be further substantiated or refuted
through a comprehensive group study.
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Abstract. The use of Augmented Reality (AR) holds significant promise for
language learning. AR enriches the learning experience by overlaying virtual ele-
ments onto the real environment, offering versatile resources for language learn-
ing. Various AR technology platforms, including headsets, glasses and mobile
devices can be used to enhance language competencies such as listening, speak-
ing, reading, writing, and linguistic components like grammar and vocabulary.
The most commonly reported benefits of AR are increased learner motivation,
engagement, enjoyment, reduced anxiety, elevated confidence levels and enhanced
cultural awareness. In addition, well-designed AR resources may help develop
21st-century skills such as critical thinking, collaboration and creativity. Despite
the rapid development of AR technology and the growth of its adoption, a liter-
ature gap exists in terms of practical guidelines for designing and implementing
AR activities in language learning classrooms. This paper addresses this gap by
showcasing AR activities for different languages, proficiency levels, and educa-
tional stages while providing practical guidelines for designing and implementing
AR activities in language learning classrooms.

Keywords: Augmented Reality · Language Learning · Practical Guidelines

1 Introduction

Augmented reality (AR) superimposes virtual elements onto the real environment,
enriching the user’s perception of and interaction with the physical world. In the context
of language learning, AR provides learners with new learning contexts composed of
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highly visual and versatile resources. This enhancement is facilitated through various
AR technologies, including headsets, glasses or mobile devices that overlay computer-
generated content onto the real-world view [1]. In language teaching, AR can be used to
develop specific language competencies, including listening, reading, speaking, writing
and cultural awareness, and linguistic components such as grammar, vocabulary and
pronunciation. Amongst the most commonly cited benefits of AR for language learning
are its positive effects on learner motivation, enjoyment and engagement (see [2–6]). In
addition, the use of AR may reduce feelings of learner anxiety [3], increase confidence
levels [7], and enhance cultural awareness [8].

Today, AR technology has become widely accessible, user-friendly, and no longer
requires expensive hardware or sophisticated equipment [4]. Despite the promising
potential of AR for language learning, there is a notable gap in the literature regarding
learning experience design with the use of AR. Addressing this gap is essential for devel-
oping effective, engaging, and pedagogically-sound AR-based educational experiences
that can foster language learning. This paper showcases examples of AR activities for
different age groups across different learning environments. Moreover, it provides prac-
tical guidelines for designing and implementing AR activities in language classrooms.
With a focus on practical application, it aims to inform practitioners and researchers of
the potential challenges and advantages of designing and implementing AR activities
for different language components and competencies.

2 Literature Review

Augmented Reality (AR), Virtual Reality (VR), Mixed Reality (MR), Extended Reality
(XR) and theMetaverse refer to a technology that affects all aspects of daily life, provid-
ing new ways of interacting and learning, while potentially making learning processes
more accessible, dynamic and versatile [9]. On the reality-virtuality continuum [10],
applications of these technologies can vary along a single dimension, which encom-
passes different levels or points representing varying degrees of reality and virtuality. At
one end of the virtuality continuum lies a fully real environment (the real world), and at
the other is a fully virtual environment, i.e. VR (see Fig. 1).

In addition, technologies cater to either individual or multi-users experiences, offer-
ing varying degrees of synchronicity. Although Milgram and Kishino’s [10] original
concept of MR has evolved over time, AR is commonly defined as an augmented form
of reality in which computer-generated content is superimposed on the user’s view of
the real world. What therefore distinguishes AR from other technologies like VR or
MR is its ability to blend virtual content with the real world in real-time [1]. In AR,
virtual content can be presented in either two-dimensional (2D) or three-dimensional
(3D) forms, depending on the desired experience.

ARapplications can be categorized into three groups based on their purpose, location,
and usability: marker-based AR, markerless AR, and location-based AR [12–14]:

• Marker-basedAR applications rely on specific visual markers, such as image targets
or QR codes, to anchor virtual content in the real world.
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Fig. 1. Representation of the XR concept [11]

• Markerless AR applications do not require pre-defined markers and instead use
computer vision or object recognition technologies to recognize and interact with
real-world objects or surfaces.

• Location-basedAR applications take advantage of the user’s geographic location and
use Global Positioning System (GPS) or other location-based technologies to provide
context-aware virtual content or experiences tied to specific locations or areas.

Althoughdifferent types of devices are capable of runningARapplications, including
mobile phones, smart glasses or dedicated AR devices, the most widely used devices
today are mobile phones and tablets. In fact, these two devices provide all the necessary
features, such as cameras, displays and processing power to support AR interactions
[15].

2.1 AR and its Application in Language Learning and Teaching

Despite the widespread adoption of AR across various sectors, including science, arts,
advertising, and education, its integration into instructed language learning has been
limited to date. This is evidenced by the scarcity of language learning AR apps on
commercial platforms such as Google Play- or App-Store and by the challenge to locate
robust comparative and longitudinal implementation studies in the field [2].

2.2 Benefits and Challenges of Using AR in Instructed Language Learning

While research on language learning and AR is still in its early stages, several studies
have shown that AR holds great promise for language learning [3]. Frequently cited
key benefits of AR in instructed language learning include enhanced learner motivation
and engagement, satisfaction and enjoyment, improved learning in terms of various
language components and competencies, ample opportunities for authentic language
tasks and reinforcement of language use [2, 3, 16, 17]. AR has also been shown to



Augmented Reality in Language Learning 141

reduce learner anxiety and boost confidence [3, 18]. These favorable outcomes are often
attributed to the immersive and interactive characteristics of AR, which simulate real-life
learning experiences [2, 17]. Additional assertions regarding AR include its potential to
contribute to improved cultural awareness and the development of essential 21st-century
skills [19, 20].

2.3 The Challenges of Applying AR to Instructed Language Learning

Notwithstanding the potential benefits of AR technologies, their application to instructed
language learning poses several challenges mainly related to technical issues, cognitive
load, and lack of AR skills [3, 16].

Technical Issues. Both the complexity and usability of AR technology are often cited
as the main challenges to their adoption, which may discourage teachers and learners
from using such technologies for teaching and learning purposes [3, 21]. For example,
technical issues have been reported in location-based AR applications where a GPS
error may be caused by an AR application misinterpreting a location or a direction [16,
22]. Challenges to implementing AR in the classroom include the limited screen size of
the mobile device used or the need for internet connectivity, which may not always be
available [18].

Cognitive Load. Another challenge is cognitive load (CL) which occurs when the
information to be learned exceeds the capacity of working memory [23]. Cognitive
load is caused by the cognitive demands of the learning task and consists of intrinsic
and extraneous load. Intrinsic load is influenced by the number of elements processed
simultaneously and the learner’s expertise, while extraneous load depends on the design
of the learning task [23, 24]. In the context of AR, cognitive load pertains to the mental
effort and resources needed by learners to process information while participating in AR
tasks.

Some AR tasks have been observed to be overly demanding and complex, placing
a heavy burden on learners’ cognitive capacities. When tasks are too complex, learners
may find it challenging to effectively process and integrate the augmented information
presented to them. Heavy cognitive load can have negative consequences on both the
learning experience and learner motivation [25]. Suzuki et al. (2023) describe how cog-
nitive load in AR has been evaluated using performance metrics and subjective reports,
but advocate for the addition of physiological measures like eye-tracking with biometric
sensors for a more direct and objective assessment. Essentially, if the demands of an
AR task surpass a learner’s cognitive capacity, it can lead to frustration, decreased moti-
vation, and potentially hinder the overall effectiveness of the educational experience.
Therefore, it is crucial for educators to carefully design AR activities, ensuring that
they strike a balance between providing a meaningful learning experience and avoiding
excessive cognitive load. This involves considering the complexity of theAR content, the
learners’ prior knowledge, and the overall learning objectives to optimize engagement
and facilitate effective learning [3, 17].

Lack of AR Skills. Other challenges include teachers’ lack of AR skills and teaching
expertise in AR [1, 21]. To overcome such challenges, comprehensive training programs
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are needed to equip teachers with the necessary skills and knowledge to integrate already
available AR resources as well as to develop their own AR resources in line with their
teaching needs [17].

3 Methodology

In the following sections we will explore the topic of AR and language learning and
teaching as a relatively new field to gain some valuable insights. For this purpose,
we have adopted a narrative review that aims to showcase AR activities for different
languages and proficiency levels, while providing practical guidelines for designing and
implementing AR activities in language classrooms.

Our review was compiled through extensive consultations with a range of experts,
encompassing instructional designers, researchers and experienced practitioners in the
field. The experts came together in the context of the funded European project ARIDLL
(Augmented Reality Instructional Design for Language Learning). By engaging with
these experts, we sought to harness a comprehensive understanding of the multifaceted
landscape surrounding the application of AR in language learning. Through focused
discussions, we elicited insights ranging from theoretical underpinnings to practical
implementation strategies. These discussions led to a detailed narrative that blends a
review of the literature with real-classroom insights and experiences and aimed to offer
a comprehensive look at the prospects of AR with regard to language teaching and
learning.

4 Educational Applications of AR

By seamlessly integrating digital content into the real-world environment, AR offers
innovative and engaging ways to enhance learning experiences - from interactive 3D
models that dissect complex biological structures to historical re-enactments that trans-
port learners to bygone eras [26, 27]. AR has opened up new ways for educators to
capture learners’ attention and deepen their understanding. In the following, we will
focus on how AR might be used in language learning and teaching to enhance different
language components and competences.

5 Language Components and Competencies thatMay Be Enhanced
with AR-Mediated Instructional Materials

Language is a complex communicative system consisting of various components
and competencies. For the purposes of this paper, we will distinguish the following
components and competencies (Table 1):

While it can be helpful to focus on language components and competencies sepa-
rately in language lessons and learning resources, they rarely occur in isolation in real-
life communication. We therefore recommend that language learning tasks, whether
conventional or AR-mediated, should be designed to mimic authentic or meaningful
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Table 1. Language components and competencies that may be enhanced with AR-mediated
instructional materials.

Language components Language competencies

Vocabulary Listening

Pronunciation Speaking

Morphology Reading

Grammar Writing

Phraseology Cultural awareness

communication involving multiple language components and competencies wherever
possible. In the following subsections, we describe each of the above language compo-
nents and competencies in turn, with reference to existing studies of the use of AR in
different educational settings.We are aware, however, of the limited number and scale of
the studies conducted in this area to date. Further evidence is, therefore, needed to sub-
stantiate any claims made about the benefits of using AR in language learning over and
above those achieved using the multiple instructional resources and approaches already
available to teachers and learners.

5.1 Language Components

Vocabulary. To date, vocabulary received the most attention in terms of incorporating
AR material into language learning and teaching. This is most likely because shifting
attention to tangible objects and using AR to enrich them with interactivity and, at the
same time, situate them in real-life context can be achieved through multiple software
applications (e.g. ARTutor, CoSpaces, etc.) that often do not require demanding and
complex programming skills on the part of the teachers who develop these materials.
AR games, AR-based flashcards and AR activities are often employed to design sound,
text, images and animations to teach new vocabulary items that relate to real objects in
the environment. One of the best-known applications of AR for enhancing vocabulary
is in the form of AR textbooks, which generally use marker-based and markerless AR
applications. AR textbooks typically combine printed text and illustrations with digital
elements (e.g. 3D models and characters, video clips, audio recordings etc.). The inten-
tion is to create interactive learning experiences that make the learning content more
comprehensive and engaging. Textbook users can use AR-enabled devices to scan pages
and unlock supplementary content such as animations (see Fig. 2), 3D models, videos,
interactive games or additional explanations.

Previous studies using the Cognitive Theory of Multimedia Learning (CTML) have
shown that, when unknown words were annotated with both text (translations) and
pictures (images or videos), the latter are retained better than words annotated with text
alone. This is illustrated, for example, in a study conducted by Scrivner et al. [28] in
a beginner-level Spanish course. For their study, the authors used photos as triggers,
each of which was accompanied by a video of a mini-dialogue or video, which helped
students retain new vocabulary and its associated pronunciation in context. Similarly, in
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Fig. 2. Different augmentations enriching a textbook (developed with ARTutor4 https://artutor.
ihu.gr/index_el/)

a lab-based study, Ibrahim et al. [29] displayed label annotations on objects and voice
commands mediated by AR smart glasses, Microsoft HoloLens, to examine productive
recall compared to the use of traditional flashcards. The authors of the study observed
that learners perceived the AR experience to be more constructive and enjoyable than
the use of conventional flashcards. AR-enhanced flashcards are also used as part of the
language instruction platform MARVL (https://marvllanguage.com/), an AR-mediated
instructional tool that usesmarker-basedAR to enable kindergarten and pre-kindergarten
learners to scan flashcards and interact with avatars while building new vocabulary (see
[30]). The cognitive effect underlying this is called ‘dual coding’ [31]. Despite initial
findings suggesting promise in vocabulary retention [32, 33] and increased motivation
[34, 35], further and more longitudinal studies are needed to draw stronger conclusions
about the added value of AR for vocabulary learning compared to more traditional
learning resources.

Pronunciation. Teaching pronunciation involves creating perceptual and articulatory
awareness and providing opportunities for the extended practice of perceptual andmotor
skills. It is also common to include training in how speech sounds are represented in
writing. For languages with alphabetic writing systems, this process typically involves
phoneme-graphememapping.Although little attention has been paid to exploring aspects
of pronunciation in the context of AR at the phoneme level, AR could help to increase
articulatory awareness by drawing learners’ attention to the shape of the mouth when
producing certain sounds. Mirrors, despite their simplicity and low-tech nature, have
been effectively utilized for this purpose. Using a dedicated app, Zhu et al. [36] demon-
strated how using the mobile phone as a high-tech mirror could draw learners’ attention
to their lips and tongue, when producing English phonemes (see Fig. 3). By focusing

https://artutor.ihu.gr/index_el/
https://marvllanguage.com/
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on the mouth rather than the whole face, learners may also feel less self-conscious,
especially if they are required to make an accompanying video recording.

Fig. 3. Screenshot from the app used to support the production of English phonemes [36].

In addition,ARcould be used to introduce different accents anddialects into language
learning. By further integrating Artificial Intelligence (AI) into AR to design an active
feedback system, it could be possible to detect errors and show the learner how to change
the position of their lips or tongue to more accurately produce the desired sound.

The live image of the learner could be superimposed on a target mouth shape. Visual
linguistic input is known to have a strong influence on auditory processing. For example,
the McGurk effect shows that visual input in the form of lip movements can override
the acoustic signal [37]. While processing information from lip movements seems to
come naturally to speakers, results from tongue visualization experiments suggest that
people do not benefit as much from such information, at least without training, and the
impact of training on enhancing this ability remains uncertain [38]. For training to be
effective, it should focus on form-meaning mapping from the outset, and using multiple
senses increases its effectiveness. In the case of phonemes, virtual objects could be used
to provide examples or ‘anchor points’ with a strong semantic basis for each sound.

Morphology. Although AR technology lends itself well to the development of
morphology-focused applications and game-based experiences for instructional lan-
guage learning, there is currently little research in this area. The ARETE project devel-
oped 3D phoneme glyphs to help with literacy development (ARETE [39]), see Fig. 4.
The UNBODY art installation for spatial poetry included a word composer, engaging the
audience in composing novel words out of prefix, stem, and suffix offered to then unveil
a definition [40], ditto. However, modern imaging techniques such as photogrammetry
could be used to develop 3D models by scanning real-world contexts in which learners
could be guided to explore and interact with prefixes, suffixes, and other word formation
patterns [41]. Existing AR-mediated language learning games, which typically focus on
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vocabulary building, could be transformed by incorporating the contextual morpholog-
ical properties of the target language. These experiences could be made even richer by
using AI technology to provide support and personalized feedback.

Fig. 4. Words Worth Learning app of the ARETE project for English literacy development
(ARETE, [39], left); UNBODY word composer (Wild et al. [40], right).

Grammar. Studies exploring the use of AR-mediated grammar-focused tasks include
Valle[42], who describes its deployment to teach the verbs ‘ser’ versus ‘estar’ and the
subjunctive in Spanish – among other linguistic elements. Another interesting study in
this area is that of Draxler et al. [43], who describe an AR app designed to generate
quizzes to improve grammar and vocabulary learning. The participants were twenty-
five learners of German, mostly undergraduates or postgraduates in various fields (e.g.
medicine, business administration and linguistics). The participants’ self-assessed level
of German on the Common European Framework of Reference (CEFR) ranged fromA1
(beginner) to C1 (advanced).

Although thegame-basednature ofAR-mediated environments has yet to be explored
to examine the role of structured AR-mediated game-like activities in improving stu-
dents’ declarative grammatical knowledge, retention and active production of newly
acquired grammatical structures, AR technology clearly offers interesting opportunities
for creating interactive learning environments. In this sense, AR technology could be
used to create applications that allow learners to engage in socially situated environments
where learners build and apply new grammatical knowledge in specific contexts. The
development of these applications could also consider the use of AI to provide learners
with feedback and activities tailored to their language level and learning needs.

Phraseology. In recent decades, the use of corpus technology has greatly contributed to
highlighting the prevalence of frequently occurring word combinations – also known as
lexical chunks or formulaic sequences – in authentic communication [44].Corresponding
to up to 80% of everyday speech and writing, these may take the form of fixed units (e.g.,
little by little; as amatter of fact; globalwarming; all the best) or flexible frameswith slots
for a limited range of alternatives (e.g. Yours (-, truly, sincerely, faithfully). Commonly
found in all languages, the use of conventionalized ‘ready-made’ word combinations
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is increasingly acknowledged as the default mode of communication among competent
speakers. However, they are often neglected by teachers and textbooks [45–48].

InAR settings, contextually appropriate lexical chunks could be introduced and prac-
ticed through the use of meaningful authentic scenarios in which the learner selects from
a range of appropriate recorded utterances, modifying them where they offer flexibility.
After repeating the utterances, the learner could then engage in dialogues with the avatar
interlocutor – or possibly several interlocutors.

Pragmatics. Pragmatics refers to the multiple ways in which language is used to con-
vey particular meanings in specific real-life spoken and written communicative contexts.
While some scholars question whether language learners can build pragmatic compe-
tence through formal instruction alone [49, 50], others (e.g. [51]) believe it is possible.
Opportunities to interact with members of the target culture and exposure to the socially
situated beliefs of those communities are nevertheless likely to enhance this process.
While the effectiveness of AR-mediated activities in teaching and developing pragmatic
competence is still underexplored, their potential to promote interaction, collaboration
and incorporate intercultural awareness and understanding is promising.

In their study on pragmatic comprehension development, Shakouri et al. [52]
explored how Non-Computer Mediated Instruction (NCMI), Computer Mediated
Instruction (CMI), Multi User Virtual Environments (MUVE), and Mobile Augmented
Reality Games (MARG) differently impact the understanding of English speech acts
among Iranian EFL students. The authors showed that virtual environments such as
OpenSim can be more effective than MARGs in building pragmatic comprehension in
the target language. Holden and Sykes [53] designed game-based AR activities with the
app MENTIRA that enable students to interact with non-playing characters and explore
the consequences of framing requests to obtain information from the characters in order
to solve amystery.MENTIRA (see Fig. 5) brings the topic of pragmatics to the forefront,
and conversations about social niceties in the game naturally lead to discussions about
pragmatics, both in educational settings and in student interactions [54].

5.2 Language Competencies

Complementing the different components of language identified above are the different
language competencies involved in real-life communication. Teachers and textbooks
have traditionally concentrated on what are commonly referred to as the ‘four skills’:
listening, speaking, reading, and writing. We use the term ‘language competencies’ or
‘communicative modes’ to more accurately describe these complex activities – which
involve decoding or producing a flow of multiple linguistic elements at the same time.

The following subsections explore the possibilities for developing these different
modes through the use of AR and provide several examples of AR applications created
for such purposes.

Listening and Speaking. Despite the potential of AR technologies in strengthening lis-
tening skills when learning a Foreign Language (FL), this area remains another under-
explored in research. In an early study, Liu [55] examined HELLO, an AR learning
environment that was implemented to complete various game-based learning activities
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Fig. 5. MENTIRA AR-mediated game (https://localgameslababq.wordpress.com/projects/men
tira/)

including a collaborative story which was recorded. The study, which was conducted
with high school junior students from Taipei studying English, demonstrated that AR is
beneficial for providing immersive learning experiences tailored to the context of lan-
guage learning, using game-based learning and more precisely Matching Objects and
Words (MOW). Another study in this context is that of Barreira et al. [56], who studied
Portuguese and English primary school learners, who received audiovisual cues to guide
their pronunciation and writing skills. The study concluded that AR games positively
benefit young children’s learning processes, particularly in developing oral recognition
of words and concepts and their written forms.

Taskiran [57], on the other hand, explored the role of an AR platform in guiding
learners to practice listening and speaking skills in game-based experiences in which
learners were asked to follow instructions to place artefacts in a cluttered room. The
author concluded that these AR game-based activities have the potential to promote
collaboration among learners and facilitate the development of speaking skills. However,
in addition to marker-based, location-based or projection-based AR, a combination of
AR and AI could be used to further explore the potential of these technologies for
enhancing listening skills. There is also potential around holographic AIs and how they
can provide an engaging form for dialogic language learning [58].

Reading. In terms of reading, AR games can be a good option for young language
learners. For example, Tobar-Muñoz et al. [59] designed a game in the form of an
augmented book adapted from a real storybook, with different scenes and challenges on
each page for the player to engagewith. The results show that, while there is no difference
in reading comprehension outcomes between the game and traditional methods, children
showgreat enthusiasmandcuriosity for the activity. Furthermore, the activity gains added
value by encouraging problem-solving, exploration, and social interaction behaviors
[59].

https://localgameslababq.wordpress.com/projects/mentira/
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Writing. The design and use of AR applications to improve language learners’ writing
skills, including sentence construction and orthography, has been the focus of a num-
ber of studies. For example, Wang [60] discussed the development and implementation
of an AR-mediated writing system and compared the results with a control group that
relied on traditional writing materials. A total of 30 female twelfth graders (aged from
16 to 17) from a girls’ senior high school learning Chinese in Taiwan participated in
this study. The students were divided into two groups according to their writing grades.
Students were categorized as low achievers, intermediate achievers, and high achievers.
The intermediate achievers benefitedmost from the AR techniques in terms of their writ-
ing performance in terms of content control, structure and phrasing. It is argued that the
use of AR was particularly beneficial for low-achieving learners, who reported that the
system guided them in composing their introductory paragraph more quickly than tradi-
tional paper-based techniques and helped them improve their ideas. On the other hand,
Lin et al. [61] investigated how a recently developed ubiquitous application can improve
participants’ writing development in EFL by enhancing long-term memory, motivation
and self-regulated cognition. The authors compared the results of a group of EFL uni-
versity learners who used the AR-mediated application for their writing (ARCAUW)
and a control group who used the mobile-mediated in-class writing mode. The writing
proficiency levels for both groups ranged from intermediate to high-intermediate on
the Taiwanese national General English Proficiency Test, which were equivalent to the
B2 + and C1 + benchmarks on the CEFR: Learning, Teaching, and Assessment. The
authors reported that while both methods resulted in notable enhancements in writing
the process analysis essay, ARCAUW was particularly beneficial in fostering the for-
mation of task schema in long-term memory, motivation, and self-regulation in writing.
However, they found that further cognitive processing that occurred during the use of
AR-mediated activities producedmixed results. Liu and Tsai [62] also examined the role
of AR-mediated materials in supporting learners to build new knowledge about build-
ings, areas, and views and the role of this newly acquired knowledge in their writing
in the target language. The authors described the students’ engagement in the learning
scenario as high, including the use of language (see Fig. 6).

Despite claims that AR-mediated tasks can support ‘long-term memory, motivation,
and self-regulation of cognitive processes in writing’ [61], its role in the development
and enhancement of writing skills remains unclear and requires further examination.

Cultural Awareness. Cultural awareness is often considered the fifth language com-
petence. Through AR, learners may experience significant historical events, explore
ancient structures and interact with historical figures, fostering a deeper connection to
the past and a more nuanced understanding of specific historical contexts [26, 63] of the
target language. For example, in Liestoel [26], the learner has to locate the approximate
position of a historical monument in the real space and receive the overlaid augmenta-
tion with visual information on the screen. The information is constantly updated as the
learner moves around the site and observes historical events.
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Fig. 6. A demonstration of how an EFL learner engages with AR mobile learning content on
campus. When the learner utilizes their mobile phone to point in a particular direction, the device
rapidly identifies their location, and the built-in camera automatically captures peripheral images.
Simultaneously, the AR-based mobile learning material generates relevant information, such as
names and descriptions of nearby buildings. The captured images and generated information are
then displayed on the mobile phone screen. If the learner wishes to delve deeper into details about
a specific building or scenic spot, they can click on specific information displayed on the screen,
leading to the presentation of more comprehensive information [62].

6 Discussion – Conclusion

The integration of AR in language learning materials can have many benefits if it is
implemented correctly, i.e. if it is used by incorporating resources that facilitate com-
munication and support language components and competencies necessary for language
acquisition. In this sense, the use of AR can facilitate multimodal learning by integrating
different media such as video, images, 3D objects and audio files, in line with cognitive
theories that suggest that the combination of words and visuals can improve learning
outcomes.

As our analysis and description above shows, AR offers the potential to create rich
learning resources that provide valuable opportunities to practice the target language
through practice in immersive and realistic environments, offering interesting ways to
make learning more visual and dynamic, as well as more interactive and engaging.
These learning resources combine interesting activities such as augmented textbooks and
worksheets or other digital resources such as photographs of historical sites, monuments,
paintings, etc., which allow, among others, the learner to travel back in time through the
augmentation of historical narratives.

Consequently, we can conclude that AR has the potential to enhance both different
language components (e.g. vocabulary, grammar, pronunciation) and competencies (e.g.
listening, reading, writing, cultural understanding).

However, our analysis and description also highlight several challenges that the
language learning field still faces in order to successfully implement and make the most
of AR technology in the language learning process. These challenges include the need
for increased teacher training and the development of both accessible AR resources and
user-friendly tools for developing AR resources that meet teachers’ needs, as well as the
use of AI to create more personalized learning environments.
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Abstract. Physical hands-on labs can be costly and time-consuming. Due to the
advancements in hardware and computer vision technologies, virtual labs are being
implemented to cut costs and save time.As augmented reality becomesmore popu-
lar, the goal is to bring this technology into the education system by implementing
a platform that can be accessed through common devices, such as phones and
internet browsers. We developed a phone application to bring augmented reality
to classes, with a focus on the field of chemistry. In addition to the mobile applica-
tion, we developed a companion web application that enables professors to create
classes, 3D objects for student interaction, and manage assignments, including
grading, for the chemistry class. Finally, three laboratories were introduced for
the chemistry class to execute a case study on the effectiveness of augmented
reality in education. These laboratories are designed to instruct students on con-
structing 3D compounds through an assignment-based system, creating neutrally
charged ionic bonds, and observing their ratios using an ionic table. Additionally,
the labs aim to foster teamwork by providing a shared augmented reality experi-
ence, enabling students to collaboratively interact with the periodic table within
the same virtual space. The overall feedback of the sixty students who interacted
with the application was positive, with 53% strongly agreeing that augmented
reality is more engaging than a standard lecture and a good learning tool in chem-
istry and other fields. Additionally, 39% of students strongly agree that a shared
augmented reality experience promotes teamwork in the lab.

Keywords: Augmented Reality · Chemistry Lab · Immersive Learning

1 Introduction

Theory supported by hands-on practice is one of the principal keys to learning in several
fields, such as electrical engineering [1]. Students can process and retain information
more efficiently by visualizing the theory via hands-on practice during labs. However,
physical hands-on labs can be costly due to the fast and ever-changing technology. It
can also be time-consuming to assemble and disassemble various tools and objects.
Thus, a remote and digital approach to hands-on labs can be taken to keep up with
technology and cut costs. Even so, research papers [2, 3] showed that students consider
virtual labs as effective as physical labs, if not more effective. Even though already
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proposed computer-based interactive laboratories focus on engineering [1, 4], the same
proposed architecture and approach can be applied in different fields, such as Chemistry
[5–7]. Also, with cost efficiency and hands-on practice in mind, as well as safety by
removing hazardous materials from the Chemistry lab, the ARChem application [5]
uses augmented reality to implement an interactive lab. In short, the application aims to
teach students how to create chemical reactions using various substances’ pH levels and
assess students with a final quiz. Our platform aims to focus on the field of chemistry
and solve the issues of cost and time efficiency that come with a physical hands-on lab.
Thus, creating a platform that places virtually atoms on the table eliminates the need to
acquire numerous plastic atoms for each student and eliminates the need to disassemble
and repack after each class, eliminating the possibility of losing objects. Moreover, it
bridges the gap of being limited to the school lab to interact with such objects and allows
students to have hands-on interactions outside faculty premises. Finally, being a digital
and remote lab, students can get useful information, such as molecule name, ion charge,
and ratio, directly from the platform as they place and build objects without asking a
professor.

Studies show that students tend to focus more on their laptops, thus eliminating the
potential for collaboration [8, 9]. During the Chemistry class, the students would interact
more and develop their social skills by focusing on a single object around a table, such
as a 3D molecule. Previous collaborative Augmented Reality (AR) implementations
in education include a mathematics lab that allowed students to draw shapes, such as
cones, learn to build via pre-recorded tutorials, and even take exams [10]. However,
implementing such software should not require additional equipment, like AR glasses,
but instead use a more common device: the smartphone. Anatomy is perhaps one of the
most targeted subjects for AR learning. A study showed how students performed better
when they studied the parts of the skull while using AR, compared to just paper or VR
[11].

Our platform aims to offer versatility and freedom to the professor to add any class
with its correspondingmodels. Thewebplatformwill give access to the professor through
their Florida Polytechnic e-mail account to create classes to which they can add, remove,
and edit classes.Moreover, to each class, theywill be able to add students and 3D objects,
which will then be available to the students to interact with via the mobile application,
which can download the objects from the cloud without constantly having them saved
locally. Also, each 3D model will have a reference image, which, as an example, can be
used to anchor 3D objects to the reference image in books. Thus, this offers versatility
in the number of classes and 3D objects that can be added by not having a memory limit
or by not needing any additional developing time to add the objects. The application’s
primary focus is to shift the focus from anatomy classes to Chemistry labs to help
students understand concepts such as ion charges and compound elements. Thus, two
custom labs are implemented for the Chemistry class to support the students’ further
understanding of complex chemistry topics such as compounds and ions. This will be
made by creating an “assignment” based system, allowing the professor to create tasks
in which the student has to build a compound or an ion using the available 3D models.
The compound assignments can be added automatically by using an API or manually
created by the professor as a fallback for the API via the web platform. The students can
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view a 2D image alongside general information about the compound and build it in 3D
using the already available periodic table.

Moreover, after the building phase is done, the student will be able to take a picture
and submit the assignment to the professor while also receiving a partial grade for
placing the correct molecules and, later, a full grade updated by the professor based on
the connections the student made between the molecules. A similar approach will also
be available for the ion charge assignments, guiding the students into creating neutrally
charged ions. Each ion will be selectable from a menu and, on tap, will be displayed
in front of the student with a name, the current formula, and the charge. By having
more tangible and visual cues, the goal is to provide a more engaging way of learning
previously mentioned subjects in the chemistry domain.

Furthermore, previous iterations of applications that aim to teach chemistry using
AR [5] have limited ARmodels due to a lack of database connectivity. By connecting the
application to a database that supports the hosting of 3D models, such as Firebase, the
application aims to break the barrier of having a limited number ofmodelswithwhich the
students can interact. Additionally, the connection to a database will allow the students
to interact with the professor to receive feedback on their work and interact with other
students. Ultimately, students who join their AR session via their iPhone will be able to
use the periodic table to build compounds together, thus being encouraged to socialize,
collaborate, and not think individually. Moreover, as mentioned previously, one of the
application’s main features is the ability to go through books and interact with them on
a multi-dimensional level via the 3D models attached to their reference images by the
professors via the web platform. This will encourage the students to look more through
the class-assigned books and not default to videos as often. Previous implementations of
AR applications used marker tracking for their image tracking features [12, 13], which
comes with various issues: the number of markers or generated QR codes can be limited
and obstruct the image presented to the user.

Moreover, if the professor would like to allow students to track images from a book,
it would mean that each student would have to attach the corresponding marker to their
textbook, which is time-consuming and counterintuitive. Like more recent papers [14],
by using the new technologies offered by frameworks such asARKit, the application aims
to eliminate the need formarkers and automatically associate the uploaded imagewith the
uploaded 3Dmodelwhile also getting the data from the cloud instead of the local storage.
This approach is possible due to the advancement of modern phones in computer vision
and image processing, aswell as at computing levels via very efficient and powerful chips
built-in. Moreover, the project’s scope is to provide a platform that is easily accessible
to students via common devices that they already own, such as iPhones and iPads.
This will result in the university or the student not purchasing additional devices, such
as AR glasses, to interact with the application. However, due to the flexibility of the
Swift programming language, the application will be able to run natively on the “Apple
Vision Pro” AR glasses once they become available in early 2024. Additionally, the
web application through which the professors will be able to add, remove, and edit
3D objects, as well as assignments, will not require any software installation from the
user part since it will be available via any web browser, thus eliminating the need for a
powerful machine, memory allocation or any knowledge of software installation.
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To restate, augmented reality is the enhancement of the real world with virtually
generated information [15], and has seen complex advancements in modern technology
due to the higher processing power of phones and the improvement of their computer
vision capability. While previous applications in AR [16] tend to focus on medical
education and are limited to a number of 3Dmodels [5], the main goal of this application
is to provide the versatility and capability of adding any number of 3Dmodels via a cloud
database, while also focusing on a Chemistry lab with assignments which offer a more
interactive and intuitive understanding of building compounds and Ions. What is more,
the previously mentioned database will manage to connect both the web application and
the mobile application for a seamless and cost-effective solution.

2 Methods

Our platform is divided into two sections: i) Web platform and ii) Mobile application.
The mobile application is aimed at the professor to add, remove, and edit classes and
create and grade assignments for a custom chemistry lab. The mobile application allows
students to log in and interact with the 3D objects provided by the professor, build com-
pounds, and learn about ion charges in the Chemistry Lab section. The two applications
are connected by a shared database that stores user information, such as e-mail and
password, student assignment submissions, and class data. The web platform is built
in Dart, using the Flutter framework provided by Google. Flutter was chosen due to its
simple learning curve and the option to build forMac andWindows in case the professors
require a standalone application. ARKit uses the device sensors to understand the scene
and track the world and motion [17], while RealityKit seamlessly processes the data
to render 3D objects in space [18]. Thus, being native frameworks provided by Apple,
the two frameworks work hand-in-hand and can access all the native device features of
the phone, such as true-depth cameras and LiDAR sensors. Lastly, we used Firebase,
a NoSQL database provided by Google. The database is hosted on Google servers and
lets the connection between iOS, web, and Android applications, thus being ideal for
this project’s scope. The connection between the two applications and the database can
be seen in Fig. 1.

2.1 Designing and Connecting to the Database

Firebase is a service that Google offers a NoSQL database, web hosting, and cloud
storage, which integrates with Swift and Flutter. The FireStore service is used to store
raw data produced by both the mobile and the web app, such as class names, students
enrolled in each class, and information processed by APIs to be sent to students. For
example, when the professor adds a class, it will be added as a document to the class
collection. Furthermore, for the chemistry class, an assignment collection is referenced to
which several assignment documents are added, each containing specific data regarding
each assignment. The structure continues and is respected for submissions for each
assignment and books for each class.

When a professor adds a class via the web platform, it updates automatically on
the mobile application without the user having to reload or sign in again. Files such as
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Fig. 1. Application Architecture Diagram

reference images and 3D objects are saved in a bucket in the Firebase Cloud Storage,
thus eliminating the limit for 3D models which can be displayed in the application. The
professor can add 3D models to each class via the web interface, while students can
access and interact with them via the mobile iOS application. The interface section,
which allows professors to add items to a class, can be observed in Fig. 2.

Fig. 2. Add Items via Web Interface

Often, data does not come instantly to the application and requires time to be retrieved
from the database, and this is especially true for files. During data retrieval from the
database, the UI should not freeze and display an indication that something is currently
downloading to not give the impression to the user that the application has crashed or
that their interaction with the UI elements was not registered. This process of retrieving
data from the database and updating it on the main thread after completion is achieved
via asynchronous operations. With the interaction of async await in Swift, the async
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processes can be written synchronously via tasks. Whenever a view appears, a task con-
taining an async function is called, and on completion, theUI is updated correspondingly.
Our platform uses the async-await feature of SwiftUI while downloading the 3Dmodels
from Cloud Storage. When the item view is presented, an async function is called to
download the corresponding 3D model into memory. While the model downloads into
the local storage, the placement buttons for the AR view are disabled, indicating to the
user that the model has not been downloaded yet. When the task is completed, the but-
tons are enabled, indicating to the user that they can now interact with them. Similarly,
Dart has an async-await feature that allows writing asynchronous functions, also known
as a “Future.” Our platform allows us to present a loading indicator while the files are
uploaded to the cloud.

2.2 Conforming to Design Principles

Interface design is a critical factor in quality software. An interface with a simple yet
expressive design can help the user interact with it muchmoremanageable. For example,
having a big title and expressive icons are some approaches to having an expressive UI.

Platform-SpecificDesign Principles. Since the application ismulti-platform, the color
pallet, shape design, and general components should be developed similarly, mainly
in case the professor wants to interact with the app’s mobile version. This helps the
application’s learning curve, as the professor does not have to learn two different UIs’.
However, platform-specific elements should also be respected, precisely the difference
in screen real estate between a web application and a mobile phone. Thus, our platform
has the same color pallet for both applications and components, such as “class” icons,
which are identical on both platforms.

In contrast, each device’s layout is created to take advantage of the entire real estate
of the screen. For example, on the iPhone, the application presents the list of classes in a
scrollable list format, while on the web application, it displays a scrollable grid format,
which adapts to the screen’s width. Moreover, each application uses intuitive icons and
labels, while the iOS version also respects the built-in native icons. Furthermore, the iOS
application also adapts to the user’s environment, considering the device theme, dark or
light mode, and automatically changing the color pallet. The similarity in design, colors,
and platform-specific adaptability can be seen in Fig. 3.

AR Interface Design Principles. While developing an AR application interface guide-
lines must be implemented. Firstly, the iOS application uses as much screen real estate
as possible by even taking advantage of the safe area of the phone. Secondly, only nec-
essary buttons are placed on the AR View so the user can close the view, open the menu
for adding objects, and take a screenshot in the assignment section. Furthermore, it is
also a good practice to display only relevant text, thus, we display only the molecular
formula for both chemistry labs. In contrast, for the ion lab, we also display the charge,
ratio, and molecule name above each placed object. This results in the screen not being
too cluttered and displaying only essential information to the user so that he will not get
overwhelmed. Additionally, object movement is enabled, which allows users to move,
resize, and delete each object. Figure 4 depicts the good practices of human interfaces
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Fig. 3. Class Menu on both Web and iOS

presented above. Guiding the user in an AR View experience via a coaching overlay is
a good practice for guiding the user to move the phone to analyze their surroundings, as
seen in Fig. 5.

Fig. 4. ION Lab Fig. 5. Coaching overlay
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2.3 Case Study: Implementing Chemistry Labs

Our platform aims to have an interdisciplinary approach by giving professors access to
add any type of class and relevant 3D models, whether it is a physics class, robotics,
or even space engineering. While the platform has this versatility, it also focuses on
Chemistry by having two labs for students to interact with and learn two key aspects:
chemical compounds and ion charges. The application also has a shared AR experience
to promote teamwork during the labs. This section will discuss the implementation and
data collection for the labs.

Application Programming Interface (API). APIs act as a translator between two or
more software programs. It is usually used to obtain a JSON or XML response, which
developers use to decode data in their applications. Our application uses external APIs
to obtain essential information in the field of Chemistry.

Firstly, the “periodic table” API is used to obtain data in JSON format about all the
elements in the periodic table so that the students can visualize and add the 3Dmodels of
it via the ARView. The data parsed from the previously mentioned API includes element
name, symbol, atomic mass, and group block. After the data is obtained, it is processed
by the application and displayed to the user in a visual format, as seen in Fig. 6.

Fig. 6. Periodic Table

Secondly, the web application uses the PubChem API, which accesses the PubChem
database [19], an open-source chemistry database provided by the National Institute
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of Health, to provide essential information for chemical compounds. The application
requests information regarding compounds, which the professors can add as an assign-
ment to students so that they can build the compound in 3D. The received information
includes a 2D image of the compound, the molecular formula, a description, molecular
weight, and SMILES of the compound. After the response data is parsed, it is presented
on the web platform to the professor, as seen in Fig. 7, and if agreed, can be saved to the
Firebase database and presented to the student in the assignment format, as seen in Fig. 8.
The retrieved API information is essential in guiding the student to complete the assign-
ment by presenting a 2D image of what they should build, hinting at how the molecular
formula should look like, and expanding the student’s knowledge of each compound
by describing it. Thus, this aligns with the application’s goal to teach students different
subjects in a more interactive and spatially engaging way, with a focus on chemistry.

Fig. 7. PubChem Visual API Response Fig. 8. Mobile Assignment View

Assignment-Based Lab for Building Compounds. The compound lab uses an assign-
ment approach to teach students the structure of a specific compound by making them
build it in a 3D format based on a 2D image. This hands-on lab allows students to visu-
alize a chemical compound further beyond the boundaries of a 2D image by bringing it
into their environment, allowing them to interact with it, and receiving a grade based on
their accuracy. After the students are familiarized with the 2D image of the compound,
as well as gained knowledge about it, such as the molecular formula and a description,
they can proceed to start the assignment and build the 3Dmodel of the compound. Upon
starting the assignment, the platform displays an AR view, allowing the students to
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place molecules from the given periodic table and form connections between the placed
molecules. After the student is satisfied with the model he built for the given assignment,
he can take a screenshot of the model and send it to the professor to grade it via the web
platform. The screenshot and submit button can be seen in Fig. 9, while the professor’s
view can be seen in Fig. 10.

Fig. 9. Compound
Submission

Fig. 10. Submissions List

Additionally, upon completing the assignment, the student receives a partial grade
based on the molecular formula he built. The application achieves this by comparing
the student’s formula with the formula provided by the API response. Subsequently,
the professor will update the grade based on the correctness of the connections via the
web platform. Furthermore, the student can see the status, current grade, and overall
assignment submission via the iOS application. The submission view in its final state,
after the professor also assigned a grade, can be seen in Fig. 11.

Ion Lab. The second Chemistry lab aims to teach students how different ions combine
to have a neutral charge. From an algorithmic point of view, this lab respects several
chemistry rules: no more than two different molecules can be added, the positively
charged ion always comes first in the formula, and the ratio is always reduced to its lowest
value. The ratio is reduced using themost significant common devisor of bothmolecules.
For example, if the user adds two molecules of lithium (Li+) and two molecules of
bromine (Br−), the formula is LiBr, having a ratio of 1:1 instead of Li2Br2 and a ratio
of 2:2, thus respecting the laws of chemistry. The charge in the previously mentioned
example is 0, indicating to the user that what they built so far is correct, and when they
try to add a different molecule, they will be prompted with an alert that it is incorrect.
The mentioned example is shown in Fig. 12.

Creating a Shared AR Experience. ARKit uses the device camera to gather and pro-
cess the user’s environment, and by enabling collaboration, the data can be sent to nearby
devices connected to the same network, thus offering a multi-user AR experience. The
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Fig. 11. Submission View Fig. 12. LiBr example in the ion lab

framework uses multipeer connectivity by importing the “MultipeerConnectivity” pack-
age to transfer data from an advertiser to a receiver and vice versa. The package uses
an MCNAdvertiser and MCNBrowser to create, advertise, and look for an available via
network and offers the template for sending and receiving data. After the package cre-
ates the connected session, it delegates the session to the AR session created by AR Kit,
which enables anchor data transfers via the model’s implemented methods for sending
and receiving data to and from the connected peers.

In short, when the ARView for shared experience is enabled, the application notifies
all nearby devices that a session is available to join. After two devices are connected
by being close to each other, the advertiser sends all the AR anchors placed and their
respective IDs. After the receiver gets the anchors, it places them in their allocated space
and, based on their ID (i.e., “Bromine”), assigns a 3Dentity to each anchor. The advertiser
also assigns 3D entities to its anchors based on their ID, which in turn is assigned when
a user selects an element from the periodic table. The interaction between an advertiser
and a receiver can be seen in Fig. 13. For our application, collaboration is essential for
the chemistry lab, such that students can interact with the elements of the periodic table
together, thus encouraging social interaction and teamwork. Each student with an iOS
device can join a session with a different iOS device and, via the provided periodic table,
can place molecules in the environment of both users. The collaborative session can be
seen in Fig. 14.
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Fig. 13. Advertiser – Receiver Workflow Diagram

Fig. 14. Collaborative AR Experience

Data Collection. To accurately collect data and feedback for the mobile application,
two questionnaires, video demos, and a hands-on experience of the applicationwere con-
ducted in five chemistry labs at Florida Polytechnic University to a total of sixty students.
Before the students interacted with the application, a pre-demo questionnaire consisting
of fourteen questions was provided. The questions consisted of nine Likert-likemultiple-
choice questions related to the student’s prior experience with chemistry, their reasoning
for taking a chemistry course, and their interest in chemistry. The remaining questions
were also multiple-choice and related to the demographics of each user.

After each student completed the pre-demo questionnaire, a video demo of each lab
was presented to the students. Next, they moved on with testing the application. Each
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student tested the application in three stages. At first, each student entered the ion lab
and tried to create a neutral ion bond. Next, an assignment was created for each student,
and they had to build the water compound using the periodic table. Some submissions
made by students during testing can be seen in Fig. 15. Lastly, students were paired
in two teams and asked to collaborate on a shared AR experience by interacting with
different elements of the periodic table together.

Fig. 15. Student Submissions of the Water Compound

Finally, after the hands-on tests, each student was asked to complete a post-test
questionnaire formed by Likert-like multiple-choice questions. The Likert-like multiple
choice questions were related to the likelihood of each student to prefer an AR lab
rather than a real lab, how engaging the experience was, and their opinion on shared AR
experiences.

3 Results

The study was conducted in five different chemistry labs at Florida Polytechnic, and as
a result, 60 students responded to the post-questionnaire. Based on the results, over 70%
of students consider AR an alternative to compound learning, with 60% considering it
a tool that will help them understand the subject better. These results are reflected in
Figs. 16 and 17.

Similar results were obtained regarding the ion lab, with 40% of students strongly
agreeing that AR can be an alternative to learning ions and 28.3% strongly agreeing that
it would help them understand the subject better. The results can be seen in Figs. 18 and
19.

Although the labs with which the students interacted were focused on the field of
chemistry, the application has multiple purposes, and the students were asked if they
would consider AR as an alternative to a standard lecture. To the question, “I think
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Fig. 16. Learning the Compounds Subject Better Through AR Questionnaire Results

Fig. 17. AR as an Alternative for Learning Compounds Questionnaire Results

Fig. 18. AR as an Alternative for Learning Ionic Bonds Questionnaire Results

learning through AR will be more engaging than a standard lecture,” 53% of students
strongly agreed that ARwouldmake a standard lecturemore engaging. Similarly, 40%of
students agree, and 30% of students strongly agree that they would prefer the immersive
AR learning experience to the learning experience of a standard lecture. These results
can be seen in Figs. 20 and 21.

The shared AR experience was implemented with the promotion of teamwork in
mind, and it is an essential feature of the application. Thus, to get feedback regarding
the importance of the experience for the platform, the following questions were asked:
“I think learning in a shared AR experience is more engaging than an individual AR
assignment experience” and “I think a shared AR experience is more engaging than
an individual AR assignment experience”. As a result, 44.1% of students agreed that
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Fig. 19. Learning the Ionic Bonds Subject Better Through AR Questionnaire Results

Fig. 20. Results for students who preferred an AR lecture to a standard lecture.

Fig. 21. Student’s results for considering an AR lecture more engaging than a standard lecture.

a shared AR experience is more engaging than an individual AR experience, and an
additional 25.4% strongly agreed with the statement. Moreover, 39% of students agreed,
and 37.3% strongly agreed that a shared AR experience would promote teamwork in a
lab environment. These results can be seen in Figs. 22 and 23.

To further test the results of our data and the credibility of our application, we
performed a Spearman’s analysis on all the combinations of the questions from both the
post-questionnaire and the pre-questionnaire. After that, we extracted all the significant
large positive and negative relationships by picking the correlations with a Spearman’s
coefficient value larger than 0.5 and a p-value < .001. A sample of the correlations can
be seen in Figs. 24 and 25.



170 H. Razvan Ioan et al.

Fig. 22. Students Result on the engagement of a shared AR experience.

Fig. 23. Student’s results on the promotion of teamwork in a lab via a shared AR experience.

Fig. 24. Spearman’s Correlation Sample results for post-questionnaire questions.

Fig. 25. Spearman’s Correlation results for pre-questionnaire questions.

We can conclude that AR is a good alternative to learning compounds to the same
degree that AR is an excellent alternative to learning ionic bonds. Also, there is a sig-
nificant positive correlation between the learning of compounds or ionic bonds and the
engagement and immersion of an AR lab compared to a standard lecture. Additionally,
students who consider that learning compounds or ionic bonds through AR is better, also
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consider an AR lab more engaging than a standard lecture. The students who consider
the learning of compounds or ionic bonds through AR, also prefer the immersive shared
AR experience, and agree that a shared AR experience will promote teamwork in the
lab. The only negative significant relationship is between the students who feel anxious
about working in a chemistry lab and the students who feel comfortable working in a
chemistry lab. Overall, it can be concluded that students who are open to learning with
AR also consider AR as an alternative to learning ionic bonds or compounds.

4 Conclusions

With the advancement of computer vision and phone hardware, AR became more acces-
sible to the public. Having an impact on commercial use, gaming, and education, AR is
being used more and more daily. In this study, we implemented an AR platform for your
iPhone, with a companion web application, to demonstrate the potential use case and
impact of AR in education. Although the web application allows the professors to add
AR objects to any class, a more detailed implementation was applied for the chemistry
lab to be able to perform a case study. In this study, we implemented three different AR
chemistry labs for students to interact with and provide feedback via a questionnaire.
Sixty students had to complete a compound assignment in which the goal was to build
the water compound in AR, then build a neutrally charged ion bond, and finally place
atoms in a shared AR experience.

In conclusion, for the chemistry case study, the general feedback on the application
was positive overall, with an average of 29% of students strongly agreeing and 36%
agreeing that they would use AR to learn compounds or ionic bonds to understand the
subjects better. On average, 40% of students would strongly consider, and 35% would
consider AR an alternative to a standard lecture to learn ionic bonds and compounds.
To further conclude the study and the versatility of the application, 53% of students
strongly agreed that AR would make a standard lecture more engaging, with 30% of
students strongly agreeing that they would prefer an AR lecture over a standard lecture.
Additionally, the application intends to promote teamwork, and the results conformwith
this idea, with 39% of students strongly agreeing that a shared AR experience would
promote teamwork in a lab, and an additional 37% also agreeing to that statement.While
25% of students also strongly consider a shared AR experience more engaging than an
individual AR experience, an additional 44% agree. Moreover, a large set of questions
resulted in being highly correlated, thus proving the relevance of this case study.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Abstract. Due to the recent COVID-19 pandemic, there has been a shift in how
education is delivered from face-to-face environments to virtual learning plat-
forms. Moreover, virtual learning platforms are becoming increasingly popular in
higher education institutions as they provide immersive experiences that improve
student experience. Nevertheless, there are concerns about the large-scale impli-
cations of Metaverse-based learning systems within higher education institutions.
With the increasing opportunities and challenges associatedwithMetaverse-based
learning systems, this scoping review investigates the key opportunities and chal-
lenges associated with implementing Metaverse-based teaching in higher educa-
tion institutions. In doing so, the study also showcases how theoretical notions
of the technology acceptance model (i.e., TAM) and unified theory of acceptance
and use of technology (i.e., UTAUT) are linked with user acceptance towards
Metaverse-based teaching in higher education institutions. Additionally, keyword
searches are carried out on Scopus, ProQuest, and Web of Science databases to
screen out studies that meet the selection criteria of the analysis. In doing so,
the study’s findings are depicted with the help of VOSviewer, which showcases
the key clusters and studies related to opportunities and challenges of Metaverse-
based teaching in higher education institutions. The findings showcase that most
of the studies are published onMetaverse and its related technologies, such as AR,
and how it creates an immersive learning experience through the help of gamifica-
tion. Finally, the paper concludes with future directions related to the large-scale
implementation of Metaverse-based teaching in higher education institutions.
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1 Introduction

With the gradual advancements in technology, there has been an increase in the way
individuals use technologies such as Augmented Reality (i.e., AR)/Virtual Reality (i.e.,
VR)/Extended Reality (i.e., XR)/Mixed Reality (i.e., MR) and Metaverse (See Fig. 1)
(Duan et al., 2021; Mystakidis, 2022). Moreover, studies also contend that Metaverse
is one of the most debated topics as it provides immersive experiences for its users
and allows them to interact within the virtual worlds. However, Metaverse and its wide
range of implementations in variousfields remain a contentious issue in existing literature
(Rojas et al., 2023; Zhang et al., 2022). In general, Metaverse is a shared virtual space
where individuals can interact in real-time with other users via digital avatars (De Felice
et al., 2023; Mystakidis, 2022). From a technological viewpoint, Metaverse is a 3D
virtual space that combines both technologies, such as AR (i.e., augmented reality) and
VR (i.e., virtual reality) (De Felice et al., 2023; Gao et al., 2023). Several platforms,
including Second Life, Sandbox, and Decentraland, allow users access to the Metaverse
systems, where they can create realistic avatars that can attend conferences and concerts
and interact with other users (De Felice et al., 2023; Trunfio & Rossi, 2022). Moreover,
Metaverse provides the opportunity for users to interact via immersive internet platforms
where users are not only seen to have higher levels of engagement but also are seen to
have practical learning experiences (Beck et al., 2023; Onu et al., 2023; Sin et al., 2023;
Suh et al., 2023; Villalonga-Gómez et al., 2023). Currently, Metaverse continues to gain
popularity, with reports indicating that the user base for Metaverse systems is expected
to reach approximately 5 billion by around 2030 (Morris, 2022; Sharma et al., 2023).

Fig. 1. Timeline for Gradual Advancements in Technology Source-(Duan et al., 2021)

In particular, Metaverse has gained immense attention of academics and researchers
on how it can be implemented within the domains of entertainment (Chakraborty et al.,
2023; Evans et al., 2022a; Niu & Feng, 2022; Sahoo et al. 2023), healthcare systems
(Kim et al., 2023;Musamih et al., 2022; Petrigna&Musumeci, 2022; Tan et al., 2022; G.
Wang et al., 2022), education (Kye et al., 2021; Mystakidis, 2022; Sharma et al., 2023;
Tlili et al., 2022; Zhang et al., 2022), banking (Mozumder et al., 2023; Ooi et al., 2023;
Sahoo & Ray, 2023; Zainurin et al., 2023), manufacturing (Z. Lin et al., 2022; Mourtzis
et al., 2023a; Yao et al., 2022), advertising (Dwivedi et al., 2022; Eyada, 2023; Kim,
2021; Ozkaynar, 2023; Park & Kim, 2023), tourism (Buhalis et al., 2023; Koo et al.,
2023; Tsai, 2022; Yang&Wang, 2023), retail (CHA, 2022; Gadalla et al., 2013; Hudson,
2022; Jenkins, 2022; Popescu et al., 2022), gaming (Evans et al., 2022b; Oliveira&Cruz,
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2023; Onu et al., 2023) and real estate (Aharon et al., 2022; Kennedy, 2023; Yoo, 2022).
The majority of these studies have either shed light on the varying opinions regarding
the possibility of employing Metaverse in various sectors or on the determinants that
will allow for Metaverse’s adoption in a wide range of technological settings (Alfaisal
et al., 2022; Dwivedi et al., 2022; Gao et al., 2023; Wu & Hao, 2023).

Within higher education institutions, Metaverse-based learning systems are mostly
centred towards the development of captivating virtual environments that allow students
to have higher knowledge retention (Akour et al., 2022; Lee & Kim, 2022; Rojas et al.,
2023). Moreover, these studies also highlight various frameworks that would enable the
implementation of Metaverse-based teaching in higher education institutions. However,
only a few studies have unearthed the linkages of theoretical underpinnings of user
acceptance towards the Metaverse platforms. Hence, the purpose of this study remains
to (a) investigate the existing literature and related theories (i.e., Technology Acceptance
Model, Unified Theory of Acceptance and Use of Technology) to understand the user
acceptance towardsMetaverse-based learning systems; (b) identify the key opportunities
and challenges that are associated with the implementation of Metaverse-based teaching
in higher education institutions.

To meet the objectives mentioned above of this study, a keyword search is con-
ducted across three major databases, including Scopus, ProQuest, and Web of Science,
to identify studies that elucidate theoretical notions as well as the key opportunities and
challenges associated with the implementation of Metaverse-based teaching in higher
education institutions. Additionally, to understand the trends within Metaverse-based
teaching in higher education institutions, a co-occurrence analysis of keywords is con-
ducted with the help of VOSviewer. The size of the labels within the figure denotes
the number of occurrences of keywords within the extracted papers gathered from the
Scopus database.

2 Background of the Study

Metaverse is an immersive platform that has the potential to reshape how education is
delivered in HEIs by offering immersive experiences and enabling students to explore
digital reality across various educational disciplines (Lin et al., 2022) (See Fig. 2). In
detail, some of the positive impacts of Metaverse within higher education include (a)
providing an immersive learning experience for students (Beck et al., 2023; Hwang
et al., 2023; Sharma et al., 2023; Sin et al., 2023; Wei & Yuan, 2023); (b) Enhancing
the visual experience for students (Di Natale et al., 2024; Han et al., 2022; Ng et al.,
2023); (c) Creating hands-off experience for students which are of low-risk but of higher
learning experience (Gómez-Cambronero et al., 2023; H. Lin et al., 2022; Sihna et al.,
2023); (d) Personalised experiences (De Felice et al., 2023; Salloum et al., 2023; Sharma
et al., 2023); (d) Fostering game based learning environments (Ng et al., 2023; Sihna
et al., 2023); (e) collaborative experiences for development of new knowledge (Joshi &
Pramod, 2023; Mourtzis et al., 2023b; Sharma et al., 2023).

Metaverse is in its infancy, and its potential is yet to bediscovered in this technological
age. However, it is vital to understand the prospective developments that existed as
the building blocks of the Metaverse systems. To begin with, Second Life has been a
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Fig. 2. Applications of Metaverse in Higher Education Institutions Source-(H. Lin et al., 2022)

driving force behind the Metaverse revolution, which was released in 2003 as a platform
for multiplayer online gaming in virtual worlds through avatars (Onu et al., 2023).
Following that, technological applications such as Unity, Roblox, Unreal Engine, Nvidia
Omniverse, Hololens 2, and Oculus Quest 2 have been recognised as practical tools for
implementing Metaverse systems (See Fig. 3).

Fig. 3. Applications Related to Metaverse Systems Source- (Onu et al., 2023; Xu et al., 2022)

3 Theoretical Linkages in the Implementation of Metaverse-Based
Teaching in Higher Education Institutions

3.1 Technology Acceptance Model (TAM)

With the rapid advancements in technology, it is crucial to understand the user acceptance
towards a particular technology. From a theoretical standpoint, the technology accep-
tance model (i.e., TAM) is one of the critical frameworks that uncover the acceptance
level of human behaviour, explaining the potential approval or disapproval of technology.
In detail, TAM predicts the acceptance level of a user by understanding the perceived
usefulness, perceived ease of use and attitude towards the use of technology. Moreover,
TAM is also one of the prominent theorieswidely applied to various technologies ranging
from mobile learning technologies to Metaverse technologies. The majority of studies
conducted on the acceptance of a particular technology can be visualised to be taken by
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learners, educators, and stakeholders (Al-Adwan & Al-Debei, 2023; Al-Adwan et al.,
2023; Alkhwaldi, 2023). As a result, it is essential to understand how Metaverse-based
teaching in higher education institutions might be accepted by students and educators in
the current technological age. Hence, Table 1 showcases the studies that are relevant to
the technology acceptance model (TAM) and the adoption of Metaverse-based learning
systems in higher education institutions as follows: -

Table 1. Studies Pertaining to TAM & Metaverse-Based Learning Systems

Relevant Studies Type of Study Findings

Al-Adwan et al. (2023) Quantitative Study According to the study’s findings,
perceived usefulness, personal
innovativeness in IT, and perceived
enjoyment are essential enablers of
students’ behavioural intentions towards
adopting metaverse-based learning
systems in higher education institutions

İbili et al. (2023) Quantitative Study The study’s findings show that students’
behavioural intentions towards adopting
metaverse-based learning systems in
higher education institutions are
significantly influenced by perceived
usefulness and hedonic motivation

Salloum et al. (2023) Quantitative Study According to the study’s findings,
innovativeness’s moderating impact is
crucial as it contributes to users’
pervasive perceptions of adopting
metaverse-based learning systems in
higher education institutions

Alkhwaldi (2023) Quantitative Study The study’s findings show that user
satisfaction, performance expectancy,
facilitating conditions, and hedonic
gratification all have a significant impact
on students’ behavioural intentions
towards adopting metaverse-based
learning systems in higher education
institutions

Al-Adwan & Al-Debei (2023) Quantitative Study According to the study’s findings, apart
from social influence, all other included
determinants (e.g., personnel
innovativeness) significantly and
positively impact students’ adoption
intentions for the metaverse in higher
education learning environments

(continued)
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Table 1. (continued)

Relevant Studies Type of Study Findings

Akour et al. (2022) Quantitative Study The study’s findings show that students’
perceptions of trialability, compatibility,
observability, and complexity are
positively associated with adopting
metaverse-based learning systems in
higher education institutions

Wang & Shin (2022) Quantitative Study The study’s findings show that
personalised learning, perceived ease of
use, social needs, and social impact play
a positive influence on the willingness to
adopt Metaverse education systems

3.2 Unified Theory of Acceptance and Use of Technology (UTAUT)

In addition to TAM, UTAUT remains a key theory that provides a robust framework
that explains the key factors behind a user’s behaviour and their acceptance level of a
particular technology. According to the UTAUT, the four independent factors contribut-
ing to user’s behaviour and acceptance level are performance expectation, expected
effort, social impact, and facilitating conditions (Lee & Kim, 2022). In light of these
discussions, Venkatesh et al. (2012) also proposed the UTAUT2 model, which includes
additional factors such as hedonic motivation, price value, and habit that would pro-
vide a deeper understanding towards the acceptance level of users towards a particular
technology. Moreover, most studies have adopted the theoretical lenses of the UTAUT
model to explain Metaverse-based teaching in higher education institutions. As a result,
it is essential to understand how metaverse-based teaching in higher education insti-
tutions might be accepted by students and educators in the current technological age.
Hence, studies relevant to the Unified Theory of Acceptance and Use of Technology
(UTAUT) and the adoption of Metaverse-based teaching in higher education institutions
are showcased in Table 2.

4 Methodology

Based on the data extracted from the Scopus database, metaverse-based learning systems
have gained enormous attention in countries such as South Korea, China, and India due
to their current technological revolution (See Fig. 4).

Also, the database results showcase thatMetaverse-based learning systems have been
implemented effectively in various educational fields, including computer science, social
sciences, and engineering-related fields in higher education institutions (See Fig. 5).
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Table 2. Studies Pertaining to UTAUT & Metaverse-Based Learning Systems

Relevant Studies Type of Study Findings

Kalınkara & Özdemir (2023) Quantitative Study According to the study’s findings,
social influence, habit variables, and
facilitating conditions affect the
behavioural intentions of students to
adopt metaverse-based learning
systems in higher education
institutions. Furthermore, the study
discovered that students had an
elevated level of participation in
hedonic motivation

Alkhwaldi (2023) Quantitative Study The study’s findings revealed that an
individual’s behavioural intentions
regarding the usage of
Metaverse-based learning systems
are influenced by their satisfaction,
performance expectancy, and
facilitating conditions

Wiangkham & Vongvit (2023) Quantitative Study The study’s findings revealed that
cyber security, performance
expectancy, social influence, and
hedonic motivation all significantly
affect the intention to use
metaverse-based learning systems in
higher education institutions

Lee & Kim (2022) Quantitative Study Based on the study’s findings, it was
determined that students’ satisfaction
levels and intentions to use
metaverse-based learning
technologies are increased when they
have higher expectations regarding
their performance, their level of
effort, and the social influence of
these technologies

Besides this, to address the critical purpose of this study, a rigorous approach is
taken, where a keyword search is conducted on various designated databases such as
Scopus, ProQuest, and the Web of Science platforms to showcase the key opportunities
and challenges that are associated with the implementation of Metaverse-based learning
systems in higher education institutions (See Table 3). VOSviewer is implemented to
analyse the cluster analysis of Metaverse and its implementation in higher education
institutions based on the search results gathered from the Scopus database.
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Fig. 4. Studies on Metaverse Learning Systems Published by Different Countries Source-
(Scopus)

Fig. 5. Application of Metaverse Learning Systems in Various Fields of Higher Education
Institutions Source-(Scopus)

More precisely, the co-occurrence analysis is undertaken in VOSviewer, which
explores that there exist three major clusters (i.e., Red, Green, and Blue) that provide
ideas on the implementation ofMetaverse-based teaching in higher education institutions
(See Fig. 6). Firstly, the red cluster signifies the concepts such asMetaverse and its related
technologies, such as AR and how it creates immersive learning experiences through the
help of gamification. Secondly, the blue clusters showcase the notions and studies linked
to virtual reality, e-learning and higher education. Finally, the green clusters depict the
studies related to virtual worlds, avatars, and extended reality.
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Table 3. Keyword and Search Results from Designated Databases

Keywords ProQuest Scopus Web of Science

(“Metaverse”) AND (“Opportunities” OR “Barriers”)
AND (“Higher Education”) AND (“Teaching”)

219 – –

(“Metaverse”) AND (“Opportunities” OR “Barriers”)
AND (“Higher Education”) AND (“Teaching”) AND
PUBYEAR > 2019 AND PUBYEAR < 2025 AND
(LIMIT-TO (LANGUAGE, “English”)) AND
(LIMIT-TO (EXACTKEYWORD, “Metaverse”))

– 156 –

(“Metaverse”) AND (“Opportunities” OR “Barriers”)
AND (“Higher Education”) AND (“Teaching”)

– – 2

Fig. 6. Co-occurrence Analysis Through Vosviewer Source-(VOSviewer)

5 Key Opportunities and Challenges of Metaverse Technologies

With the growing popularity of Metaverse-based learning systems, it is critical to iden-
tify the opportunities and challenges associated with the implementation of Metaverse
systems in higher education institutions (See Table 4 and Table 5). In detail, the key
benefits of Metaverse systems in higher education institutions can be summarised as
their ability to provide students with immersive and interactive experiences (Park &
Kim, 2023; Richter & Richter, 2023; Said, 2023). Furthermore, some studies also state
that metaverse-based learning systems not only provide personalised learning experi-
ences for students but also provide students with an opportunity to learn skills through a
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game-based approach to learning (Akour et al., 2022; Al-Adwan et al., 2023). Further-
more, Metaverse-based learning systems are thought to provide collaborative learning
experiences for students, fostering a constructivist approach to learning among them
(Kryvenko & Chalyy, 2023; Onu et al., 2023). Lastly, it is also assumed that the imple-
mentation of Metaverse-based learning systems will boost the digital literacy level of
both students and teachers, allowing them to have an enhanced experience while using
Metaverse systems (Farias-Gaytan et al., 2023; Simbaqueba-Uribe et al., 2024).

Table 4. Key Opportunities of Metaverse Systems

Key Opportunities of Metaverse Systems Related Studies

Immersive & Interactive Learning
Experience

AbuKhousa et al. (2023); Akour et al. (2022);
Al-Adwan et al. (2023); Asiksoy (2023); Beck
et al. (2023); Camilleri (2023); De Felice et al.
(2023); George-Reyes et al. (2023); Hwang et al.
(2023); JosephNg et al. (2023); Kaur et al. (2023);
Li & Yu (2023); Maheswari et al. (2022); Mourtzis
et al. (2023b); Onu et al. (2023); Park & Kim
(2022); Richter & Richter (2023); Said (2023);
Samarnggoon et al. (2023); Sin et al. (2023);
Siyaev & Jo (2021); Villalonga-Gómez et al.
(2023); Wei & Yuan (2023); Yilmaz et al. (2023)

Personalised Learning
Experiences/Skill-Practising
Environment/Game-Based Learning

AbuKhousa et al. (2023); Arantes (2023);
George-Reyes et al. (2023); Kryvenko & Chalyy
(2023); Mourtzis et al. (2023b); Onu et al. (2023);
Samarnggoon et al. (2023)

Collaborative & Social Learning
Experiences

De Felice et al. (2023); George-Reyes et al. (2023);
Onu et al. (2023); Said (2023); Sharma et al.
(2023); Sin et al. (2023); Tlili et al. (2022)

Constructivist Learning Camacho & Esteve, (2015); Ng et al. (2023); Onu
et al. (2023); Sin et al. (2023); Suh & Ahn (2022)

Digital Literacy Farias-Gaytan et al. (2023); George-Reyes et al.
(2023); Guzzo et al. (2023); Li & Yu (2023);
Mohsin et al. (2023); Simbaqueba-Uribe et al.
(2024); Sin et al. (2023); Villalonga-Gómez et al.
(2023)
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Table 5. Key Challenges of Metaverse Systems

Critical Challenges in Implementation of
Metaverse Systems

Related Studies

Technical Limitations De Felice et al. (2023); Mosco (2023); Onu
et al. (2023); Yaqoob et al. (2023)

Privacy Breaches & Security
Concerns/Cybersecurity Concerns

Al-Ghaili et al. (2022); Onu et al. (2023); Park
& Kim (2022); Said (2023)

Health Concerns Benrimoh et al. (2022); Song & Qin (2022);
Wylde et al. (2023)

Ensuring Strong Governance on Metaverse
Systems and User Behaviour

Mosco (2023); Ølnes et al. (2017); Said (2023);
Wylde et al. (2023); Yaqoob et al. (2023)

Lack of Interconnectedness Among Various
Metaverse Platforms

Al-Ghaili et al. (2022); Y. Wang et al. (2022);
Zyda (2022)

Copyright & Intellectual Property Challenges (Nanobashvili (2021); Ramos, (2022); Yaqoob
et al. (2023)

Content Moderation Across Metaverse
Platforms & Ethical Use of Avatar Integrity

Commission (2022); Hu et al. (2021); Lake
(2019); Lau (2022); Lin & Latoschik (2022);
Wylde et al. (2023)

Data Protection Frameworks Lau (2022); Milmo (2023); Rahman (2022);
Wylde et al. (2023)

Cost Associated with Metaverse Learning
Systems Implementation

Koohang et al. (2023); Onu et al. (2023);
Simbaqueba-Uribe et al. (2024); Zhang et al.
(2023)

Lack of Resources for Content Creation in
Metaverse Learning Systems

Onu et al. (2023); Velev et al. (2023); Zhang
et al. (2023)

Addiction to Using Metaverse Systems H. Lin et al. (2022); Mohammed et al. (2024);
Pal & Arpnikanondt (2024); Yaqoob et al.
(2023)

6 Conclusion and Future Research Directions

Following the COVID-19 pandemic, one of the most hotly debated topics is the Meta-
verse and its potential applications across various domains, including higher education.
Furthermore, reflecting the arguments presented in the paper, it can be concluded that
Metaverse not only provides an enhanced immersive experience for students but also
comeswith an array of challenges related towide-scale implementations in higher educa-
tion institutions. As a result, it is suggested that stakeholders, regulators, and government
bodies need necessary actions to make substantial refinements in terms of privacy and
governance of Metaverse systems.
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Abstract. Language learning, intrinsic to human cognitive develop-
ment, has historically been rooted in conventional methodologies. Nev-
ertheless, the technological renaissance introduces novel avenues, with
Virtual Reality (VR) standing out as a revolutionary medium for immer-
sive linguistic experiences. However, the expansive sensory potential of
VR, significantly beyond visual and auditory stimuli, still needs to be
explored. This research breaks new ground by integrating the olfac-
tory dimension into VR-based language learning, centering on German
vocabulary acquisition. The study embarks on a journey to unveil the
latent potential of olfactory-enhanced VR in language pedagogy, offering
insights into the cognitive intricacies of learners. Recognizing the pro-
found influence of multisensory experiences on retention, the research
introduces a novel categorization of learning methodologies: conventional
learning, traditional VR, and VR + Olfactory. Each modality’s distinct
attributes are meticulously detailed, reflecting the diverse use case of
learners. The research’s paramount contribution lies in its pioneering
approach to multisensory learning. By championing the olfactory dimen-
sion, it underscores the need for holistic learning experiences that cater
to all human senses. Furthermore, the study sets a precedent for future
research, advocating for the seamless integration of technology and ped-
agogy. This research work confronts established paradigms in language
learning and sheds light on future advancements at the intersection of
education and human-computer interaction, particularly focusing on the
integration of olfactory interfaces.

Keywords: Virtual Reality (VR) · Olfactory Interface · Language
Learning · Technology in Education

1 Introduction

Language acquisition, a pivotal aspect of human cognitive evolution, has tra-
ditionally relied on conventional pedagogical methods. The emergence of Vir-
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tual Reality (VR) technology, however, is revolutionizing educational paradigms,
particularly in language learning. VR offers an immersive and interactive plat-
form, significantly enriching the learning experience by simulating realistic envi-
ronments and scenarios [1]. This technological advancement allows learners to
engage with languages in contexts that closely mirror real-life situations, thereby
enhancing comprehension and retention of linguistic nuances and fostering a
deeper understanding of the language. While VR’s impact on language learning
is increasingly recognized, this study seeks to extend its application by inte-
grating an often-overlooked sensory dimension: olfactory. The olfactory sense,
intrinsically linked to memory and emotional responses, presents a novel avenue
to augment language acquisition. This paper hypothesizes that incorporating
scent cues into VR environments can lead to more holistic, multisensory engage-
ment, thereby enhancing vocabulary retention and accelerating language profi-
ciency [2]. This paper aims to provide a novel perspective on language learning
by merging cutting-edge VR technology with the sensory experience of smell,
potentially reshaping educational practices and offering deeper insights into the
multisensory nature of language acquisition [3].

The main purposes of this study are threefold:

(1) We want to examine whether the combination of VR and olfactory stimula-
tion leads to superior language learning outcomes compared to traditional
methods.

(2) We try to explore the significance of multisensory teaching approaches in
enhancing memory retention and overall learning effectiveness.

(3) We hope to offer practical case studies and actionable recommendations for
designing and developing future multisensory education models.

The paper is structured as follows: First, we provide a comprehensive review
of existing literature on multisensory learning and the role of VR in language
education. Next, we delve into the theoretical underpinnings of olfactory learn-
ing and its potential synergies with VR-based language acquisition. Subsequent
to this introductory phase, we proceed to elucidate the conceptualization and
execution of our experimental study, which ingeniously integrates the realms of
Virtual Reality (VR) and olfactory stimuli, thereby offering a novel and inno-
vative dimension to the domain of language acquisition and learning. Finally,
we discuss the implications of our findings for future educational models and
propose recommendations for integrating multisensory elements into language
learning curricula.

2 Literature Review

Virtual Reality in Language Learning. Virtual Reality (VR) technology
has emerged as a transformative tool in the realm of language learning, offering
unparalleled opportunities for immersive learning experiences. This technology
stands out for its ability to create simulated environments that closely mimic
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real-world contexts, thus providing learners with authentic language use scenar-
ios [4]. Such immersive simulations are instrumental in fostering a sense of pres-
ence, a psychological state where the learner feels ’transported’ into the virtual
environment, facilitating deeper engagement with the language learning process
[5]. One of the critical advantages of VR in language education is its capacity to
facilitate interaction with native speakers within these simulated environments.
This interaction is not merely limited to verbal communication but also extends
to non-verbal cues like gestures and facial expressions, which are integral com-
ponents of effective language learning. Such interactions in a VR setting provide
learners with a safe, controlled environment to practice and hone their language
skills without the fear of real-world repercussions, thereby enhancing learner
motivation and reducing anxiety associated with language acquisition [6]. The
multisensory nature of VR environments plays a pivotal role in stimulating cog-
nitive processes essential for language learning. VR’s ability to engage multiple
senses simultaneously – sight, sound, and sometimes touch – ensures a more
holistic learning experience. This multisensory engagement is known to aid in
attention retention, enhance memory recall, and bolster problem-solving skills,
all of which are critical in acquiring a new language [7]. Empirical research in the
field of language education has begun to underscore the effectiveness of VR tech-
nology. Studies have demonstrated notable improvements in various language
competencies among learners using VR, including vocabulary acquisition, listen-
ing comprehension, and speaking skills. VR’s interactive and immersive nature
appears to facilitate better retention of new vocabulary as opposed to traditional
rote memorization methods. Similarly, listening comprehension is enhanced as
learners are exposed to authentic language usage in contextually rich settings,
which traditional audio-only methods may not provide. As for speaking skills,
the simulated immersive environments offer a conducive platform for practicing
spoken language in a variety of contexts, ranging from everyday conversations to
more formal scenarios [8]. Virtual Reality represents a significant advancement in
language education, offering an immersive, interactive, and multisensory learn-
ing experience. Its capacity to simulate real-world contexts and foster genuine
interactions with native speakers establishes a new paradigm in language acqui-
sition. As the technology continues to evolve and become more accessible, it is
poised to play an increasingly vital role in language education, offering promising
avenues for research and practice in this field.

Olfactory Stimuli in Learning. The olfactory system’s profound influence
on learning and memory has been a subject of increasing interest in educa-
tional research. Olfactory stimuli are unique in their ability to evoke emotional
responses and directly impact cognitive functions such as attention and mem-
ory consolidation. A growing body of empirical evidence suggests that exposure
to certain scents, including lavender, peppermint, and cinnamon, can signifi-
cantly enhance cognitive performance, reduce stress levels, and improve mood
in learning environments [9]. These findings point towards the potential of inte-
grating olfactory interfaces in educational settings, particularly as a means to
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aid memory encoding and retrieval. The presence of specific scents can pro-
vide sensory cues that strengthen the associations between the learned material
and its contextual elements, thereby enhancing the learning experience. How-
ever, despite these advancements in understanding the role of olfactory stimuli
in learning, there remains a substantial gap in their integration within Virtual
Reality (VR)-based language learning environments. Present research in the field
of VR for education has primarily concentrated on visual and auditory modal-
ities. There is a conspicuous lack of exploration into how olfactory cues can be
effectively synergized with VR technologies to augment language learning experi-
ences [10]. This oversight represents a significant opportunity for future research,
particularly in investigating how multisensory experiences – combining VR and
olfactory stimuli – can lead to more effective and engaging language learning
environments [11]. The integration of olfactory stimuli in VR-based language
learning could revolutionize the way languages are taught and learned. The
multi-modal sensory engagement could potentially enhance memory retention
and facilitate deeper language proficiency. This approach could mimic real-life
experiences more closely by incorporating the sense of smell, which is a critical
element of human perception and memory. The challenge lies in identifying the
most effective ways to integrate these olfactory cues within VR environments
without overwhelming the learner or detracting from the educational content.
To fully understand the impact of this integration, rigorous empirical research
is needed. Such research should aim to investigate the specific effects of various
scents on language learning processes in VR environments, explore the optimal
balance between olfactory and other sensory inputs, and assess the long-term
benefits on language retention and proficiency. Furthermore, this research could
expand into examining the differential impacts of various scents on diverse lan-
guage learning tasks, such as vocabulary acquisition, grammar comprehension,
and conversational fluency. The potential for integrating olfactory stimuli in
VR-based language learning environments opens up new frontiers in educational
technology. It presents a novel approach to creating comprehensive multisen-
sory educational models that could significantly enhance the effectiveness of
language learning. Future research in this area not only promises to deepen our
understanding of multisensory learning processes but also holds the potential to
transform language education practices.

Challenges of Cutting-Edge Technology in Education. The integration of
cutting-edge technology in education, such as Virtual Reality (VR) and olfactory
interfaces, presents a set of complex challenges. Technical complexity and inte-
gration issues are at the forefront, requiring significant investment in resources,
time, and training for effective implementation [12]. Additionally, the high cost
of these technologies raises concerns about accessibility and equity, potentially
widening the digital divide in educational settings [13]. Cognitive overload and
distraction are also notable challenges, as the immersive and multisensory nature
of these technologies might overwhelm learners or divert attention from educa-
tional content [14]. Pedagogical integration poses another hurdle, demanding
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educators to adeptly incorporate these tools into curricula without overshadow-
ing traditional learning methods [15]. Furthermore, there is a pressing need for
more empirical research to validate the effectiveness of these technologies in edu-
cational outcomes, ensuring that the investment in these advanced tools yields
tangible benefits in learning.

Identifying the Gap. The literature reviews above highlight a significant gap
in the integration and utilization of multisensory technologies, particularly Vir-
tual Reality (VR) and olfactory stimuli, in educational settings. Despite the
recognized potential of these technologies to enhance learning experiences, their
application remains largely confined to visual and auditory modalities, with a
notable underutilization of olfactory cues in VR-based learning environments.
This gap suggests a substantial opportunity for research and development in
creating more immersive and effective educational tools that leverage the full
spectrum of sensory engagement [16]. Additionally, challenges such as techni-
cal complexity, accessibility, cognitive overload, and the need for pedagogical
integration underscore the necessity for comprehensive strategies to effectively
incorporate these advanced technologies in educational contexts [17]. Addressing
these issues is crucial for the development of holistic and inclusive educational
models that harness the benefits of multisensory learning experiences. The gap
also indicates a need for further empirical research to assess the impact of inte-
grating multisensory technologies on educational outcomes, ensuring that their
adoption contributes meaningfully to enhancing student learning and proficiency
[18].

3 Research Hypotheses

This study presents two hypotheses regarding language acquisition through Vir-
tual Reality (VR) and olfactory integration:

Hypothesis 1 (H1): The integration of olfactory stimuli with VR is hypothe-
sized to enhance word retention more effectively than VR alone. This hypothesis
suggests that learners in VR environments with olfactory cues will show higher
retention rates and less word loss compared to those using only VR.

Hypothesis 2 (H2): VR-based language learning is expected to surpass tradi-
tional non-VR methods in memory retention. This is based on the immersive and
interactive qualities of VR, which are anticipated to facilitate better language
retention.

4 Methodology and Experimental Design

Participant Selection and Grouping. In the study investigating the impact
of multisensory technologies on language acquisition, all participants underwent
a preliminary assessment to ascertain their baseline knowledge, specifically their
unfamiliarity with the German vocabulary intended for the study. This initial
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Fig. 1. Olfactory System Design & Test Design

evaluation was crucial to ensure that any observed learning outcomes could be
attributed to the intervention rather than prior knowledge. To guarantee a com-
prehensive representation of diverse learning backgrounds and cognitive styles,
the participant cohort was deliberately diversified. This diversity encompassed
various demographic factors, including age, gender, majors in university, and
prior exposure to language learning methodologies. Such a stratified approach
was instrumental in enhancing the generalizability of the study findings across a
broader population. Following the initial assessment, participants were system-
atically stratified into three distinct groups: a traditional learning group, a VR
learning group, and a VR + Olfactory learning group. The traditional learning
group served as a control, engaging in conventional language learning methods
without the aid of advanced technological tools. The VR learning group was
exposed to language learning in a fully immersive virtual environment, leverag-
ing the visual and auditory capabilities of VR technology. The VR + Olfactory
group, however, experienced an augmented version of this environment, where
olfactory cues were integrated into the VR experience, aiming to investigate
the additive effects of multisensory inputs on language acquisition. This strati-
fication was designed to meticulously evaluate the differential impacts of these
varied learning environments. By comparing the outcomes across these groups,
the study aimed to isolate the specific contributions of VR and olfactory stimuli



196 L. Xia et al.

to language learning, thereby offering valuable insights into the effectiveness and
potential of multisensory technologies in educational settings (Fig. 1).

Introduction of the Olfactory System. The apparatus employed in this
study was meticulously engineered to seamlessly interface with the Meta Oculus
headset, a state-of-the-art virtual reality device. This integration was pivotal in
facilitating the incorporation of olfactory interface functionalities, a key element
in examining the multisensory aspect of language learning. The olfactory inter-
face was operated through a sophisticated remote controller, which was designed
to release specific scents in synchronization with the VR content, thereby cre-
ating an immersive multisensory learning environment. This integration was
achieved through a combination of advanced hardware and software solutions.
The hardware component included a specialized olfactory delivery system that
was carefully calibrated to emit scents in a controlled and precise manner. This
system was synchronized with the VR headset to ensure that the olfactory cues
corresponded accurately with the visual and auditory stimuli presented in the
virtual environment. The software component, on the other hand, involved the
development of custom algorithms that governed the timing, intensity, and dura-
tion of scent release based on the interactions and progress of the user within
the VR landscape. The design of this apparatus was underpinned by a rigorous
understanding of both the technical aspects of VR and olfactory technology, as
well as the pedagogical principles guiding their application in an educational
context. The aim was to create a seamless and intuitive user experience, where
the integration of olfactory stimuli would enhance, rather than complicate, the
language learning process. The sophisticated engineering of this apparatus rep-
resents a significant advancement in the field of educational technology, offering
a novel approach to creating engaging and effective learning experiences through
the integration of multisensory stimuli.

Test Procedure. The participant pool for this experiment comprised 40 college
students, aged between 21 and 28 years. This age range was chosen to represent a
demographic typically engaged in higher education and likely to be receptive to
innovative learning methodologies. These participants were randomly assigned
to one of three groups to ensure a balanced distribution across different learning
modalities. Each group experienced a distinct approach to language learning:
text-only, Virtual Reality (VR) with olfactory cues (VR+Olfactory), and VR
without olfactory cues (VR Only). Random assignment was critical in minimiz-
ing pre-existing biases and variations among participants, thereby enhancing the
validity of the study results.

The test design of this research was structured as a three-stage experimental
process: a pre-test, an immediate post-test, and a one-week follow-up test. This
design was meticulously planned to evaluate both the immediate and sustained
impacts of the different learning modalities on language acquisition.

Pre-Test: Conducted at the outset, this test aimed to assess the participants’
baseline knowledge of the German vocabulary used in the study. Participants
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Fig. 2. Classroom Environment in VR

were asked to guess the meanings of specific German words, providing a clear
measure of their initial familiarity with the language material.

Learning Session: Subsequent to the pre-test, participants partook in a struc-
tured learning session employing their designated methodologies. Each German
word was presented for a duration of 20 s, a temporal interval chosen to max-
imize memory retention while avoiding cognitive overload. The German word
was initially displayed for 10 s, followed by the presentation of its corresponding
Chinese meaning at the bottom for an additional 10 s (Fig. 2).

Immediate Post-Test: This test was administered immediately after the learn-
ing session to evaluate the short-term learning outcomes. It aimed to assess
the immediate effectiveness of each learning modality in facilitating vocabulary
acquisition.

One-Week Follow-Up Test: Conducted one week after the immediate post-
test, this stage was crucial in assessing the long-term retention of the learned
vocabulary. This follow-up test provided valuable insights into the enduring
impact of each learning modality on memory retention.

In all testing stages, the order of the German words was kept constant to
ensure consistency and fairness in testing conditions. Participants completed the
tests without any time constraints, allowing for an accurate assessment of their
learning outcomes. The tests were designed to evaluate various metrics such
as the correct rate of responses, retention rate of the learned words, and the
percentage of word loss, across the different learning modalities. This compre-
hensive testing approach was instrumental in providing a holistic understanding
of the effectiveness of each learning modality in enhancing language acquisition
(Fig. 3).
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Fig. 3. Demographic Data

5 Results, Findings and Discussion

In the present analysis, we scrutinize the outcomes of our experimental study,
as delineated in Fig. 4, meticulously examining each phase to ascertain the effi-
cacy of different learning modalities on vocabulary retention. The empirical data
from the Immediate and Delayed Post-Tests shed light on the retention dynamics
across the traditional, VR, and VR+Olfactory groups, with a particular empha-
sis on the retention capabilities fostered by the multisensory VR+Olfactory expe-
rience.

Pre-Test Scores: Participants across all experimental groups exhibited
notably low scores on the pre-test assessment. With Text-only group (M= 0.25,
SD= 0.55), VR (M= 0, SD= 0) and VR+Olfactory (M= 0, SD= 0) groups score
low on the test indicating a limited pre-existing acquaintance with the words
under investigation before the initiation of the experiment.

Immediate Post-Test Observations: The findings from the Immediate Post-
Test are intriguing. The traditional text-only approach (M= 13.46, SD= 5.11)
yielded the similar high immediate recall scores compared to VR (M= 13.77,
SD= 5.01) and VR+Olfactory (M= 13.62, SD= 5.03), indicating a robust initial
grasp of vocabulary. However, the substantial standard deviation observed within
this cohort signals a wide disparity in individual participant outcomes, suggesting
that while some learners thrived with the text-only method, others found it less
conducive to immediate retention.

Delayed Post-Test Insights: The Delayed Post-Test, conducted one week sub-
sequent to the learning session, revealed a compelling trend: the performances of
the VR (M= 8.54, SD= 2.62) and VR+Olfactory (M= 9.15, SD= 3.35) groups
converged, with both groups displaying similar rates of correct responses. This
convergence might imply that the addition of olfactory cues does not significantly
enhance immediate recall but may influence long-term retention. Conversely, the
traditional learning group (M= 6.54, SD= 4.48) exhibited a marked decrement
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in performance, indicating a potential erosion of the initial learning advantage
over time as shown in Fig. 4.

Fig. 4. Test Results

Retention Rate Analysis: A more nuanced analysis of retention, juxtaposing
the Immediate with the Delayed Post-Test results, intimates a superior reten-
tion rate within the VR+Olfactory group. This assertion is bolstered by the
relatively diminished word loss percentage in this group compared to their coun-
terparts. Such an observation posits that the integration of olfactory stimuli
within VR learning environments may fortify the retention of linguistic material
over extended periods. In Table 1, it is evident that the VR+Olfactory group
demonstrated the lowest percentage of word loss, thereby indicating the high-
est degree of word retention one week following the experimental procedure, as
illustrated in Fig. 5.

Table 1. Percentage of Words Lost

Non-VR VR VR+Olfactory

Percentage of Words Lost 0.52 0.38 0.33

The constellation of data harvested from this study calls into question the
long-held tenets of traditional learning paradigms, particularly when juxtaposed
with the accumulating body of evidence favoring multisensory learning envi-
ronments. Traditional text-centric pedagogies, while not deficient in facilitating
immediate recall, appear to pale in comparison when it comes to the sustainabil-
ity of knowledge retention over time. The conjunction of Virtual Reality (VR)
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Fig. 5. Percentage of Words Lost

with olfactory cues has emerged as a crucial element in bolstering the consoli-
dation and longevity of memory. This is not a trivial enhancement but a funda-
mental shift in the cognitive engagement with educational material, implicating
the olfactory sense as an anchor for recollection [9]. The observed diminution
in recall ability within the VR Only group is particularly telling, underscor-
ing the significance of a multimodal sensory strategy in learning environments.
It appears that the solitary reliance on visual and auditory stimuli within VR,
though initially engaging, may not suffice for the deeper encoding of information
necessary for long-term retention [19].

In contrast, the integration of olfactory stimuli may serve as a potent
mnemonic device, effectively cementing the learned material in the learner’s
memory through the unique and direct connections the olfactory system has
with the brain’s limbic system, a nexus crucial for memory and learning [20]. The
implications of these findings are profound, suggesting that the immersive VR
learning experiences, when augmented with olfactory cues, could substantially
surpass traditional learning methods in long-term educational outcomes. Such a
multisensory approach could revolutionize the pedagogical strategies employed
across educational sectors [21]. Additionally, the evidence supports the cogni-
tive theory of multimedia learning, suggesting that learning is optimized when
complementary sensory modalities are engaged, allowing for more substantial
cognitive processing [22].

Building upon these insights, the future inclusion of kinesthetic elements
alongside olfactory stimulation within VR environments heralds a new frontier
for language learning, where the embodiment and physicality of interaction are
just as crucial as the sensory inputs [23]. Kinesthetic learning, or tactile engage-
ment, involves the use of muscle memory to reinforce cognitive tasks, such as
writing or speaking a new language [24]. When merged with the evocative power
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of scent and the immersive visual and auditory stimuli of VR, the learning expe-
rience becomes deeply immersive and multi-dimensional [11]. This synergy of
sensory and motor inputs could harness the full spectrum of neuroscience inter-
ventions, aligning with the principles of embodied cognition which posit that
learning is more profound when it engages the whole body [25].

The potential benefits for language acquisition are substantial. By engaging
multiple senses and motor responses, learners can experience a more holistic
grasp of the language context, including cultural nuances and situational appro-
priateness [26]. This multimodal approach could facilitate not just the memo-
rization of vocabulary, but also the intuitive understanding of syntax, grammar,
and usage. The enriched sensory environment of VR, combined with kinesthetic
and olfactory cues, could emulate real-life experiences, allowing learners to prac-
tice language skills in simulated scenarios that feel authentic, thereby enhancing
both acquisition and retention [27]. Future research in this domain could very
well redefine the landscape of language education, transforming how we under-
stand and facilitate the learning process in an increasingly digital world.

6 Conclusion

This investigation has shed light on the considerable promise held by the integra-
tion of olfactory cues with Virtual Reality (VR) for the advancement of language
learning among college-aged individuals. The evidence amassed calls for an essen-
tial reevaluation of entrenched educational paradigms, particularly in the wake
of a growing body of evidence that endorses multisensory learning environments.
Our findings suggest that while traditional text-based instruction may suffice for
immediate vocabulary recall, the assimilation of olfactory stimuli within a VR
framework profoundly amplifies long-term memory retention.

The research demonstrates that VR environments enriched with olfactory
cues offer a more robust framework for memory consolidation than those utilizing
solely visual and auditory stimuli. The observed decline in the VR-only group’s
performance accentuates the importance of integrating multiple sensory inputs
to bolster the effectiveness of virtual learning platforms.

As the trajectory of educational technology arcs towards the future, it is
clear that an experiential learning model, marked by multisensory engagement, is
indispensable. This study champions educational strategies that extend beyond
traditional auditory and visual stimuli, advocating for a more immersive and
comprehensive approach to learning that includes the olfactory dimension. The
ramifications of these findings extend significantly, with the potential to redefine
language education and influence the development of VR applications in diverse
domains.

In advocating for ongoing progress in education, this paper underscores the
necessity of expanding research into multisensory learning and applying such
pedagogical models to a broader demographic. The confluence of VR and olfac-
tory stimuli stands as a promising domain for future research, with the expecta-
tion that continued interdisciplinary study will reinforce and broaden the encour-
aging outcomes of this study. Through such pioneering educational research, we
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may enhance the sensory fabric of learning, offering more profound and effica-
cious educational experiences to learners across the globe.

The present study, therefore, signifies a preliminary step toward a future
where language education is not confined to the visual and auditory realms but
is enriched by the olfactory, providing a richer, more immersive learning experi-
ence. The path ahead is abundant with opportunities for inquiry and innovation
in the field of multisensory VR-enhanced learning, inviting further scholarly
engagement and creativity.

7 Limitation and Future Works

The research presented here is not without its limitations, which in turn lay the
groundwork for future explorations. A significant challenge encountered was the
stability and consistency of the olfactory stimuli. Participants reported variabil-
ity in their perception of the smells, which suggests that the method of delivering
the olfactory stimuli needs refinement to ensure a standardized experience across
different users and sessions. Additionally, the correlation between thematic words
and the corresponding olfactory stimuli faced obstacles, as personal and cultural
differences led to divergent interpretations of how certain concepts, such as “the
sea,” should smell. This variability in olfactory perception highlights the subjec-
tive nature of smell and its associative memories.

Future work in this domain should prioritize the development of consistent
olfactory stimuli, focusing on the design and engineering perspectives to create
more reliable scent delivery mechanisms. This could involve the advancement of
technology to control the intensity and duration of scent release, or the devel-
opment of standardized scent profiles for commonly referenced themes. More-
over, addressing these challenges is of significant consequence, as the relation-
ship between olfactory stimuli and word memory has far-reaching implications,
particularly in the realm of language learning. Enhancing the consistency of
olfactory cues could greatly benefit educational strategies, leveraging the potent
mnemonic influence of smell to reinforce memory retention and recall in language
acquisition. The work of Hubbard et al. in 2017 on enhancing learning through
virtual reality and neurofeedback provides insights into how these technologies
can be integrated for educational purposes [28]. Additionally, Bouzid et al. in
2015 discuss the design of educational technology for specific learning needs,
which can be relevant for incorporating olfactory elements into language learn-
ing tools [29]. Thus, while the current research provides valuable insights, it also
paves the way for transformative advancements in the integration of olfactory
elements into cognitive and educational tools.
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Abstract. This study addresses the gap in understanding the impact of Chat-
GPT, on Java programming language education. We examined ChatGPT’s afinity
on undergraduate Information Systems students learning Java through a mixed-
methods approach. Quantitatively, we assessed constructs like ChatGPT Prompt-
ing Skills, Trust, Objective Values, and their relationship with student satisfaction,
revealing mixed effectiveness. Qualitatively, we explored students’ perspectives,
uncovering insights into ChatGPT’s role in coding support and the nuances of
its educational impact. Our findings indicate that while ChatGPT can enhance
certain aspects of learning, its effectiveness varies with context and task complex-
ity. Key positive findings from the regression analysis indicated that ChatGPT’s
prompting skills positively impacted both Objective and Subjective Values, sug-
gesting a significant role in enhancing students’ understanding and engagement
with programming concepts. This positive influence extends to the relationship
between Subjective Value and Student Satisfaction, highlighting the importance
of students’ subjective experiences in their overall satisfaction with learning pro-
gramming languages. The study contributes to the evolving discourse on AI in
education, highlighting the need to integrate LLMs carefully in educational set-
tings. It underscores the importance of aligning AI tools with specific learning
objectives and outlines implications for educators andAI developers in optimizing
these tools for educational purposes.

Keywords: ChatGPT · Large Language Models · LLM · software development

1 Introduction

Artificial Intelligence (AI) is oriented to comprehend, model, and replicate human Intel-
ligence and cognitive processes into artificial systems. AI covers a wide range of sub-
fields, such as machine learning, perception, natural language processing, knowledge
representation and reasoning, and computer vision, among many others [1].

ChatGPT has gained popularity since its release in November 2022. This Artificial
Intelligence (AI) Large Language Models (LLM) is designed to generate human-like
text based on patterns found in massive amounts of data scraped from the internet.
The increasing integration of AI and machine learning technologies in education has
become an important issue [2]. LLM literacy can be defined as a set of skills that enable
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effective use, such as prompt engineering. Furthermore, as an emerging educational goal,
LLM literacy refers to understanding and interacting effectively with LMM systems in
three aspects: learning about AI, learning how artificial intelligence works, and lifelong
learning with artificial Intelligence [3, 4].

ChatGPT, a generativeAImodel, has demonstrated significant potential in aiding stu-
dents’ problem-solving, knowledge acquisition, and content generation, raising concerns
such as cheating, misinformation, bias, abuse and misuse, and privacy and safety [5].
Prompting skills and trust in AI systems are critical factors influencing the effectiveness
of AI-based educational tools [6]. Prompting training is a form of instruction designed
to enhance the skills and trust in using AI tools, which holds promise in enhancing stu-
dents’ LLM literacy. Exposure to LMM technologies and prompting engineer skills are
essential for improving students’ LMM literacy and preparing them for the demands of
the 21st-century job market [7].

Technology Acceptance Model (TAM) pinpoints technology adoption factors, while
Information Systems Success Model (ISSM) evaluates information system successes [8,
9]. As we constructed in this research, the combined model of TAM and ISSM provides
insights into LLM literacy and its impact on learning and education (see Fig. 1).

This research focuses on the intersection of AI and education, specifically examining
the impact of ChatGPT on undergraduate students learning Java programming language.
The importance of understanding how AI tools can be integrated into educational set-
tings, particularly in disciplines like Information Systems, where programming is a core
skill, cannot be overstated. The study employs a mixed-methods approach, combining
quantitative assessments with qualitative insights, to provide a comprehensive evalua-
tion of ChatGPT’s role in the learning process. By focusing on Java programming, the
research offers insights into how emerging technologies can augment traditional learn-
ing methodologies. The research revealed that ChatGPT’s prompting skills positively
impact Objective and Subjective Values, enhancing understanding and engagement with
programming concepts. A significant correlation was found between Subjective Value
and Student Satisfaction, highlighting the importance of students’ subjective experiences
in their learning satisfaction. Qualitatively, students’ experiences with ChatGPT varied,
providing insights into the practical application of such AI tools in education.

This study contributes to the growing body of knowledge on AI in education. It
provides empirical evidence on the benefits and challenges of integrating AI tools like
ChatGPT in learning environments. It offers valuable guidance for educators and AI
developers in optimizing these tools for educational purposes. The findings underscore
the necessity of aligning AI with specific learning objectives to enhance student learning
experiences effectively.

2 Literature Review

2.1 Large Language Models in Education: Benefits and Concerns

Contemporary research elucidates several benefits of LLMs in the educational sector.
One benefit is personalized learning, where LLMs custom-tailor learning materials and
pedagogical approaches to individual learners augment student engagement and com-
prehension. This bespoke learning is enabled via adaptive learning platforms that exploit
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LLMs to modulate difficulty levels, dispense targeted feedback, and devise individual-
ized learning trajectories [10]. Moreover, LLMs significantly bolster language acquisi-
tion by providing instantaneous feedback onwriting and grammar, enhancing vocabulary
development, and facilitating conversational exercises in foreign languages [11].

Regarding operational efficiency, LLMs expedite routine tasks such as essay grading
and feedback provision, freeing educators to concentrate more on bespoke instruction
and student support [12]. They also facilitate accessibility by translating texts intomyriad
languages, vocalizing content for visually impaired learners, and offering varied formats
for educational materials, thus democratizing education for a diverse learner population
[2, 10]. Additionally, LLMs contribute to content generation, including quizzes, study
guides, and interactive lessons, furnishing educators with supplementary resources to
enrich their pedagogical repertoire [13].

Conversely, applying LLMs in educational contexts is not devoid of concerns and
potential risks. A predominant issue is the potential for bias and unfairness, as LLMs
trained on prejudiced data may perpetuate stereotypes or favor certain viewpoints, pos-
sibly leading to disparities in educational outcomes [14]. Excessive reliance on LLMs
for educational purposes might also hinder the development critical analytical, problem-
solving, and research skills.Hence, promoting a balanced use of technology and fostering
independent learning habits is imperative [15].

The ease of text generation with LLMs introduces challenges concerning academic
integrity, particularly plagiarism and academic dishonesty. Educators are thus compelled
to devise strategies for detecting and mitigating the misuse of these tools [16]. Further-
more, LLMs’ opacity and lack of explainability can impede educators’ ability to assess
student understanding and provide constructive feedback [15]. LLMs’ limitations in
handling complex or nuanced concepts and their lack of adaptability to unforeseen sce-
narios necessitate continual human oversight and intervention in the learning process
[13].

2.2 Large Language Models Literacy During Software Development

Contemporary studies in software development, especially concerning Artificial Intel-
ligence (AI) and emerging technologies, reveal a significant trend toward adopting the
TAM. This adaptation incorporates critical elements such as perceived skills and trust,
recognized as crucial in influencing technology adoption. A recent advancement in this
area is the proposition of an extended TAMmodel, which integrates perceived skills and
trust with factors like individual differences and the learning context. This model mainly
focuses on determining the acceptance of learning applications [2].

Further research delves into the realm of AI-powered recommendation systems,
examining the influence of perceived trust on user satisfaction and engagement. This
study introduces amodel that synergizes perceived trust with traditional TAMconstructs,
including perceived ease of use and usefulness, thereby offering a more holistic under-
standing of user interactionwithAI technologies [17]. The intricate relationship between
AI skills, the appropriateness of technology for specific tasks, and learning performance
in AI-based learning tools is another focal point of recent research. This investigation
underscores the necessity to tailor TAM to address the distinct characteristics of AI
technologies, thereby providing a nuanced understanding of technology acceptance in
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AI-based learning [18]. Additional study presents a framework that encapsulates per-
ceived skills, trust, and other considerations such as perceived security and privacy to
provide a more in-depth understanding of the factors influencing user acceptance of AI
services, highlighting the multifaceted nature of technology adoption [19].

The adapted version of TAMposits two primary factors influencing technology adop-
tion in the context of software development: 1) Perceived Skills, referring to the extent
to which users believe they possess the necessary competencies to utilize technology
effectively, and 2) Perceived Trust, indicating the degree to which users feel confident
in the reliability and integrity of the technology in question. These factors are pivotal
in shaping the development and acceptance of new software models, particularly those
involving AI and LLM technologies.

2.3 Students Experience with Large Language Models During Software
Development

Recent studies have introduced amodified version of ISSM, integrating perceived objec-
tive and subjective values derived from AI and LLMs. This adaptation seeks to encapsu-
late a holistic view of quantifiable benefits and experiential gains from user interactions
with these systems. Investigations into LLM applications for automated feedback in
education revealed how perceptions of the feedback’s precision and utility (objective
value) impact learning outcomes [12]. In language learning, research focused on how
LLMs enhance vocabulary acquisition and writing skills, with findings indicating that
user perceptions of these improvements are crucial for overall system satisfaction [20].
Additionally, studies have explored LLMs’ role in providing socioemotional support
to students, noting that perceptions of reduced stress and increased confidence lead to
heightened knowledge of the system [14]. The significance of building trust in LLMs
within educational settings has also been emphasized, suggesting that such trust con-
tributes to both objective and subjective values experienced by users [13]. Furthermore,
a recent study has studied how users’ acceptance and use of LLMs are influenced by their
skills in system prompting and perceptions of the system’s effectiveness and efficiency
[15].

These collective research efforts highlight the value of adapting the ISSM to the dis-
tinctive context ofAI andLLMsystems. Emphasizing perceived objective and subjective
values offers a more comprehensive understanding of user experiences and benefits from
these technologies. Focusing on system efficiency, skill enhancement, error detection,
desired output generation, and interaction length aligns well with this approach. These
elements are potential metrics for assessing perceived objective and subjective values in
software development tasks. They provide insights into how LLM systems can be opti-
mally designed and deployed to maximize their beneficial impact on users’ experiences
and outcomes.

3 Research Model and Hypothesis Development

Scholarly works have explicitly referenced the application of TAM and ISSM constructs
in their analyses of Large Language Models (LLMs). For instance, Tsai [21] corre-
lates prompting skills with TAM’s fundamental constructs of perceived ease of use and
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perceived usefulness. Similarly, recent study establishes a link between user trust in
LLMs and TAM’s perceived usefulness and ISSM’s system quality metrics [14]. Further
research delves into how elements like explainability, transparency, and trust in AI sys-
tems bear upon user acceptance and their perceived efficacy, employing TAM and ISSM
frameworks in their analysis [14, 22]. Moreover, other research assesses the influence of
social interaction capabilities, content sharing, and community building on user satis-
faction and engagement in AI-based platforms [23]. While some studies do not directly
cite TAM or ISSM, they explore concepts intimately associated with these models. For
example, Bubaš [24] investigates the impact of prompting skills on user satisfaction, an
aspect that resonates with the user satisfaction construct of ISSM.

Although research explicitly addressing the interplay of LLM prompting skills and
user trust within the TAM and ISSM frameworks is in a nascent stage, several studies
offer insightful perspectives on the relationships between these variables. These studies
posit that prompting skills and user trust are instrumental in shaping users’ acceptance,
experiences, and satisfaction with LLMs, echoing the foundational principles of TAM
and ISSM. In identifying the research gap, our study integrates adapted versions of
TAM and ISSM to examine the nexus between ChatGPT literacy, students’ experiences
in learning Java, and their satisfaction, focusing on the role of prompting skills as a
pivotal factor. The conceptual framework is presented in Fig. 1.

Fig. 1. The conceptual framework

Eight hypotheses were formulated for this study, each grounded in relevant literature:
H1: Impact of ChatGPT Prompting Skills on Objective Values
Hypothesis 1 posits that ChatGPT Prompting Skills positively affect the objective

values of students’ experiences in software development. This hypothesis is supported
by Prather [25], who observed enhanced learning outcomes with LLMs in program-
ming education compared to traditional methods. Additionally, Hou [23] suggests that
the automation capabilities of LLMs, such as code review, lead to improved objective
learning outcomes through more personalized feedback and guidance.

H2: Impact of ChatGPT Prompting Skills on Subjective Values
Hypothesis 2 suggests that ChatGPT Prompting Skills positively affect the subjec-

tive values of students’ experiences in software development. This hypothesis is based
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on findings by Essel [27], who found that LLMs in language learning enhanced stu-
dents’ confidence and enjoyment. Carlsson [28] reported improvements in students’
self-efficacy and perceived learning gains due to real-time feedback provided by LLMs.

H3: Influence of Trust in ChatGPT on Subjective Values
Hypothesis 3 posits that trust in ChatGPT positively affects the subjective values

of a student’s experience in software development. This hypothesis is informed by
Huang [14], who found that trust in AI tutors positively influences emotional engage-
ment and learning outcomes. Chan [13] also underscores the significance of user trust
in AI educational tools for fostering positive perceptions and engagement.

H4: Influence of Trust in ChatGPT on Objective Values.
Hypothesis 4 proposes that trust in ChatGPT positively affects the objective values

of a student’s experience in software development. Supporting this hypothesis, Darvishi
[12] suggests that trust in AI-powered feedback systems can lead to higher motivation
and adherence to feedback, potentially enhancing performance.

H5 & H6: Effect of Perceived Values on Student Satisfaction
Hypothesis 5 and Hypothesis 6 assert that perceived objective and subjective values

positively affect students’ satisfaction with ChatGPT in software development. This
notion is backed by recent studies,who identified a positive correlation between students’
perceived learning gains and their satisfaction with AI tools in language learning [29,
30].

H7: Moderating Role of Prompting Training on Objective Values
Hypothesis 7 posits that Prompting Training positively moderates the impacts of

ChatGPT prompting skills on students’ software development experience objective val-
ues. Bernabei [15] suggests that training in effective prompting strategies enhances
LLMs’ effectiveness in learning support. Huang [14] also indicates that guidance on
interacting with AI systems can improve learning outcomes.

H8: Moderating Role of Prompting Training on Subjective Values
Hypothesis 8 suggests that Prompting Training positively moderates the impacts

of ChatGPT trust on students’ software development experience subjective values.
Although research in this area is limited, Ciampa [16] highlights the importance of
developing critical thinking skills alongside trust in LLMs to avoid overreliance.

4 Research Method

This study employed a mixed-methods research design to investigate the relationships
between various educational constructs. Our primary aim was to explore how TAM and
ISSM constructs correlates to each other and contribute to the LLM-driven educational
experience during the software development course. All participants were informed
about the purpose of the research, the voluntary nature of their participation, and their
right to withdraw at any time without any consequences. Consent was obtained before
participation.

Participants and Data Collection. The quantitative phase involves the administration
of surveys to the 78 undergraduate students in the School of Information Systems. The
qualitative phase involves an analysis of students’ answers to open-ended questions to
gain a deeper understanding of the subjective values of their Java studying experiences,
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their trust and satisfaction with ChatGPT, and their prompting skills. Participants were
invited to complete an online survey. The survey ensured anonymity and confidentiality
to encourage honest and accurate responses.

Measurement Instrument. The survey consisted of multiple-item scales for each
construct. Items were designed based on existing literature and tailored to fit the context
of our study. Before the primary survey, a pilot test was conducted with a small group of
students to ensure the clarity and relevance of the survey items. Adjustments were made
based on feedback.

Statistical Analysis Plan. We initially performed Exploratory Factor Analysis (EFA)
to explore the survey items’ underlying factor structure and assess each construct’s
dimensionality. Items with factor loadings above 0.3 were retained for further analysis.
Following EFA, Confirmatory Factor Analysis (CFA) was conducted to test the hypoth-
esized measurement model. This step involved evaluating the model’s fit and refining
the scales based on various fit indices and item loadings. We performed multiple regres-
sion analyses to test the hypotheses related to the relationships between constructs. It
included testing direct effects andmoderation effects where applicable. In addition to the
quantitative analyses, qualitative data was collected and analyzed to understand better
the constructs, especially where quantitative measures indicated limitations. Qualitative
data from the open-ended items are analyzed using content analysis techniques.

5 Research Results

In the initial phase of our statistical analysis, an Exploratory Factor Analysis (EFA)
was conducted to unveil the latent structure of the observed variables derived from
questionnaire responses. Table 1 provides EFA for loadings above 0.3.

In the exploratory investigation, it was observed that ObjVal_Q1 did not load signif-
icantly on any factor. This lack of statistical alignment with the underlying construct of
Objective Value prompted its removal from subsequent analyses. The decision was rein-
forced by the need to improve the scale’s reliability and validity. However, despite Obj-
Val_Q3 exhibiting a loading below the accepted threshold and a high uniqueness value,
it was retained in the CFA (Table 2). This decision was underpinned by its theoretical
importance, as it captured a critical aspect of the Objective Value construct.

The subsequent CFA (Table 2) provided a more stringent test of our hypothesized
measurement model. It was observed that certain items like PrmtSkl_Q2 andObjVal_Q3
exhibited lower-than-expected factor loadings. Nonetheless, they were retained in the
model due to their theoretical relevance. PrmtSkl_Q2, though with a lower loading, was
deemed essential for a comprehensive understanding of the Promoter Skill construct.
The quantitative analysis indicated a need for improvement in the internal consistency
of the ChatGPT Prompting Skills (PrmtSkl) construct. It was echoed in the qualitative
feedback, where students noted specific instances of using ChatGPT. For example, one
student mentioned, “I used ChatGPT for debugging when my code wasn’t running
correctly.”This targeted applicationofChatGPT in coding challenges illustrates its utility
in specific contexts and explains the variability in PrmtSkl’s effectiveness, emphasizing
the context-specific nature of ChatGPT’s educational impact.
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Table 1. Exploratory Factor Analysis (EFA) Results.

Factor Loading Factor 1 Factor 2 Factor 3 Uniqueness

PrmtSkl_Q1 0.596 0.694

PrmtSkl_Q2 −0.332 0.591 0.694

ObjVal_Q2 0.434 0.816

ObjVal_Q3 0.333 0.892

PrmtSkl_Q4 0.416 −0/332 0.623

SubVal_Q1 0.475 0.640

SubVal_Q2 0.497 0.739

PrmtSkl_Q3 0.326 0.367 0.625

ObjVal_Q1 0.883

Trst_Q1 0.364 0.738 0.274

Trst_Q2 0.674 0.547

Trst_Q3 0.370 0.668 0.355

StuSat_Q1 0.699 0.573

StuSat_Q2 0.694 0.541

StuSat_Q3 0.659 0.627

PrmtTrn_Q1 0.585 0.596

PrmtTrn_Q2 0.434 0.381 0.522

PrmtTrn_Q3 0.589 0.595

Similarly, despite its marginal loading, ObjVal_Q3 was considered vital for ensuring
the breadth of the Objective Value construct. The mixed-methods approach of the study,
integrating quantitative results with qualitative insights, was particularly relevant for
the Objective Values construct. The qualitative responses clarified the significant lack of
internal consistency in the Objective Values constructs found in the quantitative analysis.
Students reported instances where ChatGPT’s advice was misaligned with their course-
work requirements. As the student noted, “ChatGPT sometimes missed the mark on our
assignment guidelines,” indicating a mismatch between ChatGPT’s responses and the
specific objectives of programming tasks. This feedback is pivotal in understanding the
quantitative results, suggesting that the effectiveness of ChatGPT in achieving objective
learning outcomes is contingent on its alignment with the educational objectives and
constraints of the task.

While the CFA showed reasonable trust in ChatGPT, the qualitative insights revealed
a spectrum of experiences. A student’s comment: “Sometimes ChatGPT was helpful,
especially in explaining tough concepts,” contrasts with another’s experience: “There
were times when the guidance was not entirely relevant to my specific task.” These
diverse experiences likely contributed to the overall trust ratings and satisfaction levels,
highlighting the nuanced role of ChatGPT in student learning and the importance of
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Table 2. Confirmatory Factor Analysis (CFA) Results.

Indicator CFA Factor
Loading

Cronbach’s Alpha Composite
Reliability

AVE

ChatGPT Prompting Skills 0.4947 0.4269 0.1676

PrmtSkl_Q1 0.38

PrmtSkl_Q2 0.252

PrmtSkl_Q3 0.566

PrmtSkl_Q4 0.377

ChatGPT Trust 0.7454 0.5829 0.3355

Trst_Q1 0.686

Trst_Q2 0.329

Trst_Q3 0.654

Objective Values 0.1737 0.1563 0.0922

ObjVal_Q2 0.38

ObjVal_Q3 0.2

Subjective Values 0.6587 0.5506 0.3817

SubVal_Q1 0.669

SubVal_Q2 0.562

Students’ satisfaction 0.6991 0.7414 0.4906

StuSat_Q1 0.751

StuSat_Q2 0.731

StuSat_Q3 0.611

Prompting Training 0.6309 0.6319 0.3687

PrmtTrn_Q1 0.512

PrmtTrn_Q2 0.718

PrmtTrn_Q3 0.573

aligning its use with the learners’ specific needs. The CFA results also shed light on
the psychometric properties of the measurement scales. The ChatGPT Prompting Skills
(PrmtSkl) construct, measured by four indicators, indicated a need for improvement in
internal consistency, with a Cronbach’s Alpha of 0.4947 and a Composite Reliability
(CR) of 0.4269. The Trust construct showed better internal consistency with a Cron-
bach’s Alpha of 0.7454. However, the Objective Values construct displayed a significant
lack of internal consistency, with Cronbach’s Alpha of 0.1737, suggesting issueswith the
operationalization of this construct. Subjective Values and Students’ Satisfaction con-
structs showed satisfactory internal consistency, with Cronbach’s Alphas of 0.6587 and
0.6991, respectively. The Prompting Training construct also demonstrated good internal
consistency with a Cronbach’s Alpha of 0.6309.



216 I. Aviv et al.

Finally, we conducted a regression analysis, as presented in Table 3.

Table 3. Regression Analysis (EFA) Results

Hypothesis Path
Coefficient

R-squared P-value t-statistic Results

H1: PrmtSkl → ObjVal 0.585 0.101 0.004 2.986 Supported

H2: PrmtSkl → SubVal 0.382 0.060 0.027 2.249 Supported

H3: Trst → ObjVal 0.194 0.040 0.074 1.810 Not Supported

H4: Trst → SubVal 0.228 0.076 0.013 2.554 Supported

H5: ObjVal → StuSat −0.002 0.099 0.982 0.023 Not Supported

H6: SubVal → StuSat 0.257 0.099 0.005 2.916 Supported

H7: PrmtTrn moderates
PrmtSkl → ObjVal

−0.328 0.144 0.287 1.071 Not Supported

H8: PrmtTrn moderates
Trst → SubVal

−0.110 0.262 0.336 0.968 Not Supported

The regression analysis of the study (Table 3) tested seven hypotheses to explore
the relationships between the educational constructs. The results supported the positive
influence of Prompting Skill (PrmtSkl) on both Objective Value (ObjVal) and Subjective
Value (SubVal).

RegardingH1, students often cited instanceswhereChatGPT’s prompting skillswere
beneficial. For example, one student stated, “ChatGPT was great for quick clarifications
on Java concepts.” It aligns with the positive relationship observed in the regression
analysis, indicating that practical prompting skills can enhance objective learning out-
comes. In the context of H2, several students expressed how ChatGPT made learning
more engaging. A student mentioned, “Using ChatGPT made the learning process more
interactive and less monotonous.” This positive sentiment supports the regression anal-
ysis findings, suggesting that ChatGPT’s prompting skills can increase the subjective
value of the learning experience.

Trust was found to have a significant positive effect on Subjective Value (H4) but not
on Objective Value (H3). The mixed effectiveness of ChatGPT, as reported by students,
provides context here. In the H3 context, a student noted, “While I trusted ChatGPT for
basic questions, it sometimes fell short on more complex problems.” This variability in
trust could explain why the regression analysis did not find a significant effect of trust on
objective learning outcomes. On the other hand, regarding H3, students often referenced
trust concerning their comfort and satisfaction with the learning process. “I felt more
confident asking ChatGPT questions I was too shy to ask in class,” said one student. This
increased comfort level aligns with the positive influence of trust on subjective value, as
found in the regression analysis.

Surprisingly, Objective Value did not significantly influence Student Satisfaction
(H5), while Subjective Value did (H6). The qualitative data of H5 highlights the com-
plexity of factors influencing student satisfaction. A student remarked, “Even when the
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information was helpful, sometimes I didn’t feel delighted due to the lack of personal-
ized context.” It indicates that objective value alone might not be a strong predictor of
overall student satisfaction, reflecting the findings from the regression analysis. Regard-
ing H6, students expressed that their satisfaction was closely tied to how subjectively
valuable they found the learning experience. For instance, one student said, “When I
felt engaged and interested, I was more satisfied with my learning.” This positive cor-
relation between subjective value and satisfaction aligns with the regression analysis,
highlighting the importance of subjective experiences in educational satisfaction.

The data did not support the anticipated moderating effects of Prompting Train-
ing. Students’ experiences did not distinctly highlight the role of prompting training in
enhancing the effectiveness of prompting skills (H7). One student mentioned, “I used
ChatGPT the sameway regardless of the training.“ Similar toH7, students did not clearly
articulate a difference in their trust or subjective value based on the level of prompting
training (H8). “My trust in ChatGPT was more about its accuracy, not how well I was
trained to use it,” a student expressed. This sentiment suggests that the moderation effect
of prompting training did not significantly impact the relationship between trust and
subjective value, aligning with the quantitative findings.

6 Discussion and Conclusion

This research represents a significant contribution to the evolving field of AI in education
and LLM literacy by examining the afinity of the usage of LLM on students’ experi-
ence and satisfaction with Java learning. The study aims to provide actionable insights
for educators and curriculum designers, enhance the understanding of LLM’s role in
education, and promote LLM literacy among students.

This study explored the impact of ChatGPT on programming language education
among undergraduate Information Systems students. The quantitative results revealed
mixed effectiveness in ChatGPT Prompting Skills, Trust, Objective Values, and their
influence on student satisfaction. Qualitative insights enriched these findings, offering
a deeper understanding of students’ experiences and perceptions. The qualitative data
highlighted ChatGPT’s role as a supplemental learning tool, handy for coding support
and debugging. It aligns with the positive impact of Prompting Skills on Objective and
Subjective Values but also explains the variability in its effectiveness. Students’ varied
experiences, as expressed in their own words, underscore the importance of context in
utilizing ChatGPT for educational purposes.

The moderate levels of trust in ChatGPT, as indicated by the quantitative data, were
echoed in the qualitative responses. Students expressed confidence in using ChatGPT for
basic queries but reported limitations in more complex scenarios. This nuanced view of
trust is critical in shaping students’ satisfaction with their learning experience. As noted
in some student responses, a significant revelationwas themismatch betweenChatGPT’s
guidance and specific coursework requirements. It highlights a crucial limitation in the
current application of ChatGPT in educational settings and points to the need for more
tailored approaches in integrating AI tools into the curriculum. The study’s findings
suggest that while ChatGPT can be a valuable educational tool, its integration into
programming education should be done thoughtfully, considering the specific needs
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and contexts of the learning objectives. Educators are encouraged to guide students
effectively using such tools and to remain aware of their limitations.

Further research is recommended to explore more refined ways of integrating AI
tools like ChatGPT in educational contexts. Investigations into how these tools can be
better tailored to align with specific educational objectives and learning outcomes would
be particularly valuable.
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Abstract. This study delves into the application of Quantum Machine
Learning to predict student course failures based on their performance
in prerequisite courses. Specifically, we adopt Quantum-enhanced Sup-
port Vector Machines to develop an intelligent system called “Quantum
Course Prophet” to forecast whether a student might fail the numerical
methods course. We used a dataset comprising 103 examples from the
academic histories of students enrolled in the Systems Engineering bache-
lor’s degree program at the University of Córdoba in Colombia. Notably,
the Numerical Methods course involves 10 prerequisite courses in the
latest version of the curriculum. For each course, we included in every
student’s example the highest final grade, the lowest one, and the number
of times the student has enrolled in the prerequisite course. Consequently,
each student is represented by 33 independent variables, with the tar-
get variable indicating whether the student is likely to fail the Numerical
Methods course. To deal with memory constraints, Non-Negative Matrix
Factorization is employed to reduce the dimensions of each example. Fol-
lowing dimension reduction, each variable is rescaled to standardize the
maximum value to 1. The dimension of the input space is determined
through 10-fold cross-validation, resulting in a seven-dimensional input
space. This approach yields a mean accuracy of 73.82%, precision of 70%,
recall of 61.5%, and a harmonic mean of 64.44%. This study underscores
the potential of quantum machine learning as a viable alternative for
addressing real-world problems in the future.

Keywords: Quantum computing · Machine learning · Quantum
machine learning · Matrix factorization · Educational data mining

1 Introduction

Forecasting whether students might fail courses in undergraduate programs is
an active research subject in educational data mining. In this context, failing
means either dropping out or not passing the course. Several studies have widely
focused on online courses [9,13,15,18,19], such as computer networking and web
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design [13], mathematics [19], and STEM (science, technology, engineering, and
mathematics) courses in general [18]. In these previous studies, the endeavor has
been centered on forecasting during the course development phase, instead of
predicting students’ failure before they start their courses. Therefore, the course
failure forecast is based on students’ coursework and learning behavior, which is
evidenced in the number of course views, downloads of content, grades, and so
forth.

Despite predicting course failure throughout the course development being
important, an anticipatory forecast aids stakeholders and policymakers in mak-
ing decisions by providing them with the insights required to elaborate strategies
and precautions to prevent students’ failure in a given course. Thus, there are
studies whose goal is to forecast whether a student might fail before the course
begins, based on their grades in prerequisite courses. To this end, admission test
outcomes are used to predict whether a student might fail courses in mathe-
matics and physics in the first term [2], while admission test outcomes, along
with grades from prerequisite courses, are utilized as input variables for forecast-
ing if a given student might fail the course of numerical methods [3]. However,
improved results are achieved using only grades and additional information from
prerequisite courses as input variables for the forecasting method [4].

In prior research on predicting the possibility of failing a course given previ-
ous prerequisite course performance, several machine learning methods for clas-
sification have been adopted, including artificial neural networks or multilayer
perceptron [3,4,9,13,15,18,22], support vector machines [3,4,9,13,24], logistic
regression [3,9,19,24], decision trees [3,4,9,19,24], ensemble methods with differ-
ent classification methods [13,15], random forest [3,4,9,15,22], gradient boost-
ing [22], extreme gradient boosting (XGBoost) [3,4,15,22], variants of gradient
boosting [22,24], such as CatBoost [7] and LightGBM [10], and Gaussian pro-
cesses for classification [3,4].

Although quantum machine learning has been used for predicting if a student
might fail courses during the first term based on the admission test results [2],
to our knowledge, this method has not been adopted when the input variables
are based on the prerequisite course history. Our study is part of a broader
project called Course Prophet [3,4], whose goal is to design an intelligent system
that early alerts policymakers and stakeholders to students at risk of failing the
Numerical Methods course in the bachelor’s degree in Systems Engineering at the
University of Córdoba in Colombia. Thus, in our study, we ponder the following
question: Might the intelligent system based on quantum machine learning be
more accurate at detecting students at risk than the one studied in [4]?

To answer the above-mentioned question, we adopted the same data repre-
sentation proposed in [4], where the input variables used for each prerequisite
course are as follows: the variables xi,j and xi,j+2 represent the highest and
lowest final grades obtained by the ith student in the jth course, while xi,j+1

denotes the number of semesters the ith student has enrolled in the jth course.
If the ith student passes the jth course upon the first enrollment, xi,j and xi,j+2

will have the same value, and xi,j+1 is equal to one. We assume that there
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are 11 prerequisite courses required for succeeding in the numerical methods
course, namely, linear algebra, calculus I, II, III, physics I, II, III, introduction
to computer programming, computer programming I, II, and III. There are three
variables for each prerequisite course, resulting in 33 variables representing the
student’s prerequisite course history.

On the other hand, we shall denote the target variable as yi, where it takes the
value of one if the ith student has either failed or dropped out of the numerical
course the first time it is enrolled (i.e., a positive example, or yi = 1), or minus
one otherwise (i.e., a negative example, or yi = −1). To formalize the problem,
let D be the dataset that represents the academic history of several students, or
the training dataset, i.e., D = {(xi, yi)|xi ∈ X ∧ yi ∈ −1, 1}, where X ⊂ R

D.
Regarding the previous example, the variables xi,j , xi,j+2 ∈ [0, 5] are constrained
according to the Colombian grade conventions, i.e., 5 is the highest possible
grade, whereas 0 is the lowest possible one. Moreover, xi,j+1 ∈ Z

+ ∪ 0 is a
positive integer number or zero if the student has never enrolled in the jth course.
Therefore, the problem is finding a function g : X → R such that it maps the
input variables, corresponding to the academic histories, to the aforementioned
target variable, based on the training dataset. Hence, g(xi) is positive as long
as the ith student is classified as at-risk of failing the numerical methods course;
otherwise, g(xi) is negative.

The contribution of this study is twofold: firstly, we propose the design of
a hybrid intelligent system called Quantum Course Prophet, based on quan-
tum and classical machine learning, that predicts whether a student might
fail the numerical methods course based on their performance in prerequisite
courses. Secondly, the results of an experimental validation reveal that quantum-
enhanced support vector machines yield a mean accuracy of 73.82%, mean pre-
cision of 70%, mean recall of 61.5%, and an average harmonic mean of 64.44%.

The remainder of this paper is outlined as follows: the architecture of Quan-
tum Course Prophet is presented in Sect. 2. Each input variable is encoded into
a quantum bit (qubit), requiring 33 qubits for all input variables. However, we
employ Non-Negative Matrix Factorization to reduce the dimensions of each
example due to memory constraints; thus, this method is explained in Sect. 3.
The quantum machine learning method used in our study, quantum-enhanced
support vector machines, is described in Sect. 4. The validation process con-
ducted to test the methods used in our study is presented in Sect. 5. We present
and analyze the results of the study in Sects. 6 and 7, respectively. In Sect. 8, we
conclude the discussion about the results, present the novelty of our study, and
discuss perspectives for future research.

2 Nuts and Bolts of Quantum Course Prophet

In this section, we present the key components of the Quantum Course Prophet
system. These components are depicted in Fig. 1, with each one explained as
follows:
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– Repository of students’ academic history: This is the set of records that stores
the final grades achieved by each student in every enrolled course.

– Preprocessor: This component retrieves the dataset from the repository and
formats it, as explained in the introductory section. Subsequently, it reduces
the dimensionality of the input vector space. Finally, it rescales every variable,
ensuring that the maximum value for each one is standardized to 1.

– Quantum Machine Learning Classifier: This component classifies each student
in the repository as either at-risk of failing the numerical methods course or
not. Every student at risk is included in the output of this component.

Fig. 1. The architecture of Quantum Course Prophets: The academic history is used
to predict whether a student might fail the numerical methods course. The output of
the intelligent system is a list of those students at-risk.

3 Dimensionality Reduction Method

In order to explain this method, we represent the independent variables in
matrix form. Each column corresponds to the original D-dimensional vector
from the dataset. Let X ∈ R

D×n be a D × n-dimensional matrix such that
X = [x1 . . . xn], where each xi denotes the ith vector in the dataset.

Non-negative matrix factorization is a method used to decompose a non-
negative matrix into two non-negative matrices of lower rank, which are referred
to as factor matrices [11]. Given the matrix X, the objective is to find two non-
negative factor matrices W and Z such that their product approximates the
non-negative matrix X as closely as possible. Therefore, we seek W ∈ R

D×d and
Z ∈ R

d×n, where d represents a lower-dimensional space for the independent
variables (i.e., d < D), such that X ≈ WZ. The objective function for this task
is defined as follows:

min
W,Z

J(W,Z) =
1
2
||WZ − X||2F , (1)

subject to the constraints W,Z ≥ 0, where the factor of 1/2 is included for
later convenience. Therefore, the Lagrangian is defined as follows:
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L(W,Z,Θ,Ω) = J(W,Z) + Tr(ΘWT ) + Tr(ΩZT ), (2)

where the entries of both matrices Θ ∈ R
D×d and Ω ∈ R

d×n are Lagrange
multipliers.

So, in order to calculate the factor matrix W, we set the derivative of Eq. (2)
with respect to W equal to zero as follows:

∇WL(W,Z,Θ,Ω) = (WZ − X)ZT + Θ = 0 (3)

Because of the distributive property of addition over multiplication, we
obtain:

WZZT − XZT + Θ = 0 (4)

By applying the Hadamard product (aka, matrix element-wise product)
between Eq. (4) and W, we get:

(WZZT − XZT + Θ) 
 W = 0 (5)

Regarding the Karush-Kuhn-Tucker condition Θ 
 W = 0, we obtain the
following result:

(WZZT )ijWij − (XZT )ijWij = 0,∀i = 1, . . . , D, and ∀j = 1, . . . , d (6)

From the latter equation, the updating rule for calculating W is as follows:

Wij = Wij
(XZT )ij

(WZZT )ij
,∀i = 1, . . . , D, and ∀j = 1, . . . , d (7)

On the other hand, to calculate Z, we set the derivative of Eq. (2) with
respect to Z equal to zero as follows:

∇ZL(W,Z,Θ,Ω) = WT (WZ − X) + Ω = 0 (8)

By applying the distributive property of addition over multiplication, we
arrive at the following equation:

WT WZ − WT X + Ω = 0 (9)

Next, we apply the Hadamard product between the matrix Z and Eq. (9),
yielding:

(WT WZ − WT X + Ω) 
 Z = 0 (10)

Ω 
 Z = 0 due to the Karush-Kuhn-Tucker condition; therefore:

(WT WZ)ijZij − (WT X)ijZij = 0,∀i = 1, . . . , d, and ∀j = 1, . . . , n (11)
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From Eq. (11), we obtain the following updating rule to calculate Z:

Zij = Zij
(WT X)ij

(WT WZ)ij
,∀i = 1, . . . , d, and ∀j = 1, . . . , n (12)

The factorization algorithm consists of minimizing Eq. (2). The first step is
initializing W to small and positive random values. Then, it starts a loop, where
Z is updated using Eq. (12). In the next step, W is updated given the values of
Z and X by using Eq. (7). The algorithm ends when it converges to the solution.
Further details about Non-Negative Matrix Factorization algorithms and their
implementation have been broadly discussed in the literature [5,11,12].

Thus, from the original dataset D, the resulting one, denoted as Dd, has
a lower dimensionality and is defined as follows: Dd = {(zi, yi)|zi ∈ Z ∧ yi ∈
{−1, 1}}

Finally, in order to calculate the lower dimensional representation z′ ∈ Z of
a new example x′ ∈ X , given the factor matrix W, we must find a vector z′ such
that Wz′ = x′. Isolating the vector z′ yields:

z′ = (WT W)−1WT x′ (13)

4 Classification Method

Once the vector representation of the ith student’s prerequisite performance is
calculated in a lower-dimensional space, i.e., zi, the goal is to find the prediction
function g : Z → R such that g(zi) is positive if the ith student is at-risk;
otherwise, g(zi) is negative. The method adopted in our study to determine this
function is known as Quantum-enhanced Support Vector Machines (QSVMs).
This method is based on the theoretically well-motivated and state-of-the-art
classifier called Support Vector Machines (SVMs), proposed in 1995 by Cortes
and Vapnik [6].

SVMs is a margin-based classification method, as illustrated in Fig. 2, where
the goal is to find a decision boundary hyperplane that separates positive exam-
ples (denoted as ⊕ in the figure) from negative ones (represented as ). The
decision boundary is the continuous straight line between the dashed lines in the
figure, which is defined as g(z) = 0, while the right and left margins are defined
as g(z) = 1 and g(z) = −1, respectively. Thus, the prediction function is defined
as follows:

g(z) = βT z + β0, (14)

where β is a d-dimensional vector in the same space as z, i.e., β ∈ Z, and
β0 is a scalar, i.e., β0 ∈ R. Above the decision boundary, the prediction function
is positive, i.e., g(z) > 0, whereas below the decision boundary, the prediction
function is negative, i.e., g(z) < 0.

Finding the prediction function in (14) involves calculating β and β0. To this
end, the margin size ρ is maximized while ensuring that the prediction function



226 I. Caicedo-Castro

classifies every vector properly, i.e., g(zi)yi ≥ 1 for i = 1, . . . , n. The margin is
maximized because there is an inversely proportional relationship between the
margin size and the norm of the vector β. The larger the margin, the smaller
the norm of β, as we shall see later.

Fig. 2. The vectors on the upper green dashed line and above are the positive examples,
i.e., students who have failed the numerical methods course, while those ones below
the lower green dashed line are negative examples. In this figure, green dashed lines
are margins, whereas the continuous thick line is the decision boundary. Those vectors
along the green dashed line, represented through double-circled green examples, are
the support vectors. (Color figure online)

In order to understand the aforementioned relationship, let us notice that
the vector β is orthogonal to the decision boundary. This can be observed in
Fig. 2, where β is perpendicular to the vector zj − zi, which is parallel to the
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decision boundary, and the inner product between both vectors is zero, i.e.,
g(zj)− g(zi) = βT (zj −zi) = 0. Therefore, z⊥ = zi + ρ

||β||β. Subtracting zi from
both sides and multiplying the equation by 1

||β||β
T , we obtain:

ρ =
βT z⊥ + β0

||β|| =
1

||β|| (15)

So, we minimize ||β|| in lieu of maximizing the margin size ρ, as follows:

min
β

||β||2
2

subject to g(zi)yi ≥ 1∀i = 1, . . . , n (16)

Where the factor 1/2 is used for later convenience, and the squared Euclidean
norm of β (i.e., ||β||2) is convex. Thus, using Lagrange multipliers α1, . . . , αn,
the objective function is defined as follows:

min
β

L =
||β||2
2

−
n∑

i=1

αi[yi(βT zi + β0) − 1] (17)

By setting the derivative of the objective function in (17) with respect to β
and β0 equal to zero, we obtain:

β =
n∑

i=1

αiyizi (18)

n∑

i=1

αiyi = 0 (19)

Substituting (18) and (19) into (17), we obtain the dual form of the objective
function:

max
α1,...,αn

LD =
n∑

i=1

αi − 1
2

n∑

i=1

n∑

j=1

αiαjyiyjzT
i zj (20)

subject to the constraints αi ≥ 0, for i = 1, . . . , n, and
∑n

i=1 αiyi = 0.
The latter is a quadratic programming problem that satisfies the Karush-Kuhn-
Tucker conditions, namely:

αi ≥ 0 (21)

yig(zi) ≥ 0 (22)

αi[yig(zi) − 1] = 0. (23)

Regarding the latter condition, for every vector, either αi is zero or the
product yig(zi) = 1. Thus, those vectors in the margin that satisfy yig(zi) = 1
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Fig. 3. Considering the soft-margin classifier, there are five possible cases: in (a), the
vector is positive example on the right side and on the margin, so ξi = 0. In (b),
the vector is a positive example on the correct side above the right margin, whose case
yig(z) ≥ 1 and ξi = 0. In (c), the vector is a positive example on the decision boundary,
thereby, ξi = 1. In (d), the vector is a positive example on the right side, between the
margin and the decision boundary, where ξi = 1 − g(zi), hence, 0 ≤ ξi ≤ 1. Finally, in
(e), the vector is a negative example on the wrong side above the decision boundary,
above the decision boundary instead of below of it, where ξi = 1+ g(zi), hence, ξi ≥ 1.
The latter case corresponds to students with a poor performance during their academic
history (e.g., failed prerequisite courses several times), yet they passed the numerical
methods course.

are called support vectors, giving the name to the classification method, and
correspond to those Lagrange multipliers that are not equal to zero, i.e., αi �= 0.

Nevertheless, in the real-world context, there are exceptions, or students that
succeed in the numerical methods course despite their poor performance during
prerequisite courses. So far, we assumed that the vectors can be linearly separa-
ble; however, because of the exceptions, an exact separation might lead to poor
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generalization. To face this problem, henceforth, we assume that some vectors
can be on the wrong side of the margins, i.e., the vector is misclassified, although
including a penalty ξi, which is a slack variable, where i = 1, . . . , n, and there is
a slack variable per training vector. Thus, the further the distance between the
wrongly classified vector and the decision boundary is, the larger the penalty
is. Figure 3 illustrates the possible values of the slack variable depending on the
aforementioned distance. As a consequence, the constraint in the optimization
problem expressed in (16) is relaxed using the slack variable as follows:

yig(zi) ≥ 1 − ξi, (24)

where i = 1, . . . , n, ξi = 0 as long as the vector zi has been correctly classified;
otherwise, either the vector is also on the right side of the decision boundary
but inside the margin, i.e., 0 ≤ ξi ≤ 1, or the vector is wrongly classified, i.e.,
ξi > 1. So, the soft error is the sum of the slack variables (

∑n
i ξi), and the goal

is maximizing the margin while each slack variable penalizes every vector that
lies on the wrong side of the margins as follows:

min
β

||β||2
2

+ C

n∑

i=1

ξi subject to g(zi)yi ≥ 1 − ξi,∀i = 1, . . . , n (25)

where C > 0 is the regularization parameter, that controls the trade-off
between the soft error minimization and margin maximization (or model com-
plexity). The larger C is, the higher the penalty is for non-separable vectors.
Indeed, if C is too large (e.g., C → ∞), there will be a vast amount of support
vectors, and the classifier might overfit. This hyper-parameter is chosen using
cross-validation.

So now, we aim to minimize (25) subject to the constraints in (24) and ξi ≥ 0.
Hence, the objective function using Lagrange multipliers is defined as follows:

min
β

L =
||β||2
2

+ C

n∑

i=1

ξi −
n∑

i=1

αi[yi(βT zi + β0) − 1 + ξi] −
n∑

i=1

μiξi (26)

where Lagrange multipliers are either positive or equal to zero, i.e., αi ≥ 0 and
μi ≥ 0 for i = 1, . . . , n. Moreover, the following Karush-Kuhn-Tucker conditions
hold in the later quadratic programming problem:

αi ≥ 0 (27)

yig(zi) − 1 + ξi ≥ 0 (28)

αi[yig(zi) − 1 + ξi] = 0 (29)

μi ≥ 0 (30)
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ξi ≥ 0 (31)

μiξi = 0 (32)

where i = 1, . . . , n. Thus, setting the derivative of (26) equal to zero with
respect to β, β0, and ξi yields:

β =
n∑

i=1

αiyizi (33)

n∑

i=1

αiyi = 0 (34)

αi = C − μi (35)

By substituting (33), (34), and (35) into (26), we obtain:

max
α1,...,αn

LD =
n∑

i=1

αi − 1
2

n∑

i=1

n∑

j=1

αiαjyiyjzT
i zj , (36)

which is the dual objective function that we aim to maximize subject to the
constraints 0 ≤ αi ≤ C, for i = 1, . . . , n, and

∑n
i=1 αiyi = 0. Here, αi ≥ 0

because of (35) and μi ≥ 0. This forms a constrained quadratic programming
problem that may be solved through algorithms such as sequential minimal opti-
mization. For further details about SVMs, see [14].

On the other hand, when vectors in the input space (Z) are not linearly
separable by any possible decision boundary, we may cope with this problem
by harnessing the kernel trick. Thus, in (36), let us focus on the inner product
between vectors zi and zj , for i, j = 1, . . . , n. This is noteworthy because it allows
us to use the kernel trick, which consists of replacing the inner product with a
kernel function to map input variables into a higher dimensional space, where the
problem might be linearly separable, hence, easier to solve. Therefore, this is the
part where we adopt quantum kernels rather than classical kernel functions to
accomplish the goal of our study (e.g., radial basis function, sigmoid, polynomial,
or a combination of these kernels).

The quantum kernel consists of mapping the classical input space Z, obtained
from the matrix factorization method, to a Hilbert space using the quantum
feature mapping function φ(z), resulting in the following kernel function:

k(zi, zj) = |〈φ(zi)|φ(zj)〉|2 (37)

where φ represents the quantum feature map, 〈φ(zi)| denotes the quantum
state produced by the vector zi, and 〈φ(zi)|φ(zj)〉 measures the overlap between
two quantum states, 〈φ(zi)| and 〈φ(zj)|, reflecting the inner product between
both vectors and indicating their similarity or correlation. Each component in
the input vector corresponds to a qubit, and quantum circuits, such as the
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one depicted in Fig. 4, are employed to map the input vector into a higher-
dimensional space. Thus, this approach focuses on leveraging a quantum state
space for the independent variables. For further details, refer to [8]. To imple-
ment this, we utilized the ZZ feature mapping, a well-established feature map-
ping in Qiskit, a prominent open-source software development kit. This mapping
enables the encoding of d components of the input vector across d qubits. Qiskit
offers a comprehensive toolkit with a diverse range of quantum gates and circuits
designed for various computational tasks [20]. For additional information about
the ZZ feature mapping, please consult the documentation available on the Qiskit
website [21]. In the context of representing qubits as normalized complex-value
space vectors, we individually rescaled each component of every input vector
to ensure that the maximum value for each variable was standardized to 1, as
qubits are unit vectors in a two-dimensional complex-valued Hilbert space.

Fig. 4. Quantum circuit for the kernel, that includes three qubits, one repetition, and a
linear entanglement strategy. Here ϕ is a classical non-linear function, where ϕ(a) = a
and ϕ(a, b) = (π − a)(π − b).

5 Validation Method and Experimental Setting

In our study, we validated the methods described in the preceding sections using
a dataset gathered by Caicedo-Castro [4]. This dataset was collected through a
survey conducted among students of systems engineering at the University of
Córdoba in Colombia. To safeguard the privacy of participants, the dataset has
been anonymized, with only students’ grades being retained. Personal informa-
tion, such as identification numbers, names, gender, and economic stratum, has
been omitted.

The dataset consists of 103 instances, each with 33 input variables along with
their corresponding target variable. In Fig. 5, the proportion of positive instances
(students who failed the numerical methods course) and negative instances (stu-
dents who passed the course) is depicted through a pie chart. The chart illustrates
that the dataset is reasonably balanced, albeit with a slightly higher number of
negative examples. This suggests that more students successfully passed the
course compared to those who failed.

We used this dataset to validate the methods described in Sects. 3 and 4. To
achieve this, we adopted the K-fold cross-validation (KFCV) technique, which
systematically tests the quantum classifier K times using K different datasets
for training and validation. This involved splitting the dataset Zd into K equal
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Fig. 5. Distribution of student outcomes in the numerical methods course dataset. The
chart pie illustrates that 41 out of 103 students who participated in the study failed
the numerical methods course (39.81% of the surveyed students), whereas 62 out of
103 students passed the course (60.19% of the sample).

parts, denoted as Zd
k , where k ranges from 1 to K. During each iteration, one of

the K parts was set aside as the validation set, while the remaining K − 1 parts
were used for training the classifier.

V1 = Zd
1 and T1 = Zd

2 ∪ Zd
3 ∪ · · · ∪ Zd

K

V2 = Zd
2 and T2 = Zd

1 ∪ Zd
3 ∪ · · · ∪ Zd

K

...
VK = Zd

2 and TK = Zd
1 ∪ Zd

2 ∪ · · · ∪ Zd
K−1

Here, Vk and Tk denote the validation set and training set, respectively, for
each iteration where k ranges from 1 to K. Following K tests, accuracy, precision,
recall, and harmonic mean are computed, and the mean of each measure is
subsequently determined.

In our study, we selected for K to be 10, aligned with the choice made in [3,4].
This setting facilitates direct comparison with the results obtained in [4].

During the validation, we also seek to identify the most effective hyper-
parameters, including the number of dimensions, the regularization parameter,
and the entanglement strategy. Specifically, six entanglement strategies were
examined::

– Full Entanglement: All qubits are entangled with each other.
– Linear Entanglement: The ith qubit is entangled with the i + 1th qubit for

all i ∈ {1, 2, . . . , d − 2}, where d represents the number of qubits.
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– Reverse Linear Entanglement: Similar to linear entanglement, but the entan-
glement order is reversed.

– Pairwise Entanglement: This involves two layers of entanglement. In the first
layer, even-indexed qubits are entangled with their successive qubits, while
odd-indexed qubits are entangled in the second layer.

– Circular Entanglement: Similar to linear entanglement, but the first and last
qubits are also entangled.

– Shifted-Circular-Alternating: This strategy, based on a circuit proposed
in [23], involves circular entanglement with shifting entanglement connections
between the first and last qubits and alternating control and target qubits in
each block.

We used Python to write the source code of the test bed and experiments.
Besides, we used Scikit-Learn Scikit-Learn library [16], Google Colaboratory [1],
Qskit library, and the quantum computing simulator known as Aer [20].

6 Results

The results of the experiments are shown in Table 1, where the best outcomes
are achieved with a regularization parameter (C) greater than one. This result
is consistent with the context of the problem, where some students passed the
numerical methods course despite their poor performance during their academic
history, and vice versa.

An increase in the regularization parameter C from 4 to 8 resulted in
improved accuracy but a decrease in recall and, consequently, the harmonic
mean (F1 score). This trade-off suggests that higher values of C prioritize accu-
racy at the expense of correctly identifying positive instances, which impacts
the overall model performance. These observations were consistent across our
validation experiments.

The linear entanglement strategy performed better than the others, hence,
the results shown in Table 1 correspond to this setting. Other hyper-parameter
configurations were omitted from the results due to their comparatively poorer
performance across various metrics.

The Quantum-enhanced Support Vector Machines (QSVMs) exhibited higher
precision and accuracy compared to recall, which is reflected in the lower har-
monic mean across most hyper-parameter settings. This discrepancy is further
elucidated by the confusion matrix presented in Table 2, where a notable number
of false negative examples contributed to the decrease in recall. Specifically, 16
out of 41 students were incorrectly classified as negative examples, indicating
that 39% of students at risk of failing the numerical course were not accurately
identified during the 10-fold Cross-Validation. The confusion matrix was gener-
ated using the hyper-parameter setting that yielded the highest harmonic mean,
corresponding to C = 4 and d = 7. This setting was chosen as it strikes a balance
between precision and recall, as reflected by the harmonic mean.

The results in both tables also demonstrate consistency regarding precision,
as indicated by the lower number of false positive examples compared to false
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Table 1. Performance of quantum-enhanced support vector machines.

d C MA (%) MP (%) MR (%) AF1 (%)

2 0.125 66.09 65 17 27

2 0.25 67 66.67 20 29.71

2 0.25 67 66.67 20 29.71

2 1 67 66.67 20 29.71

2 2 65 56.67 20 28.38

2 4 66.82 66.67 27 36.05

2 8 69.73 77.5 34.50 44.5

2 16 69.82 77.5 34.5 44.5

2 32 69.73 75.83 34.5 45.02

3 1 67.73 66.67 28.5 37.95

3 2 68.73 75 32 42.48

3 4 67.73 80 29.5 40.48

3 8 68.73 80.83 32 43.02

3 16 67.73 70.83 29.5 39.02

4 1 67.91 70.83 31.5 41.4

4 2 67 67.5 31.5 40.69

4 4 66 64.17 36.5 45.07

4 8 62.18 55.83 31.5 38.88

4 16 64.09 64.33 34 42.05

7 0.5 60.91 15 10 11.9

7 1 71.73 71.67 45.5 56.62

7 2 72.73 71 56.5 61.67

7 4 73.82 70 61.5 64.44
7 8 74 71.79 59 63.19

7 16 73.91 70.95 61.5 64.42

7 32 73.91 70.95 61.5 64.42

8 1 70.09 63 52 54.32

8 2 67.09 56.5 57 55.2

8 4 64.27 51.33 57 53.1

8 8 67.18 53.17 59.5 55.27

8 16 67.18 53.17 59.5 55.27

9 1 70 72.5 32.5 41.83

9 2 73 75.83 51.5 60.36

9 4 71 70.83 51.5 58.69

9 8 71.91 68.33 56.5 61.43

9 16 71.91 68.33 56.5 61.43
MA stands for Mean Accuracy
MP stands for Mean Precision
MR stands for Mean Recall
AF1 is the Average Harmonic Mean (F1)
d represents the dimensionality size of the input
space Z
C is the regularization parameter
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Table 2. Confusion matrix illustrating the performance of Quantum-enhanced Support
Vector Machines.

True Class Forecasted Class Total
Student without Risk Student at Risk

Student without risk 51 11 62

Student at risk 16 25 41

Total 67 36 103

Fig. 6. Receiver Operating Characteristics (ROC) curve for the Quantum-enhanced
Support Vector Machines (QSVMs). The ROC curve above the diagonal dashed line
illustrates that the QSVMs method outperforms guessing at random.

negative instances. It is noteworthy that during the 10 validations, the system
incorrectly classified 11 out of 61 students as being at risk, despite them not
being so. This indicates that approximately 17% of students without risk were
incorrectly identified as potentially failing the numerical methods course.

Thus, with the above-mentioned hyper-parameter setting, we obtained the
Receiver Operating Characteristics (ROC) curve for the QSVMs, depicted in
Fig. 6. The area of the curve exceeds 0.5, which implies that QSVMs predictions
are better than guessing at random.
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7 Discussion

In our study, we opted for the hyper-parameter setting that maximizes the high-
est harmonic mean (F1) when designing the Quantum Course Prophet to keep
the trade-off between precision and recall. While other settings yield higher pre-
cision or accuracy, reaching values of 80.83% and 74%, respectively. It is essential
to consider that a system with high precision but poor recall might overlook stu-
dents at risk who need support. Whereas, a system with poor recall but high
precision may flag students as at-risk who are not truly facing academic chal-
lenges.

The Quantum Course Prophet prototype achieved lower accuracy and har-
monic mean compared to its classical counterpart, as proposed by Caicedo-
Castro [4]. Despite these figures, using the same validation scheme and dataset,
there is no solid statistical evidence indicating significant differences among the
measures in both systems (see Table 3).

In the configuration with fewer components in the input space (d = 3),
the system achieved higher precision at the expense of accuracy, recall, and
consequently, the harmonic mean. Besides, Table 3 presents statistical evidence
indicating that the classical system outperforms the quantum system in terms
of accuracy, recall, and harmonic mean, while there are no significant differences
in precision.

In Table 3, the configuration corresponding to a relaxed regularization (i.e.,
C = 8) and seven dimensions in the input space enables the system to achieve
slightly greater accuracy compared to the configuration with stronger regular-
ization (i.e., C = 4), albeit at the cost of recall and the harmonic mean. How-
ever, there are no statistically significant differences in the performance of both
systems. It is noteworthy that relaxed regularization might lead to overfitting,
potentially causing the system to fail at accurately predicting new input data.
Therefore, we opted for the stronger regularization setting for Quantum Course
Prophet.

Additionally, the reduction in the dimensionality of the input space may have
a detrimental effect on the accuracy and other characteristics of the Quantum
Course Prophet. This is because valuable information may be lost during the
process, despite the removal of noise from the original input data. Therefore, the
only way to make a fair comparison between models is to use the original input
space during validation. However, this approach is computationally costly and
unfeasible when using an emulator, such as the one utilized in our study. Unfor-
tunately, using two or three dimensions for visualizing the decision boundary to
analyze latent factors may be constrained by the accuracy of such settings, as
demonstrated in Table 1, potentially leading decision-makers to incorrect con-
clusions.

Furthermore, the Course Prophet prototype proposed in [4] is based on Gaus-
sian Processes (GP), providing users with information about the probability of
failing the course. This feature aids decision-making. In contrast, the proto-
type of its quantum counterpart, proposed in our study, relies on Quantum-
enhanced Support Vector Machines (QSVMs), which are not inherently prob-
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abilistic machine learning methods. As a result, the Quantum Course Prophet
prototype cannot provide users with information regarding the probability of a
student failing the numerical methods course. However, this limitation is miti-
gated by leveraging Platt scaling [17] to estimate probabilities from the decision
values of the QSVMs, as it is internally implemented in the Scikit-Learn library.

Adopting QSVMs for implementing Quantum Course Prophet offers two sig-
nificant advantages. Firstly, QSVMs leverage quantum parallelism, potentially
accelerating both the training and forecasting processes. This inherent quantum
advantage can lead to significant time savings compared to classical methods.
Secondly, QSVMs hold promise for scalability in quantum computation. As error
correction techniques advance, the scalability of quantum computers is expected
to improve, allowing QSVMs to handle larger datasets more effectively. This
scalability is particularly crucial as GP face challenges with the construction of
the Gram matrix, limiting the scalability. Finally, ongoing research in quantum
machine learning suggests that QSVMs will continue to improve in performance,
paving the way for even greater advancements in the foreseeable future.

Table 3. Results of the t-test on Mean Accuracy (MA), Mean Precision (MP), Mean
Recall (MR), Average Harmonic Mean (AF1) to compare the Gaussian Processes for
Classification (GP) adopted in [4] with Quantum-enhanced Support Vector Machines
(QSVM).

Metric Classifiers p-value Is it statistically significant?
GP QSVMs

C = 4, d = 7

MA (%) 80.45 73.82 0.33 No
MP (%) 81.33 70 0.18 No
MR (%) 66.5 61.5 0.63 No
AF1 (%) 72.52 64.44 0.39 No

C = 4, d = 3

MA (%) 80.45 68.73 0.03 Yes
MP (%) 81.33 80.83 0.84 No
MR (%) 66.5 32 1.94 × 10−3 Yes
AF1 (%) 72.52 43.02 3.44 × 10−3 Yes

C = 8, d = 7

MA (%) 80.45 74 0.31 No
MP (%) 81.33 71.79 0.21 No
MR (%) 66.5 59 0.48 No
AF1 (%) 72.52 63.19 0.31 No
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8 Conclusions

In our study, we have designed an intelligent system called Quantum Course
Prophet, leveraging Quantum-enhanced Support Vector Machines (QSVMs), to
address a real-world issue in education. Specifically, our system predicts whether
a student is at risk of failing the numerical methods course based on their per-
formance in prerequisite courses. To our knowledge, the adoption of quantum
machine learning for this specific problem in the field of educational data mining
has not been explored previously.

Our study indicates that the differences in accuracy, precision, recall, and
harmonic mean between QSVM and Gaussian Processes (GP) are not statis-
tically significant. While previous research by Caicedo-Castro [4] suggests that
GP classifiers outperform various machine learning methods for the problem at
hand, QSVM presents a viable alternative due to its potential scalability bene-
fits with quantum computing. Despite not conclusively demonstrating superior
accuracy in this domain compared to classical machine learning, our findings
highlight the need for further investigation to draw more definitive conclusions.

In future research endeavors, it would be valuable to conduct empirical vali-
dations utilizing alternative techniques for reducing the dimensionality of input
spaces. This could involve exploring methods such as Principal Component
Analysis (PCA), kernel PCA, autoassociative neural networks, among others,
to assess their efficacy in improving model performance.

Additionally, there is merit in validating QSVMs on actual quantum comput-
ers, as opposed to relying solely on emulators. Leveraging the inherent parallelism
of quantum computing could significantly accelerate both training and predic-
tion processes, offering valuable insights into the practical benefits of quantum
approaches.

Exploring novel quantum kernels represents another promising avenue for
future investigation. By designing and evaluating new quantum circuit-based
kernels, researchers can assess the potential for these novel approaches to out-
perform classical machine learning methods, thereby pushing the boundaries of
quantum-enhanced learning.

Expanding the size of the dataset used in evaluations could provide further
insights into the scalability and generalizability of QSVMs. A larger dataset
would enable a more comprehensive evaluation across various scenarios, yielding
deeper insights into the robustness and performance of these models.

Lastly, there is scope for exploring hybrid quantum-classical machine learning
methods in future research. This could involve integrating quantum techniques,
such as parameterized quantum circuits, into classical neural networks. Such
hybrid models offer probabilistic outputs, which are invaluable for risk assess-
ment tasks such as predicting the likelihood of failing the numerical methods
course.
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Abstract. In the context of engineering education, the utilization of generative
artificial intelligence (AI) holds significant promise for enhancing learning expe-
riences. This article presents a compelling case study designed to assess the profi-
ciency of engineering students in employing generative AI, particularly focusing
on ChatGPT. Students from diverse engineering disciplines and academic levels
engage in a knowledge questionnaire, with one group utilizing ChatGPT and the
other leveraging unrestricted internet resources. The study not only investigates
the effectiveness of generative AI as a learning tool but also explores its impact on
problem-solving skills. Towards the endof the questionnaire, students are surveyed
using a validated instrument to gauge their perceptions and experiences regarding
the use of ChatGPT and generative AI in the realm of engineering education. This
research contributes valuable insights into the integration of generative AI as a
pedagogical tool, shedding light on its potential to shape the future of engineering
instruction.

Keywords: Artificial Intelligence · AI · Generative · Engineering Education

1 Introduction

In today’s rapidly evolving society, the methods and tools utilized in teaching and
learning must also progress accordingly. Information and Communication Technologies
(ICTs) have played a pivotal role in various domains, with education being no exception.
Internet and web-based platforms, such as Learning Management Systems (LMS), have
notably shaped the educational landscape. However, one of the most disruptive tech-
nologies in recent times is Artificial Intelligence (AI). While AI is not a novel concept
[1] and has been applied across diverse sectors such agriculture [2], healthcare [3], law
[4], transportation [5] or education [6, 7] for many years, its recent advancements have
led to unprecedented opportunities and challenges.

The application of AI aims to support individuals in their tasks, saving time,
energy, facilitating access to information, etc. [8]. In education specifically, AI has
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been employed over the past three decades for personalized learning, skill development,
collaborative learning, student engagement, learning support, and decision-making pro-
cesses [1, 7] through intelligent tutoring systems, teaching robots, learning analytics
dashboards, adaptive learning systems, and more [9]. Numerous systematic reviews
have explored various facets of AI in education [8, 10–12].

However, the definitive disruption in the realm of AI stems from the emergence
of Generative AI and its implications for education [13]. The pivotal moment came
with the release of ChatGPT in November 2023, a freely accessible chatbot based on
a Large Language Model (LLM) capable of responding to natural language queries.
Its exponential impact was evident, with 5 million users in its first 5 days of life, 100
millions in about a month and 180million users in January of 2024 [14]. This marked the
beginning of a new era, with other Generative AI applications such as Bard and Copilot
swiftly following suit, along with advancements in image, video, and sound generation
[14].

The integration of Generative AI in education has sparked debates [15, 16], with
proponents touting it as the future cornerstone of education, while skeptics perceive it
as a potential threat [13, 17]. However, irrespective of these views [18], the reality is
that students will inevitably encounter Generative AI beyond educational institutions.
Therefore, it becomes imperative to equip them with the requisite knowledge and skills
to effectively utilize such technologies, including the ability to ask pertinent questions
[16].

While recent research has explored students’ perceptions and usage of ChatGPT
[19], there remains a gap in understanding how it is applied in specific engineering tasks
or activities. This paper aims to address this gap by presenting a case study examining
how students leverage Generative AI, specifically ChatGPT 3.5, to answer knowledge
questions in engineering scenarios. The study seeks to ascertain whether students pos-
sess sufficient know-how to effectively utilize Generative AI in education or if specific
training is required.

The rest of the paper is structured as follows first the theoretical context about AI and
Generative AI in Education is presented. Third section describes the case study carried
out in an engineering context. Forth section shows the produced results and a discussion
about them is carried out in section fifth. Finally, some conclusions are posed.

2 Theoretical Context

This section briefly introduces somekey concepts to aid in the understanding of the paper.
Firstly, it outlines the concepts of AI and Generative AI, followed by an exploration of
their applications in education.

2.1 Definitions of AI and Generative AI

Although AI is currently experiencing a disruptive moment, the term itself was coined
approximately 70 years ago [1]. The initial inquiry into AI was sparked by Turing’s con-
templation of whether machines could exhibit human-like thought processes [20], with
John McCarthy later defining it as “The science and engineering of making intelligent
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machines” [21]. However, defining AI in a singular manner proves challenging due to
its diverse approaches and development paths [22]. Various categories of AI have been
described [23]:

• Artificial narrow intelligence (ANI). A kind of AI which possesses a limited range
of abilities and represents the only achievement thus far.

• Artificial general intelligence (AGI). A kind of AI which aims to emulate human-like
capabilities.

• Artificial superintelligence (ASI). A kind of AI which surpasses human intelligence.
• Also some authors consider different types of AI such as [24]:
• Artificial Intelligence. A type which enables machines to replicate human cognition.
• Machine Learning. A subset focused on learning from data examples primarily

through statistical methods like linear regressions and decision trees, requiring less
data and computation power but more human intervention.

• Deep Learning. A subset of Machine Learning relying on neural networks, complex
algorithms that demand more data and computing power while involving less human
intervention.

Once the concept of AI is defined, it becomes essential to comprehend the current
landscape, particularly with the emergence of a phenomenon that has gained significant
popularity, known as Generative AI. Generative AI can be defined as “… a technology
that (i) leverages deep learning models to (ii) generate human-like content (e.g., images,
words) in response to (iii) complex and varied prompts (e.g., languages, instructions,
questions)” [17]. Other possible definition could be “production of previously unseen
synthetic content, in any form and to support any task, through generative modeling“
[25].

AI can be classified based on the type of generative algorithms, as outlined by
Jovanovic and Campbell, who differentiate between Generative Adversarial Networks
(GAN), Generative Pre-trained Transformers, Generative Diffusion Models (GDM),
or Geometric Deep Learning (GDL) [26]. Alternatively, García-Peñalvo and Vázquez-
Ingelmo categorize algorithms and techniques into GAN, Encoder-Decoder Networks,
Neural Networks, Transformers, and others [25]. However, the most notable approach
in the past year has been the development of Large Language Models (LLMs).

Large language models, crucial in Natural Language Processing (NLP), are “models
are trained on massive amounts of text data and are able to generate human-like text,
answer questions, and complete other language-related tasks with high accuracy” [27].

They can be understood as “a statistical language model that assigns a probability
to a sequence of m tokens P(w1,…,wm) using a probability distribution” [28], widely
applied in various tasks such as speech recognition, machine translation, part-of-speech
tagging, parsing, handwriting recognition, and information retrieval. Thesemodels serve
as the foundation for current Generative AI chatbots and other AI applications. However,
maintaining them is challenging, requiring substantial investment andmonths of training,
while accessing training data poses additional difficulties [29].

2.2 AI and Generative AI in Education

In the realm of AI applications, numerous studies have explored its potential and associ-
ated successes [30]. Various categorizations of potential applications exist, such as those
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outlined by Dahwan & Batra [1] or the one proposed by Holmes et al. [31]. However,
for the purpose of this research, we will consider two categorizations: one defined by
Hwang et al. [7] focusing on application roles, and another by Ouyang [10], focusing
on paradigms.

Regarding the former categorization by Hwang et al. [7], the authors delineated
distinct roles for AI applications in education:

• Intelligent tutor: Encompassing systems aimed at personalizing and adapting learn-
ing to students’ needs, including intelligent tutoring systems, adaptive/personalized
learning systems, and recommendation systems.

• Intelligent tutee: Although less common, this role involves learners engaging with
others to provide assistance.

• Intelligent learning tool/partner: Providing intelligent data gathering and analysis to
identify critical focal points for learning.

• Policy Making Advisor: Implementing AI techniques to aid decision-makers by
considering evidence generated within educational institutions.

As for the latter categorization byOuyang [10], three possible paradigms are defined:

• AI-directed, learner-as-recipient: AI directs learning processes and defines suitable
learning pathways, with intelligent tutoring systems serving as an example.

• AI-supported, learner-as-collaborator: AI serves as a supportive tool for students in
their learning journey, assisting them in focusing on relevant issues.

• AI-empowered, learner-as-leader: AI functions as a tool to enhance human intel-
ligence, aiding both learners and teachers in improving teaching and learning
performance.

The utilization of a chatbot like ChatGPT could fall under the intelligent learning
tool category of the former classification, as it assists students in avoiding mechanical
tasks and finding solutions to facilitate their learning progression. Regarding the latter
classification, it could be considered as part of AI-supported, learner-as-collaborator and
AI-empowered learner paradigms, as it aids students in their work following interaction
with AI technology and provides them with knowledge they may not have initially
possessed.

Regarding the use of generative AI, it has gained significant popularity since its
emergence in November 2023. Reactions to its potential applications have varied widely,
with some authors describing its arrival as a “calculator moment” in digital writing
classrooms—a transformative technology that necessitates a shift in educational goals
[32].

However, aswith anydisruptive technology, there are also negative reactions, viewing
the new technology as undermining scientific pursuits and moral principles by fostering
a flawed understanding of language and knowledge [33].

Nevertheless, Generative AI is readily available, and understanding its potential
applications is imperative. Authors such as Baidoo-Anu & Owusu have outlined several
possible applications, including [16]:

• Personalized tutoring and feedback tailored to students’ individual learning needs
and progress.
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• Automated Essay Grading to support teachers and streamline their workload.
• Language translation of texts into different languages following appropriate training.
• Interactive learning through virtual tutors that engage students in conversational

interactions.
• Adaptive learning, which personalizes teaching methods based on student progress

and performance.

This classification represents only a portion of the diverse range of tools provided by
Generative AI. They can be categorized based on the outcomes they produce into various
domains, including text generation (such as chatbots, content creation, exams generation,
and language teaching), image generation (including graph and presentation generation),
video generation, 3D objects generation, audio generation (including voice modulation
and transcription), source code generation (including debugging and generation), and
AI-generated text detection (including anti-plagiarism tools) [34].

The possibilities offered by the use of generative AI are vast. For instance, the work
byNerantzi et al. [35] gathers 101 potential ideas for usingAI in education. However, it is
crucial to acknowledge that generativeAI comeswith associated advantages, drawbacks,
and challenges. Importantly, students across different educational levels are alreadyusing
AI, highlighting the necessity for them to understand how to use it and develop critical
thinking skills when interpreting the feedback they receive from AI-generated content
[34].

3 The Case Study

3.1 Description of the Activity

The case study conducted entails an optional activity offered at the conclusion of the
subject, which is completed online via an online form. The primary objective of this
activity is to discern the disparity in answering knowledge questions, pertinent to the
subjects covered, through the use of Generative AI versus other potential tools and
sources. Therefore, the case study seeks to evaluate the following hypothesis:

• The utilization of Generative AI by students for answering knowledge questions is
correlated with improved outcomes.

To examine this hypothesis, participating students will be divided into an experimen-
tal group and a control group. Students in the experimental group will utilize ChatGPT
3.5,whereas those in the control groupwill have the liberty to employ any other resources
available on the internet. The responses provided will be evaluated and analyzed by the
teachers.

This distribution enables us to explore the average means of the subgroups within the
subjects, assess correlations with the manner in which ChatGPT was utilized, examine
the most frequently utilized alternative tools, and ascertain students’ use/perception
of ChatGPT. Feedback will be gathered through a questionnaire concerning AI usage,
adapted from [19].
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3.2 Description of the Involved Subjects

In order to understand the backgroundof the students involved in case study it is necessary
to describe the courses in which they are enrolled. These are three:

• Computer Systems Administration (CSA). This is a fourth-year subject in the Bach-
elor’s Degree in Computer Sciences. The subject is proposed in the final year of
the degree as a journey through the public and private environment regarding their
workflows, resources, data storage, data transmission, security, and optimization of
these processes, among others. It is a subject that has both theoretical and practical
aspects, so all concept explanations must be implemented in practice so that students
further consolidate their knowledge and better acquire the necessary skills to pass this
subject. The main interest of the subject is to show students the possibility that they
themselves manage the information systems of an organization, as well as the ability
to administer them. It is also intended for students to acquire the ability to carry out
an analysis of the needs of any organization, public or private, in this area, and the
subsequent implementation of these information systems, satisfying the anticipated
needs optimally at the resource and economic levels. In this subject, the experiment
is proposed as an optional activity with no impact on the student’s final grade.

• Service Oriented Architectures (SOA). This is a fourth-year subject in the Bachelor’s
Degree in Computer Sciences. Currently, new computing models require Service-
Oriented Architectures (SOA). These approaches make clients and providers piv-
otal actors in providing or consuming applications, which are generally accessi-
ble through services. The subject consists of three interconnected blocks aimed at
enabling students to perform analysis, design, implementation, and deployment of
service-oriented architectures.To achieve this, theymust use theproposed standards in
each case and follow a methodology based on Service-Oriented Engineering, thereby
optimizing resources and the solution lifecycle. Additionally, various enterprise solu-
tions based on Business Intelligence (BI) are proposed for analysis and subsequent
deployment. As in the previous subject the activity carried out is not mandatory.

• Informatics (INF). Afirst-year subject shared by theBachelor’sDegree inMechanical
Engineering and the Bachelor’s Degree in Agri-Food Engineering. The subject aims
to provide students with the basic concepts of computer science, enabling them to
expand their knowledge in this field in the future and allowing them to handle comput-
ers proficiently. This will facilitate their future academic and professional activities,
enabling them to successfully meet the requirements of other subjects that involve the
use of computer applications throughout their education. Specifically, fundamental
concepts in computer science are taught, such as: basic computing, microprocessors,
memory, peripherals, programming languages, operating systems, data structures,
etc. When it comes to the case study, the proposed activity is optional but carries an
additional weight of 10 points out of 100 in the final grade of the subject. These points
will be added only if the subject is passed by successfully completing the mandatory
activities.

3.3 Materials and Methods

This research adopts a mixed-methods approach [36], integrating quantitative and qual-
itative analysis. The quantitative analysis involves comparing the scores assigned to
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students’ knowledge questions when utilizing ChatGPT versus other resources. On the
other hand, qualitative analysis centers on students’ perceptions regarding the use of
ChatGPT and is currently in progress, with potential conclusions to be outlined in future
research.

Initially, we provide an overview of the student sample, followed by an examination
of the questionnaires.

The Sample. The sample is summarized by the Table 1. On it is possible to see the
sample size, divided by gender and by subject and how many of the students are in the
experimental and in the control group. This division was done following a systematic
sampling, however some of the students did not understand properly the instructions and
used the GenerativeAI option when they should not and vice versa, so it was necessary
to change their groups to maintain coherence in average study. The activity involved 88
students. It is necessary to point out that there is an unbalance from the experimental and
control group (specially in SOA subject) motivated by the fact the activity was elective,
and the subject classes have ended when the activity was carried out. In addition, it is
necessary to mention the clear lower number of female students in engineering (about a
26% in the case study) something common and already pointed out by several authors
[37]. For the case study it is more relevant in Computer Science Degrees than in other
engineering (between a 1,5%–1,7% in computer science subjects vs a 33% in the others
engineering degrees involved in the case study).

Participation in the study was voluntary, and participating students had to explicitly
accept and sign a consent form, by which they allowed instructors and the research team
to access and analyze their data. For research purposes, data is anonymized. Students
could cancel this agreement at any given moment. Participants were also informed that
there were not risks associated with the study, nor any payment due for participation.

Table 1. Sample distribution.

CSA SOA INF Totals

N 20 17 51 88

Female 3 3 17 23

Male 17 14 34 65

Exp. Group 8 10 28 46

Female 1 2 12 14

Male 7 8 16 28

Cont. Group 12 7 23 42

Female 2 1 5 8

Male 10 6 18 34

The Knowledge Questionnaire. The knowledge questionnaire comprised two knowl-
edge questions for each subject, along with common procedure questions for both
experimental and control groups across all subjects.
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For the CSA subject, the knowledge questions were:

• K1. Describe the differences between SCRUM and Extreme Programming.
• K2. Describe the differences between and ERP and a CRM.

For the SOA subject:

• K1. What is the protocol XMPP and what is its purpose?
• K2. What is the Enterprise Service Bus?

For the INF subject:

• K1. What are the functions of the arithmetic logical unit of a computer?
• K2. What does it mean that the Operating Systems acts as a Extended Virtual

Machine?

The procedure questions for the experimental group, which utilized ChatGPT, were
as follows:

• Experimental Group (same questions for knowledge questions 1 and 2):

– EP1. Have you used the ChatGPT to answer question X? (Yes/No/I have edited it)
– EP2. How many prompts did you use for question X?

• Control Group

– CP1. List the tools you used to answer the questions.
– CP2. Among all of them, which do you consider the best for answering?

The ChatGPT Questionnaire. Another interesting aspect is understanding the stu-
dents’ knowledge about using ChatGPT. To assess this, we utilized part of the ques-
tionnaire proposed by Amo-Filvà et al. [19]. Specifically, the following questions were
included:

• CQ1. I know what Generative AI is and how to use it (measured on a 5-point Likert
scale).

• CQ2. I am familiar with the tool ChatGPT (measured on a 5-point Likert scale).
• CQ3. I have a ChatGPT account (Yes/No).
• CQ4. I use ChatGPT (participants select one or more options from “No”, “for

learning”, “in my personal life”, “at work”, “other”).

Additionally, there are other questions answered by the students that are not included
in this study as they are still under analysis.

4 Results

To present the results, it is crucial to analyze the students’ responses. The initial analysis
focuses on the average grades obtained by students when completing the activity. To
achieve this, a descriptive analysis of the samples is necessary, followed by a compari-
son of the means. Table 2 presents the descriptive statistics of each group and subject,
including the ratio of students who completed the activity compared to those enrolled in
the subject.
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Table 2. Descriptive statistics and ratio of completion

Subject N Avg. Mean (Std. Dev) Var

CSA 20 6,65 (2,53) 6,42

Exp 12 7,92 (0,51) 3,08

Control 8 4,75 (0,84) 5,71

SOA 17 7,35 (2,88) 8,30

Exp 10 8,25 (0,66) 4,40

Control 7 6,07 (1,32) 12,29

INF 51 8,21 (1,99) 3,97

Exp 28 9,82 (0,10) 0,30

Control 23 6,26 (0,24) 1,38

Ratio of completion vs Enrolment

Enrolled Percentage

CSA 20 25 80%

SOA 17 24 71%

INF 51 85 60%

After conducting the descriptive analysis, it is essential to compare whether there are
significant differences between the experimental and control groups, i.e., between stu-
dents who used ChatGPT and those who used other tools. The null hypothesis assumes
that there is no difference between the groups. Table 3 presents the values for the
difference tests.

CSA satisfies the normality and homoscedasticity test criteria, allowing for the appli-
cation of a Student’s t-test. However, for the other two subjects, the sample distribu-
tion is not normal, necessitating the application of non-parametric tests such as the
Mann-Whitney U test.

Table 3. Mean Differences Tests

Student T Test

Subject Avg. Exp Avg. Cont t df p-value

CSA 7,92 4,75 3,42 18,00 0.0030

MannWhitney U Test

Subject U W Std Error p-value

SOA 18,50 46,50 10,06 0,1090

INF 17,50 293,50 48,79 0,0000
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On the other hand, another potential issue to explore is the correlation between the
grades in the experimental group and the number of prompts used in ChatGPT, as well
as between the grades and whether students used the answer directly or edited it. Table 4
presents these correlations. If the sample is normally distributed, the Pearson correlation
test is employed; otherwise, Kendall’s Tau is used. Additionally, the table includes the
number of prompts per student and the percentage of students who edited their answers.

Table 4. Correlations between average mean, prompts and edits

Pearson Correlation Test

Subject Pearson
Corr.
Prompts

Sign.
Prompts

Pearson
Correlation
Edits

Sign. Edits Prompts
Per Student

Percentage
Edits

CSA −0,714 0,009 0,075 0,817 1,29 50%

Kendall’s Tau Test

Subject Corr.
Prompts

Sign.
Prompts

Corr.
Edits

Sign. Edits Prompts
Per Student

Percentage
Edits

SOA −0,111 0,716 −0,162 0,588 1,15 20%

INF 0,202 0,259 −0,087 0,641 1,14 21%

Regarding the questions related to ChatGPT knowledge and use, Table 5 presents
someof the results categorizedby subjects. The responses forCQ1andCQ2are described
as the average mean of the answers, while for CQ3, the table provides the percentage of
users with a ChatGPT account. In this case, the table does not differentiate between the
results of the experimental and control groups, as all students completed these questions.

Table 5. ChatGPT Knowledge and Use Results by Subject

CSA SOA INF

CQ1 3,90 (1,12) 4,00 (0,93) 3,90 (0,70)

CQ2 4,25 (1,21) 4,41 (1,00) 4,41(0,66)

CQ3 90,00% 88,23% 70%

Regarding CQ4, which assesses the students’ use of ChatGPT, Fig. 1 illustrates
graphs for each of the subjects.
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Fig. 1. Distribution of CQ4 answers per subject, considering how students use ChatGPT in chase
they use it.

5 Discussion

Regarding the obtained results, several issues need to be explored:

• Table 2 reveals a significant difference in average grades across all subjects. However,
techniques for average mean comparison have been applied. It is important to note
that the samples for CSA and SOA may present limitations for this research.

• The participation percentage, measured as the number of students who completed
the activity compared to the number of students enrolled in the subject, is quite high
in all subjects, exceeding 60%. Notably, for INF, where students were awarded for
completing the task, the participation percentage is the lowest. This may be attributed
to the topic of the activity, as INF students come from engineering disciplines other
than Computer Science.

• Average comparison indicates a significant difference in tests for both CSA and INF,
leading to the rejection of the null hypothesis that stated there were no differences
between experimental and control groups. Differences in grades mean that the appli-
cation ofChatGPTyields different outcomes compared to other resources,with higher
average grades in these cases.

• Table 4 displays correlations between the number of prompts and edits of students
and their grades, along with statistics about these interactions. For CSA, there is
a correlation between prompts and grades, possibly due to the higher number of
prompts per student or the perceived difficulty of the questions. However, for other
subjects, the correlation is not significant. Regarding edits or direct use of provided
answers, no clear correlation is evident. Notably, in CSA, where more prompts are
used, there are also more edits, potentially indicating question difficulty.
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• CQ1 and CQ2 responses indicate that students have a high perception of their knowl-
edge about Generative AI and ChatGPT before the activity, with answers close to “I
agree” across most subjects.

• CQ3 responses show relatively high percentages of students who have or have not
had an account in ChatGPT. Notably, students from INF have a lower percentage,
possibly due to their enrollment in engineering disciplines unrelated to computer
science.

• CQ4 reveals how students use ChatGPT, with most using it for learning. However, in
INF, there is a significant number of students who do not use it. The percentage of
students using ChatGPT in their personal life is higher for Computer Science students
than for those in other engineering disciplines involved in the study.

6 Conclusions

The integration of artificial intelligence (AI) has already permeated various disciplines,
yet the advent of generative AI marks a significant shift, necessitating a universal under-
standing of its principles. This pivotal moment underscores the importance of compre-
hending AI’s nuances for individuals across all fields. For students, acquiring compre-
hensive education on AI, encompassing both theoretical foundations and practical appli-
cations, is essential. Moreover, cultivating an educational environment that embraces
AI-driven methodologies is crucial for preparing students for the evolving technological
landscape.

This study has aimed to illuminate the usage patterns of AI among engineering stu-
dents, highlighting the need for deeper insights into their AI-related practices to inform
educational strategies effectively. The findings indicate a robust understanding of AI
among participants, affirming its suitability for educational integration. Furthermore,
the analysis of the case study data suggests that the utilization of generative AI, exem-
plified by ChatGPT, may enhance academic performance in specific tasks. However,
further research involving diverse subject areas and larger sample sizes is required to
validate these findings conclusively. Additionally, targeted training initiatives focus-
ing on generative AI, especially in non-computer science disciplines, are imperative to
leverage its potential effectively for educational enhancement.
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Abstract. Reading comprehension is crucial in German as a Foreign Language
(GFL) education. Despite its importance, there has been limited scholarly engage-
ment in enhancing reading strategies and materials that align with learners’ pro-
ficiency levels, as outlined by the Common European Framework of Reference
for Languages (CEFR). The LATILL project aims to address this gap by pro-
viding open educational resources tailored to the CEFR levels and a platform
based on AI-tools for German as a foreign and second language teachers. A user-
centred approach was adopted, utilizing Human-Computer Interaction techniques
to enhance usability and the user experience of the LATILL platform. The devel-
opment and deployment of the LATILL platform represents significant strides in
leveragingAI andHCI to support language teaching. This work outlines the efforts
to enhance the use of the platform, involving secondary school teachers of German
as a foreign language from Ukraine and Spain. Two phases were conducted, one
phase for testing the platform following a constructive interaction approach and a
second phase for collecting feedback through focus groups.

Keywords: language teaching · text-to-text · text-to-image · focus groups ·
German teachers · generative AI · reading skills

1 Introduction

Enhancing reading comprehension is paramount within the framework of numerous
German as a Foreign Language (GFL) curricula. The importance of this educational goal
cannot be overstated, yet scholarly engagement in this area has remainedmodest in recent
years. Kienberger and Schramm [1, 2] have delineated key research domains that merit
attention. Among these are inquiries into text and corpus linguistics focusing on issues of
textual comprehensibility, readability, and the alignment of texts with proficiency levels
as outlined by the Common European Framework of Reference for Languages (CEFR)
[3]. Representative studies in this vein include the work of Niederhaus [4], Weiss and
Meurers [5], and Wisniewski [6], each contributing valuable insights into readability
and CEFR level adequacy as central topics.
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Moreover, the exploration of cognitive and metacognitive processes that facilitate
reading comprehension has emerged as a vital strand of research Ehlers [7] andMeireles
[8]. Recent doctoral research [9–11], primarily concentrates on the reading strategies and
competencies of university-level German as a Foreign Language learners from diverse
linguistic backgrounds. However, given the global predominance of school-aged learn-
ers within the GFL demographic, there is a pressing need to expand research efforts to
encompass this group more fully, thereby ensuring a broader and more inclusive under-
standing of reading comprehension challenges and strategies in the context of GFL
education.

The LATILL (Level-Adequate Texts in Language Learning) project [12] aims to pro-
vide open educational resources for GFL andGerman as a second language (GSL) teach-
ers thatmeet the need for current, authentic and,most importantly, level-appropriate read-
ing texts and didacticmaterials. It is a proposal of the Erasmus+ programme of the Euro-
peanUnion (Ref. 2021–1-AT01-KA220-SCH-000029604) under the coordination of the
Universität Wien (Austria) and with the participation of the University of Salamanca
(Spain), Eberhard Karls Universität Tübingen (Germany), Chernivtsi National Univer-
sity Yuriy Fedkovych (Ukraine), and Verein Österreichisches Sprachdiplom Deutsch
(Austria).

To achieve this goal, a platform for GFL and GSL teachers is being developed, the
main purpose of which is to facilitate the search for authentic texts in German according
to the subject, CEFR level. The platform is linked to a corpus of German texts produced
as part of the project. The corpus includes text from different sources under licenses
that allow modification (over 10000 texts), such as Klexikon (http://www.klexikon.de)
or Das Biber (https://www.dasbiber.at); and sources that do not allowmodification (over
6000 texts) such as Fluter (https://www.fluter.de). These texts are analysed using Natural
Language Processing (NLP) techniques in order to determine different aspects, including
subject matter and complexity according to CEFR level.

Among the functionalities of the platform, the integration of different techniques
based on Artificial Intelligence (AI) to generate text bundles —sets of variations of
texts, such as simplifications or illustrated texts derived from the original— that can be
used in the classroom and adapted to the level of the students is noteworthy. In this sense,
the platform allows the teacher to create bundles from a text located through the search
tool, in such a way that a summary version of the text can be generated from it. We are
also working on simplification, that is, a new text will be automatically generated with a
lower CEFR level than the original one. The aim of this simplification is to facilitate the
adaptation of the text to the different levels of learning that may coexist in a language
teaching classroom. Other means of adaptation can be produced by generating from the
original translations into different languages aimed at supporting students from different
nationalities. These functionalities enrich the text search process and support an adaptive
learning model.

Finally, among the features offered by the platform, the use of texts at CEFR levels
A1 and A2 has been addressed. At these levels, texts are accompanied by images, so that
the visual part is a fundamental element in the learning process. The search for authentic
texts with associated images which are also A1 and A2 level texts is complex. To solve
this problem, the LATILL platform incorporates the generation of images through AI.

http://www.klexikon.de
https://www.dasbiber.at
https://www.fluter.de
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The teacher can choose parts of the text and request that an image be generated to
illustrate it.

Currently, the use of AI tools for the teaching context is growing, although the
concept of NLP, including its advantages as a language learning medium, is not yet well
known [13]. The platform developed in LATILL brings the use of these tools closer to a
real-life context, supporting German as a foreign language teachers and facilitating the
use of AI techniques without the need for any technical background knowledge of them
[14].

The development of the LATILL platform follows a user-centred approach, applying
Human-Computer Interaction techniques and methods to consider usability and user
experience as key objectives. This study describes the process to improve the interaction
with the generative AI tools involving secondary school teachers of German as a Foreign
Language from Ukraine and Spain.

This work is organised into six sections. The next section introduces previous works
related to generative AI in education. Section 3 introduces the methodology conducted
to evaluate the LATILL platform based on workshops and focus groups. Sections 4 and
5 describes the main results of the focus groups and the impact in the development of
the platform. Finally, last section summarizes the main conclusions.

2 Previous Works

Generative AI can create various types of content like text, images, and videos, using
tools like ChatGPT for text andMidjourney for images. Therefore, its implementation in
education transforms how content is created and personalized for learning, but also it can
transform the teaching and assessment processes [15]. It facilitates the development of
customized educational materials, interactive simulations based on the unique needs of
each student [16]. In the context of foreign language teaching, there are studies focused
on English as a foreign or second language [17–19]. However, there are no experiences
integrating these tools in teaching German. Although there are large language models
(LLM) that work in German, such as German BERT (Bidirectional Encoder Represen-
tations from Transformers), DBMDZ BERT or Multilingual BERT, most of the models
that are arising rely on translating the input from German into English and vice versa
for the output.

On the other hand, there is a need of improving the user experience and usability of
the tools that integrates generative AI in education. HCI’s focus on creating intuitive,
efficient interfaces aligns with generative AI’s capability to anticipate and adapt to user
needs, facilitating personalized interactions. Roldan et al. [20] emphasize the importance
of understanding user challenges in HCI education and the potential of project-based
learning involving real users.

Combining HCI principles with generative AI gives a unique opportunity to how
users interact with technology,making it more accessible, engaging, and practical, which
enhances user experience and addresses educational challenges by incorporating real-
world complexities into the learning process, fostering empathy and critical thinking
among future designers [21].

In the literature, Jingyu Shi et al. [22] and Morris et al. [23] have significantly con-
tributed to integrating HCI and generative AI. Shi et al. developed a comprehensive
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taxonomy from an analysis of 291 papers to guide future GenAI application designs,
focusing on user-centric approaches. Morris et al. proposed two design spaces to under-
stand how HCI impacts generative AI models and vice versa, aiming to enhance HCI
research and practice. Another study [24] explores the potential of integrating generative
AI into operating systems for more intuitive and personalized interactions, showcasing
the evolving synergybetweenHCI andAI technologies. Theseworks collectively empha-
size the need for user feedback in GenAI development, and the potential for creating
engaging digital environments.

3 Methodology

Throughout the development of the LATILL platform, a series of workshops were con-
ducted involving educators in Spain and Ukraine. All of them are teachers of German as
a foreign language in secondary schools. These workshops were instrumental in gath-
ering direct user feedback and guiding the platform’s iterative refinement. Participants
included language teachers who brought invaluable insights into the platform’s usability
and functionality.

3.1 Study Design and Data Collection

TheLATILLproject includes a teacher training programme implemented fromJune 2023
to June 2024 focused on encouraging GFL educators to experiment with AI-based tools
available in the LATILL platform and pedagogical approaches in their lesson planning.
The final goal is promoting the development of reading skills in German as a foreign
language.

The teacher training included a three-day workshop for teachers that was organised
in June 2023 and repeated in September 2023 aimed at engaging more participants.
Moreover, the training also includes four webinars spread over the 2023–24 school year,
supplemented by continuous self-study and exchange through a space in the virtual
campus of the Universität Wien with resources and forums. Additionally, the LATILL
platform hosts a variety of resources, including video tutorials, lectures on text complex-
ity and teaching methods, didactic videos, and extensive teaching materials designed by
the partners in Czernivtsi (Ukraine) andVienna (Austria) to support GFL/GSL educators
in enhancing their instructional approaches and reading lessons.

The workshops for teachers were focused on introducing the LATILL platform and
the tools and didactic materials available there. Methodological and didactic suggestions
for learner-oriented GFL/GSL lessons were presented, including reading strategies and
how to teach them. In particular, the main topics were:

• Search and select level-adequate reading texts for GFL lessons.
• Tools, tips and many practical examples for didactic implementation.
• Activity-oriented reading lessons and internal differentiation.

A testing session was conducted during the first day of the workshop. The teachers
were divided into groups, each group was moderated by members of the LATILL con-
sortium. The participants shared their screens in Zoom and tried out the tools available
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in the LATILL platform. No specific tasks were provided, the role of the moderators was
taking notes and guide the constructive interaction between the participants. The testing
was recorded for further analysis, and the audio was transcripted. The testing finished
with a card sorting activity using the online tool Optimal Sort; it provided information
to identify how different concepts used in the interface were understood.

A total of six testing groups were conducted. In June, the participants were divided
into four groups, two moderated by domain experts from Universität Wien, who also
designed and organised the workshop; one in Ukrainian by a domain expert from Cher-
nivtsi National University Yuriy Fedkovych; and one in Spanish moderated by HCI
experts from the University of Salamanca. They tested the first version of the LATILL
platform. In September, two testing groups were conducted, one in Spanish and one in
Ukrainian. They tested the second version of the LATILL platform.

After the three-day workshop, at the end of the third day, two focus groups were
conducted to collect feedback from the platform and understand the challenges faced
by GFL/GSL teachers. One focus group was conducted in Ukrainian by domain experts
and one in Spanish by HCI experts. A total of four focus groups were conducted.

3.2 Participants

Participant selection for the teacher training was conducted using a snowball method.
Specifically, invitations were extended to secondary education schools in both Spain
and Ukraine where German is taught as a foreign language. The participants in the
teacher training came from those centres that agreed to participate. Although it has
proven challenging to engage teachers, this is attributable on one hand to the situation in
Ukraine, and on the other, to the employment conditions of language teachers in Spain,
who often transition between schools during the summer. Consequently, not all of them
could commit to starting in June and continuing thereafter. Finally, a total of 15 teachers
were involved in the teacher training, 10 from Ukraine and 5 from Spain.

Regarding the focus groups, a total of 10 teachers participated in this activity. All
Ukrainian teachers participated. Seven teachers in the first focus group, four teachers
of German as the first foreign and three teachers of Germans as the second foreign
language; and three GFL teachers in the second focus group. From Spain, two teachers
per focus groups, three teachers of German as first foreign and one of German as second
foreign language at school.

3.3 Instrument

The testing phases did not include tasks or specific guidelines to use the platform.
Participants follow a constructive interaction as test method to measure usability.

Regarding the focus groups, we used a semi-structured interview (Table 1), that was
developed by project partners in Vienna and Spain. It is divided into two topics:

• Use of the LATILL online platform.
• Lesson preparation including text simplification (simplify), translations (translate)

and pictures.
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Table 1. Semi-structured interview for LATILL focus groups.

Topic Key question In-depth question

Use of the LATILL online
platform

What problems have you
encountered?

Which functions do you find
useful?
Which functions were not
useful to you?
What do you expect from the
system?

What did you use the online
platform for?

Were there any ways of using
the platform that surprised
you?
What functions do you miss
in the platform that would be
useful for your reading
classes?

Lesson preparation To what extent does the online
platform support you in
planning and preparing GFL
reading lessons?

How do you plan to use the
online platform
… to find texts for your
classes?
… to produce scaffolds?

specific: text simplification
(simplify)

What did you notice regarding
the simplification of the text
(differentiated texts)?

How appropriate were the
language difficulty levels of
the different text versions
within a CEFR level?

specific: translations
(translate)

What did you notice regarding
the text translation?

Were there any deviations
from the original text?
How would you use the
translations as scaffolds?

specific: pictures What did you notice regarding
the pictures?

How do you plan to use
pictures as reading scaffolds?

4 Results

The focus groups made it possible to obtain two different types of information. On the
one hand, the challenges faced by foreign language teachers of German in Spain and
Ukraine. On the other hand, the participants tested the LATILL platform and provided
useful information. These sessions, critical for gathering firsthand insights, involved
detailed feedback mechanisms to capture participants’ experiences and suggestions.

4.1 Challenges in GFL/GSL

The identified challenges regarding teaching German as a second or foreign language
include the selection and adaptation of materials, student motivation, fostering reading
skills, managing diversity in the classroom, and effectively integrating technology into
the educational process:
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• Difficulty in finding suitable texts: Teachers face challenges in finding texts that are
appropriate in terms of theme and level for their students. This task is time-consuming,
especially when they need to adapt and simplify these texts to make them accessible
for different learning levels.

• Demotivation of students: Excessively difficult texts can quickly demotivate students,
especially in a context where the reading habit is no longer as common among the
youth. This poses an additional challenge for teachers trying to maintain interest and
motivation in language learning.

• The Importance of reading in language learning: Participants highlight the importance
of encouraging reading habits among students to improve their reading comprehen-
sion, vocabulary, grammar, and writing skills in German. However, they note that
this habit has declined due to the use of technologies and applications, representing
a challenge for teachers.

• Diversity of formats and contents: The need to work with a variety of formats and
contents to keep students interested and address different learning styles ismentioned.
This includes integrating texts with images and the ability to tailor material to the
specific needs of students, which can be complex without the right resources.

• Adapting to different skill levels: There is difficulty in adapting lessons and materials
to a heterogeneous group of students with different language skill levels. Teaching
must find ways to support every learner in the classroom while meeting individual
needs, which is a logistical and pedagogical challenge.

• Use of technology and platforms: While technology and educational platforms offer
opportunities to enhance the teaching of German, issues also arise related to the
effective integration of these tools into the professional habits of the teachers and
the ability of these technologies to generate appropriate and specific content in the
language.

4.2 Feedback from the LATILL Platform

The initial version of the LATILL platform was met with enthusiasm for its innovative
approach to language learning (Fig. 1). However, participants identified several areas
for improvement:

• Interface clarity: Users found navigation challenging and suggested enhancements to
make the platform more intuitive.

• Functionality: Feedback highlighted the need for better text simplification, more
relevant image generation, and accurate translation features.

• Content and categorization: The lack of up-to-date content and transparent catego-
rization system for texts by level and topic was highlighted.

In response to the feedback, significant changes weremade in the subsequent version
of the LATILL platform (Fig. 2):

• Improved interface and usability: Adjustments were made to streamline navigation,
making it easier for users to find and utilize platform features.

• Enhanced text simplification and translation: Efforts were made to improve the accu-
racy of translations and the quality of text simplifications, aiming to retain the original
text’s essence more effectively.
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Fig. 1. First version of the platform testing in the first workshop in June 2023.

Fig. 2. Second version of the platform.

• Updated content and better categorization: The platform was updated with current
topics and implemented a more precise categorization system to facilitate accessible
access to texts suitable for various learning levels.

Comparing the first and second versions of the LATILL platform, the workshops
revealed significant user satisfaction improvements. The modifications based on initial
feedback led to amore user-friendly and effective tool for language teaching and learning.
For the final version, it is crucial to continue this iterative feedback loop, focusing on:

• User interface (UI) and experience (UX): Refine the UI/UX to ensure the platform
remains intuitive and accessible.



Enhancing Language Learning Through Human-Computer Interaction 263

• Feature optimization: Based on user feedback, continue enhancing text simplification,
translation accuracy, and image generation relevancy.

• Content expansion and categorization: Regularly update the platform’s content library
with engaging topics and maintain a comprehensive categorization system.

5 Impact in the Functional Prototype

Based on the user feedback and observations, here is the in-depth feature feedback on
the LATILL platform:

• Use of the LATILL platform. Users appreciated the platform’s concept but encoun-
tered usability challenges. Feedback highlighted the need for amore intuitive interface
to facilitate easier navigation, suggesting that a more straightforward design could
enhance user engagement and satisfaction.

• Lesson preparation. Educators noted the importance of efficient search functionality
to find texts appropriate for different learning levels and topics quickly. A more user-
friendly interface for modifying texts and creating lessons was also deemed essential,
including current and engaging content.

• Text simplification. The text simplification feature receivedmixed reviews, with users
noting it often resulted in summaries rather than simplified versions of texts. This
feedback suggests the platform needs to better balance simplification with retaining
the original text’s essence, ensuring the simplified text remains useful for language
learners.

• Text translation.While the translation feature was generally well-received, there were
calls for improved translation accuracy and quality. Users noted the importance of
translations that preserve the original meaning and context, highlighting a need for
refinement.

• Image generation. The picture generation feature elicitedmixed responses, with some
users finding the generated images only sometimes relevant to the text’s content.
Suggestionsweremade for improving the algorithm to ensure images aremore closely
aligned with the text, allowing users to provide more context or select themes.

These detailed feedback points highlight the users’ experiences and expectations,
offering valuable insights for further development and refinement of the LATILL plat-
form’s features to better meet the needs of educators and learners in language teaching
and learning contexts.

6 Conclusions

The LATILL platform represents a significant step forward in the application of AI in
education, offering promising avenues for research and practice in language learning and
teaching. The development of the platform follows a user-centered approach, involving
GFL teachers from secondary schools, experts of professionalisation and further training
of GFL teachers, experts of German language and HCI experts.

Thefindings of this study underscore the transformative potential of theLATILLplat-
form in the realm of language education. By harnessing the power of human-computer
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interaction and generative AI, the LATILL tools offer a novel approach to language
teaching that is both engaging and effective. The integration of text-to-text and text-
to-image functionalities within the platform not only enriches the language learning
experience but also provides educators with versatile tools to enhance comprehension
and engagement among learners.

The teachers used the new AI-based LATILL tools in their teaching practice and
continuously reflect on this process with other pairs, creating a learning community.
Moreover, the challenges identified during the focus groups have provided useful infor-
mation not only for improving the tested functionality, but also for providing AI-tools
that solve the problems faced by GFL/GSL teachers in their daily tasks.
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Abstract. In recent years, rapid advancements in computer science,
including increased capabilities of machine learning models like Large
Language Models (LLMs) and the accessibility of large datasets, have
facilitated the widespread adoption of AI technology, underscoring the
need to ethically design and evaluate these technologies with concern
for their impact on students and teachers. Specifically, the rise of Auto-
mated Essay Scoring (AES) platforms have made it possible to provide
real-time feedback and grades for student essays. Despite the increasing
development and use of AES platforms, limited research has focused on
AI explainability and algorithm transparency and their influence on the
usability of these platforms. To address this gap, we conducted a qualita-
tive study on an AI-based essay writing and grading platform, Packback
Deep Dives, with a primary focus of exploring the experiences of stu-
dents and graders. The study aimed to explore the system’s usability
related to explainability and transparency and to uncover the resulting
implications for users. Participants took part in surveys, semi-structured
interviews, and a focus group. The findings reveal several important con-
siderations for evaluating AES systems, including the clarity of feedback
and explanations, effectiveness and actionability of feedback and expla-
nations, perceptions and misconceptions of the system, evolving trust in
AI judgments, user concerns and fairness perceptions, system efficiency
and feedback quality, user interface accessibility and design, and system
enhancement design priorities. These proposed key considerations can
help guide the development of effective essay feedback and grading tools
that prioritize explainability and transparency to improve usability.

Keywords: usability · algorithmic transparency · explainability ·
machine learning · artificial intelligence · writing · feedback ·
automated essay scoring

1 Introduction

In recent years, the field of computer science has seen significant advance-
ments, particularly in the capabilities of advanced machine learning (ML) mod-
els, including Large Language Models, and the increasing availability of large
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datasets. These advancements have resulted in the widespread availability of
AI technology, including OpenAI’s ChatGPT and Google’s Bard. AI has also
become increasingly adopted in the educational sector, which presents a new set
of challenges, particularly in addressing ethical implications and understanding
its impact on students and teachers.

Automated Essay Scoring (AES) and similar AI-driven systems have gained
significance as valuable tools for grading and providing feedback for written con-
tent. These systems offer real-time feedback and grades, enhancing the learning
experience for students while helping them to adhere to a set of foundational
writing conventions and promoting a higher quality floor.

Despite the growing adoption of AES platforms, limited research has specifi-
cally focused on AI explainability and algorithm transparency and their influence
on usability. Understanding the impact of AI explainability and algorithm trans-
parency on the usability of AES platforms is crucial for their successful integra-
tion into the classroom. Exploring these factors not only enhances transparency
and trust but also facilitates informed decision-making for both instructors and
students, ultimately improving both their learning and teaching experiences.

In order to address this research gap, our study aims to investigate the char-
acteristics of an effective AES-driven platform and develop a set of key evaluation
considerations to assess the usability of such tools. We conducted a literature
review to analyze the current state of research in this area and collected data
on user experiences and perceptions of using an automated essay scoring tool,
Packback Deep Dives. The primary focus of this study is to explore the system’s
usability related to explainability and transparency and to uncover the resulting
implications for users.

The following research questions guide this study:

RQ1. How do AI explainability and algorithm transparency techniques affect
the overall usability and user experience of an AI-based essay feedback
system?

RQ2. How do graders perceive the integration of an AI-based essay feedback
system into their grading process, and what are the factors influencing
their acceptance or resistance of automated feedback?

RQ3. What are the key components that constitute an effective automated
essay scoring system, and how can they inform the development and
assessment of reliable grading and feedback tools?

2 Related Work

This section outlines areas of prior research that are necessary to address before
describing the research methods of this paper. This includes usability for AI-
driven systems, AI in the classroom, explainable AI (XAI), algorithm trans-
parency, and an overview of Packback’s Deep Dives.
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2.1 Usability for AI-Driven Systems

As AI becomes more prevalent in everyday life, the integration of human-
computer interaction (HCI) and human-centered design principles is key to
bridge the gap between the technical complexity of AI systems and the
user-friendly interfaces necessary for widespread adoption and understanding.
Research in the usability of AI-driven systems involves an added layer of com-
plexity, as it requires adapting traditional user-centered design methods to meet
the dynamic nature of AI systems. This poses a challenge, as learning algorithms
have a broader set of possible user outcomes, making the potential to cover all use
cases in a usability evaluation a complex task. Despite this, several researchers
have identified AI explainability and algorithm transparency through user inter-
faces (UI) as a way to mitigate some of these challenges, although there remains
a gap in adequate research to support these initiatives [22]. These ideas prioritize
user interaction with the system over other elements of the UI when it comes to
usability, design, and the success of the system [1,5].

Building on these challenges, there are several known guidelines for human-
AI interaction that can serve as a basis for addressing the usability of AI systems.
One of which, developed by Amershi et al., includes the following: “make clear
what the system can do, make clear how well the system can do what it can do,
show contextually relevant information, support efficient correction, and make
it clear why the system did what it did” [2]. These guidelines highlight the need
for developing methods of usability evaluations that are tailored toward the
unique characteristics of AI systems and promote improved human-AI interac-
tions through explainability and transparency.

2.2 AI in the Classroom

The field of AI in education has seen rapid growth over the past several years [10,
26], evident with the widespread use of various educational and learning-based AI
platforms, such as Duolingo, ALEKS, and Quizlet [4,9,18]. These developments
have resulted in an abundance of specialized tools across various domains.

Crompton et al. described five ways AI is used in higher education, includ-
ing assessment/evaluation, predicting, AI assistants, intelligent tutoring systems
(ITS), and managing student learning [10]. Luckin et al. further segmented these
categories of AI education software applications into intelligent personal tutors,
support for collaborative learning, and virtual reality to support learning in
authentic environments [16].

On top of this, AI is present in a wide range of domain applications in the
educational sector, including language learning, computer science, management,
engineering, science, social science, business, and math, among others [10]. In the
context of writing education, despite promising developments in Natural Lan-
guage Processing (NLP), the use of AI for essay grading poses several challenges,
including ethical considerations, potential biases, and subjective evaluation.



Exploring Explainability and Transparency in Automated Essay 269

AI in Writing Education. Automated Essay Scoring (AES) is a technology
that uses software algorithms to grade and provide feedback on written content
[23]. Historically, this has been seen in Project Essay Grader, Intelligent Essay
Assessor, E-rater, IntelliMetric, and Bayesian Essay Test Scoring sYstem [23].
Each of these systems use ML algorithms and NLP techniques to analyze dif-
ferent characteristics of essays [23], and the use of these systems have proven to
show positive impacts on student writing outcomes [17].

Machine learning is a key component of automated essay scoring systems,
enabling the generation of real-time feedback and grades for student essays. ML
algorithms, such as deep learning models, utilize statistical methods and pat-
tern recognition to make predictions based on input data [14,24]. However, the
complexity of ML algorithms can result in “black box” models, where it becomes
challenging to understand how the algorithm arrives at its conclusions [19]. Many
deep learning models consist of multiple layers of hidden units and intricate
computations. This makes interpreting their decision-making processes difficult.
High dimensionality of the representations, complex interactions between lay-
ers, and non-linear activation functions used in their architecture further limits
their explainability and interpretability [11]. This lack of interpretability poses
a challenge to improving the explainability and transparency of AES platforms,
affecting their usability.

Ethical Concerns and Bias. In promoting more usable AI-driven systems,
there are ethical implications of using AI systems in the classroom. A major con-
cern with the use of ML models is that these algorithms can risk perpetuating
existing biases if they are trained on historically biased datasets, whether inten-
tionally or unintentionally [1]. As an attempt to address this concern, Amershi
et al. identified a key aspect of usable AI-driven applications as to mitigate social
bias and to make sure these systems do not reinforce any unfair biases [2]. The
use of explainability and transparency in AI systems has the potential to mit-
igate this bias by providing more insights to developers and users about how
decisions are made.

Perceptions of AI in the Classroom. Another primary concern regarding the
integration of AI in the classroom is the acceptance of these technologies among
stakeholders. There have been several recent studies that have attempted to
uncover user perceptions of integrating these systems in the classroom. Research
on STEM teachers utilizing an AI system for scientific writing indicated both
appreciation for its support and concerns regarding its impact on the role of
the teacher and AI decision transparency [12]. Comparatively, an analysis of
generative artificial intelligence (GenAI) in academic writing showed minor dis-
agreements between educators and students on the use of generative AI in the
classroom, pointing towards a need for clear guidelines and improved teacher
training on GenAI [3]. Another study on middle school students’ views of AES
systems highlighted that classroom environment and writing skills significantly
influence their opinions on the technology, with stronger writers viewing these
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technologies as less useful [25]. These insights underscore the potential of AI
in education, alongside the necessity for addressing its integration challenges to
promote wider acceptance in the classroom.

2.3 Explainable AI

To address the challenge of AI explainability, current research is focused on
developing techniques for opening “black box” models and providing insights
into their decision-making processes [13]. XAI techniques aim to uncover the
inner workings of ML algorithms and provide explanations for their predictions,
bridging the gap between the technical complexity of AI models and the users’
understanding [13]. In the context of AES, XAI can help students and instruc-
tors understand how the AES system evaluates their writing, fostering improved
writing skills and building a deeper understanding of AI. Researchers are actively
investigating methods to open the “black box” and extract meaningful explana-
tions from such algorithms, ensuring that the feedback provided by AES systems
is understandable and useful to users [13].

2.4 Algorithm Transparency

One approach in harnessing XAI techniques is to provide simple and understand-
able pieces of feedback that cater to users’ limited attention spans and potential
lack of interest in technical details [13]. By translating the mathematical con-
cepts and prediction-making techniques of ML into human-like narratives, users
can gain insights into the decision-making process of the AES system [13]. This
approach is referred to as algorithmic transparency, and its value lies in its ability
to empower users to make informed choices and judge the potential consequences
of the system’s outputs [20]. Algorithm transparency proves beneficial in help-
ing users gain a basic understanding of AI techniques and ML driven decisions
through repeated interactions. There are many current research efforts that are
exploring methods to incorporate user-centered explanations, simplifying tech-
nical concepts and presenting them in a manner that is accessible to users with
varying levels of AI literacy [13,15].

2.5 Packback Deep Dives

Packback Deep Dives is designed to automate the assessment and feedback pro-
cess for written assignments. This section provides an overview of the platform’s
features.

Instructor Functionality. For instructors, the platform provides a streamlined
and efficient approach to grading essays. Through a human-machine teaming
approach, instructors can leverage the capabilities of AI to assist in the grad-
ing process while maintaining their expertise and control over the evaluation.
The platform offers customizable rubrics, a plagiarism check, and AI-generated
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scores for various mechanics-related categories, including word count and depth,
grammar and mechanics, flow and structure, research and citations, and format-
ting and presentation. These AI-suggested scores serve as a starting point for
instructors, who can review and modify them as they choose. At the time of the
study, the platform did not include any tools to detect AI-generated content.

Student Functionality. Deep Dives offers students a supportive and interac-
tive environment to enhance their writing skills. Students can access features
such as a writing assistant and a research assistant. The writing assistant offers
real-time feedback on various aspects of their writing, while the research assistant
helps students generate citations and assess the credibility of their sources.

Benefits and Pedagogical Value. For instructors, the platform streamlines
the grading process, reducing the time and effort required for evaluation and
leaving more time for instructors to focus on content and ideas. For students,
the platform provides timely and constructive feedback that aids in the develop-
ment of their writing skills. Furthermore, the platform fosters AI literacy among
students by exposing them to AI-driven evaluation processes and the use of
algorithms in educational settings.

3 Methods

3.1 Approach

This section outlines the methodology employed to address the three driving
research questions. A study was conducted in the Fall of 2022 at a large public
university in the United States. Several courses at this university utilized an AI-
based essay feedback and grading platform, Packback Deep Dives, to assist with
their writing assignments. All participants were part of a course that used Deep
Dives, and data on their experiences and perceptions of using this platform were
collected during a study over the course of the Fall 2022 semester.

The surveys were administered to only the graders, as they were geared
towards the instructor version of Deep Dives. The initial survey was distributed
before the first assignment using Deep Dives. It consisted of 9 core questions,
with an additional set of 10 questions for participants who had prior experience
in grading essays or using automated essay scoring systems. The second survey,
consisting of 16 questions, was distributed after half of the semester’s assignments
were completed. The final survey was 17 questions and was sent after all Deep
Dives assignments were completed. After the semester was completed, hour-long
Zoom interviews were held with each participant. A subsequent focus group,
involving a student, instructor, and teaching assistant (TA), was conducted on
Zoom for about an hour. The interviews and focus group were conducted using
a conversational approach, guided by talking points rather than adhering to a
rigid set of questions.
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3.2 Participants and Courses

Participants were recruited to provide a broad range of perspectives across dif-
ferent roles within the academic context. Participants in this study consisted
of nine individuals at the university, including five TA’s of a computer science
course, one instructor of a non-computer science course, and three computer
science students, all who were currently using the essay grading platform at the
time of the study.

The computer science course that the participants were drawn from was
aimed to help students explore the social, ethical, and professional side of com-
puting. The course required intensive essay writing as part of the curriculum.

To ensure a diverse range of perspectives, the study also included one par-
ticipant from a humanities course where essay writing played a key role in the
curriculum. While their course context deviates from the main scope of the
study, their inclusion offers valuable insights into the tool’s application in a non-
technical academic setting.

3.3 Objectives

The objectives of the study and sample questions for each of the five phases can
be seen in Table 1 below:

3.4 Data Analysis and Evaluation

The System Usability Scale (SUS) was used as the primary way to obtain quanti-
tative data on the system’s usability [8]. The SUS is a survey designed to measure
the usability of a system throughout a variety of contexts [8]. The survey con-
sists of ten questions that alternate between statements of positive and negative
connotations. Participants were asked to rank each statement on a five-point
scale ranging from “Strongly Disagree” (0) to “Strongly Agree” (4). These values
were then scaled to produce a score out of 100. A score “above a 68 would be
considered above average and anything below 68 is below average” [21].

The audio recordings and transcripts of the individual interviews and focus
group were evaluated using reflexive thematic analysis conducted by a sin-
gle researcher [6,7]. The raw data from interview transcripts were thoroughly
reviewed to develop a understanding of the content and context. We conducted a
line-by-line analysis of the transcripts and extracted significant quotes from par-
ticipants. These quotes were then assigned unique labels as codes that consisted
of descriptive keywords or short phrases that encapsulated the key concepts and
ideas expressed in the data.

To ensure consistency and rigor in the coding process, a systematic and
iterative approach was followed. We repeated this process three times, comparing
and refining the codes as new insights emerged. Codes were iteratively reviewed,
condensed, reworded, and refined. Finally, each of these codes were organized
into broader themes.
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Table 1. Objectives and Sample Questions

Phase Objectives Sample Questions

Survey 1 - To understand participants’ prior
knowledge and experiences.
- To understand user needs and
expectations.

- Have you graded writing assign-
ments in the past?
- What do you expect to be the
advantages of using this tool?

Survey 2 - To assess initial platform impres-
sions.
- To measure grading efficiency
improvement.
- To evaluate trust in automated
scores.
- To gauge understanding of Deep
Dives’ algorithms

- Please describe your initial impres-
sions of using the platform.
- How much do you trust the
accuracy of the automated grades
the platform provides?

Survey 3 - To quantify usability via System
Usability Scale [21].
- To compare experiences with
traditional vs. automated grading

- What part of grading Deep Dives
assignments took the longest?
- Did the automated grader typically
grade higher, lower, or the same as
you would have?

Grader Interviews - To clarify survey responses.
- To evaluate system usability.
- To understand participants’ men-
tal models of system’s driving algo-
rithms.
- To assess trust in automated scores

- How did the use of the AI grading
platform change the way you grade
writing assignments?
- How well did you understand how
grades were made?
- Explain how you think scores were
generated for each of the 5 rubric
categories

Student Interviews - To understand student experiences
with platform.
- To investigate student understand-
ing of system’s driving algorithms.
- To analyze feedback’s impact on
writing process

- What was your overall experience
with using the platform?
- What feedback did you receive that
was clear to you? Unclear?

Focus Group - To uncover additional experiences.
- To validate other evaluation meth-
ods.
- To compare mental models across
different users

- Was it clear to you what AI feedback
different user groups were seeing?
- Do you feel you had a strong
understanding of how the system
worked? Why or why not?

4 Results

Following the completion of the study, 182 initial codes were extracted from
the survey responses, interview, and focus group transcripts. 8 broader themes
emerged that captured the main findings of the data. The themes and number
of codes that contributed to each theme are listed in Table 2 below:
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Table 2. Number of Codes that Contributed to Each Theme

Theme Instructor
Codes

Student
Codes

Clarity of Feedback and Explanations 15 25
Effectiveness and Actionability of Feedback and
Explanations

5 13

Perceptions and Misconceptions of System 19 16
Evolving Trust in AI Judgements 32 5
User Concerns and Fairness Perceptions 9 14
System Efficiency and Feedback Quality 6 4
User Interface Accessibility and Design 9 4
System Advancement Design Priorities 4 2
Totals 99 83

4.1 Clarity of Feedback and Explanations

Instructors expressed concerns about the algorithm’s grading decisions, unclear
expectations, and inadequate explanations. Students criticized vague feedback,
confusing suggestions, and lack of guidance. Both groups emphasized the impor-
tance of enhancing the system’s clarity by providing specific examples, clearer
expectations, and more informative explanations.

The following quote highlights these concerns:

If I had to associate a word with Deep Dives overall, it’s probably vague-
ness. In this situation more information is almost certainly better.

4.2 Effectiveness and Actionability of Feedback

Instructors valued the system for tasks like word count and plagiarism checks
that saved them time. Errors in grading logic led them to double-check auto-
mated grades. Students had varied responses to feedback; many students disre-
garded feedback that was unclear, or that required more effort to address.

4.3 Perceptions and Misconceptions of the System

Instructors’ familiarity with essay grading and AI influenced their ability to
understand the system and recognize the system’s ability to analyze grammar
and mechanics using NLP. Misconceptions existed about student’s ability to see
feedback and scores. Instructors sought a deeper understanding of the algorithms
driving the system and had uncertainties about how automated grades were cal-
culated. Students relied on trial and error, discussions with peers and profes-
sors, and guess-work to understand how the system operated. Misconceptions
regarding flow and structure calculations and citation credibility assessments
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were also apparent. Students expressed a desire for a clearer understanding of
the algorithm to aid their writing process and navigate grading outcomes more
effectively.

Below is a quote that highlights these concerns.

If I had a deeper understanding of exactly how the algorithm works for each
subcategory, I could figure out which subcategories I trusted and which ones
I don’t.

4.4 Evolving Trust in AI Judgements

Instructors’ trust in the system grew with familiarity. They valued double-
checking scores to ensure fairness and trusted the grammar and mechanics assess-
ment more than other rubric categories. While some instructors had disagree-
ments with the system’s grading decisions, they generally recognized its consis-
tency with their own evaluation approach. Students generally trusted AI without
extensive questioning. They learned not to solely rely on AI scores. Different per-
ceptions of fairness and trustworthiness were associated with different individual
grading categories and specific grades. Instructors occasionally overrode grades;
students believed AI was fair.

The following quote highlights some of these concerns:

I didn’t inherently trust it, but I also didn’t inherently think it was wrong.
I felt that it needed to be checked, but not necessarily that it was giving
back the wrong scores.

4.5 User Concerns and Fairness Perceptions

Instructors questioned the fairness of forcing students into a specific writing style.
They occasionally disagreed with system’s assessment and debated whether or
not to override scores. Students expressed frustration with conflicting feedback
and desired more comprehensive engagement with AI. They found system to be
sometimes limiting to their writing.

The following quote describes one such concern:

It kind of seems like it’s trying to pigeonhole different styles of writing into
a more straightforward and basic style of writing.

4.6 System Efficiency and Feedback Quality

Instructors acknowledged the system’s ability to expedite the grading process,
providing a second opinion that could increase confidence. They appreciated fea-
tures that checked for repetitiveness and toned down flowery writing. Students
also recognized the system’s strengths, including the small checks that aided
them in refining their writing. They found value in the word count and mini-
mum citation requirements. Additionally, they appreciated the dynamic feedback
provided during the writing process.
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The following quote highlights one example of these strengths:

I kind of second guess myself a lot when I’m grading so just having that
reassurance of the Packback score agreeing with me was nice.

4.7 User Interface Accessibility and Design

Some instructors generally found the UI to be easy to use and navigate, with
feedback readily accessible, while others noted that the feedback could be some-
what hidden and required multiple clicks to access the flagged elements. Some
instructors encountered challenges in finding explanations and found it time-
consuming to manually transfer grades to the gradebook. Conversely, students
reported finding everything within the UI to be easily accessible. They often left
their writing unchanged due to difficulties addressing confusing feedback errors.
While the UI was generally user-friendly, students noted occasional issues such
as small font size and limitations in viewing more than two pieces of feedback.

4.8 System Advancement Design Priorities

Instructors expressed the desire for inline comments, allowing them to provide
more specific and contextualized feedback. They also raised concerns about the
system flagging grammar issues that were not actual errors and called for an
enhanced plagiarism check. Additionally, instructors wished for clearer visibility
into the system’s prompts and instructions provided to students. Students, on
the other hand, expressed the need to view all feedback at once to prioritize
easier revisions. They also wished for deeper engagement with the system, with
a desire for more informative feedback.

4.9 System Usability Score

Based on the interview data and survey responses, the majority of participants
found the system easy to use and thought most people would learn to use it
quickly. However, there were some participants who found the system unneces-
sarily complex or very cumbersome to use. The majority of participants were
pleased with the UI.

The SUS scores, as obtained from the final survey, can be seen in Table 3. To
calculate the total SUS score, the scores of the odd questions were calculated by
the scale position minus 1, while the scores for the even questions were the scale
position subtracted from 5. The scores were summed and multiplied by 2.5 to
obtain the total score of 68.33 [8]. This indicates an average usability rating, as
defined by Jeff Sauro [21]. The SUS scores can be seen in Table 3 below:
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Table 3. SUS Scores of Deep Dives

Question 1 4 4 2 3 4 3 3.33
Question 2 2 2 4 2 3 4 2.83
Question 3 3 4 3 5 4 4 3.83
Question 4 1 1 3 1 2 1 1.5
Question 5 4 4 1 4 4 3 3.33
Question 6 3 3 3 1 4 2 2.67
Question 7 5 4 3 4 4 4 4
Question 8 1 2 4 2 2 2 2.17
Question 9 3 4 3 4 5 4 3.83
Question 10 2 1 2 2 2 2 1.83
Totals 75 77.5 40 80 70 67.5 68.33

5 Discussion

5.1 RQ1: How Do AI Explainability and Algorithm Transparency
Techniques Affect the Overall Usability and User Experience
of an AI-Based Essay Feedback System?

The findings from reflexive thematic analysis and the SUS scores provide insights
into the impact of explainability and algorithm transparency techniques on the
overall usability and user experience of the AI-based essay feedback platform.

Based on the theme of “Clarity of Feedback and Explanations,” participants,
including both graders and students, highlighted the importance of clear and
specific feedback that helps them understand how essays are being evaluated. In
some instances, the AI system’s feedback was considered vague or contradictory,
leading to confusion among students. This suggests that improvements in the
clarity and specificity of feedback and explanations could enhance the overall
usability and user experience of the system.

The theme of “Impact and Actionability of Feedback” was influenced by par-
ticipants’ trust in the AI system. Gradual familiarity with the system and under-
standing its underlying algorithms led to increased trust over time. However,
some participants expressed concerns about certain aspects of the feedback and
grading criteria, which were perceived as subjective or not aligned with their own
grading criteria. This indicates that further transparency and explainability of
the AI system’s evaluation process could enhance users’ trust and increase their
willingness to act upon the provided feedback.

In terms of usability, participants’ feedback highlights the importance of clear
and accessible information regarding the system’s features, evaluation criteria,
and expectations. The need for better organization of feedback, ease of find-
ing explanations, and the inclusion of inline comments demonstrates a desire
for more transparency. By addressing these usability concerns, the system can
enhance transparency and explainability. Clear organization and accessibility of
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feedback help users understand how their essays are being evaluated and what
specific areas they need to focus on for improvement. Inline comments can pro-
vide additional context and explanations, fostering the human-machine team-
ing approach by making the feedback more informative and actionable. More
comprehensive information about the AI’s expectations contributes to a clearer
understanding of how the system operates, and helps users learn AI-decision
making processes.

Incorporating these enhancements in the system’s usability not only
addresses users’ practical needs but also promotes transparency and explain-
ability. Users can have a better grasp of the system’s inner workings, the factors
influencing their scores, and the rationale behind the provided feedback, thus
improving their AI literacy. This fosters a sense of trust and understanding, ulti-
mately improving the overall user experience and the effectiveness of the system.

5.2 RQ2: How Do Graders Perceive the Integration of an AI-Based
Essay Feedback System into Their Grading Process, and What
Are the Factors Influencing Their Acceptance or Resistance
of Automated Feedback?

The survey results suggest that the incorporation of explainability and trans-
parency techniques in an automated essay scoring system influences the way
graders used the system.

The thematic analysis process identified several themes related to the impact
of explainability and transparency on human grading behavior. One theme that
emerged was the influence of system explanations on graders’ decision-making
process. Clear and detailed explanations regarding the AI’s assessment criteria
and the factors contributing to the assigned scores helped align human graders’
evaluations with the automated system. Gradual understanding of the algo-
rithms and familiarity with the system’s functioning empowered graders to make
informed judgments, increasing their confidence in the automated scores. One
SUS question assessed how confident participants felt using the system. The
average score for this question was 3.83 out of 5, indicating a moderately high
level of confidence and leaving room for improvement.

Another theme that emerged was the influence of prior experiences and exper-
tise on human grading behavior. Graders with previous experience with auto-
mated essay scoring systems or with a stronger writing background demonstrated
a deeper understanding of how the algorithm worked. Their expertise allowed
them to critically evaluate the AI-generated scores, identify system strengths
and limitations, and make informed decisions when overriding scores or provid-
ing additional feedback, thus highlighting the importance of improving users’ AI
literacy to increase their user experience.
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5.3 RQ3: What Are the Key Components that Constitute
an Effective Automated Essay Scoring System, and How Can
They Inform the Development and Assessment of Reliable
Grading and Feedback Tools?

The SUS scores and thematic analysis provided insights into the system’s usabil-
ity, as well as its strengths and areas of improvement. Participants greatly appre-
ciated the presence of small checks for specific criteria, such as word count objec-
tives. The SUS question related to the system’s ease of use received an average
score of 4.6 out of 5, indicating a high level of satisfaction. This demonstrates
that user-friendly features play a crucial role in enhancing the overall usability
of the system.

Qualitative analysis revealed specific components that influenced user expe-
rience, such as clarity of feedback and explanations. Both graders and students
expressed the need for more explicit and informative feedback. Participants
desired clearer definitions, more examples, and a better understanding of how
the system calculated scores for different rubric categories. This highlights the
importance of providing comprehensive explanations and specific guidance to
enhance the effectiveness of the feedback and grading process.

Furthermore, thematic analysis revealed the importance of trust in auto-
mated scores. Participants gradually developed trust in the system through
familiarity and understanding of its functioning. However, concerns were raised
with certain pieces of feedback, which were perceived as subjective or contradic-
tory at times. This emphasizes the importance of algorithm transparency and
continuous evaluation to enhance the system’s reliability and foster trust among
users.

In conclusion, an effective automated essay scoring system comprises of key
components such as clear and informative feedback, user-friendly features, trans-
parent algorithms, and trust between users and the system. Enhancing the clar-
ity of feedback, addressing user concerns, ensuring algorithm transparency, and
refining user-friendly features are vital steps in developing reliable grading and
feedback tools that enhance the overall usability and user experience of auto-
mated essay scoring systems. To help advance the informed use of AI systems,
attempts to build users’ AI literacy by revealing certain algorithm decision mak-
ing processes can create a more positive user experience. Continuous evaluation
and user feedback are essential for iterative refinement and the development of
effective tools in educational settings. During the evaluation process, specific
questions should be asked about the ability to provide feedback to users, the
transparency and explainability of the system, and the impact of the system on
user learning and understanding.

6 Ethical Considerations and Limitations

6.1 Ethical Considerations

Before participating in the study, participants were informed of the purpose
of the study, the procedures involved, and the potential risks and benefits of
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participating. Participant names and courses were kept anonymous. After each
phase of the study, participants were given an opportunity to review and redact
their comments before they were included in the findings of this study.

6.2 Limitations

Due to the small selection of classes that utilized Deep Dives, there were a limited
number of participants that could participate, and resultingly, their experiences
may not be generalizable to a larger population. This study took place at one
institution, which may limit the applicability of the findings to other settings.
The results of this study were obtained over the course of a single semester. Thus,
the long term impacts of using Deep Dives are unknown. There have since been
updates to Deep Dives that were not available when the study took place, so the
findings presented in this study may not be reflective of the latest version of the
platform. Despite these limitations, the results of this study can still serve as a
valuable starting point for researchers and educators interested in considering
and developing AI-driven essay grading systems in their own contexts.

7 Conclusion and Future Works

This paper has presented a set of key considerations for evaluating the usability
of AI-based essay grading tools. These considerations hold significant potential
for informing future research in the field of AI-based essay feedback systems and
promoting design choices that improve users’ technical writing while developing
their knowledge of AI-driven systems. They can serve as a valuable tool for
researchers seeking to investigate the impact of explainability and transparency
techniques on grading behavior. Additionally, the list of considerations can be
adapted and expanded to encompass different contexts and users. By applying
this approach in future research, scholars can gain a deeper understanding of
the effectiveness and limitations of AI-based essay feedback systems, ultimately
enhancing their usability and educational value.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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Abstract. Artificial Intelligence (AI) already plays a significant role in
education and society altogether. With the rapid and largely impactful
development in the field of generative AI, we must consider the potential
changes and shifts of the new normal. Generative models like ChatGPT,
Google Bard, Bing Chat, DALL-E, and many others, are proving to be
powerful allies and assistants in practically every branch and aspect of
life. Given their proficiency in language and their technical capabilities,
we must acknowledge their significance and ensure they are not over-
looked. In this work, we focus on their impact on education and what
is the feedback from the educational community. We want to determine
exactly how generative AI is used and how it can be used in education.
Our goal is to review more, and new papers, to classify the papers based
on the subject the paper has covered, the type of the study, the edu-
cational level it concerns, and how is generative AI generally perceived.
After the analysis, we conclude that it is perceived as generally positive,
with most papers focusing on higher education, and STEM subjects while
mostly using qualitative research methods.

Keywords: Education · Artificial Intelligence · ChatGPT · Higher
Education · Generative AI · Google Bard · Bing Chat

1 Introduction

AI is everywhere. From helping doctors make better decisions about our health to
giving us song or movie suggestions, AI has become a big part of our daily lives. In
the world of business, AI helps companies understand what their customers like
and even predicts trends. In our homes, AI is there in the form of smart speakers
that answer our questions or set reminders for us. Now, within this world of AI,
there’s a branch called “generative AI”. Generative AI is now changing the way
we think about learning, creating, and even communicating. This branch of AI,
as the name suggests, generates content - it creates text, images, and music. If
a certain satisfactory level of its generated results is achieved, we can speed up
innovation, research, analysis and creation in general with its help. Generative
AI has a lot of potential in education and already plays a significant role. With
understanding and correct utilization of generative AI, we can accomplish a
lot and change in education. We will build on top of our previous work [48]
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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that focused on ChatGPT in education. We reviewed more and new papers,
we focus not only on ChatGPT, but generative AI in general and we will also
explore papers which address Google Bard, Bing Chat, IBM Watson and DALL-
E and their role and use in education. The purpose of this research is to find
out how generative AI affects teaching and learning in schools and universities
as well as teaching and learning of certain subjects individually. Furthermore,
we want to explore how the community perceives the usage of generative AI
in education. Finally, we want to identify gaps and recommend the direction
of future research. We will explain the method used in the next section. The
results and main findings are also described in a separate section with their
interpretation. We will finish the paper with separate sections for discussion,
conclusion, and recommendations for future work.

2 Materials and Methods

In this section, we will describe the methodology we used for this research and
relevant details. Our methodology is a literature review, where 100 academic
articles were gathered, read, analyzed and included in the final analysis. These
articles provided invaluable insights into generative AI in education, forming the
foundation for the discussion and conclusions presented in this paper. The entire
selection process and the number of papers included in total is represented by
Fig. 1.

2.1 Objective

The objective of our literature review was to gain a comprehensive understanding
of AI in education and to identify key insights, trends, and conclusions from prior
research on this topic. We wanted to find out what subjects the paper focused
on the most, i.e. we wanted to find out how is generative AI used in each specific
subject and what are examples of that use. Furthermore, we wanted to identify
which type of research was used most frequently and in which educational level
was the research conducted or which educational level the research aimed to
explore or explain. Finally, we wanted to use papers that are relatively new and
to see if teachers and students see a positive and good impact of generative AI
in education or do they see it more pessimistically.

2.2 Search Strategy and Sources

We were searching for papers on 2 different databases, using many different
keywords and we aimed to get newer papers from 2023.
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Fig. 1. Flow diagram of record selection according to PRISMA [76]

Databases Accessed:

– Google Scholar
– ResearchGate

Keywords and Phrases Used: In the end, we used a lot of keywords to search
for papers, here is a list of most important ones

– Generative AI in education
– Generative AI in schools
– AI in education
– AI in schools
– ChatGPT in education

It is important to mention here that we adapted our search frequently because
of the goal we wanted to achieve. We wanted to look for academic papers in dif-
ferent education fields, i.e. research that also focused on specific subjects and
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not just education in general. We looked for specific examples and applications
of AI. Examples of adjusted keyword search are: “Generative AI in STEM edu-
cation”, “Generative AI in Humanities education”, “Generative AI in geography
education”, “Generative AI in physics education”, “Generative AI in language
education”, etc.

Time Period: Our focus was on including papers as new as possible, or to be
more specific from April 2023 onwards. The reason for that is because in our
previous paper we did not limit ourselves this strictly to the time period and
we did not want to have same papers twice. Since the field is still young, our
goal was also to include latest research on the subject now that 2 semesters have
passed since ChatGPT has been released. We filtered results from 2023 only and
we aimed to find papers no older than April 2023. Eventually, we came across
interesting and relevant papers that are older and because of the significance,
quality and interesting content we included those older papers as well.

2.3 Selection Criteria

We included and we found relevant all academic articles written in English that
addressed how AI is used in any sphere of education.

2.4 Data Extraction

Reading and Cataloging: After reading and analyzing each paper, we noted key
findings, methodologies, and conclusions. We made a separate document solely
for keeping track of all papers and we wrote a short summary of the work as
well as our chosen categories. Based on the information provided in the paper
and to the best of our understanding, we noted down if the author considered
AI to have positive, negative, neutral or mixed impact to education. In the
same way we noted down whether the research was qualitative, quantitative or
mixed. Additionally, we kept track of educational level, by determining if the
author was focusing on primary, secondary or tertiary (university) education.
Lastly, we wrote the main subject of the work, differentiating between Science,
Engineering, Technology and Mathematics (STEM), or Humanities (with Social
Sciences), and Arts, or if there was no clear main subject category then we
consider it to be education in general (General).

2.5 Analysis Process

A small Python program was written to identify duplicates which were discarded,
to extract and count relevant category information which was then plotted in
Excel. This relevant info for our categories is presented in the results and findings
section.
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3 Results

In this section, we will present our results and provide our interpretation of all
findings. Our main goal is to discover:

– How generative AI affects teaching and learning in schools and universities.
– How the community perceives the usage of generative AI in education until

now.

We read and analyzed 100 papers. We found 55 papers on ResearchGate, and
45 on Google Scholar. Figure 2 illustrates the number of papers taken from the
mentioned databases and sources.

Fig. 2. Paper’s sources

Since we aimed to pick preferably newer papers, it is no surprise that we
found 73 papers from 2023, and only 27 papers older than 2023. Figure 3 depicts
this statistic.

While reading these papers we noticed some common threads and themes
which we found important for the goals we wanted to achieve. In the following
subsections, we will explain each of them and we will present our results.
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Fig. 3. Paper’s publishing dates

3.1 Educational Level

We categorized the papers according to educational level and we decided to
divide them into the following four choices:

– Primary (primary schools)
– Secondary (high schools)
– Tertiary (universities)
– Other (life-long learning, other educational institutions, etc.)

If the paper mentioned all educational levels we considered that it men-
tioned primary, secondary, and tertiary education. If the paper mentioned two
categories then we increased the number for those two categories. For example,
if a paper mentions primary and secondary schools only, like “K-12 education”,
we increased the number for primary and secondary levels only. In the end,
86 papers were relevant for tertiary education, 19 papers for secondary, 15 for
primary, and only 2 were relevant for other. [71] was focusing on Vietnamese
biology teaching in schools so we marked that paper for secondary educational
level, while [18] wrote about architecture students at universities, so we marked
that paper under tertiary educational level. Figure 4 shows how papers are dis-
tributed across educational level categories.
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Fig. 4. Graphical depiction of the quantity of papers addressing tertiary (higher), sec-
ondary, primary and other education.

3.2 Type of Study

We categorized the work according to the type of study. We set three different
choices:

– Qualitative
– Quantitative
– Mixed

We considered a study qualitative if the data types were non-numerical such
as texts, audio recordings, and videos. Studies marked as quantitative were those
studies that focused on numerical data that can be transformed into usable
statistics. A mixed study is a study that contains both quantitative and qual-
itative research methods. Ultimately, 64 papers fell under qualitative studies,
16 papers used quantitative research methods while 20 were considered to use
mixed research methods. [14] was using literature review methodology so we
marked it under qualitative, while we consider [92] to be quantitative since it
was a survey research design, with data analysis, and hypothesis testing. [98] was
marked under mixed since it included interviews, data analysis, and combining
questionnaires. Figure 5 illustrates the amount of papers that fall in each of the
mentioned three categories.

3.3 Outcomes and Benefits

We categorized the work according to the author’s perceived impact of generative
AI on education. We set three different categories:

– Positive
– Negative
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Fig. 5. In this visualization, you can see the number of papers that used qualitative,
quantitative and mixed research methods.

– Neutral or Mixed

If the paper expressed rather positive remarks and positive impacts of AI
in education, or generally - we marked it as positive. However, if the paper
expressed rather negative remarks, talked mostly about problems and troubles
caused by AI in education, or generally - we marked it as negative. However,
if the paper did not bring out the positive or negative at all, or if the paper
equally mentioned and explained both negative and positive then we marked
it as neutral or mixed. [74] explained the potential drawbacks and concerns of
using ChatGPT in programming - so we marked it with a negative perceived
impact. [50] shows that teachers had a positive perspective on generative AI in
education - so we marked it with a positive perceived impact. Figure 6 shows
how many papers argued for positive negative or mixed feelings.

3.4 Main Subject

We made four separate categories regarding the main subject and they are:

– STEM (Science, Technology, Engineering, Mathematics)
– Humanities (Languages, Philosophy, Religion, History, Law, Geography,

Social sciences, ...)
– Art
– General

We categorized the papers based on the subject or course that the paper
focused on by using AI in that particular subject. [44] talked about the use
of ChatGPT in chemistry, so we marked that paper for STEM. [96] discussed
the social life of AI in education and the societal implications of AI, so we
marked it under Humanities. Figure 7 shows the amount of papers that discussed
a particular subject.
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Fig. 6. In this visualization, you can see the number of papers that expressed mostly
negative, neutral or mixed and positive thoughts towards generative AI usage in edu-
cation.

3.5 List of Reviewed Publications

In this section, we provide a compiled overview of the literature that was carefully
examined in the course of this study and the respective categories (Table 1).

Table 1. All papers and their categories

Name of the Paper Educational Level Main Subject Type of Study Perceived Impact

Incorporating AI Tools into Medical Education: Harnessing
the Benefits of ChatGPT and Dall-E [10]

Tertiary STEM Qualitative Positive

Challenges for higher education in the era of widespread
access to Generative AI [94]

Tertiary STEM Mixed Positive

What’s in a text-to-image prompt? The potential of stable
diffusion in visual arts education [26]

Tertiary Art Qualitative Positive

Empowering learners for the age of artificial intelligence
[38]

Tertiary STEM Mixed Positive

The usability of Images Generated by Artificial Intelligence
(AI) in Education [5]

Tertiary STEM Qualitative Positive

Artificial Intelligence versus Software Engineers: An
Evidence-Based Assessment Focusing on Non-Functional
Requirements [67]

Other STEM Quantitative Positive

The Social life of AI in Education [96] Tertiary Humanities Qualitative Neutral

AIED-Coming of Age? [42] All STEM Qualitative Neutral

Artificial Intelligence in Education: Developing
Competencies and Supporting Teachers in Implementing
AI in School Learning Environments [33]

Primary And Secondary STEM Mixed Positive

Revolutionizing Education: The Power of Artificial
Intelligence (AI) [81]

All STEM And Humanities Qualitative Positive

Student Perspectives on the Role of Artificial Intelligence
in Education: A Survey-Based Analysis [46]

All STEM Quantitative Mixed

Potential of ChatGPT in Biology Teaching and Learning
at the Vietnamese High School [71]

Secondary STEM Qualitative Positive

Generative artificial intelligence (ChatGPT): Implications
for management educators [80]

Tertiary Humanities Qualitative Neutral

Beyond the Hype: A Cautionary Tale of ChatGPT in the
Programming Classroom [74]

Tertiary STEM Mixed Negative

continued
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Table 1. continued

Name of the Paper Educational Level Main Subject Type of Study Perceived Impact

Generative AI and Teachers’ Perspectives on Its
Implementation in Education [50]

Tertiary STEM Quantitative Positive

Artificial Intelligence in Education: A Review [21] Tertiary STEM Qualitative Positive

Artificial intelligence in higher education: the state of the
field [24]

Tertiary STEM Qualitative Neutral

ENAI Recommendations on the ethical use of Artificial
Intelligence in Education [34]

All Humanities Qualitative Positive

Ethical Problems of Digitalization and Artificial
Intelligence in Education: a Global Perspective [51]

All Humanities Qualitative Neutral

Examining Science Education in ChatGPT: An
Exploratory Study of Generative Artificial Intelligence [23]

All STEM Qualitative Positive

Ethical principles for artificial intelligence in K-12
education [3]

Primary And Secondary Humanities Qualitative Neutral

On the Educational Impact of ChatGPT: Is Artificial
Intelligence Ready to Obtain a University Degree? [63]

Tertiary STEM Qualitative Mixed

Impact of Artificial Intelligence on Dental Education: A
Review and Guide for Curriculum Update [88]

Tertiary STEM Qualitative Mixed

The Use of Artificial Intelligence (AI) in Online Learning
and Distance Education Processes: A Systematic Review of
Empirical Studies [29]

Other STEM Mixed Positive

Collaborating With ChatGPT: Considering the
Implications of Generative Artificial Intelligence for
Journalism and Media Education [77]

Tertiary Humanities Qualitative Positive

A study on perceived benefits and applications of
generative artificial intelligence in education [57]

Tertiary STEM Mixed Neutral

Possibilities and Apprehensions in the Landscape of
Artificial Intelligence in Education [6]

Tertiary STEM Qualitative Neutral

Vision, challenges, roles and research issues of Artificial
Intelligence in Education [45]

Tertiary STEM Qualitative Positive

Artificial intelligence in education: The three paradigms
[75]

Tertiary STEM Qualitative Positive

Artificial Intelligence in Education - Ethical framework [37] Tertiary Humanities Qualitative Positive

Potential ChatGPT Use in Undergraduate Chemistry
Laboratories [44]

Tertiary STEM Qualitative Neutral

Implications of large language models such as ChatGPT
for dental medicine [32]

Tertiary STEM Qualitative Mixed

Students’ voices on generative AI: perceptions, benefits,
and challenges in higher education [20]

Tertiary Humanities Quantitative Mixed

Enhancing Physics Learning with ChatGPT, Bing Chat,
and Bard as Agents-to-Think-With: A Comparative Case
Study [30]

Tertiary STEM Mixed Mixed

Exploring the AI competencies of elementary school
teachers in South Korea [54]

Primary And Secondary Humanities Mixed Neutral

ChatGPT is Good but Bing Chat is Better for Vietnamese
Students [97]

Secondary STEM Mixed Neutral

Application of CHATGPT in Civil Engineering [9] Tertiary STEM Qualitative Positive

ChatGPT: A Revolutionary Tool for Teaching and
Learning Mathematics [95]

Tertiary STEM Qualitative Positive

Artificial Intelligence (AI) in the Education of Accounting
and Auditing Profession [7]

Tertiary STEM Qualitative Positive

Artificial Intelligence in Agriculture [40] Tertiary STEM Qualitative Positive

Role of artificial intelligence in chemistry [22] Tertiary STEM Qualitative Positive

What Are the Top 20 Questions in Sociology? A ChatGPT
Reply [64]

Tertiary Humanities Qualitative Neutral

ChatGPT in Higher Education: The Good, The Bad, and
The University [83]

Tertiary General Qualitative Neutral

Exploring the Application of ChatGPT to English
Teaching in a Malaysia Primary School [62]

Primary Languages Qualitative Neutral

The application of artificial intelligence technology in
education influences Chinese adolescent’s emotional
perception [56]

Secondary Humanities Quantitative Negative

Generative AI: Implications and Applications for
Education [91]

Tertiary STEM Qualitative Neutral

continued
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Table 1. continued

Name of the Paper Educational Level Main Subject Type of Study Perceived Impact

Leveraging AI to Instruct Architecture Students on
Circular Design Techniques and Life Cycle Assessment [18]

Tertiary Art Qualitative Positive

Architecture Decisions in AI-based Systems Development:
An Empirical Study [100]

Tertiary STEM Mixed Neutral

Critical Reflections on ChatGPT in UAE Education:
Navigating Equity and Governance for Safe and Effective
Use [52]

Tertiary General Qualitative Positive

Could an Artificial Intelligence Agent Pass an Introductory
Physics Course? [55]

Tertiary STEM Mixed Neutral

ChatGPT’s Impact on Nursing and Health Science
Education [8]

Tertiary STEM Qualitative Neutral

Exploring the Future of Mathematics Teaching with
ChatGPT [86]

Tertiary STEM Qualitative Positive

Concerns About Using ChatGPT in Education [60] Tertiary General Mixed Neutral

Acceptance of Artificial Intelligence (ChatGPT) in
Education: Trust, Innovativeness, and Psychological Needs
of Students [1]

Tertiary General Quantitative Neutral

An Empirical Investigation of the Impact of Artificial
Intelligence on Accounting Practice in Nigeria [92]

Tertiary Humanities Quantitative Positive

Exploring the Use of Artificial Intelligence in Teaching
Management and Evaluation Based on Citation Space
Analysis [101]

Tertiary General Mixed Neutral

“AI, Concepts of Intelligence, and Chatbots: The” “Figure
of Man,” “the Rise of Emotion, and Future Visions of
Education” [15]

Tertiary General Qualitative Neutral

Integrating Artificial Intelligence into Medical Education:
Lessons Learned From a Belgian Initiative [78]

Tertiary STEM Mixed Positive

Artificial Intelligence and its Implications in Basic
Education [11]

Primary And Secondary General Qualitative Positive

Artificial Intelligence for Education and Teaching [98] Tertiary General Mixed Positive

Research on the Analysis of Classroom Teaching Behavior
Based on Artificial Intelligence Technology [102]

Tertiary General Mixed Positive

Artificial Intelligence and Teaching of Linear Algebra [31] Tertiary STEM Qualitative Positive

Leading teachers’ perspective on teacherAI collaboration in
education [53]

Primary STEM Qualitative Positive

AI Language Models as Educational Allies: Enhancing
Instructional Support in Higher Education [99]

Tertiary STEM Qualitative Positive

Integrating Generative AI into Higher Education:
Considerations [41]

Tertiary STEM Qualitative Positive

Transforming Education: A Comprehensive Review of
Generative Artificial Intelligence in Educational Settings
through Bibliometric and Content Analysis [14]

Tertiary STEM Qualitative Positive

When things go wrong: the recall of AI systems as a last
resort for ethical and lawful AI [87]

Tertiary Humanities Qualitative Neutral

AI and Organizational Transformation: Anthropological
Insights into Higher Education [66]

Tertiary Humanities Qualitative Mixed

Exploring the impact of AI on teacher leadership:
regressing or expanding? [39]

All General Qualitative Mixed

Artificial intelligence in intelligent tutoring systems toward
sustainable education: a systematic review [59]

All General Mixed Mixed

Challenges and Opportunities of Generative AI for Higher
Education as Explained by ChatGPT [65]

Tertiary General Qualitative Mixed

Why and how to embrace AI such as ChatGPT in your
academic life [61]

Tertiary STEM Qualitative Positive

Balancing: The Effects of AI Tools in Educational Context
[58]

Tertiary Humanities Qualitative Neutral

Do Innovative Teachers use AI-powered Tools More
Interactively? A Study in the Context of Diffusion of
Innovation Theory [93]

Tertiary General Quantitative Positive

Analyzing Sentiments Regarding ChatGPT Using Novel
BERT: A Machine Learning Approach [79]

Tertiary STEM Quantitative Neutral

Exploring The Potential of Generative AI [82] Tertiary STEM Qualitative Neutral

The Intersection of AI, Information and Digital Literacy:
Harnessing ChatGPT and Other Generative Tools to
Enhance Teaching and Learning [84]

Tertiary STEM Qualitative Positive

continued
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Table 1. continued

Name of the Paper Educational Level Main Subject Type of Study Perceived Impact

How to Harness Generative AI to Accelerate Human
Learning [49]

All General Qualitative Positive

The use of ChatGPT as a learning tool to improve foreign
language writing in a multilingual and multicultural
classroom [12]

Secondary Languages Quantitative Positive

A Shakespearean Experiment with ChatGPT [68] Tertiary Humanities Qualitative Neutral

An Analysis of the Suitability of Philosophy as a Core
K-12 Public School Subject [16]

Tertiary Humanities Qualitative Positive

Energy Consumption of AI in Education: A Case Study
[19]

Tertiary STEM Quantitative Positive

Building a Strategy to Harness ChatGPT in Education [35] Tertiary STEM Qualitative Positive

A Model for Integrating Generative AI into Course
Content Development [28]

Tertiary STEM Qualitative Positive

Field courses for dummies: can ChatGPT design a higher
education field course? [90]

Tertiary General Quantitative Mixed

Language Models, Plagiarism, and Legal Writing [85] Tertiary Humanities Qualitative Mixed

Can ChatGPT explain it? Use of artificial intelligence in
multiple sclerosis communication [47]

Tertiary STEM Qualitative Positive

Automatic assessment of text-based responses in
post-secondary education: A systematic review [36]

Tertiary STEM Mixed Positive

An analysis of Watson vs. BARD vs. ChatGPT: The
Jeopardy! Challenge [73]

Tertiary STEM Mixed Mixed

Exploring the ethical considerations of using Chat GPT in
university education [43]

Tertiary Humanities Qualitative Negative

AI in Education, Learner Control, and Human-AI
Collaboration [17]

Tertiary STEM Qualitative Mixed

AI in Education: Cracking the Code Through Challenges:
A Content Analysis of one of the recent Issues of
Educational Technology and Society (ET&S) Journal [25]

Tertiary STEM Qualitative Neutral

War of the chatbots: Bard, Bing Chat, ChatGPT, Ernie
and beyond [2]

Tertiary STEM Qualitative Neutral

Performance of Large Language Models (ChatGPT, Bing
Search, and Google Bard) in Solving Case Vignettes in
Physiology [27]

Tertiary STEM Quantitative Positive

Evaluation of Google Bard on Vietnamese High School
Biology Examination [70]

Secondary STEM Quantitative Mixed

Google Bard’s Performance on Vietnamese High School
Civic Education Examination [72]

Secondary Humanities Quantitative Mixed

Google Bard Generated Literature Review: Metaverse [13] Tertiary STEM Mixed Neutral

Microsoft Bing vs Google Bard in Neurology: A
Comparative Study of AI-Generated Patient Education
Material [69]

Tertiary STEM Quantitative Positive

Artificial intelligence and the transformation of
management education [89]

Tertiary STEM Qualitative Positive

AI-Supported Academic Advising: Exploring ChatGPT’s
Current State and Future Potential toward Student
Empowerment [4]

Tertiary STEM Qualitative Positive

3.6 Novelties and Other Remarks

Compared to our previous work, we now have access to papers, that were read
and analyzed here, that explore not only ChatGPT but also other chatbots like
Google Bard, Bing Chat, Watson, and other generative AI models like DALL-E
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which generates an image based on a textual description. They prove to be wor-
thy adversaries to ChatGPT and they can also be used for educational purposes.

Fig. 7. In this visualization, you can see how many papers focused on either STEM
subjects, Humanities subjects, Art or Education in General.

4 Answers to the Research Questions

In this section, we will revisit our research questions and give a clear answer
with examples. The two questions were:

– How does generative AI affect teaching and learning in schools and universities
and how does it affect teaching and learning of certain subjects individually?

– How does the community perceive the usage of generative AI in education
until now?

4.1 How Does Generative AI Affect Teaching and Learning
in Schools and Universities?

Table 2 explains and provides concrete examples gathered from literature about
how generative AI can be used for teaching in schools and universities as well as
how it can be used for learning in schools and universities.
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Table 2. Generative AI in Education

Teaching Learning

Schools – Lesson Planning: Tailored plans
based on student metrics. Exam-
ples in [62,71,93],
– Content Creation: Generation of
quizzes, worksheets, etc. Examples
in: [23,28]
– Assessing Student Progress: Per-
sonalized tests and quizzes. [24,36,
38,80]
– Feedback Generation: Detailed
feedback and intervention
strategies. [31,41,46,71]

– Personalized Tutoring: Real-time
question answering. Examples in:
[14,60,99]
– Homework Assistance: Guided
problem-solving. Examples in: [20,
70]
– Language Learning: Practice and
grammar checks. Examples in: [12,
24,62]
– Interactive Learning: AI-crafted
stories or scenarios. Examples in:
[41,71,93]

Universities – Research Assistance: Help with
drafts, data analysis, etc. Examples
in: [60,66,85]
– Curriculum Development:
Updates based on research and
industry. Examples in: [21,88,98]
– Collaboration: Suggestions for
interdisciplinary work. Examples
in: [45,60,86]
– Administration: Help with
scheduling, correspondence,
grading. Examples in: [21,31,83]

– Research and Writing: Assis-
tance with drafts and data analy-
sis. Examples in: [20,24,46]
– Study Aids: Personalized study
guides or flashcards. Examples in:
[11,60,86]
– Specialized Learning: Content
generation for complex and
narrow subjects. Examples in:
[12,18,88]

4.2 How Does the Community Perceive the Usage of Generative AI
in Education Until Now?

Our goal is to find out what is the perceived impact of generative AI in education.
We found several good points of both positive and negative impacts. Table 3
provides concrete examples of the positive impacts of generative AI according
to the literature review as well as negative impacts.

5 Discussion

Our extensive literature review underscored the rapid integration of generative
AI models, particularly in higher education. Notably, STEM disciplines are the
main subject of the majority of papers in the research, with qualitative method-
ologies being the favorite research method. This preference for qualitative meth-
ods made it harder to determine whether the author considered generative AI
to have a more positive, or negative impact, which is why a neutral or mixed
category had to be created. It is evident from our findings that models like Chat-
GPT, Google Bard, Bing Chat, and DALL-E are positively perceived within the
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Table 3. Impacts of Generative AI on Teaching and Learning in Educational Context

Impact Description and Example

Positive Facilitated Content Creation: Educators can use generative AI to
create tailored teaching materials. Examples in: [17,45,81]

Continuous Learning Support: Students can access AI tutors 24/7.
Examples in: [4,52,99]

Language Barrier Reduction: AI provides real-time translations.
Examples in: [12,97]

Customized Responses: Adapts to query and context for relevant
answers. Examples in: [31,67,69]

Negative Over-standardization of Content: Over-reliance on popular AI
platforms might lead to homogenization. Examples in: [23,28,51]

Teacher-student Relationship Strain: Over-reliance on AI could
diminish direct interaction. Examples in: [51,87,96]

Equity Concerns: Not every institution can afford AI tools, widening
the educational divide. Examples in: [15,52,86]

Ethical Concerns in Content Generation: AI might generate biased
or culturally insensitive content. Examples in: [15,66,88]

educational community. People are reacting more positively now than they did in
some earlier opinions, such as one mentioned in [74], which conveyed skepticism.
This change might be because of fast improvements in AI or changes in teaching
methods to meet today’s needs. The frequent mention of STEM in the papers,
compared to the few mentions of humanities or arts, was interesting. This might
be because STEM fields rely heavily on data, or because our study mostly looked
at recent articles that highlight a popular trend. Still, this suggests there might
be unexplored opportunities for using AI in non-STEM fields. We have found
that generative AI, like ChatGPT, can be a big help in learning. As mentioned in
[49], ChatGPT can accelerate learning, and for the best results, it is key to give
it clear instructions and prompts. While it is a useful tool, it should not replace
human judgment, especially when detailed knowledge is needed. For example,
experts and teachers need to check and fix any mistakes ChatGPT might make.
Generative AI is also helping in designing courses and curriculums. For exam-
ple, it’s been used to design school curriculums and courses on philosophy, as
seen in [16]. Students can use it to study better for exams, like in a study from
[70] about a biology exam in Vietnam. Teachers can also use it to make exams
and come up with new questions, as shown in [23] for a quiz about renewable
energy. To give more specific examples, [95] talked about math students using
ChatGPT. It can help them understand basic math ideas, do simple math, and
even solve complex equations and answer geometry questions. Though our review
was thorough, some limitations persisted. The emphasis on contemporary papers
may have overlooked seminal works from prior years. Also, the swift progress in
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AI could render some of our sources outdated in terms of technical specifics,
though their broader implications remain relevant. Generative AI’s impact on
education goes beyond the confines of classroom instruction. With these tools
gaining traction, we might be on the brink of a transformative shift in pedagog-
ical methodologies, curriculum formation, and the dynamics between educators
and learners. The overwhelmingly positive reception of AI tools indicates a will-
ingness to integrate technology, reshaping how we envision 21st-century learning.
To fill the existing research gaps, future studies should probe into the potential
of generative AI in the arts, humanities, and social sciences. Additionally, as the
capabilities of these AI models expand, exploring their long-term influence on
educational results is crucial. In summation, the role of generative AI in edu-
cation is in a state of fluid evolution. The educational sphere seems poised to
harness this technology judiciously. As we go through this change, it is crucial
to keep discussing and researching. Given our significant findings, it is vital to
remain objective. As the AI field keeps changing, it’s important to thoroughly
address new challenges and viewpoints. As AI becomes more integrated into our
education system, how will it change the traditional teaching paradigms? How
do we make sure AI is used ethically and effectively, always focusing on holistic
learning?

6 Conclusion

In the ever-evolving landscape of education, the ascent of generative AI models
marks a pivotal moment. Our comprehensive literature review has illuminated
the profound and predominantly positive impact of these tools, especially in
higher education and notably within STEM disciplines. Qualitative methodolo-
gies have helped guide researchers to explore the implications of generative AI
integration. The growing enthusiasm for models like ChatGPT, Google Bard,
Bing Chat, and DALL-E showcases the educational community’s readiness to
embrace technology that promises transformative shifts. However, it’s crucial to
note the tendency towards STEM, indicating a potential research void in the
humanities and arts. This observation raises questions about broader applica-
tions and suggests areas mature for future investigation. As we stand at the
intersection of tradition and innovation, the challenges are many. AI is advanc-
ing quickly, so we need to consistently review its use to make sure it’s ethical,
and meaningful, and supports well-rounded learning. The growing acceptance of
AI tools reflects current trends, but we must be careful. As we move into this
new area, we must protect the fundamental principles of education. In summary,
AI is not only growing in education but also actively changing how we teach. It
has great potential. And while a tech-enhanced educational future is exciting,
we must approach it with care, curiosity, and a strong dedication to the true
purpose of education.
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7 Recommendation for Future Work

The literature review has shown that the use of generative AI brings great poten-
tials, but also challenges, which in itself will lead to changes to the whole edu-
cation system. Therefore, it is important to intensify research and also conduct
practical experiments - of any kind - to further determine the possibilities and
limitations. In particular, AI can be expected to go far beyond generative text
creation, as we can already see today that AI-powered applications will play a
major role in the creation of teaching and learning content, but also in provid-
ing individual support throughout the learning process (e.g. chatbots). We also
recognize that teachers themselves will be able to generate metadata of courses
and contents that can make matching or classification better. Last but not least,
AI-supported tools will also change examination situations and here, too, edu-
cational institutions will have to adapt and rethink the current situation. In
short, the use of AI will be indispensable tomorrow and there is a wide range of
research needs to be addressed - moreless immediately.
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Abstract. The irruption of ChatGPT has led to a technological change that could
affect all sectors, concretely education. University students are facing this change,
and the adoption of generative AI will be key to both their learning and job per-
formance. This paper aims to study the adoption and evolution of generative AI
among engineering students by analysing two surveys conducted in 2022 and
2023. The results show that engineering students are mostly aware and they are
using generative AI tools. On the other hand, it has been studied whether gender
can influence their adoption, and the results do not indicate significant changes.
Regarding the evolution of the adoption of generative AI, a great change is shown,
since it is beingmore used in all fields, also in education. This change indicates the
attitude of engineering students to explore and take advantage of innovative tools,
which can have a current and future impact on their learning and development.

Keywords: Generative AI · Technology Adoption · ChatGPT

1 Introduction

The education sector is constantly evolving with the emergence of new technologies
that have the potential to revolutionize the way we teach and learn [1]. One of the
new disruptive technologies that have the transformative power is generative artificial
intelligence (generative AI), which since the release of ChatGPT in November 2022 has
triggered a boom in AI, causing a significant breakthrough in this branch of computer
science. And while there have been many concerns about the use of generative AI in
terms of loss of academic integrity, there is a growing understanding that this technology
can improve student learning outcomes. It could also play an important role in the labour
market, and universities have a responsibility to prepare students for this.

GenerativeAI can serve as an effective learning tool that reduces teachers’ workloads
and provides personalised learning experiences for students [2]. Moreover, its integra-
tion into education can not only make education more globally accessible, but also foster
equal opportunities, improve communication between learners and facilitate the transi-
tion to a digital learning environment [3]. However, the integration of generative AI in
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education implies certain risks. Students may experience a decrease in personal interac-
tions, which could hinder their socialisation. In addition, the use of such tools may lead
to misinformation and loss of critical thinking due to possible biases, and there are also
concerns about the violation of data privacy [4].

Nevertheless, in order to harness the full benefits and thus maximise student’s learn-
ing, an adaptation process of the entire educational environment is necessary. It is essen-
tial that teachers acquire the necessary skills to use these tools efficiently in the classroom.
Educational centres will need to adapt curricula and assessment mechanisms [5], and
policies should be introduced to address issues such as data privacy and the ethical use
of AI-based tools.

The purpose of this article is to analyse the adoption and its evolution of tools based
on generative AI among engineering students in Spain. To this end, a comparison is
made between two surveys conducted during the 2022–2023 and 2023–2024 academic
years to engineering students at the University of Alicante.

To facilitate the understanding of the article, it has been structured as follows.
Section 2 reviews Generative AI in the context of education and its adoption by stu-
dents. Section 3 explains the research methodology for the paper and the design of the
experiment. Section 4 shows the results in tables and graphs. Finally, Sect. 5 draws the
main conclusions of the study.

2 Generative AI Overview: Education and Student Adoption

In this Review section, the comprehensive overview of generative AI is explored. From
its conceptualisation, through its application in education, and finally, examining the
acceptance of innovative technologies by students.

2.1 What is Generative AI?

Generative AI is a field of AI that focuses on generating original content from existing
data. This technology uses advanced machine learning algorithms and deep neural net-
works to learn from text, images or sounds to generate new and unique content [6, 7].
Progress in generative AI has been impressive since the release of ChatGPT at the end
of 2022 and is expected to continue to improve in the future. In fact, it is expected that
10% of all data generated in 2025 will come from generative AI tools [8].

ChatGPT, the best-known generative AI, is a chat system based on the Natural Lan-
guage Processing (NLP) model GPT-3.5 (Generative Pre-training Transformer), devel-
oped by the company OpenAI. It is a model with more than 175 million parameters and
trained with large amounts of text to perform language-related tasks, from translation
to text generation. It is a chat to which you write through prompts and the chatbot gen-
erates a response as if it were a person. One of its most surprising features is that it is
able to remember the context of the conversation through a neural network model called
Attention [9].

Since its release ChatGPT has been improved. The GPT model has been updated to
the GPT-4 version, making it more truthful and creative. In addition, the Vision feature
has been added, allowing GPT to be able to analyse and interpret images in addition to
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text (multimodal). On the other hand, the versatility of ChatGPT has increased since the
release of its API, being able to integrate it with any application via plugins. Additionally,
since November 2023, OpenAI allows the community to create their own customised
GPTs [10]. Also during 2024 ChatGPT will be able to both receive prompts and respond
by voice [11].

It is important to note that although ChatGPT is the most renowned generative AI,
there are currentlymanyof alternative tools:Bing,Microsoft’s chatbot; orMidjourney for
creating images. Google has recently announced its new generative AI model, Gemini,
which will be fully multimodal, being able to receive and respond with text, images,
audio, video and programming languages [12], taking a step towards General AI.

The Gartner Hype Cycle [13, 14] is a graphical representation in the form of a curve
that depicts the maturity and adoption of emerging technologies, so as to distinguish
which technologies are hype from those that are viable. In this representation, generative
AI in 2023 was currently in the Peak of Inflated Expectations phase [14]. However, it
is expected to reach the productivity plateau within 2–5 years. Furthermore, Gartner
considers it as one of the top 10 strategic technology trends for 2024.

2.2 Generative AI in Education

ThehighperformanceofferedbygenerativeAImodels gives both hope and concern to the
educational world. Table 1 shows a comparison table of Gemini and GPT-4 performance
in several areas and the accuracy is very high in both models.

Table 1. Gemini and GPT-4 performance comparison

Capability Benchmark Description Gemini GPT-4

General MMLU Question in 57 subjects (STEM,
humanities…)

90.0% 86.4%

Reasoning Big-Bench Hard Challenging tasks requiring multi-step
reasoning

83.6% 83.1%

DROP Reading comprehension 82.4% 80.9%

HellaSwag Reasoning for everyday 87.8% 95.3%

Math GSM8K Arithmetic manipulations 94.4% 92.0%

MATH Challenging math problems 53.2% 52.9%

Code HumanEval Python code generation 74.4% 67.0%

Natural2Code Python code generation 74.9% 73.9%

Source: [12]

Generative AI in education has strategic value, bringing many advantages. It can
serve as an effective learning tool that reduces teachers’ workloads and provides person-
alised learning experiences for students [15]. Moreover, its integration into education
cannot only make education more accessible globally, but also foster equal opportuni-
ties, improve communication between learners and facilitate the transition to a digital



308 F. Llorens-Largo et al.

learning environment. Some of the concrete applications of generative AI in education
include the creation of advanced curricula, personalised tutoring, more efficient assess-
ments, adaptive learning, and the generation of student records and profiles to provide
personalised education [3]. These applications not only make the learning process more
effective, but also help to increase retention and comprehension of material, reduce the
knowledge gap and improve overall academic performance. Some researchers wonder
whether advances in AI will challenge teachers or even replace them. However, it is
estimated that this will not happen, but that the role of the teacher will change from a
transmitter of knowledge to a guide [16].

Despite the advantages discussed above, the integration of generativeAI in education
could carry certain risks. Firstly, there are concerns about breaches of data privacy, as
AI systems require a large amount of information, including students’ private data [17].
Furthermore, the risk of increased misinformation, technology dependency and loss of
critical thinking because of incorporating AI in education has also been pointed out [3, 4,
18], as generative AI works with probabilistic models and can lead to misleading results
that confuse the learner. Additionally, there is a risk that students will outsource AI tools
to do work without learning, which could undermine their educational development and
their ability to acquire critical skills.

2.3 Student’s Acceptance to Innovative Technologies

Student acceptance is a key element in the development of technological innovations
[19]. The Unified Theory of Acceptance of Technology Use (UTAUT) proposed by
Venkatesh [20] seeks to explain user intentions to use technology (like generative AI)
and subsequent usage behaviour. This theory derives four factors:

– Performance expectancy.Degree towhich an individual believes that use of the system
will be beneficial to him/her in work or professional performance.

– Effort expectancy. It refers to how easily a technology can be used.
– Social influence. It refers to the extent to which a person perceives the valuation of

others with respect to the use of technology.
– Facilitating conditions. Degree to which an individual considers that the organisa-

tional and technical structure exists to support the adoption of the technology.

The variables of performance expectancy and effort expectancy have been studied
in several research studies. Robey [21] focused on analysing the impact of performance
expectation on the use of technology and concluded that if a technology does not help
users develop in theirwork it will not be accepted despite efforts to implement it. Bandura
[22] concluded that user acceptance behaviour will be predictable given expectations of
effort and performance.

On the other hand, more specific current studies have been carried out on the accep-
tance of generative AI among students [19, 23, 24]. The results of the articles revealed a
positive reception and use of generative AI technologies in terms of students’ perception
and use. Also in [23], it was found that students are committed to adopting generative AI,
but concerned about preventing the development of skills such as teamwork, problem
solving or critical thinking; and even developing dependency.
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Finally, the paper by Huedo-Martínez et al. [25] concluded that engineering students
were more likely to adopt a new innovative technology more quickly.

3 Experiment Design

The aim of this experiment is to observe the adoption by engineering students at the
University of Alicante (Spain). To this end, two surveys on the knowledge and use of
generative AI have been carried out in two consecutive years: 2022 and 2023.

Surveys are administered through the online platform LimeSurvey with encrypted
communication over HTTPS strictly anonymised to ensure privacy and data security of
the data collected and therefore, protect the identity of the participating students.

The questionnaires have been elaborated in collaboration with several Spanish uni-
versities in a joint project, although in this paper only the data obtained by the University
of Alicante have been presented. Pooled data from all universities in the first survey have
been published in [26], while data from the second survey are still awaiting publication.

3.1 Methodology

In order to produce the article in a coherent and high-quality manner, a three-phase
methodology has been followed:

1. Conducting the surveys. In this first phase, the information necessary to carry out the
study is collected from two surveys.

2. Analysis of results. At the end of the response period, the surveys will be closed, and
the responses will be downloaded. This data will be subjected to a cleaning process, if
necessary. Once the cleaning process is completed, several graphs will be generated
to facilitate the drawing of conclusions for the study.

3. Conclusions. The graphs generated will provide a visual representation of the results
obtained. From this visualisation, conclusions will be drawn that will address the
research objectives and provide valuable insights into the topic at hand.

3.2 First Survey (S1)

The first survey (S1), conducted in 2022, includes both open-ended and closed-ended
questions to gather information about the academic year and students’ knowledge and
current or future uses of ChatGPT. The survey consists of 7 questions (SQ) represented
in Fig. 1. The full questionnaire is available in Appendix I.

3.3 Second Survey (S2)

The second survey (S2), conducted in 2023, asks questions about knowledge and use of
generative AI and ChatGPT. It includes open-ended, closed-ended, multiple-choice and
open-ended questions. A diagram of the survey is shown in Fig. 2. The full questionnaire
is available in Appendix II.
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Fig. 1. Diagram of the questions in the first survey

Fig. 2. Diagram of the questions in the second survey

4 Results and Discussion

This section presents the findings from the survey of engineering students. First, a con-
textual and demographic profile of the participants is presented. This is followed by
an analysis of the evolution of knowledge and use of generative AI across the surveys.
Subsequently, it explores whether gender has any association with ChatGPT knowledge
and use in the first and second surveys. Finally, it explores the applications of ChatGPT
in the context of engineering studies.

4.1 Demographic and Contextual Profile of Participants

This section shows the demographic data. Table 2 shows the distribution of participants
in both surveys indicating the number of participants and their gender and average age
distribution.

It is also interesting to know the course in which the students are enrolled. Figure 3
and Fig. 4 show the distribution of students in the courses based on the highest course
enrolled.
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Table 2. Distribution of participants, gender and average age

First survey Second Survey

Gender Participants Average age Participants Average age

Female 22 - 26 18.92

Male 71 - 70 20.26

Non-binary 0 - 1 33

Not specified 1 - 3 22.33

Total 94 - 100 20.08

Fig. 3. Student distribution by course in S1

Fig. 4. Student distribution by course in S2
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4.2 Evolution of Knowledge and Use of Generative AI

This section aims to analyse descriptively the evolution of the knowledge and use of
ChatGPT. For this purpose, Table 3 shows a comparison of these two questions in both
questionnaires. Since in the second questionnaire the question “I know the ChatGPT
tool” is formulated on a Likert scale (SQ8) and in the first one as a nominal variable of
Yes/No, to make a correct comparison, the Likert scale question has been transformed.

For this purpose, affirmative answers have been considered to be those that were
answered as Strongly Agree or Agree, and negative answers have been considered to be
Neutral, Disagree and Strongly Disagree.

Table 3. Comparison of knowledge and use of ChatGPT

Know ChatGPT Do not know ChatGPT Use ChatGPT Do not use ChatGPT

S1 88.30% 11.70% 48.19% 51.81%

S2 96% 4% 92% 8%

The results showa slight improvement in the knowledge ofChatGPTamong students,
increasing by almost 8%. However, student use of ChatGPT increased from 48.19% to
92%. This is a significant change and suggests a substantial increase in the adoption of
this technology.

4.3 Knowledge and Use of Generative AI by Gender in S1

An interesting aspect to study is the possible association between gender and the adoption
of Generative AI, in this case ChatGPT. Regarding the first survey, Table 4 shows a table
with the frequencies of responses to these questions by gender. However, there are not
many percentage differences between genders, except for “Not specified”, although it
should be noted that they are underrepresented. On the other hand, between men and
women, men represent a slightly higher knowledge and use of ChatGPT.

Although there are some slight differences between men and women, we want to
check whether these differences are statistically significant. To do so, a Chi-square
test was performed (Table 5), in which the gender Not Specified was not considered
because only one participant belongs to this gender and would bias the results. The
values obtained for knowledge and use of ChatGPT are 0.617 and 0.935 respectively;
both being greater than 0.05, so there is no significant change in the knowledge and use
of ChatGPT between genders.

4.4 Knowledge and Use of Generative AI by Gender in S2

Before proceeding to the analysis of the data from the second survey, it is important
to check whether the distribution of the results is normal due to the use of Likert scale
questions. For this purpose, a Shapiro-Wilk normality test has been performed. The
results from the Shapiro-Wilk normality test suggest that we can refute the assumption
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Table 4. Knowledge and use of ChatGPT by gender in the S1

Question Answer Male Female Not Specified Total

Do you know ChatGPT? Yes 64 19 0 83

90.1% 88.6% 0%

No 7 3 1 11

9.9% 13.6% 100%

Do you use ChatGPT? Yes 31 9 0 40

48.4% 47.4% 0%

No 33 10 0 43

48.4% 47.4% 0%

Table 5. Chi-square for use and knowledge of ChatGPT by gender in the S1

Value Deg. Freedom Asymptotic significance
(bilateral)

Pearson’s Chi-square Knowledge of
ChatGPT

0.250 1 0.617

Use of
ChatGPT

0.007 1 0.935

of a normal distribution (p < 0.05). Nevertheless, the F-test has been shown to be robust
against moderate departures from normality in cases where sample sizes are sufficiently
large and comparable [25]. A sufficient sample size (n = 100) allows us to justify the
use of these tests with sufficient confidence, despite not meeting the normality criterion.

Descriptive information on the knowledge and use of Generative AI is shown in
Tables 6 and 7. In Table 6, the questions on the knowledge of Generative AI are shown.
Since the questions are formulated on a Likert scale, in order to be able to perform
the descriptive analysis, for each participant the answers have been coded as follows:
Strongly disagree (1), Disagree (2), Neutral (3), Agree (4) and Strongly agree (5). As
can be seen, the differences between genders are very subtle. However, the participants
are clearer about what ChatGPT is than Generative AI except for the female gender. And
regarding the question about the use of ChatGPT, now the female gender uses it more
than the male gender.

Again, the corresponding statistical tests have been carried out to see if there are
significant differences between genders and the knowledge and use of generative AI:
ANOVA for Likert scale questions (Table 8 and Table 9) and Chi-Square for categorical
questions (Table 10). In all tests the null hypothesis is accepted, so there are no significant
differences between genders.



314 F. Llorens-Largo et al.

Table 6. Knowledge of Generative AI and ChatGPT by gender in the S2

Question Measure Male Female Non-binary Not Specified

I know what generative
AI is and what it is used
for

Participants 70 26 1 3

Mean 4 4.08 3 4

Standard deviation 0.933 0.845 0 1

I know the ChatGPT tool Participants 70 26 1 3

Mean 4.74 4.65 5 5

Standard deviation 0.846 0.846 0 0

Table 7. Use of ChatGPT by gender in the S2

Question Answer Male Female Non-binary Not Specified Total

I use ChatGPT Yes 63 25 1 3 92

90% 96.2% 100% 100%

No 7 1 0 0 8

10% 3.8% 0% 0%

Table 8. ANOVA knowledge of Generative AI

Variation source Deg. Freedom Sum squares Squared mean F-test Sig. Level p

Inter-group 1,144 3 0,381 0,458 0,712

Intra-group 79,846 96 0,832

Total 80,990 99

Table 9. ANOVA knowledge of ChatGPT

Variation source Deg. Freedom Sum squares Squared mean F-test Sig. Level p

Inter-group 0,454 3 0,151 0,216 0,885

Intra-group 67,256 96 0,701

Total 67,710 99
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Table 10. Chi-square for use of ChatGPT by gender in the S2

Value Deg. Freedom Asymptotic significance (bilateral)

Pearson’s Chi-square 1.338 3 0.720

4.5 Applications of ChatGPT for Studies

Table 11 shows a comparison of the use of ChatGPT by students, indicating how many
of them use ChatGPT in the study and outside the study, as well as their percentage of the
total number of students using ChatGPT. Although there is a percentage improvement
in the use of ChatGPT in the study, it is worth noting the adoption of the technology in
other areas outside the study, which has increased from 12.5% to 68.48%.

Table 11. Comparison on the use of ChatGPT

Use ChatGPT for the study Use ChatGPT outside the
study

Use ChatGPT

S1 37 92.5% 5 12.5% 40

S2 88 95.65% 63 68.48% 92

On the other hand, regarding the specific applications that studentsmake of ChatGPT
for study purposes, a comparative bar chart on specific applications of use can be seen in
Fig. 5. In order to make a comparison, taking into account that the question on ChatGPT
applications in S1 was open-ended and in S2 it was a multiple-choice question, the
answers from S1 were analysed and included in the same categories of S2.

What can be seen from the graph is that students use ChatGPT much more in all
its applications, especially in Self-Assessment and Suggestion of ideas. The most com-
mon uses include Resolution of doubts, Correction of code errors, use as a Source of
information and Suggestion of ideas.

Finally, 47% of respondents in S2 use other generative AI tools, including Mid-
journey, Dall-E, Bard, Copilot and Bing. This information emphasizes the breadth of
generative AI tool adoption among respondents in S2.
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Fig. 5. Comparison of ChatGPT applications in the study

5 Conclusions

University students are facing a technological change that will affect all sectors, the
boom of generative AI, and its acceptation will be key both in their learning and in their
future career. This paper aimed to study the adoption of generative AI in engineering
students, as well as its evolution in the period of one year, since the release of ChatGPT
by analysing two surveys, in two consecutive years: 2022 and 2023.

The conclusions drawn after analysing the results are, firstly, that most respondents
are aware of ChatGPT; with regard to its use, there has been a large increase in uptake
from 48% of respondents in 2022 to 92% in 2023. Subsequently, an analysis has been
made as to whether there is a difference in the knowledge and use of ChatGPT with
respect to gender, reaching the conclusion that there are no statistically significant dif-
ferences with respect to this factor. Also, we wanted to analyse the use that students
make of ChatGPT regarding learning. Uses related to resolving doubts, correcting code
or suggesting ideas stand out. On the other hand, there has been an enormous growth
in terms of the applications of its use among the surveys. Finally, almost half of the
respondents in 2023 use other generative AI tools.

These results suggest that the engineering student community is increasingly embrac-
ing generative AI technologies. The growing acceptance of generative AI in academic
domain reflects an increased interest in its value. This shift indicates students’ willing-
ness to explore and leverage innovative tools, which could impact both education and
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future engineering and technology development. The successful integration of genera-
tive AI into academic curricula and research projects highlights the long-term relevance
of these emerging technologies in the education of future engineers.

Acknowledgements. Wewould like to thankDanielAmo-Filva (andLaSalle-URL - https://www.
salleurl.edu) for coordinating the data collection and leading the elaboration of the questionnaires
common to all the universities participating in the project.

Appendix 1

First questionnaire (S1)
1. Gender:
◯Male ◯ Female ◯ Not specified.
2. Highest grade you are enrolled in:
◯ 1 ◯ 2 ◯ 3 ◯ 4.
3. Do you know what ChatGPT is?
◯ Yes ◯ No.
4. Do you use ChatGPT?
◯ Yes ◯ No.
5. Will you use ChatGPT in the future (link to the website).
◯ Yes ◯ No.
6. How do you use ChatGPT in your studies?
____________ (free text).
7. How will you use ChatGPT in your studies?
____________ (free text).

Appendix 2

Second questionnaire (S2)
1. Age: ______ (numeric field).
2. Gender:
◯Male ◯ Female ◯ Non-binary ◯ Not specified.
3. Are you a Degree, Master or Postgraduate student?
◯ Degree ◯Master ◯ Postgraduate.
4. What course(s) are the subjects you are enrolled in: (multiple choice).
◯ 1 ◯ 2 ◯ 3 ◯ 4 ◯ 5.
5. If you are studying an engineering degree, which?
____________ (free text) ◯ Other.
6. What Master’s or Postgraduate degree are you studying?
____________ (free text).
7. I know what generative AI is and what it is used for:
Totally disagree ◯ 1 ◯ 2 ◯ 3 ◯ 4 ◯ 5 Totally agree.
8. I know the ChatGPT tool:
Totally disagree ◯ 1◯ 2 ◯ 3 ◯ 4 ◯ 5 Totally agree.

https://www.salleurl.edu
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9. I use ChatGPT (multiple choice):
◯ In my studies ◯ In my personal life ◯ In my working life ◯ Other uses ◯ No.
◯ Other uses: ____________ (free text).
10. I user other generative AI tools (multiple choice):
◯ In my studies ◯ In my personal life ◯ In my working life ◯ Other uses ◯ No.
◯ Other uses: ____________ (free text).
11. What other generative AI tools do you know?
____________ (free text).
12. How do you use or have used ChatGPT or other generative AI tools in your

studies?
◯ Self-assessment ◯ Correction of code errors ◯ Source of information.
◯ Code generation ◯ Resolution of concrete doubts ◯ Synthesis for study.
◯Writing support ◯ Suggestion of ideas ◯ Validation of references.
◯ Personal use outside studies ◯ Use required by the university.
◯ Other uses: ____________ (free text).
13. How do you use or have used ChatGPT or other generative AI tools outside of

your studies?
____________ (free text).
14. What positive aspects would you highlight from using ChatGPT for your

learning?
____________ (free text).
15. What negative aspects would you highlight from using ChatGPT for your

learning?
____________ (free text).
16. What other features would you like to see in ChatGPT?
____________ (free text).
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Abstract. Anticipating the tutoring needs in online learning is essential to provide
adequate support to students. Feedback and even silence are valuable clues to
reveal the level of engagement. Approaches based on Artificial Intelligence (AI)
can process this information and alleviate the workload of human tutors. In this
study, Natural Language Processing (NLP) techniques were used to assess the
performance of classifying students’ difficulties in anEducational SocialNetwork.
Difficulties were classified into categories such as “personal”, “technical”, and
“others”. The model’s performance allows you to anticipate and direct tutoring.

Keywords: Human Tutors · Students · Natural Language Processing (NLP) ·
Interactions · E-Learning

1 Introduction

Student engagement in online learning can be affected by various difficulties [1, 2],
highlighting the importance of identifying these challenges early to better direct tutoring
activities. In this context, one of the responsibilities of human tutors is to establish
contact to gather information that helps understand the difficulties students face [3].
By analyzing responses, it’s possible to find reasons behind student disengagement in
the teaching-learning process. However, it’s challenging for human tutors to scale their
tutoring efforts, especially in educational contexts with many students. The absence of
an instructor and the feeling of being alone can create difficulties for students in online
learning [4].

To efficiently and broadly handle student demands, it’s necessary to adopt approaches
that allow for individualized attention.Apromising approach is the application ofNatural
Language Processing (NLP) techniques in the field of Artificial Intelligence in Educa-
tion (AIEd) [5, 6]. In this study, these techniques can be used to classify different types
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of difficulties reported by students in virtual learning environments mediated by Educa-
tional Social Networks (ESN). Additionally, incorporating Intelligent Tutoring Systems
(ITS) features can assist human tutors in handling a large volume of information about
student engagement. Therefore, this article emerges in response to these challenges,
motivated by the need to cooperate with tutors to promote more effective tutoring, and is
guided by the following question: ‘How can the difficulties faced by students in online
learning, with interactions mediated in an Educational Social Network environment, be
supervised and classified?

In the context of this article, a Natural Language Processing (NLP) component was
developed to supervise and classify the difficulties faced by students in online learning,
with interactions in a virtual Educational Social Network (ESN) environment. Through
data analysis, a model was trained to identify patterns in student responses regarding dif-
ficulties, mainly in “personal”, “technical”, and “others” situations. Proper identification
and classification of student difficulties is a crucial step in providing personalized and
relevant tutoring, assisting in the learning process, and individual student monitoring.

The article is structured into four additional sections: Sect. 2 discusses related works,
Sect. 3 describes the methodology used, including techniques and procedures, Sect. 4
presents the results, and Sect. 5 concludes with final considerations.

2 Related Works

Natural Language Processing (NLP) approaches are being used to create content and
personalize instructional materials [7]. In Intelligent Tutoring Systems (ITS), they are
applied in conversational dialogues [8] to understand student needs. In the context of
online learning (e-learning),NLPallows for conversation analysis, identifying patterns in
various situations. By analyzing phonology, grammar, semantics, and context, dialogue
formation models can generate content, personalize instructional materials [7], iden-
tify sentiments in social network contexts [9], and classify comments, responses, and
discussions to monitor student engagement. Liu et al. [10] explore student engagement
through discussions on how they learn and understand content, as well as self-regulation
strategies and perseverance in learning. The authors used mapping of student interest in
subjects, satisfaction, and seriousness in following didactic activities. Although NLP is
promising for deciphering collected textual information and highlighting the subjectiv-
ity of student difficulties, approaches that contribute to human tutoring are necessary, as
learning difficulties may present in a social dimension where only interaction and the
desire to communicate can reveal them.

3 Method

To identify and classify the difficulties that discourage students in online learning, mon-
itoring was conducted during periods of school activities mediated by virtual environ-
ments. Understanding how human tutors identify student difficulties was key to propos-
ing strategies using NLP techniques intertwined with the interdependent network of
interactions between tutors and students in the virtual environment. It was investigated
whether human tutors used specific approaches to understand student difficulties, and
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whether these approaches left recurrent clues in interactions that could be used for clas-
sification. This classification was crucial to identify factors that demotivate students
in virtual environment interactions. Initially, understanding the instructional design of
human tutors’ interactions with students was necessary.

3.1 Study Context

The role of tutors in the design of online instructional content can create an interaction
framework that directly impacts the identification of student difficulties. The interac-
tion between human tutors and students can offer insights and patterns that assist in
classifying these difficulties. This study focused on online learning for micro and small
businesses, particularly in themetropolitan area of Recife, Pernambuco, Brazil, covering
various thematic courses: The course “Trilha: Como posso inovar?” had 588 students,
3 tutors, and 1 teacher, focusing on how current innovation strategies can benefit busi-
nesses. “Canvas You: Meu Modelo de Negócio Pessoal” with 69 students, 2 tutors, and 1
teacher, outlined ways to reinvent careers, overcome obstacles, find new opportunities,
and deliver value to clients. “Como a Disrupção Pode Afetar o seu Negócio - Minicurso
Online” (132 students, 2 tutors, 1 teacher) explored strategies for dealing with techno-
logical innovations, consumer trends, and breaking market conventions and paradigms.
“Novos Comportamentos de Consumo - Minicurso Online” (702 students, 3 tutors, 1
teacher) focused on understanding current consumption patterns, connecting with con-
sumers, and ensuring the survival of micro or small businesses. “Strategic Planning
for Entrepreneurs” (1105 students, 6 tutors, 2 teachers) focused on developing busi-
ness strategies, vision, mission, objectives, and competitor analysis. “Digital Marketing
for the Entrepreneur” (1340 students, 5 tutors, 2 teachers) aimed at reaching new cus-
tomers in increasingly digital consumer markets. “How to Develop High-Performance
Teams” (257 students, 2 tutors, 1 teacher) emphasized individual skills and innovative
approaches to employee performance. “Financial Strategy for Growth” (897 students, 3
tutors, 1 teacher) concentrated on building a future vision for micro-businesses.

3.2 Data Collection and Analysis

The courses encompassed a diverse audience, but primarily women entrepreneurs with
elementary and high school education levels. They helped build skills in leadership, com-
munication, entrepreneurship, understanding consumer behavior, business models, cus-
tomer understanding, finance, digital positioning and presence, business purpose, mar-
keting, product validation, networking, digital-era finance, and advertising on Facebook
and Instagram, among others. In this context, human tutors, among other activities, ana-
lyzed student completion percentages and collected responses to standardized messages
in “Active Search” efforts by students, recording them in a spreadsheet (Fig. 1, screen-
shot of the tutor’s spreadsheet template), during the monitoring period from December
2022 to May 2023, to understand the difficulties that were disengaging the students.

On a monthly basis, verification and qualification of reasons were conducted. The
collection of module completion percentages allowed for weekly interactions every
Monday, sending targeted messages to students whose module completion performance
was below 75%. In addition to this message collection phase, steps were also taken to
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Fig. 1. Spreadsheet - Student “Active Search” Cycle.

analyze and define the NLP model (Fig. 2). The message collections corresponded to
the responses of students to the messages sent by human tutors, which served as a data
source for the analyses. Each message was labeled based on the joint perceptions of the
human tutors and served as a source for the systematic analysis approach using NLP
techniques. Section 4 presents the classification resulting from this stage of the study.

Fig. 2. Flowchart of data collection, analysis, and model definition for the analysis of tutoring
messages and classification based on different types of difficulties.

Themessage analysis flow (Fig. 3), with the application of NLP techniques, involved
text preprocessing through fundamental steps to prepare the data for analysis. These
steps included removing unwanted information such as special characters, emoticons,
excessive punctuation, and stop-words. After preprocessing, the textwas tokenized using
the Tokenizer library1. This step involved transforming sentences into sequences of
tokens, which could be words or parts of words, limited by a vocabulary defined by the
parameter num_words = 500. To feed the data into a Neural Network model, it was
necessary to ensure that all token sequences had the same length. To achieve this, the

1 https://www.tensorflow.org/api_docs/python/tf/keras/preprocessing/text/tokenizer

https://www.tensorflow.org/api_docs/python/tf/keras/preprocessing/text/tokenizer
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pad_sequences function was used, which adjusted the length of sequences by filling
them with zeros when necessary.

3.3 Definition of the NLP Model

The model choice took into consideration current approaches used in Natural Language
Processing (NLP). Some of these approaches include: Convolutional Neural Network
(CNN), used for the discovery and recognition of patterns in textual elements [11];
Recurrent Neural Network (RNN), with feedback mechanisms that enable the retention
of previous information when processing subsequent inputs; and Feedforward Multi-
Layer Perceptron (MLP), with the capability to work with multiple layers for classifi-
cation problems, considering the Long Short-Term Memory (LSTM) technique, which
allows for the processing of input sequences and the recall of relevant information at
different time steps [12].

In an experimental approach, a classification model based on word sequences (Keras
Sequential) was used, with parameter variations, to find the best configuration for classi-
fying students’ difficulties based on themessages received from human tutors. Parameter
variations involved tests on: Three different sizes (embedding_size= [64, 128, 256]) for
the word representation vector (embedding). Three different quantities (lstm_units =
[64, 128, 256]) of LSTM units, to capture context information in word sequences. Three
dropout rates (dropouts = [0.2, 0.3, 0.4]) for regularization to help prevent overfitting
by randomly deactivating a fraction of units during training. Three different optimizers
(optimizers = [‘adam’, ‘rmsprop’, ‘sgd’]) to define how the model’s weights would be
updated during training in the quest to minimize the loss function.

Ultimately, the Dense layer had 3 neurons with sigmoid activation, indicating clas-
sification into three classes (representative of the types of difficulties: technical, per-
sonal, and others). During the execution of parameter variations, the model was built,
trained, and evaluated using training data (80%) and test data (20%) with the Scikit-
learn train_test_split function. The resulting accuracy in each iteration was compared
to the best accuracy obtained previously, and if it was higher, the current parameters
were updated as the new best-identified configuration. In the end, the best parameter
configuration found was adopted for the subsequent analyses in this study, serving as
the combination that maximizes the NLP model’s performance in classifying students’
difficulties. Section 4 presents the results of the analyses.

4 Results

In this section, themain results are presented regarding howhuman tutors actively sought
interactions with students, mapped and classified the types of difficulties, providing
information about the strategies and the overall performance of the NLP model.

4.1 “Active Search” by Students

The “active search” involved direct contact between tutors and students, allowing for
individualized tutoring. Over a six-month observation period, tutors contacted 206 stu-
dents from different courses. Among these, 101 students did not respond to the contact
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and were classified as “unresponsive” while a total of 105 students responded to the
tutors’ outreach. The difficulties faced by students who responded to the tutors’ contact
were classified into categories: “technical”, “personal”, and “others”. The quantities and
trends of these difficulties occurred as follows (Fig. 3).

Fig. 3. Frequencies by types of difficulties classified over the course of the six-month monitoring
period of human tutor activities.

When extracting messages from the students, there were responses that allowed
human tutors to make inductive classifications of “technical”, “personal” and “others”
difficulties. Table 1 presents a selection of messages (verbatim as received), highlighting
words or phrases used to classify students’ difficulties.

Explored visually, word frequencieswere obtained for each type of difficulty (Fig. 4).
This allowed for the identification of specific words in the textual content of messages
classified as “technical” difficulties which included words related to the platform, chal-
lenges in accessing it, availability of resources, and the level of familiarity with tech-
nologies, as well as perceptions regarding platform usage. In messages classified as
“personal” difficulties, the presence of words related to the course itself and the use
of personal pronouns was observed, which is essential for understanding the subjective
dimension of students’ engagement regularly and without the need for assistance. On
the other hand, in messages classified as “others” difficulties, there was a frequency of
words related to what students would like, including elements related to other interests,
courses, and individual priorities.

In this sense, conceptually (Fig. 5), it is understood that technical difficulties may
be related to digital literacy, with issues related to the use of tools and technological
resources in the learning environment. Personal difficulties are related to autonomy
and well-being, involving emotional aspects, motivation, organization, and autonomy.
Difficulties classified as “other” refer to prioritization, encompassing difficulties that
do not fit into the previous categories, such as prioritizing other activities, courses, and
individual preferences. In cases of “no response”, it is not possible to explicitly identify
the difficulties.
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Fig. 4. Most frequent words in each type of difficulty.

Table 1. Selection of messages returned by the students.

# Mensagens dos estudante Cs lasse

1 Estou sem computador. No celular tá bem ruim de navegar.
Poderias me auxiliar com passo a passo? technical

2 Oi, [tutora]. Estou fazendo alguns seminários do
[ambiente] já, por isso não acessei, mas vou. other

3
Boa tarde! Tudo bem! Consegui sim, como ele é bem 
detalhado fiquei sem tempo de assistir com calma sabe. 
Mas pretendo concluir

personal

4 Sim. Só não tive tempo para concluir o curso other
5 Sim consegui acessar normalmente. Porém, sem tempo. other

6 Oi [tutora]. Sim, consegui acessar! Por enquanto, tudo
certo. Mas estou tendo other demandas other

7 Eu me inscrevi em 4 cursos. Consegui realizar só 2. other
8 Ainda não. Me passa o link para entrar. E o passo a passo technical

9 Oia boa tarde. Qual será o horário da aula por que estou 
na emergênciafea personal

10 Olá! Consegui visualizar sim. other

11 Consegui ainda não. Mas quero conseguir. Não sou 
familiarizada com tecnologia technical

12 Não consegui acessar technical

13 Eu não consigo acessar a página do [ambiente] Pois a 
confirmação do e-mail Pra trocar a senha não chega technical

14 Bom dia! Querida como faço? technical

(continued)
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Table 1. (continued)

15
Bom dia [tutora], quando eu tiver eu com tempo livre eu 
acesso sim ,obg other

16 Bom dia! Estou começando hoje o curso. Com fé em Deus other

17

Oi [tutora]! Vou bem e você? Bom [tutora] estava 
resolvendo algumas pendências personal antes de começar, 
acredito que ainda hoje eu entre.

personal

18
Boa tarde, eu não consegui acessar a plataforma Não sei 
como entra. technical

19 Oi Foi sim, não lembrava mais Como faço? other

20 Ola boa tarde Eu não consigo fazer o acesso technical

21
Sim realizei. Nenhum impedimento além do tempo mesmo 
pra poder acessar. other

22
Não consegui acessar nao. Nao entendo como mexe Bom 
dia technical

23
Bom dia! Ainda não realizei o acesso na plataforma, pois 
fiquei doente Como realizo personal

24
Tem uma plataforma específica do [ambiente]? Como en-
tra? technical

25
Bom dia E porque o imel que cadastrei perdi e não 
conseguir recupera lo technical

26 Bom dia. Não consegui acessar. Pode sim me ajudar technical

27
Fiz para me inscrever em uma palestra, ja vi ela. Mas não 
tive mais interesse. other

28

Olá [tutora], boa tarde! Tudo bem, obrigada por perguntar. 
Eu fiz a inscrição e na verdade não soube bem o que era. 
Permine não entrando mas. Eu tenho uma página no 
Instagram que vendo bolsas e sapatos, pensei que fosse 
alguma coisa ligada a vendas. Deixei de lado estou se con-
centrado no meu trabalho.

personal

29

Olá [tutora], estou tendo dificuldades para acessar a 
plataforma. Parece que minha senha não está funcionando. 
Você poderia me ajudar a redefinir?

technical

30
Não consigo acessar a plataforma desde que mudei meu 
endereço de e-mail. Pode atualizar meus detalhes? technical

31
Eu tentei baixar o aplicativo no meu tablet, mas não 
consegui. Existe uma versão para tablet? technical

32

[tutora], eu comecei um novo trabalho recentemente e estou 
um pouco sobrecarregado. Mas quero muito voltar em 
breve, posso?

other

(continued)
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Table 1. (continued)

33

Olá, [tutora]. A conexão com a internet no meu local é 
muito fraca, e isso torna difícil acessar a plataforma. Tem
app?

technical

34

Tive uma emergência familiar e não pude acessar a 
plataforma, minha mãe ficou internada esse tempo todo e 
tive que ficar com ela.

personal

35

Na verdade, eu comecei a acessar o curso, mas o conteúdo 
não era o que eu esperava. Você tem other opções que pos-
sam me interessar?

personal

36
Não to conseguindo acessar com minha senha do email, oq 
faço? technical

37
Estou focada em outros estudos no momento, mas pretendo 
acessar a plataforma assim que possível. other

… … …

Note: # - message enumeration; class - type of difficulty assigned by human tutors; ... - continuation; bold 

- main words or phrases observed by human tutors in the classification. 

Fig. 5. Conceptualization of the types of student difficulties identified from interactions with
human tutors in online learning.

The messages returned by the students and the categorization of types of difficul-
ties carried out by human tutors allowed for the adoption of supervised NLP learning
approaches. The following section presents the results of the application of the NLP
model, where students’ responses are input elements and types of difficulties are classes
(Sect. 4.2).
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4.2 Classification of Difficulties

The subsequent analyses were conducted based on the best parameter configuration for
the NLP model (Fig. 6). A sequential approach was adopted, wherein the parameters of
the best-tested configuration were assigned as follows: an embedding layer with 5000
units, a vector of size 256, and an input length equal to the number of columns in X; an
LSTM layer with 256 units, a dropout rate, and recurrent dropout of 0.3; a dense layer

Nota: X - representa o vetor do conjunto de mensagens retornadas pelos estudantes; Y - representa 

o vetor do conjunto de tipos de dificuldades classificadas pelos tutores humanos. 

Fig. 6. Resulting Best Parameter Configuration for the Model.
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with 3 units and ‘sigmoid’ activation; compiling the model with binary_crossentropy
loss function, ‘adam’ optimizer, and accuracy metrics; converting the class variable into
one-hot encoding format and assigning it to Y; splitting X and Y into training and testing
sets using the train_test_split function with a 20% test size and an 80 random state; and
training the model with training data X_train and Y_train, using 10 epochs and a batch
size of 80.

From the model evaluation, it can be highlighted that it performs well, with a steady
decline throughout the training and validation phases (Fig. 7).

Fig. 7. Loss, accuracy, and confusion matrix of the model.

The model achieves accuracy levels (Acc) in the testing phase of approximately
Acc ≈ 0.97 and in the validation phase of approximately Acc ≈ 0.81. However, it is
still insufficiently capable of learning in a way that resembles the classifications made
by human tutors. This becomes evident when analyzing the confusion matrix (Fig. 7),
which shows the overall performance of the model in classifying students’ difficulties.
The approachwas able to correctly classify in the validation phase (in the 20%data set, 21
messages): 7 instances as “technical”, 6 instances as “personal” and 1 instance as “other”.
However, itmademistakes by classifying 3 instances of “other” difficulties as “technical”
and 4 instances of “personal” difficulties as “technical” (Fig. 7). Therefore, it requires
abstractions beyond the understanding of human tutors for accurate classification of
difficulties.

5 Final Considerations

In this study, interactions between human tutors and students in the context of online
learning mediated by a Learning Management System (LMS) were analyzed. The data
collected through “active searching” allowed tutors to classify difficulties and served as
input for the Natural Language Processing (NLP) approach analysis. The highlighted
difficulties align with “technical”, “personal”, and “other” limitations, which suggest
opportunities to enhance digital literacy, student satisfaction, and engagementwith learn-
ing. Despite the overall performance of the model, it was found that the NLP approach
can collaborate with the work of human tutors, enabling identification and classification
of student difficulties based on messages requesting help, comments, and discussions in
virtual environments. It is believed that identifying and classifying types of difficulties
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can help appropriately direct students to specialized tutors, recommend specific mate-
rials, or suggest peers for collaboration. However, considering that the classifications
made by tutors are specific to a particular tutoring context, it is important to expand the
dataset available for training and testing the classification model using data from various
other online learning contexts in future work.
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Abstract. Chatbots are gaining significant relevance due to their enor-
mous potential in various sectors, particularly education. The COVID-19
pandemic led to suspending in-person classes for students and teach-
ers, creating an opportunity for research in developing educational chat-
bots. However, the proposal of a widely accepted structure for chatbots
poses a challenge due to the constant evolution of technologies and tools
employed in their implementation and deployment. Moreover, generic
chatbot architectures present limitations when instantiated in specific
contexts. For instance, in the case of educational chatbots, it is neces-
sary to have an architecture specifically tailored to the functionalities
required in the academic domain. This article follows a formal approach
to designing and implementing a software architecture for educational
chatbots. We rely on an iterative method called ADD 3.0 to achieve this
objective. Our proposal consists of a three-tier architecture to define the
component distribution of chatbots and a six-layer architecture to specify
their structure.

Keywords: Software Architecture · Method ADD 3.0 · Educational
Chatbots · Layers · Distribution Structure

1 Introduction

Nowadays, the mention of chatbots has become increasingly common. Essen-
tially, a chatbot refers to a program developed to engage in conversations with
humans [8], whether in an open domain or a closed domain. In an open domain,
the chatbot can converse on any topic the user desires. For instance, Chat-
GPT [20] is a prominent example that has garnered significant controversy. Con-
versely, in a closed domain, the chatbot is designed to address a particular topic
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specifically. Consequently, any queries outside the chatbot’s scope would not
receive an appropriate response. An example of this is a frequently asked ques-
tions (FAQ) chatbot that provides admission information for a university [23].
It is undeniable that chatbots are experiencing a surge in popularity, indicating
they are here to stay for some time [28].

The education sector is particularly well-suited for using chatbots [18]. Stu-
dents derive a significant portion of their academic training from online resources,
including class topics, assignments, practice materials, quizzes, and essays. Con-
sequently, chatbots have the potential to provide valuable assistance through-
out the educational stage. On the one hand, chatbots can serve many students
simultaneously by addressing their questions and providing answers. On the
other hand, chatbots might help alleviate the shortage of teachers and course
offerings in schools and universities worldwide [24]. As such, they represent a
powerful tool. Although the use of chatbots is still relatively limited [30], teach-
ers highly value their potential to enhance outcomes in the teaching and learning
process [5]. Thus, the development of chatbots has become of great interest to
universities [1,16].

The emergence of the COVID-19 pandemic has compelled governments to
implement mechanisms that enable students to continue their courses. Despite
the closure of schools, education has persevered by adopting online classes. This
sudden shift has directly impacted traditional educational models, which pre-
dominantly revolve around face-to-face instruction [26].

The construction of an educational chatbot necessitates the establishment of
a robust software architecture. Every software system possesses an architecture,
so chatbots are no exception. A software architecture comprises a collection of
structures that facilitate reasoning about the system, including its software com-
ponents, the relationships between these components, and their properties [4].
Consequently, a software architecture is a fundamental guide for system devel-
opment, ensuring its coherence and effectiveness [4].

The proposal of a widely accepted general architecture for chatbots poses a
challenge due to the constant evolution of technologies and tools employed in
their implementation. In educational chatbots, the absence of a standardized
architecture makes reuse difficult, as many existing solutions tend to be ad hoc
and specific to particular cases, making them less functional in different con-
texts. This lack of standardization hampers accessibility and the transferability
of solutions to diverse circumstances. For example, educational chatbots provide
the community with commonly sought-after information. In contrast, others pri-
oritize offering more sophisticated functionalities to enhance the teaching and
learning process for students. In order to fortify education-focused chatbots, it is
crucial to establish a structured reference model that facilitates the study of the
chatbot itself and enables potential developments within the academic domain.

In this paper, we describe a comprehensive architectural proposal for educa-
tional chatbots. By analyzing the system requirements and thoroughly examining
related works, we design a software architecture that addresses academic insti-
tutions’ general needs and aims to enhance teachers’ and students’ experiences
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in the teaching and learning process. To achieve this proposal, we employ the
ADD 3.0 method [6], which allows us to capture the system’s structure, behavior,
and interactions from multiple perspectives. This article is organized as follows.
Section 2 presents an overview of the related work. Sections 3 and 4 elaborate on
the design methodology employed and our approach to an educational chatbot
architecture. Finally, Sect. 5 provides the conclusions and outlines future work.

2 Related Work

Inokuchi et al. [11] propose a chatbot architecture consisting of two main ele-
ments: chat services and a bot. According to this architecture, the user sends a
command as a message through the chat service, which is then received by the
bot. The bot performs the operations specified in the message and returns the
result to the user. However, this proposal needs more rigor and comprehensive
details to enhance its potential extensibility. Additionally, it does not address
integrating natural language processing (NLP) into the chatbot, nor does it
specifically mention utilizing resources such as databases or knowledge bases,
which are needed to provide the chatbot with intelligent capabilities.

Veglis and Maniou [29] adopt a client-server architecture for chatbot devel-
opment. The client can be a web page or a mobile application. On the server
side, the architecture comprises the following components: 1) Logic and Rules
Analyzer, responsible for recognizing the input text and generating a response
based on predefined rules; 2) Knowledge Base, which provides intelligence to
the chatbot; and 3) Natural Language Processing, which validates the input text
by conducting sentiment analysis and instructs the Knowledge Base to respond
accordingly. However, scalability and security should be thoroughly addressed
in this proposal, as the focus primarily lies on Artificial Intelligence.

Matthies et al. [17] build upon the proposal by Inokuchi et al. [11] by intro-
ducing an additional element that involves obtaining additional information from
third-party resources, such as a knowledge base or Internet resources. However,
this proposal still needs to improve regarding extensibility and the integration
of NLP from the previous work.

Khan [12] discusses emerging technologies and services for chatbot develop-
ment and presents an architecture for implementing chatbot solutions in a gen-
eral context. The author proposes a six-layer architecture: 1) Presentation Layer,
which encompasses components responsible for implementing and displaying the
user interface and managing user interaction; 2) Business Layer, consisting of
components that process, format, and manage data; 3) Service Layer, providing
components that facilitate access to internal and external data, business func-
tionality, and connectivity for information exchange between applications and
other services; 4) Data Layer, responsible for efficient and secure data access;
5) Utility Layer, which handles various system parameters such as security and
configuration; and 6) External Services Layer, utilizing different external services
depending on the type of chatbot solution. However, additional layers containing
the necessary components and modules must be introduced for chatbots with



336 J. F. Urquiza-Yllescas et al.

more specific purposes to address the required functionality within a broader
context.

Srivastava and Prabhakar [27] propose a reference architecture for chatbots,
comprising five components: 1) Voice Utilities, responsible for converting the
user’s voice message to its text representation and vice versa, facilitating mes-
sage delivery; 2) Inputs, which represent different kinds of expected user inputs,
with parameters serving as attributes or details of a query, parsed from the inputs
to generate a response or perform an action; 3) Response Generator, tasked with
generating appropriate responses to the user after each input; 4) Flow Manager,
responsible for tracking the current state of the conversation and determining the
next step; and finally, 5) Actions and Fulfilments, bridging the core functionali-
ties of the application with the chatbot components. Despite these components,
common aspects such as security, data access, and component communication
must be adequately addressed.

From this selection of works, it becomes evident that the study of educa-
tional chatbots encompasses various topics. However, in all these works, apply-
ing software engineering principles is crucial. These principles are necessary for
the proposals to serve as immediate solutions but need more scalability, exhibit
deficiencies in different areas, and become costly to maintain. Therefore, these
studies highlight the gap that our work aims to address.

3 Preliminaries

Numerous methodologies for designing software architectures have emerged,
predominantly from the industrial sector. These include the Attribute-Driven
Design (ADD) [3], Siemens 4 Views [10], Rational Unified Process (RUP) 4+1
Views [13,14], Business Architecture Process and Organization (BAPO) [2,19],
Architectural Separation of Concerns (ASC) [22], The Process of Software Archi-
tecting [7], Microsoft R© Application Architecture Guide [21], and Viewpoints and
Perspectives [25]. Conversely, a few methodologies have been proposed within the
academic sector, such as the Architecture-Centric Design Method (ACDM) [15]
and ADD 3.0 [6]. Upon an exhaustive analysis of the merits and limitations of
these methods, our choice for designing the software architecture of educational
chatbots is the ADD 3.0 method. Several considerations underpin this decision.

Primarily, ADD 3.0 offers an explicitly tailored, comprehensive framework
for software architecture design, ensuring meticulous attention to detail through-
out the design process, a facet occasionally neglected in alternative approaches.
Moreover, ADD 3.0 is compatible with other design methodologies, enhancing
overall architectural design. It presents a lightweight yet effective alternative to
more cumbersome processes or frameworks. Significantly, ADD 3.0 advocates for
the reuse of reference architectures and is bolstered by an exhaustive catalog of
design concepts, including a diverse array of tactics, patterns, frameworks, ref-
erence architectures, and technologies. It is crucial to note that while company-
provided guidelines can be biased towards their technologies, ADD 3.0 enables
the adoption of a more generic, technology-agnostic architecture, mitigating the
risk of such bias in the architectural design process.
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3.1 ADD 3.0 Method

Before starting to apply the ADD 3.0 method to build our architectural proposal,
it is necessary to define some important concepts [6]:

– Design purpose: Refers to what is intended to be achieved concerning the
design of architecture, following one of these three approaches: 1) greenfield
systems for a mature domain, where the architecture is built from scratch, but
the domain, infrastructure, tools, technologies and knowledge base are known
elements; 2) greenfield systems for a new domain, which are challenging and
complicated, since architectural references might be few or non-existent, so
the domain has a less established infrastructure and little knowledge base; or
3) existing or brownfield systems, which already have an architecture, so the
intention is to maintain them and make changes to them.

– Quality attributes: Defined as measurable or verifiable properties of a software
system, which indicate how well the system satisfies the needs of interested
parties.

– Architectural interests: Cover additional aspects that must be considered as
part of the architectural design but are not expressed as traditional require-
ments.

– Constraints: The software architect has little or no control over these deci-
sions.

– Reference architectures: Plans that provide a general logical structure for
specific types of applications.

– Architectural design patterns: Conceptual solutions to recurring design prob-
lems that exist in a defined context.

– Deployment Patterns: Provide models for physically structuring the system
to deploy it.

ADD 3.0 consists of seven steps:

1. Check the entries. It is necessary to have a series of guidelines that serve as
input, such as the design purpose, primary functional requirements derived
from use cases, quality attribute scenarios, constraints, and architectural
interests.

2. Set the iteration goal. Before starting a particular design iteration, the goal
must be formalized by selecting guidelines.

3. Select elements to refine. This involves choosing one or more system elements
that are instrumental in adhering to the specified guidelines.

4. Choose design concepts to satisfy guidelines. This requires the identification
of potential design concept alternatives that can aid in achieving the iteration
goal. Subsequently, a choice is made from these alternatives to meet the chosen
guidelines.

5. Create instances of architectural elements, assign responsibilities, and define
interfaces. This step involves instantiating necessary elements and ensuring
their interconnectivity for collaboration. Responsibilities for each element are
designated, and the interfaces for information exchange are defined.
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6. Record views and design decisions. This entails the preliminary documenta-
tion of sketched views and the recording of significant design decisions made
during the iteration, aiding in subsequent analysis and comprehension.

7. Analyze the design and review the iteration goal and the design purpose
achievement. The architecture’s state is reviewed following the design analysis
to assess its alignment with the initial design purpose and iteration goal.

ADD 3.0 is an iterative method; therefore, once step 7 is completed, the
designer must iterate, if necessary, repeating steps 2 through 7 for each guideline
considered part of the entry. It is worth mentioning that, according to Cervantes
and Kazman [6], there may be occasions when the order of steps 2 and 3 must
be reversed, forcing the designer to start with step 3 first and then continue
with step 2. This may occur because there are cases when designing a greenfield
system for a new domain or when developing reference architectures, at least in
the early stages of design, the designer will first begin the iteration by selecting
a particular system element. Then, the designer will consider the drivers to be
addressed.

The following subsections are the results we obtained after establishing and
documenting the inputs required to launch the ADD 3.0 method.

3.2 Check the Entries

The purpose of this design in this first step is to create a type of greenfield system
for a new domain. The goal is to produce a simple, essential design that contains
general specifications about the necessary components for an educational chatbot
to serve as a guide for building a prototype.

Use Cases: Are helpful to describe the interactions between the educational
chatbot and users. To develop use cases, we have considered our proposal of
educational chatbot classification [28] that distinguishes between school service-
oriented and student/teacher-oriented.

The school service-oriented class groups chatbots that provide information
about calendar & schedule (academic events, staff and facilities work schedules,
vacation periods, and evaluation dates), information (fees, educational offerings,
directory and study plans), FAQs (Frequently Asked Questions), and procedures
(how to enroll in a class or requirements to obtain a certificate).

The student/teacher-oriented class groups chatbots that not only interact
with students, but also with teachers, providing support for evaluation (assess-
ment tools for students, e.g., exams, homework, quizzes, practices, and essays),
subjects (interacting with the student about the classes they have registered),
Q&A (concrete questions and answers to the student about a specific subject of
a class), feedback (students receive feedback according to their progress in class),
health wellness (channeling students to care for physical and mental health prob-
lems as a consequence of confinement, distance education due to COVID-19 or
school bullying), support (providing students with some kind of technical assis-
tance, e.g., how to connect an electronic device to the laboratory network),
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reports (details provided to the teacher about the progress of their students),
and tutorships (offering students some form of educational or personal orienta-
tion).

The following use cases are fundamental functionalities integral to the archi-
tecture - based developments for our educational chatbots. These are bifurcated
into the two classes explained above, each serving specific aspects of the educa-
tional ecosystem. The first one, school service-oriented class, encompasses the
initial five use cases (0–4). These are designed to facilitate administrative and
logistical aspects of the educational institution. Subsequently, the remaining use
cases fall under the student/teacher-oriented class (5–12). This one focuses on
more personalized interactions with students and teachers. All use cases repre-
sent tasks that have the purpose of improving the teaching and learning process
(Table 1):

Quality Attributes: Once the use cases are identified, discussing the significant
quality characteristics that should be prioritized in all systems developed using
our architecture becomes essential. Furthermore, it is crucial to establish clear
boundaries for the functionalities of our solution, ensuring focused development
and avoiding unnecessary complexities.

Quality attributes are fundamental elements in architectural design since
they are measurable properties of a software system, which indicate how well
the system meets the needs of interested parties. Furthermore, it is relevant to
highlight the existence of quality attribute scenarios, which are brief descriptions
of how the system must respond to specific stimuli [6]. There are various lists
of quality attributes since their relevance depends on the application domain
and specific business objectives. However, those widely used are [4]: availability,
portability, modifiability, performance, security, testability, usability, variability,
portability, scalability, and maintainability.

Verifying that there is no potential conflict between quality attributes is cru-
cial, as this can impact the architectural design. Therefore, for this first design
stage, it is most convenient to prioritize the quality attributes [9]. On the other
hand, an essential aspect in creating the quality attribute scenarios is the partic-
ipation of stakeholders, who can be any person, e.g., individuals, groups, orga-
nizations, or entities interested in a project’s success or failure. However, in our
case, during this early design stage, access to stakeholders was not feasible. In
such circumstances, deciding how to address and prioritize the system’s numer-
ous challenges becomes imperative. Following the recommendations of Cervantes
and Kazman [6], creating a utility tree is a helpful technique in these situations.

We have proposed 17 quality attribute scenarios, from which seven were
selected, as shown in Table 2, focusing on those scenarios that can help gen-
erate a structure with the essential components for an educational chatbot.
The ID column corresponds to the quality attribute identifier, Quality Attribute
presents the chosen attribute, Scenario describes the system’s response to a
stimulus, Associated Use Case indicates which use case the quality attribute
reaches, and Priority categorizes each quality attribute in two dimensions: busi-
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Table 1. Use Cases for an educational chatbot.

ID Use Case

UC0 Login: Both student and teacher users access the chatbot using a
username and password

UC1 Schedule Inquiry: Both student and teacher users can inquire about the
available schedules for the current academic term, academic events,
examination periods, or vacations

UC2 Obtaining General Information: Both student and teacher users can
acquire comprehensive information regarding the institution’s history,
educational offerings, directory, and curriculum plans

UC3 Responding to FAQs: Both student and teacher users can pose inquiries
and receive answers. The type of questions and answers involved in this
use case are commonly referred to as FAQs, such as laboratory schedules,
library information, and medical services

UC4 Displaying General Procedures: A student or teacher user requires a
comprehensive guide containing specific information to carry out
procedures, such as enrolling in an academic term, selecting a group or
class, language options, or extracurricular activities. Additionally, it
encompasses procedures for obtaining a student ID card, requesting book
loans or educational materials, and obtaining a school certificate

UC5 Conducting Assessments: A student user can undertake examinations or
submit assignments, tasks, quizzes, and essays

UC6 Displaying Course Information: A student user can access information
regarding the subjects they must take during the semester

UC7 Posing Inquiries and Obtaining Responses: A student user can pose a
specific question and receive a precise response

UC8 Receiving Feedback: A student user can receive feedback based on their
progress

UC9 Providing Support for Physical and Mental Health Issues: A student user
can request a referral to a psychologist for assistance with any issues they
may be facing

UC10 Providing Technical Support: A student user can receive assistance, such
as guidance on connecting a device to the laboratory’s wireless network

UC11 Displaying Student Progress: A teacher user can request information
regarding a student’s academic progress

UC12 Providing Support and Guidance through Tutoring: A student user can
receive educational or personal guidance and assistance through tutoring
services, ensuring continuous monitoring and support
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ness importance and technical risk. Each dimension is assigned a value of ‘High’
(H), ‘Medium’ (M), or ‘Low’ (L), resulting in paired classifications (e.g., (H, H))
to indicate the priority level in both contexts.

As can be seen in Table 2, for this first stage, we select four quality attributes
as a basis: availability, portability, security, and usability, and the scenarios
that were chosen are those whose priority is a combination of (H, H), (H,
M) and (M, H): QA3, QA4, QA7, QA12, QA13, QA16 and QA17. Availabil-
ity denotes the software system’s readiness and capacity to execute its functions
at a moment’s notice. Portability is the extent to which multiple systems can
efficiently exchange and use information through interfaces in a specified context.
Security measures the system’s effectiveness in safeguarding data and informa-
tion from unauthorized access, encompassing protection of user information and
access to authorized systems. Usability pertains to the degree of ease and intu-
itiveness with which users can navigate and operate within the system.

Constraints: Represent factors over which architects have minimal influence.
Recognizing and cataloging these constraints is critical to the architectural design
process. They can take various forms, such as mandatory technologies, interoper-
ability requirements with existing systems, adherence to legal standards and reg-
ulations, and availability of human resources. For our project, specific constraints
have been identified to ensure that the resulting architecture aligns seamlessly
with the educational context. Table 3 enumerates these constraints, which are
crucial for adherence during the implementation of the ADD 3.0 methodology:

– CT1 is derived from the nature of chatbots, as they are usually available
online and accessible through web browsers on various operating systems.

– CT2 is rooted in the benefits of cloud-based natural language processing
services tailored for chatbot development. These services, such as Dialogflow
or Watson, often entail costs, with limitations on functionality or access in
their free versions.

– CT3 arises as an extension of the CT2 constraint since the possibility of more
fluid integration with storage and database services opens up when using
cloud services.

– CT4 is immediate because of the CT2 and CT3 constraints.
– CT5 is proposed as a user control measure.
– CT6 is intended to be used in the first tests.
– CT7 is derived first to prevent inappropriate use of language and, therefore,

to avoid more significant problems in the future.
– CT8 is a significant constraint to consider since, in an educational context, the

ideal is to focus on some educational model, but that requires the participation
of experts in the area, which would further increase complexity. However, it is
more than enough as it has coherently aligned essential educational elements.

– CT9 is an essential constraint for the design and must be complied with.
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Table 2. Quality attribute scenarios for an educational chatbot.

ID Quality Attribute Scenario Associated
Use Case

Priority

QA3 Availability Students studying outside the educational facilities
depend on the educational chatbot for help with their
schoolwork. The chatbot must be available 24/7 to
provide ongoing assistance and support education

All (H, H)

QA4 Availability Students use the educational chatbot to study for their
exams. The chatbot must remain operational, allowing
students to learn and practice whenever convenient

7 & 8 (H, M)

QA7 Portability Students can access the chatbot from various devices,
such as desktop computers, tablets, and smartphones.
The chatbot must be interoperable on different
platforms and devices, guaranteeing a uniform
experience no matter how students access it

All (H, H)

QA12 Security Students provide personal information to the
educational chatbot. The chatbot must guarantee the
security of this data and protect the information from
students against unauthorized access

5, 8, 9 & 10 (H, H)

QA13 Security An unknown user without registration attempts to
enter the login screen in a normal operating
environment. The system must prevent access and
display a message only registered students and teachers
can enter

0 (H, M)

QA16 Security A student turns to the chatbot to request educational,
personal, or sensitive guidance. The chatbot must
provide an accurate referral to ensure the student
receives appropriate care

12 (H, M)

QA17 Usability A student uses the chatbot to reinforce their learning
on educational or informational topics. The chatbot
should offer intuitive navigation and allow the student
to find the answers to their questions easily

8 (H, H)

Table 3. Constraints for an educational chatbot.

ID Constraint

CT1 Accessibility through a web browser on various operating systems

CT2 Utilization of cloud services for natural language processing in chatbot
development

CT3 Employment of cloud-based storage and non-relational database services

CT4 Basic knowledge of cloud services is required for chatbot developers

CT5 User account registration for authentication in the educational chatbot

CT6 Support for a minimum of 15 simultaneous users

CT7 Implementation of language analysis to point out violent, hateful, or harassing
content

CT8 Incorporation of pedagogical elements to enhance the teaching and learning
process, e.g., stimulus-response model or reinforcement theory

CT9 Adherence to our concept of educational chatbot “An educational chatbot is a
closed domain software that interacts in real-time with students and teachers
using natural language in order to support the teaching and learning process
and assist the school community in various topics of common interest”
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Architectural Concerns: are those factors to be considered in the design since
they act as guides. There are several concerns: general, specific, and internal,
among others. We focus on an architectural interest of the general type, whose
primary purpose is to establish the structure of an educational chatbot (Table 4).

Table 4. Architectural concerns for an educational chatbot.

ID Architectural Concern

AC1 Establish an initial high-level general structure for an educational chatbot

4 Proposed Architecture for Chatbots

This section presents the design process to develop a generic architecture for
educational chatbots. Previously, the inputs required to launch ADD 3.0 were
established and documented. From this point, we develop steps 2 to 7, which
mark the beginning of the first iteration of the design process.

4.1 Set the Iteration Goal

This is the first iteration in designing a greenfield system for a new domain, so
the goal focuses on establishing an initial general structure of the chatbot. A
first iteration will be sufficient to define this initial general structure and will be
governed by the guidelines established in the first step (see Sect. 3.2).

4.2 Select Elements to Refine

As this is the first iteration and a greenfield development, the element to refine
is the complete system.

4.3 Choose Design Concepts to Satisfy Guidelines

Since the goal is to create the general structure of an educational chatbot, a
design concept that satisfies the guidelines must be chosen. This step is crucial
because it is the starting point of the general design that will be established in
the architecture. In this case, it is convenient to present the available options
to analyze and briefly explain why they could be used or not. Cervantes and
Kazman [6] provide a list of reference architectures to analyze and choose the
most appropriate one. From this list, we can mention Rich Client Applications,
Rich Internet Applications, Mobile Applications, Service Applications, and Web
Applications.
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According to the use cases analyzed for the system, it requires access through
a web browser (cf. constraint CT1). Therefore, the best option is to use the
Web Applications reference architecture, an application accessed through a web
browser that communicates with a server using the HTTP protocol-no instal-
lation is required on the client side. The application resides in the server and
typically employs a layered architecture. This reference architecture is the one
that comes closest to what is established in our requirements.

On the other hand, deployment patterns describe the physical structure: Non-
Distributed and Distributed. In the Non-Distributed pattern, all components in
the different layers reside on a single server, except the functionality of the data
storage. However, the application components reside on separate physical levels
for the Distributed pattern. In our case, the three-tier distributed deployment
pattern is used. This pattern defines a pre-established software architecture for
web applications in three logical levels: Client or presentation level, Application
level where data is processed, and Data level where the data associated with the
application is stored and managed.

In this way, the constraints that the chatbot can be accessed from a web
browser (CT1) and can use cloud services for both natural language processing
(CT2) and database management (CT3) are being respected.

4.4 Create Instances of Architectural Elements, Assign
Responsibilities, and Define Interfaces

In this step, the design decisions considered are established:

– Create the component for the login procedure in the presentation layer (UC0),
– Create the component for role-based user access in the business layer (QA12,

QA13, CT5),
– Configure user access through Auth services (UC0) so that the correspond-

ing student information is linked solely to their account (QA12). Thus, if a
student wants to know about other students, the chatbot should not allow it.

– Create the components for the functionality of the student and teacher users
in the orientation layer (UC5 - UC12).

– Create the component to manage the chatbot services in the services layer
(CT2).

– Create the components for data access and knowledge base access in the data
layer (CT3).

For this iteration, we are not required to define interfaces because we are
focused on establishing the general structure of the system.

4.5 Record Views and Design Decisions

Figure 1 illustrates an educational chatbot’s physical structure and distribution.
The interaction flow begins with a user who sends a text or voice message through
a Web browser or client-side application. The chatbot receives this message,
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hosted on an application server, which executes the necessary operations to gen-
erate a response. These operations may involve parsing the message or utilizing
a cloud-based chatbot service to match the message expression with the most
appropriate intent of the agent or assistant. From there, requests are made to
extract relevant information from cloud services and the database or knowledge
base. Finally, the chatbot formulates a response and delivers it back to the user.

Fig. 1. Three-tier distribution architecture for educational chatbots.

Figure 2 shows a sketch view of the proposed layered architecture, according
to the design decisions, taking the chosen reference and deployment architectures
as a starting point. This architecture resides on the server side and is composed
of the following elements and responsibilities:

1. Presentation Layer: This layer encompasses the components responsible for
implementing and displaying the user interface. It consists of the following:

– Web: This component facilitates the display of the chatbot through a web
browser.

– Messaging platforms: This component enables the presentation of the
chatbot through various messaging applications such as Telegram, What-
sApp, or Facebook Messenger.

– User interface: It implements mechanisms to enhance user interaction
with the chatbot, regardless of whether it is accessed through a web
browser or a messaging platform.

2. Business Layer: This layer incorporates the components responsible for
handling user requests. It includes the following:

– User access: This component manages user access based on their roles,
distinguishing between students and teachers.

– Student: It provides functionality specific to students.
– Teacher: This component implements functionality tailored for teachers.
– Message Processing and Formatting: It analyzes user messages to detect

and prevent using offensive, hateful, or harassing language.
3. Orientation Layer: This layer comprises two primary components that

define the educational chatbot’s functionality:
– School Services: This component is responsible for providing information

to the school community and external users regarding:
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Fig. 2. Layered software architecture for educational chatbots.

• Calendar & Schedule: It displays activity-specific information, such as
academic events, staff and facility work schedules, vacation periods,
and exam dates.

• Information: This component presents information about the educa-
tional offerings, directory, and curricula.

• FAQ: It collects frequently asked questions and corresponding
answers.

• Procedures: This component offers functionality to guide students
through specific procedures, such as enrollment, certificate issuance,
student card processing, and health insurance application.

– Student/Teacher: This component caters to students and teachers, pro-
viding functionality related to:

• Evaluation: It facilitates the evaluation of students through exams,
assignments, quizzes, practices, and essays.

• Subjects: This component enables interactions with students regard-
ing their enrolled classes.

• Question & Answer: It handles specific questions from students and
provides concrete answers on particular topics.
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• Health Wellness: This component directs students to seek attention
for physical and mental health issues resulting from confinement, dis-
tance education due to COVID-19, or even instances of bullying.

• Feedback: It allows teachers to provide feedback to students based on
their progress in the class.

• Support: This component offers technical support to students, assist-
ing them with tasks such as sharing videos over the network.

• Reports: It provides teachers with student progress information.
• Tutorships: This component offers students educational or personal

guidance.
4. Service Layer: This layer comprises components that grant access to inter-

nal and external data, business functionality, and other services. It includes
the following:

– Chatbot service: This component manages the chatbot services in the
cloud.

– Data access service: It provides functionality for transforming messages
into a format that other components can understand. As the chatbot is
integrated with a cloud service, an adapter may be required to convert
data from the services into a compatible format.

– External service interface: This component is designed to supplement
the chatbot’s functionality, allowing the integration of additional services
beyond those originally intended. It is important to note that technology
advances rapidly, and access to services may change accordingly.

5. Data Layer: This layer encapsulates the functionality required for commu-
nication with the component responsible for storing and managing data and
knowledge, enabling access to relevant information.

6. Utility Layer: This transversal layer incorporates components that handle
communication and security between the various layers.

4.6 Analyze the Design and Review the Iteration Goal
and the Design Purpose Achievement

In the description of ADD 3.0, it is recommended to use a Kanban board to
resume the status of the architectural guidelines and the decisions made during
the iteration. Table 5 contains columns showing whether the guidelines have been
partially, completely, or not addressed in the iteration. Our goal for this first
iteration is to establish an initial general structure of an educational chatbot,
identifying its essential components without delving into implementation details.
Therefore, a second iteration is unnecessary, and we conclude the design process.
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Table 5. Kanban board for the first iteration.

Partially
Addressed

Completely
Addressed

Design decisions made during the iteration

QA3, QA4 CT1 The Web Applications reference architecture was
selected, and the Web component was defined at the
presentation layer

QA7 Thanks to the Web component, the chatbot can
operate independently of the hardware platform.
Also, the Messaging Platforms component was added
to the presentation layer so that the chatbot can be
used through Telegram, WhatsApp, or Facebook
Messenger

QA17 The User Interface component was added to the
presentation layer

UC0 The User Access component was defined in the
business layer, using Auth services

QA3, QA4,
QA12, QA13,
QA16, CT5

The User Access, Student, and Teacher components
were defined in the business layer, as well as the
Tutorships component in the orientation layer for the
channeling of students. Also, the Security component
was added to the utility layer

CT7 The Message Processing and Formatting component
was added to the business layer

UC1 - UC4 The School Services component and the preliminary
modules Calendar & Schedule, Information, FAQ,
and Procedures were defined in the orientation layer

UC5 - UC12 The Student/Teacher component and the preliminary
modules Evaluation, Subjects, Health Wellness,
Question & Answer, Feedback, Support, Tutorships,
and Reports were added to the orientation layer

CT2 The Chatbot Service and External Service Interface
components were defined in the services layer

CT6 Structuring the chatbot in a three-tier architecture
allows multiple clients to connect to the application
server

CT3 The physical structure of the chatbot was selected
using the distributed deployment pattern, and the
data layer was defined

AC1 The Web applications reference architecture, the
Three-tier Distributed deployment pattern and the
Layered Architecture were selected

CT8 The Student/Teacher component and the preliminary
modules Evaluation, Questions & Answers, Feedback
and Tutorships allow managing the stimulus-response
approach

CT9 The orientation, services, and data layers, together
with the Student and Teacher components, are
sufficient to cover the definition of an educational
chatbot
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5 Conclusion and Future Work

In this paper, we have presented a comprehensive architectural proposal for edu-
cational chatbots. Analyzing the system requirements and thoroughly examining
related work, we have designed an architecture that addresses academic insti-
tutions’ general needs involving academic services and activities concerning the
teaching and learning process.

We began by discussing the importance of chatbot technology in the edu-
cational domain and its potential to provide personalized support, facilitate
information retrieval, and improve administrative tasks. Subsequently, we iden-
tified and analyzed the critical use cases that our architecture should encompass,
ranging from schedule inquiries and obtaining general information to conducting
assessments and providing support for physical and mental health issues.

We employed the ADD 3.0 method to design our six-layer architecture, which
allowed us to capture the system’s structure, behavior, and interactions from
multiple perspectives. We also proposed a three-tier distribution architecture
consisting of a client, an application server, and a set of cloud services, each
with well-defined responsibilities and components.

Our proposed architecture provides a solid foundation for developing an edu-
cational chatbot system that effectively meets the requirements of academic
institutions. By leveraging chatbot technology, we could improve student involve-
ment, simplify administrative tasks, and offer tailored help and guidance. Our
modular and scalable architecture ensures flexibility, maintainability, and future
extensibility.

In terms of future work, implementing a prototype of our architecture is
the priority. Developing a series of tests, first in a controlled environment and
then in an actual educational institution, will allow us to obtain technical and
stakeholder feedback to refine our proposal.
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