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Preface

Eight volumes have appeared in this series in recent years:

• Information Technology for Management in 2016 (LNBIP 243);
• Information Technology for Management: New Ideas or Real Solutions in 2017

(LNBIP 277);
• Information Technology for Management: Ongoing Research and Development in

2018 (LNBIP 311);
• Information Technology for Management: Emerging Research and Applications in

2019 (LNBIP 346);
• Information Technology for Management: Current Research and Future Directions

in 2020 (LNBIP 380);
• Information Technology for Management: Towards Business Excellence in 2021

(LNBIP 413);
• Information Technology for Management: Business and Social Issues in 2022 (LNBIP

442);
• Information Technology for Management: Approaches to Improving Business and

Society in 2023 (LNBIP 471).

The COVID-19 pandemic underscored the critical role of IT in maintaining societal
functions during global threats. Remote work, remote teaching, remote entertainment,
e-commerce and electronic banking, as well as organizational restrictions forced by the
circumstances meant that, even in the face of the growing number of illnesses, economic
and social life continued, albeit at a slightly slower pace. Naturally, this period also
resulted in a rapid, dynamic development of IT applications, almost increasing by leaps
and bounds since the beginning of the pandemic. Consequently, we found it imperative
to release another publication in this series, focusing on the latest IT advancements
post-pandemic.

The Conference on Computer Science and Intelligent Systems, FedCSIS, serves as
a platform for scientists to share and discuss their findings, acting as a forum for the
exchange of ideas and their applications within the computer science community. It
invites researchers and practitioners from around the world to contribute their research
results focused on emerging topics in the field. Since 2012, the Proceedings of FedCSIS
have been indexed in the ThomsonReutersWeb of Science, Scopus, IEEEXploreDigital
Library, and the DBLP Computer Science Bibliography.

The present book includes extended and revised versions of a set of selected papers
submitted to the Main Track titled Information Technology for Business and Society
(ITBS 2023) and two Thematic Tracks: Information System Management (ISM 2023)
and Knowledge Acquisition and Management (KAM 2023), held in Poland, Warsaw,
September 17–20, 2023.
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ITBSaddresses themost recent innovations, current trends, professional experiences,
and new challenges in designing, implementing, and using information systems and tech-
nologies for business, governments, education healthcare, smart cities, and sustainable
development.

ISMconcentrates onvarious issues of planning, organizing, resourcing, coordinating,
controlling, and leading management functions to ensure the smooth, effective, and
high-quality operation of information systems in organizations.

KAMdiscusses approaches, techniques, and tools in knowledge acquisition andother
knowledge management areas with a focus on the contribution of artificial intelligence
to improving human-machine intelligence and facing the challenges of this century.

For our field of activity, we received 60 papers from 19 countries on all continents.
The quality of the papers was carefully evaluated by the members of the Program Com-
mittees by taking into account the criteria for papers: relevance to conference topics,
originality, and novelty. The single-blind review method was used. Each paper was
reviewed by 2 to 5 reviewers. After extensive reviews, only 15 papers (25%) were
accepted as full papers and 11 (18%) – as short papers, yielding an acceptance rate of
average 22%. Finally, 13 papers of the highest quality (50% of full and short papers)
were carefully reviewed and chosen by the Chairs of our field, and the authors were
invited to extend their research and submit the new extended papers for consideration
for this LNBIP publication. Our guiding criteria for including papers in the bookwere the
excellence of the paper as indicated by the reviewers, the relevance of the subject matter
for improving management by adopting information technology, as well as the promise
of the scientific contributions and the implications for practitioners. The selected papers
reflect state-of-the-art research work that is often oriented toward real-world applica-
tions and highlights the benefits of information systems and technologies for business
and public administration, thus forming a bridge between theory and practice.

The papers selected to be included in this book contribute to understanding relevant
trends of current research on and future directions of information systems and technolo-
gies for improving and developing business and society. The book’s first part focuses
on the role and place of IT in improving management systems, the second part presents
approaches to improving social problems, and the third part explores methods of solving
business problems.

On behalf of the authors, we would like to express the hope that the presented
publication is an expression of a new look at the current and future developments and
problems in the use of computer science. For representatives of practice, this publication
should offer new information on the issues discussed, while for the world of science it
may prove to be motivation, guidance, and even inspiration to undertake new research
in the field of computer science and its applications.

We hope it will provide the necessary knowledge and enable better understanding
of the “IT reality” that surrounds us. It will also be useful for students of economic
and technical faculties at universities where subjects related to computer science and
its applications are taught. In this spirit and belief, we submit the volume, which is the
result of the authors’ intellectual effort, to the final judgment of the Readers.

We are always open to discussion on the issues raised in this publication, and we
also await polemical or even critical opinions regarding the content and shape of future
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publications in this area. They will allow us to improve our work in the coming years
and better transfer the knowledge necessary to function properly in a complex reality
increasingly dominated by information technology.

We would like to express our thanks to everyone who made our scientific meeting
successful. First of all, to our authors for offering very interesting research and submitting
their new findings for publication in LNBIP.We express our appreciation to themembers
of the Program Committees for taking the time and effort necessary to help us with their
expertise and diligence in reviewing the papers and providing valuable insights for the
authors. The high standards followed by them enabled the authors to ensure the high
quality of the papers. The excellent work of the Program Committee members and the
authors enabled us to ensure the high quality of the conference sessions and valuable
scientific discussion. We acknowledge the Chairs of FedCSIS 2023, i.e., Maria Ganzha,
Marcin Paprzycki, Dominik Ślęzak, and Leszek A. Maciaszek, for building an active
international community around the FedCSIS conference. Last but not least, we are
indebtedto the team of Springer-Verlag, without whom this book would not have been
possible.

We cordially invite you to visit the FedCSIS website at https://fedcsis.org and join
us at future conferences.

March 2024 Ewa Ziemba
Witold Chmielarz

Jarosław Wątróbski

https://fedcsis.org
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Towards Re-identification of Expert
Models: MLP-COMET in the Evaluation

of Bitcoin Networks

Bartłomiej Kizielewicz1(B) , Jakub Więckowski2 ,
and Jarosław Jankowski1

1 Department of Artificial Intelligence Methods and Applied Mathematics,
West Pomeranian University of Technology in Szczecin, ul. Żołnierska 49,

71-210 Szczecin, Poland
{bartlomiej-kizielewicz,jjankowski}@zut.edu.pl

2 National Institute of Telecommunications, ul. Szachowa 1, 04-894 Warsaw, Poland
j.wieckowski@il-pib.pl

Abstract. In recent years, the application of complex network tech-
niques has seen substantial progress, driven by enhanced computational
capabilities and their efficacy in diverse practical domains. Central to
complex network models is the assessment of nodes, often addressed
through centrality measures. To face challenges in node evaluation,
Multi-Criteria Decision Analysis (MCDA) methods, known for accommo-
dating diverse preferences, are employed. MCDA techniques enable the
assessment of decision alternatives against multiple criteria by adjust-
ing criteria weights, reflecting the importance of various decision factors.
Despite the advantages of expert knowledge in decision-making models,
challenges include inaccessibility, inaccuracy of assessment, and limited
reusability. To overcome these issues, this paper focuses on an approach
that combines MCDA with a complex network technique, specifically
Multi-Layer Perceptron (MLP). The study employs the Characteristic
Objects Method (COMET) for evaluation, using MLP as an artificial
expert to assess Characteristic Objects in the COMET method. The
practical application focuses on assessing the Bitcoin network, showcas-
ing contributions such as re-identifying decision models, an alternative
methodology for decision processes without a domain expert, and apply-
ing MLP-COMET to analyze the Bitcoin network. Furthermore, the
study explores various MLP structures and input parameter values to
determine their influence on node evaluation stability within the Bitcoin
network problem. By enhancing the stability and reliability of the deci-
sion model, this research equips decision-makers with more robust tools,
fostering more effective and informed decision-making processes.

Keywords: Decision model re-identification · Complex networks ·
COMET · MLP

1 Introduction

Complex networks have witnessed significant advancements recently, primarily
driven by their substantial practical potential [47]. Particularly, complex net-
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
E. Ziemba et al. (Eds.): FedCSIS-ITBS 2023/ISM 2023, LNBIP 504, pp. 3–22, 2024.
https://doi.org/10.1007/978-3-031-61657-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-61657-0_1&domain=pdf
http://orcid.org/0000-0001-5736-4014
http://orcid.org/0000-0002-9324-3241
http://orcid.org/0000-0002-3658-3039
https://doi.org/10.1007/978-3-031-61657-0_1
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works find applications in diverse areas such as quantum systems [3], information
processing [28], decision tree analysis [52], and node relevance assessment prob-
lems [40]. The increasing computational capabilities of computer technology have
facilitated the development of more intricate and efficient solutions [30], thereby
reinforcing the role of complex network techniques in data analysis [53]. These
approaches have proven effective across various practical problems, offering more
efficient solutions and insights derived from analyzed data.

One notably popular domain for complex network models is the realm of
blockchain and cryptocurrencies [50]. As the field of virtual payments expands,
there is a growing need for solutions that support informed and rational decision-
making. Complex networks are extensively applied to analyze blockchain struc-
tures [14], transaction patterns [48], and automation processes [16], among other
applications. These techniques extract knowledge crucial for further analysis,
facilitating more effective decision-making in blockchain and cryptocurrencies.

Central to complex networks is using nodes in the analysis process [27], often
assessing incompatible nodes based on centrality measures. To reduce this issue,
various techniques, including Multi-Criteria Decision Analysis (MCDA) meth-
ods, are employed [55]. MCDA techniques enable the evaluation of decision alter-
natives against multiple criteria, accommodating diverse preferences and objec-
tives in the assessment process [36]. This flexibility is achieved by adjusting
criteria weights, signifying the importance of different decision factors [33]. Such
an approach makes the models highly adaptable and reusable under varying
conditions.

Various approaches exist for modeling criteria importance [38], often relying
on professional expert knowledge and experience obtained through criteria judg-
ment processes [26]. Subjective weighting methods, like the Analytical Hierarchy
Process (AHP) [15], have been traditionally employed for this purpose. However,
new methods like Ranking Comparison (RANCOM) [49] demonstrate superior
handling of expert judgment inaccuracies. Additional techniques for extracting
expert knowledge include Best-Worst Method (BWM) [19], Full Consistency
Method (FUCOM) [35], Fixed Point Scoring [33], and Simple Multi-Attribute
Rating Technique (SMART) [32], among others.

Despite the advantages of incorporating expert knowledge in decision mod-
els, drawbacks exist, including the unavailability of expert knowledge, hesitance,
judgment inaccuracies, and the challenge of reproducing defined relationships
between criteria relevance [46]. These factors can hinder the reusability of the
determined models across different applications. To address this problem, in
this paper, we use an approach combining Multi-Criteria Decision Analysis with
a complex network technique, specifically Multi-Layer Perceptron (MLP), and
verify the performance of the decision model under different MLP structures.
The Characteristic Objects Method (COMET) is utilized for evaluation, with
MLP serving as the domain expert assessing Characteristic Objects (COs) in
the COMET method. The study employs the practical problem of assessing the
Bitcoin network to validate the model’s performance, presenting contributions
such as the ability to re-identify decision models, an alternative methodology for



Towards Re-identification of Expert Models 5

decision processes without a domain expert, and applying MLP-COMET to ana-
lyze the Bitcoin network. In addition, this study examines different structures of
MLP and compares various input parameter values to indicate how they influ-
ence the obtained results. The aim is to indicate which MLP structure provides
the most stable results on the node evaluation within the considered problem of
the Bitcoin network. The contributions of the study are:

– proposing an approach for defining decision model reflecting domain expert
knowledge

– making decision-making models independent of expert knowledge when mul-
tiple data are available

– empirical verification of the proposed approach within the Bitcoin network

The rest of the paper is structured as follows. Section 2 reviews the litera-
ture on centrality metrics in complex networks, MCDA, and their applications
in blockchain-related practical problems. Section 3 provides the preliminaries of
complex networks and MCDA. Section 4 describes the proposed approach for re-
identifying the multi-criteria decision model. Section 5 illustrates the application
of MLP-COMET in re-identifying the decision model in the case of analyzing
the Bitcoin network and compares the effectiveness of the defined model within
different MLP structures. Finally, Sect. 6 offers conclusions from the research
and outlines future directions for the presented approach.

2 Literature Review

To present the current state of the art regarding the complex network problems
and approaches based on multi-criteria decision analysis, selected areas addressed
in the literature are presented below. The review is focused on describing chal-
lenges faced within the selection problems based on centrality metrics, present-
ing the approaches used for evaluating blockchain and cryptocurrencies with
MCDA methods and in complex networks. Moreover, the problems concerning
the extraction of expert knowledge in multi-criteria analysis are also presented.
The description of related works introduces the currently used approaches for
evaluating the multi-criteria problems directed toward complex networks and
emphasizes the research gaps that should be filled.

2.1 Selection Problems Based on Centrality Metrics

In the area of complex networks, it is possible to distinguish metrics that define
the attractiveness of a node concerning the others available in the analyzed net-
work. Their analysis allows more efficient choices to be made regarding selecting
nodes that are key to information propagation. Measures of centrality such as
degree, closeness, betweenness, and eigenvector are a group of factors that allow
efficient analysis of network nodes and their selection [17]. Alexandrescu et al.
used the four mentioned centrality measures to identify the sustainability com-
municators in urban regeneration [1]. The presented measures were applied as
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the decision criteria in one of the three dimensions that were determined in
the assessment, namely, the informal network influence. Karczmarczyk et al.
applied the MCDA techniques to select seeds for targeted influence maximiza-
tion within social networks, where the centrality, betweenness, closeness, and
eigenvector centrality measures were also considered in the evaluation of the
node [18]. Muruganantham et al. focused on the problem of discovering and
ranking the influential users in social media networks by applying the selected
MCDA methods, namely Preference Ranking Organization Method for Enrich-
ment of Evaluations (PROMETHEE) II, ELimination Et Choix Traduisant la
REalité (ELECTRE), AHP, Statistical Design Institute Matrix method (SDI),
Pugh (also known as Decision Matrix Method), and Technique for the Order of
Prioritisation by Similarity to Ideal Solution (TOPSIS) [31]. The authors also
used the four above-mentioned measures to assess the social influence in the
network. Moreover, the centrality metrics can be grouped based on their scope
of operation. The closeness, betweenness, eigenvector, coreness, average cluster-
ing coefficient, average shortest path length, and PageRank measures belong to
global measures, while degree or semi-local centrality are classified as measures
with local scope [44]. The global measures are identified based on the necessity
of having access to the whole network to determine the global information for
the specific factor. On the other hand, local measures can be calculated using
the local information of the node.

2.2 Blockchain and Cryptocurrencies in MCDA

MCDA methods are used in many application areas due to the ability to flex-
ibly select decision criteria based on which decision variants are assessed. This
configurability and versatility allow decision-making models to be used in the
area related to blockchain and cryptocurrencies. Lai and Liao proposed an app-
roach for MCDM based on Double Normalization-based Multiple Aggregation
(DNMA) and Criteria Importance Through Inter-criteria Correlation (CRITIC)
for blockchain platform evaluation [24]. The authors considered 8 decision crite-
ria, namely performance efficiency, interactivity, scalability, reliability, security,
portability, maintainability, and cost. Erol et al. examined blockchain applica-
bility in sustainable supply chains by the MCDM framework determined with
Fuzzy Step-wise Weight Assessment Ratio Analysis (SWARA), Complex Pro-
portional Assessment (COPRAS), Evaluation based on Distance from Average
Solution (EDAS) assessment, and COPELAND method [10]. The evaluation
considered 6 decision variants and 8 criteria. Öztürk and Yildizbaşi focused on
indicating the barriers that keep the implementation of blockchain into supply
chain management [34]. Based on the Fuzzy AHP and Fuzzy TOPSIS, the assess-
ment was conducted considering the uncertainties in the problem. The results
from the research showed that high investment costs, data security, and util-
ity play the most important role in the evaluation. Çolak et al., on the other
hand, directed their research toward an assessment of blockchain technology in
supply chain management [7]. Using the Hesitant Fuzzy Sets (HFS) combined
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with the AHP (HF-AHP) and TOPSIS (HF-TOPSIS), it was possible to exam-
ine the decision alternatives and take into account the potential uncertainties.
The authors identified 5 main criteria and 17 sub-criteria, which were used to
evaluate 5 decision variants. The sensitivity analysis approach was also used to
examine if differences in criteria weights could significantly influence the pro-
posed rankings. Based on the obtained results, the authors indicated that the
medicine/drug industry seems to be the most suitable sector for introducing
blockchain technology.

2.3 Blockchain and Cryptocurrencies in Complex Networks

The problems connected to blockchain analysis are also addressed by researchers
using complex network techniques. Since it is important to identify the most
significant nodes in the networks that play a crucial role in the information
spread, many approaches have been used for this purpose. Moreover, the cen-
trality measures are eagerly used to investigate the network structures allowing
for an in-depth analysis. Tao et al. performed a complex network analysis of
the Bitcoin blockchain network, using degree distribution, clustering coefficient,
shortest path length, assortativity, and rich-club coefficient [48]. Bielinskyi and
Soloviev attempted to identify the complex network precursors of crashes and
critical events in the cryptocurrency market [4]. The authors used time series
of data considering the days in correction, Bitcoin’s high price in $, Bitcoin’s
low price in $, the decline in %, and the decline in $. As the centrality mea-
sures, the authors selected eigenvector values and average path length. Lin et
al. focused on understanding Ethereum transaction records with a complex net-
work approach [25]. The authors modeled the transaction records using time
and amount features and designed several flexible temporal walk strategies. The
degree distribution of the Ethereum transaction network was analyzed with an
actual feasible path for money flow. Serena et al. represented cryptocurrency
activities ad a complex network to analyze the transaction graphs [45]. Four
prominent Distributed Ledger Technologies (DLTs), namely Bitcoin, DogeCoin,
Ethereum, and Ripple, were considered. The authors considered three selected
centrality measures: degree distribution, average clustering coefficient, and aver-
age shortest path length of the main component.

2.4 Expert Knowledge in Multi-criteria Problems

Multi-Criteria Decision Analysis models can be personalized with the differ-
ent preferences of criteria importance. This approach can be used to propose
an individual and specific set of results compliant with the expert preferences
and expectations. To extract experts’ knowledge and use it as the input data in
MCDA models, subjective criteria weighting methods are used [2,51]. Since mul-
tiple techniques are being developed to assist the expert in identifying the criteria
importance, it is important to select methods that are intuitive and reflects the
experts’ opinion reliably. Various Decision Support Systems (DSSs) were deter-
mined to evaluate alternatives using the domain expert knowledge in the specific
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field. Dweiri et al. proposed a DSS based on the AHP method for supplier selec-
tion in the automotive industry, where the AHP method was used to identify
the expert preferences regarding the criteria importance [9]. Mahendra used the
FUCOM-SAW method to determine the DSS for e-commerce selection in Indone-
sia [29]. The FUCOM method served as a measure for extracting the expert
knowledge based on which the assessment was performed. Sarabi and Darestani
applied the Fuzzy Multiple Objective Optimizations on the basis of Ratio Anal-
ysis plus full Multiplicative Form (MULTIMOORA) and BWM approach for
determining the DSS for logistics service provider selection in mining equipment
manufacturing [43]. The BWM method allowed for defining the criteria relevance
based on the expert experience in the given field. The RANCOM method was
used to identify the decision-maker preferences regarding the laptop selection,
and the identified weights were then used in the selected six MCDA methods
[49]. Fahlepi proposed a DSS for employee discipline identification, where the
SMART method was used for establishing the criteria relevance based on the
expert judgment [11]. It can be seen that various approaches are used to define
the decision models based on expert knowledge. However, it should be borne
in mind that the experts’ availability limits these solutions. Moreover, expert
knowledge can change over time, translating into assigning different criteria rel-
evance within the same decision problem. The subjectivity of the assessment
should also be considered in developing such systems. It should be limited to
providing results with high objectivity of the evaluation, increasing the results’
reliability. Since it could be challenging to re-identify the experts’ preferences
over time, it is worth proposing approaches to fill this gap. To this end, the
MLP-COMET technique is proposed, which is based on the complex network
analysis and aims to identify the decision model that can be applied to assess
new decision variants within the same problem.

3 Preliminaries

3.1 Centrality Metrics

Centrality metrics within complex networks serve as analytical instruments to
pinpoint nodes with significant importance or influence in a network. The ongo-
ing trend in recent years has been the continuous introduction of new centrality
metrics. Among the widely utilized centrality metrics in complex networks are
closeness centrality, degree centrality, eigenvector centrality, and betweenness
centrality. Other centrality metrics, such as Katz centrality, harmonic centrality,
and percolation centrality, contribute to the diverse set of available measures.
When evaluating the relevance of nodes within social networks, specific centrality
metrics take precedence, as highlighted in [5]. Consequently, this article will delve
into the scrutiny of the following social network centrality measures [6,8,54]:

1. Degree centrality:

Dc(i) =
n∑

j

xij (1)



Towards Re-identification of Expert Models 9

where i is the considered node, j is the other nodes present in the network,
n is the number of all nodes, and xij is the connection between node i and
node j.

2. Betweenness centrality:

Bc(i) =

⎛

⎝
∑

s �=i�=t

gst(i)
gst

⎞

⎠ n(n − 1)
2

(2)

where gst is the count of binary shortest paths from node s to node t, and
gst(i) is the count of those paths that pass through node i.

3. Eigenvector centrality:

Ec(i) = λ−1
n∑

j=1

Aijej (3)

where ej is the node score j, A is the adjacency matrix of the network, n is
the number of nodes present in the network, and λ is a constant.

4. Closeness centrality:

Cc(i) =
n − 1∑n
j=1 dij

(4)

where dij is the distance from node i to node j.
5. Harmonic centrality:

Hc (i) =
1

n − 1

∑

j �=i

1
dist (xi, xj)

(5)

where i is the considered node, j is the other nodes present in the network,
dij is the distance from node i to node j.

These centrality metrics are valuable tools for assessing complex networks as
they offer distinct perspectives on node importance. For instance, degree cen-
trality highlights nodes with many direct connections, while betweenness cen-
trality identifies nodes that act as critical bridges in facilitating communication
between other nodes, providing a nuanced understanding of network dynamics
and vulnerability. The continual development and incorporation of new central-
ity metrics enhance the granularity of network analysis, allowing for a more
comprehensive evaluation of node influence and system resilience.

3.2 The Multi-layer Perceptron Regressor

Artificial neural networks emulate the structure and functioning of the human
brain through computational models. The Multi-Layer Perceptron (MLP) stands
out, extensively employed in solving classification and regression problems. From
Frank Rosenblatt’s 1957 proposal, an MLP comprises three principal layers:
input, hidden, and output. Input data is received by the input layer and trans-
mitted through subsequent layers. The hidden layers between input and output
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consist of multiple perceptrons. The output layer produces the final network
results. Weights, assigned to connections between perceptrons in different lay-
ers, govern the impact of one perceptron’s output on the input of others.

Supervised learning guides the MLP, necessitating a dataset with input pairs
and anticipated output data for training. The objective is to teach the net-
work a function transforming input data into expected output data. The widely
employed backward error propagation algorithm drives error from the network’s
output to the hidden and input layers, adjusting connection weights. The MLP’s
efficacy hinges on critical hyperparameters, including the number of hidden lay-
ers, perceptrons in each layer, learning rate, and activation function. Prudent
hyperparameter selection is pivotal for the network’s efficiency. Figure 1 illus-
trates an example of neural network visualization.

Hiden
layer

Input
layer

Output
layer

Fig. 1. Example structure of a multilayer perceptron.

3.3 The Characteristic Objects Method

The Characteristic Objects METhod (COMET) is a multi-criteria method pro-
posed by Sałabun in 2015 to eliminate the paradox of Ranking Reversal (RR)
[41]. The decision alternatives are evaluated by measuring the distance between
them and the Characteristic Objects (COs) that play a crucial role in the model.
In addition, this method has been modified with many extensions for uncertain
environments such as Normalized Interval-Valued Triangular Fuzzy Numbers
(NIVTFN) [13], Intuitionistic Fuzzy Sets (IFS) [12] and Hesitant Fuzzy Sets
(HFS) [42]. The main steps of the COMET method can be presented as follows:
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Step 1. Identify the problem’s dimensionality. Expert selects r number of
criteria and their fuzzy values, which is represented by an Eq. (6).

C1 =
{
C̃11, C̃12, ..., C̃1c1

}

C2 =
{
C̃21, C̃22, ..., C̃2c2

}

...

Cr =
{
C̃r1, C̃r2, ..., C̃rcr

}
(6)

where C1, C2, . . . , Cr are the criteria represented by the fuzzy numbers.
Step 2. Creating Characteristic Objects (COs) with the Cartesian product
from fuzzy number cores. Equation (7) illustrates an example of the construc-
tion of characteristic objects.

CO = 〈C(C1) × C(C2) × ...C(Cr)〉 (7)

The result is a set of characteristic objects. This set can be expressed as
follows:

CO1 = 〈C(C̃11), C(C̃21), ..., C(C̃r1)〉
CO2 = 〈C(C̃11), C(C̃21), ..., C(C̃r2)〉

...

COt = 〈C(C̃1c1), C(C̃2c2), ..., C(C̃rcr )〉
(8)

Step 3. Formation of Matrix of Expert Judgments (MEJ) using comparisons
of characteristic objects among themselves. The Expert Judgment Matrix
(MEJ) is represented by the Eq. (9).

MEJ =

⎛

⎜⎜⎝

α11 α12 . . . α1t

α21 α22 . . . α2t

. . . . . . . . . . . .
αt1 αt2 . . . αtt

⎞

⎟⎟⎠ (9)

where αij is the degree of preference of comparing one characteristic object
to another. If object COi is more reflective than object COj , assign the value
1. If they are equal, assign the value 0.5. If COi is less reflective than COj ,
assign the value 0. It can be shown by the Eq. as follows:

αij =

⎧
⎨

⎩

0.0, fexpert(COi) < fexpert(COj)
0.5, fexpert(COi) = fexpert(COj)
1.0, fexpert(COi) > fexpert(COj)

(10)

Once the expert matrix MEJ is determined, the Summed Judgements (SJ)
vector must be determined using Eq. (11).

SJi =
t∑

j=1

αij (11)

where t is the number of characteristic objects.
After computing the Summed Judgements (SJ) vector, the vector of prefer-
ences (P ) for the COs should be computed. This is shown as follows [41].
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Step 4. Formation of a rule base from characteristic objects and a preference
vector. This can be expressed using an Eq. (12).

IF C
(
C̃1i

)
AND C

(
C̃2i

)
AND . . . THEN Pi (12)

Step 5. Make an inference to compute the scores of the given alterna-
tives. The alternative Ai comprises the values of every criterion, i.e., Ai =
{α1i, α2i, . . . , αri}. By employing Mamdani fuzzy inference, a preference P is
computed for every alternative according to [37].

4 Proposed Approach

A novel approach for assessing nodes within a complex network, employing
the MultiLayer Perceptron Regressor (MLP Regressor) in conjunction with the
Characteristic Objects METhod (COMET) was presented in [21]. The goal is
to establish a multi-criteria model for node evaluation. In conventional expert-
based multi-criteria models, challenges often arise due to the dynamic nature
of knowledge and the limited availability of experts. This approach addresses
this by employing the MLP Regressor as an artificial expert trained on existing
node evaluations. It enables bypass dependence on human experts and derives
node evaluations based on the artificial expert model. Once the artificial expert
model is constructed, it assesses Characteristic Objects in the COMET app-
roach. These objects are reference points containing information about the deci-
sion maker’s preferences. Consequently, a multi-criteria model that incorporates
decision-maker preferences, facilitating node evaluations aligned with these pref-
erences, is constructed. This hybrid approach holds potential across various
domains where decision-making based on network analysis needs to consider
decision-makers preferences.

Figure 2 illustrates the proposed MLP-COMET approach. The initial step
involves defining the set of evaluated decision alternatives, hyperparameters for
the MLP Regressor model, and decision criteria along with their characteris-
tic values required for the COMET method. Subsequently, the MLP Regressor
model-an artificial expert—is trained, providing a stable mapping of decision-
maker preferences to the designated set of decision alternatives. Once the deci-
sion model is initialized, the structure of the COMET method is modeled based
on characteristic values, and the decision model is re-identified using the arti-
ficial expert (MLP model). Following determining preferences for characteristic
objects, the newly created decision options can be evaluated. For the imple-
mentation in this article, the entire algorithm was developed using the sklearn
library (MLPRegressor class) and the pymcdm library (COMET class) [20,39].
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Step 1:
Developing an artificial

expert

Step 0:
Initiate the process

MCDA problem

Determine
hyperparameters for

MLP Regressor
model

Determination of a
evaluated set of

alternatives

Select the decision
criteria with

characteristics values

Step 2:
Initialization of the

decision model

Determine triangular
fuzzy numbers for

each criteria

Step 3:
Modeling structure

of COMET

Generate
Characteristic

Objects based on
TFNs

Split the set into a
training set and a test
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Provide training on
the training part

Validate the obtained
model on the test set

Step 4:
Reidentify the decision-

making model

Pairwise comparison
of characteristic
objects using

a artificial expert

Create MEJ matrix

Calculate estimated
preference value for
each Characteristic

Object

Step 5:
Obtainment of
the rule base

Generate the rule
base on the basis of

the Characteristic
Objects

Step 6:
Obtainment of
the rule base

Inference using rule
base

Final ranking

Fig. 2. MLP-COMET approach procedure.

5 Study Case

For this article, a complex network related to cryptocurrencies and, more specifi-
cally, Bitcoin was chosen [22,23]. The selected network is people who trust those
using this cryptocurrency. The network presented has 5881 nodes and 35592
edges. In addition, the network is represented as a directed graph, and a weight
is assigned to each of its edges. For this article, the weights of each edge were
considered in determining centrality measures such as betweenness and eigen-
vector. In the case of the present network, nodes will play the role of decision
variants. A visualization of the Bitcoin user network is shown in Fig. 3.

Centrality metrics were used as criteria to evaluate the nodes of the present
complex network. Five centrality metrics were selected, i.e., betweenness central-
ity (C1), degree centrality (C2), eigenvector centrality (C3), closeness centrality
(C4), and harmonic centrality (C5). These metrics are described in Sect. 3.1.

For the studies conducted, min-max normalization was applied to the net-
work centrality metrics. This normalization is intended to scale the values of
the metrics within a fixed range to allow comparison and interpretation of the
results. The model training process can be sensitive to differences in the scale of
metrics values. If no normalization is performed, metrics with a more extensive
range of values may significantly impact the training process, and metrics with
a smaller range may be ignored. Min-max normalization allows the values of
metrics to be adjusted to a range of 0 to 1, eliminating scale differences and
ensuring that each metric has an equal impact on the learning process. Further-
more, the study focused on a comparative analysis of different MLP structures,
evaluating their influence on the multi-criteria assessment results. By enhancing
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Fig. 3. Complex network of Bitcoin users [22,23].

the stability and reliability of the decision model, this approach aims to equip
decision-makers with more robust tools, fostering more effective and informed
decision-making processes.

5.1 Artificial Expert Study: MLP Regressor

In the Multi-Layer Perceptron calculations, the model was trained using the
adam optimizer, a popular optimization algorithm. The activation function cho-
sen for the hidden layers was the Rectified Linear Unit (ReLU), known for
introducing non-linearity to the network. The loss function employed was Mean
Squared Error (MSE), indicating the average squared difference between the pre-
dicted and actual values. The training process spanned 100 epochs, representing
the number of times the entire dataset, partitioned into 67% for training and
33% for testing, was passed forward and backward through the neural network.
Additionally, various layer structures were evaluated, including (50, ), (100, ),
(50, 50), and (100, 50, 25), reflecting the number of neurons in each hidden layer.
These parameters collectively influenced the training and structure of the MLP
model, aiming to optimize its performance for the specific task at hand.

Figure 4 presents the values of the RMSE metric calculated for the MLP
model with different layer structures. For the (50, ) variant, the loss value curve
was characterized by the lowest variations during the performed epochs. On
the other hand, results for the (50, 50) layer structure were similar as in the
previous case for train and test data. However, the spread of values throughout
the training process was significantly more diverse. Furthermore, for variants
(100, ) and (100, 50, 25), the RMSE values were nearly two times lower for the
test data than in the case of using the (50, ) layer structure.

Figure 5 depicts a visual comparison between predicted and true values for
various MLP layer structures. All data points would align along the diagonal
in an optimal scenario, indicating a perfect fit. The visualization reveals that,
across the examined structures, the matches closely resemble each other in all
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Fig. 4. RMSE values for MLP with different layers structure.

Fig. 5. Predicted values for MLP with different layer structures.

analyzed cases. While minor deviations exist for each scenario, they impact only
a small subset of data points within the evaluated dataset, diverging slightly
from the ideal match.
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Table 1. Results of metrics for different MLP layer structures.

MSE MAE R2

MLP (50,) 8.3839× 10−5 0.00124 0.9571
MLP (100,) 3.6138× 10−5 0.00201 0.9831
MLP (50, 50) 8.4493× 10−5 0.00088 0.9563
MLP (100, 50, 25) 5.1172× 10−5 0.00130 0.9744

The diverse layer structures of the MLP models were evaluated using three
performance metrics: Mean Squared Error (MSE), Mean Absolute Error (MAE),
and R-squared (R2). These metrics provide insights into each model’s accuracy,
precision, and goodness of fit. The obtained results are presented in Table 1.
These results quantify the performance of each MLP structure, with lower MSE
and MAE values indicating better predictive accuracy and R2 values approaching
1, showing a strong correlation between predicted and true values. It can be seen
that the greatest R2 score was assigned to the (100,) variant, while the lowest
MAE was observed for the (50, 50) layer structure. In addition, the lowest MSE
value was also assigned to the (100,) structure.

Figure 6 presents the MEJ matrices that are determined as in one of the steps
of the COMET method. Those matrices show how the Characteristic Objects
are compared with each other during the pairwise comparison. In the case of the
proposed research, the train MLP model was engaged to evaluate the COs in the
MEJ matrix. Thus, the presented visualizations show the results of pairwise com-
parisons performed by the artificial expert. It could be seen that different layer
structures provided different results in MEJ, which directly impact the obtained
fuzzy rule, based on which the multi-criteria evaluation scores are determined.

To compare the obtained MEJ matrices for different MLP layer structures,
the Hamming distance was used. The obtained results are presented in Fig. 7.
It could be seen that the most similar MEJ matrices were observed for struc-
tures (100,) and (100, 50, 25), which were characterized by the lowest Hamming
distance. On the other hand, the least similar MEJ matrices were obtained for
structures (50,) and (50, 50), which were designated as a pair with the highest
Hamming distance.

To analyze the similarity of the rankings obtained with the examined MLP
layer structures, the Weighted Spearman correlation coefficient (rW ) was used.
The coherence of rankings obtained with the MLP-COMET model was presented
in Table 2. It could be seen that for all examined structures, the correlation values
were high. Thus, it can be concluded that the analyzed layer variants produced
highly similar recommendations regarding the node assessment in the considered
Bitcoin complex network. The most correlated results were observed for struc-
tures (50,) and (100,) (rW of 0.9999). Moreover, the reference results obtained
in the initial research were compared [21], showing that the examined different
MLP layer structures in this study also produce highly correlated rankings.
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Fig. 6. MEJ matrices in COMET method for different layer structures.

Fig. 7. Hamming distance for MEJ matrices for different layer structures.
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Table 2. MLP-COMET rankings similarity (rW ) for different layer structures.

rw Reference (50,) (100,) (50, 50) (100, 50, 25)

Reference 1.0000 0.9878 0.9871 0.9874 0.9905
(50,) 0.9878 1.0000 0.9999 0.9998 0.9994
(100,) 0.9871 0.9999 1.0000 0.9998 0.9995
(50, 50) 0.9874 0.9998 0.9998 1.0000 0.9995
(100, 50, 25) 0.9905 0.9994 0.9995 0.9995 1.0000

6 Conclusion and Future Works

This paper presents the application of the MLP-COMET approach to assessing
the nodes within the complex network of Bitcoin users. The study evaluates
various MLP layer structures to indicate their impact on assessment quality,
revealing the high accuracy of the MLP Regressor model in representing decision-
maker preferences across both test and training sets. The MLP-COMET model
is then examined, demonstrating its effectiveness in replicating rankings from
the reference expert model. Notably, investigations into the training sample size
and the number of characteristic objects reveal consistent and stable results,
with rW similarity metrics ranging from 0.98 to 1.00 for the compared rankings.
These findings highlight the model’s robustness in evaluating nodes within the
tested complex network.

However, we are aware of some limitations of the proposed study that should
be addressed:

– Only selected structures for the MLP were examined; thus more effective
solutions could remain unexplored

– The proposed approach is effective in particular decision problems, aiming
to reflect the expert knowledge in the decision model. To apply the proposed
solution to other problems, multiple data must be gathered to train the model
to keep its accuracy

Future research avenues for this approach involve extending its application
to other complex networks or diverse multi-criteria decision-making scenarios.
Additionally, exploring the consistency of obtained MEJ matrices in the MLP-
COMET method and further investigations into accuracy and considerations
for uncertain environments would enhance the method’s comprehensiveness.
The study’s innovative approach advances the understanding of node evalua-
tion within complex networks and opens avenues for broader applications in
decision-making processes.
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1 Introduction

Digitalisation efforts under the European digital transition paradigm in the engi-
neering and materials development domains are today introducing new methods
for digital collaboration and open innovation, like the one proposed in VIP-
COAT1: the EU funded Research and Innovation Action implementing digital-
isation approaches offer a multi-sided platform to create a collaborative envi-
ronment to connect modellers (software owners, academia), and translators [21],
manufacturers, governmental bodies and society to initiate and implement inno-
vation projects (Fig. 1). The demonstration focus of VIPCOAT is the develop-
ment and manufacturing of active protective coatings. However, the approach
is applicable to any other industrial case. To assist industrial end-users in mak-
ing optimal decisions about materials and process design and manufacturing
based on predictive modelling, it is increasingly necessary to examine innovation
through a quadruple helix approach, which addresses the need for a Digital Sin-
gle Market strategy for Open Innovation 2.0 [5]. In parallel, an enormous amount
of materials, manufacturing and processing data are currently generated by high
throughput experiments and computations (e.g., [35,36], possessing a significant
challenge in terms of data integration, sharing and interoperability.

Given that a product or a material system is defined by a combination of
its physical, chemical and other technical properties, as well as other business-
related aspects, such as cost, environmental footprint, and other information
relevant to industry, academia, administration and the society at large, such
integration has the advantage of enhancing significantly mutual understanding
of human stakeholders and their respective domain-specific digital tools. As an
example, considering in VIPCOAT, the physical and chemical properties of a
protective coating can have a significant impact on production time, resource
utilisation, manufacturing cost, sustainability, and toxicity. Hence, comprehend-
ing the properties of materials is critical to streamlining the manufacturing pro-
cess, identifying appropriate machinery and equipment, and estimating relevant
business indicators for informed decision-making [2]. This integration is particu-
larly important in the context of Open Innovation, where companies collaborate
to develop new products and services [24].

Although the existing literature (reviewed in Sect. 2) demonstrates a grow-
ing recognition of the need for integration between business processes, materials
science, and engineering workflows, the integration of BPMN with EMMO does
not exist yet and is crucial step forward to support inter-domains mutual under-
standing. A common ontology is mandatory to lay the foundation for unlocking a
huge innovation potential by enabling semantic interoperability of models, exper-
iments, software and data, which is vital for using rational development design
principles and testing and manufacturing of materials in general. The aim of
this work is consequently to contribute to the current efforts by the European
Materials Modelling Council (EMMC)2 on establishing common standards for

1 https://ms.hereon.de/vipcoat/.
2 https://emmc.eu/.

https://ms.hereon.de/vipcoat/
https://emmc.eu/
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Fig. 1. Quadruple-Helix Virtual Open Innovation Framework: Industry, Society,
Academia, and Governments

materials modelling through the Elementary Multi-perspective Material Ontol-
ogy (EMMO), e.g. [15]. The basic idea is to merge Business Decision Support
Systems (BDSS), implemented in terms of the Business Process Model and Nota-
tion (BPMN) and Decision Model and Notation (DMN) standards, with mate-
rials modelling workflows by using ontologies as a glue between these hitherto
distinct worlds.

BPMN is an efficient tool for Open Innovation processes [34]. BPMN enables
organisations to visually depict their business processes and workflows in a stan-
dardised format, which fosters more effective communication and collaboration
with external stakeholders such as customers, suppliers, and partners. Further
more, the tool ensure an automatic implementation of some processes between
involved in the collaboration (business) players. The standardised representation
of business processes using BPMN allows for the identification of inefficiencies,
redundancies, and bottlenecks in the workflow, leading to streamlined operations
and increased efficiency [19]. Moreover, the use of BPMN provides a common
language for discussing business processes, making it easier to share ideas and
identify opportunities for improvement [24]. As a result, the ontology facilitates
collaboration, accelerates innovation, and promotes the sharing knowledge and
best practices between organisations and business partners.

The EMMO, see [14], is a currently very intensive developing comprehensive
and versatile ontology for materials science that aims to provide a common lan-
guage for describing materials and their properties. The EMMO was developed
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by a group of European researchers as a part of an EMMC activity, which recog-
nised the need for a unified approach to materials modelling and data sharing
interoperability. The main ideas of the EMMO is to be designed as a universal
tool, that can be applicable to all levels of granularity, from atoms and molecules
to macro-scale materials. Thus, the developed ontology aims to cover all aspects
of materials science, including properties, structures, processes, and applications.
The EMMO is based on a multi-perspective approach, which means it consid-
ers different perspectives and scales when describing materials. It provides a
hierarchical structure that allows for the description of complex systems and
a comprehensive set of classes and relationships for describing materials prop-
erties, including chemical composition, crystal structure, thermodynamic and
mechanical properties, and more. The EMMO is also designed to be extensible.
Thus, it can be customised to meet the specific needs of different domains and
applications. One of the key objectives of the EMMO is to promote interoper-
ability between different materials modelling approaches and software tools. By
providing a common language for describing materials and their properties, the
EMMO can facilitate the integration of models and data from different sources
and the development of open standards and interfaces for materials modelling.
This, in turn, this ontological approach can accelerate the development of new
materials and improve the efficiency of materials design and testing.

The integration of BPMN and EMMO can facilitate communication and
collaboration among stakeholders, ultimately leading to the development of new
materials and products. The integration of ontologies can lead to faster and more
cost-effective research and development and the creation of innovative solutions
to address complex material challenges. This paper aims to answer the research
question of how BPMN can be connected with EMMO or vice versa, and pro-
poses MBCO: the Materials-based Business Case Ontology. Therefore, we put
forward a concrete approach for integrating ontologies, consisting of conceptual
alignments, concept mapping, concept integration, and validation.

The proposed schema is applied to a preliminary analysis of integrating
BPMN into the EMMO. Section 2 provides an overview of the ontologies, exten-
sion mechanisms, and related works, while Sect. 3 describes the process of devel-
oping and validating MBCO, the integrated ontology. The paper concludes in
Sect. 4 presenting the final conclusions.

2 Background

This section introduces BPMN and EMMO ontologies, reminds the different
ontology extension mechanisms at our disposal, and presents the main related
works.

2.1 BPMN

BPMN stands for Business Process Model and Notation [27]. It is a graphical
representation for specifying business processes in a standardised way. BPMN
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was created by the Business Process Management Initiative (BPMI) and is now
maintained by the Object Management Group (OMG)3. The primary purpose of
BPMN is to provide a standardised notation that is readily understandable by all
business stakeholders, including technical and non-technical users. This notation
enables clear communication and collaboration between business and technical
teams while modelling and analysing processes and supporting the execution of
processes in a technology-agnostic manner. To this end, BPMN provides a set of
graphical elements, such as processes, tasks, gateways, and events, that can be
used to model various types of business processes. The notation also supports
the modelling of more complex process flows, such as parallel and sequential
execution, exception handling, and compensation. BPMN is a widely adopted
standard that helps organisations to model, to analyse, and to improve their
business processes, leading to increased efficiency and effectiveness.

2.2 EMMO

The Elementary Multi-perspective Material Ontology (EMMO) is an ontology
that focuses to provide a standardised and structured representation of the
domain of materials science and engineering [13]. An ontology is a type of knowl-
edge representation that defines a common vocabulary and formal model for
describing concepts and relationships in a specific domain.

The EMMO provides a comprehensive, hierarchical, and interlinked view of
the concepts, classes, and relationships that are commonly used in materials
science and engineering. It covers a wide range of topics, including material
properties, processing techniques, and the relationships between materials and
their components. The EMMO aims to support a shared understanding of the
concepts and terms used in the field, making it easier for researchers, engineers,
and data scientists to collaborate and exchange information.

The EMMO is designed to be used as a resource for a variety of applica-
tions, including knowledge management, semantic search, and data integration
in materials science and engineering. It can also help to integrate diverse data
sources and support interdisciplinary research by providing a common vocabu-
lary and conceptual framework. In this paper, we use EMMO version 1.0.0.beta5
from github.4

2.3 Ontology Extension Mechanism

According to [37], the integration of two models (meta-models [6] or ontologies
[11]) requires resolving three types of heterogeneity: syntactic, semantic and
structural. For our integration, only the semantic and structural heterogeneity
have been addressed. Indeed, the syntactic heterogeneity aims at analysing the
difference between the serialisations of meta-model and, as explained by [31],
addresses technical heterogeneity like hardware platforms and operating systems,

3 https://www.omg.org/.
4 https://github.com/emmo-repo/EMMO.

https://www.omg.org/
https://github.com/emmo-repo/EMMO
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or access methods, or it addresses the interface heterogeneity like the one which
exists if different components are accessible through different access languages
[9,10]. Hence, it is not relevant in the case of this ontological integration.

Structural heterogeneity exists when the same meta-model concepts are mod-
elled differently by each meta-model primitive. This structural heterogeneity has
been addressed together with the analysis of the conceptual mapping and the
definition of the integration rules. Finally, the semantic heterogeneity represents
differences in the meaning of the considered meta-model’s elements and must
be addressed through elements mapping and integration rules. Regarding the
mappings, three situations are possible: no mapping, a mapping of type 1:1, and
a mapping of a type n:m (n concepts from one meta-model are mapped with m
concepts from the other).

After analysing the heterogeneities, ontology extension mechanisms are
applied. Ontology extension mechanisms refer to the ways in which an existing
ontology can be expanded or modified to better suit the needs of a particular
application or domain. There are several methods that can be used for ontology
extension, including:

– Inheritance (generalisation): This is a common method of ontology extension
in which a new class is defined that inherits properties and characteristics
from an existing class. This allows new classes to be defined while reusing
existing definitions and knowledge (e.g., in [12], inheritance relationships to
extend OWL-S).

– Restriction (specialisation): This is a method of ontology extension in which
the definition of an existing class is restricted to exclude certain individuals
or objects. This can be used to refine a class’s definition to better match a
particular application’s requirements.

– Extension (by adding axioms): This is a method of ontology extension in
which new axioms or statements and rules are added to the ontology to pro-
vide additional information or, a priory, knowledge.

– Modules and Libraries: This is a method of ontology extension in which
ontologies can be packaged as modules or libraries and can be imported or
reused in other ontologies.

Each of these methods has its own strengths and limitations, and the appropriate
method for a particular extension depends on the application’s requirements and
the design of the ontology being extended on a case-by-case basis.

2.4 Related Work

The integration of business process with industrial ontologies is not new. For
instance, research conducted by [20] has explored methods for formalizing prod-
uct and process requirements using a collaborative ontology, employing seman-
tic reasoning techniques for process formation. Or, in the same vein, [23] used
BPMN and ontologies to modeling and to integrating production steps with typ-
ical IT functionalities. In [2], another approach consists in integrating material
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modelling with business data and models to develop a Business Decision Sup-
port System (BDSS) [34] that assists in the complex decision-making process of
selecting and designing polymer-matrix composites. This system combines mate-
rials modelling, business tools, and databases into a single workflow, providing
a comprehensive solution supporting decision-making.

In [19], the authors suggest utilising the BPMN and DMN5 standards [33]
to bridge the gap between business processes, materials science, and engineering
workflows in the context of composite material modelling, which can potentially
open up new horizons for industrial engineering applications. By using these
standards ([4,33]), it is possible to establish a connection between the diverse
domains and provide a more integrated approach to the modelling process, which
could lead to improve efficiency and effectiveness in engineering applications.

In line with the previous approach, [18] extends the analysis by incorpo-
rating technical key performance indicators (KPIs) and financial KPIs, such as
part costs, calculated using cost modelling applications. By including financial
KPIs in the analysis, a more comprehensive understanding of the overall perfor-
mance can be achieved, which can assist in the decision-making process related
to product design and development starting from very early design decisions.

In [17], the authors discuss the development of an ontology called OSMO,
which is an extension of the Model Data (MODA)6 legacy metadata standard for
simulation workflows used in some European materials modelling projects [16].
While MODA workflow descriptions are interpretable by human experts in mod-
elling of the target application domains only, OSMO adds rigour to MODA by
using an unambiguous ontological language. To this end, [17] explains the pur-
pose, design choices, implementation, and applications of OSMO, including its
connections to other domain ontologies in computational engineering. OSMO
was created as part of the EU funded VIMMP project7 and is connected to the
larger effort of ontology engineering by the EMMC. A crosswalk from MODA
workflows via OSMO to EMMO has been described in previous work [22], mak-
ing use of a graph transformation system [29] for the required complex structural
alignment. In this way, based upon the integration of EMMO and BPMN into
a common ontology like the MBCO, as discussed in the next section, a clear
conceptual route to integrating the MODA workflows documented in a series of
European projects into formal enterprise architectures will be available.

3 MBCO Development by EMMO/BPMN Integration

The development of MBCO involves the integration of EMMO and BPMN into a
single ontology that reflects the combined knowledge represented by both initial
ontologies [25,26]. The successful integration of ontologies plays a pivotal role in
fostering collaborative knowledge representation across domains. Therefore, this
5 https://www.omg.org/dmn/.
6 https://www.cencenelec.eu/media/CEN-CENELEC/CWAs/RI/cwa17284_2018.

pdf.
7 Virtual Materials Market Place - https://cordis.europa.eu/project/id/760907.

https://www.omg.org/dmn/
https://github.com/emmo-repo/EMMO//www.cencenelec.eu/media/CEN-CENELEC/CWAs/RI/cwa17284_2018.pdf
https://github.com/emmo-repo/EMMO//www.cencenelec.eu/media/CEN-CENELEC/CWAs/RI/cwa17284_2018.pdf
https://cordis.europa.eu/project/id/760907
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section explores a four-step methodology for ontology integration, illustrated in
Fig. 2. Each step is carefully designed to ensure a systematic and coherent syn-
thesis of knowledge from distinct ontologies. The motivation behind this method-
ology lies in achieving a unified ontology, which amalgamates the strengths of
the original ontologies. The method that we propose includes the following four
steps:

– Alignment: This involves identifying and matching the concepts, classes, and
relationships in the two ontologies that correspond to each other. This step
requires a careful examination of the structure, content, and meaning of the
concepts and relationships in both ontologies. The condition for progressing
to the mapping step is a thorough understanding of the structure, content,
and meaning of concepts and relationships is essential.

– Mapping: This involves creating a mapping between the concepts and rela-
tionships in the two ontologies based on the results of the alignment step.
This mapping defines how the concepts and relationships in the two ontolo-
gies correspond to each other. The condition for progressing to the integration
step is a successful completion of the alignment step provides the groundwork
for creating an accurate and comprehensive mapping.

– Integration: This involves combining the two ontologies into a single ontol-
ogy (MBCO), using the mapping as a guide. The resulting merged ontology
should reflect the combined knowledge represented by both original ontolo-
gies. The condition for progressing to the validation step is a well-defined
mapping, created in the previous step, acts as a guide for the seamless com-
bination of the ontologies into the integrated MBCO.

– Validation by Incoherence Solving: This involves checking the merged
ontology to ensure that it is logically consistent and coherent and that it
correctly represents the combined knowledge from both original ontologies.
The condition for a successful validation is that the integration in the previous
steps forms the basis for validating the MBCO, addressing any inconsistencies
or incoherence discovered during this critical evaluation.

3.1 Alignment

Conceptual alignment, as explained in [7], is the process of identifying and estab-
lishing the syntactic and structural correspondences between concepts or entities
from two or more different sources or domains, should it be at the definition or at
the association with other concepts level. To achieve this alignment, we listed all
BPMN concepts, including their definition and association, and then we looked
for correspondence with the EMMO concepts [13].

After a review of all BPMN [4] concepts, we observed that eight concepts from
BPMN may be aligned with nine concepts from the EMMO. This alignment
is possible based on analysing the concepts’ names and definitions (syntactic
alignment) and their associations with the other concepts (structural alignment).
The alignment result is the following:
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Fig. 2. Four steps of the method used to integrate BPMN into EMMO: Alignment,
Mapping, Integration and Validation

– Process vs. IntentionalProcess.
• The definition of Process from BPMN is a Process describes a sequence
or flow of Activities in an organisation with the objective of carrying out
work [4].

• In the EMMO, the Process is defined by A whole that is identified accord-
ing to criteria based on its temporal evolution that is satisfied throughout
its time extension and the IntentionalProcess extends the definition
with occurring with the active participation of an agent that drives the
process according to a specific objective (intention) [13]. Both the Pro-
cess and the IntentionalProcess are respectively part of and subClass
of Process and are associated with the Participant.

– Participant (BPMN) vs. Participant (EMMO).
• In BPMN, a Participant represents a specific PartnerEntity (e.g., a
company) and/or a more general PartnerRole (e.g., a buyer, seller, or
manufacturer) that are Participants in a Collaboration. A Participant is
often responsible for the execution of the Process enclosed in a Pool [4].

• In the EMMO, this is an object which is a holistic spatial part of a process.
If plays an active role in the process, this is an Agent [13]. Both are linked
to the concept of BPMN and EMMO’s Process.

– Activity vs. Elaboration.
• BPMN defines the Activity as a work that is performed within a Business
Process [4]. An Activity can be atomic or non-atomic (compound).

• From the side of the EMMO, an Elaboration is the process in which an
agent works with some entities according to some operative rules [13].
Elaboration is a subClass of IntentionalProcess, and Activity is a compo-
nent of Process (although not represented in BPMN meta-model from [4]).
Both also have subClasses ElementaryWork, Computation, Workflow for
Activity and, similarly, CallActivity, Task, SubProcess for Elaboration.
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– Task vs. ElementaryWork
• The definition of Task in BPMN is an atomic Activity within a Process
flow. A Task is used when the work in the Process cannot be broken down
to a finer level of detail. Generally, an end-user and/or applications are
used to perform the Task when it is executed [4].

• In the EMMO, a ElementyraWork is an elaboration that has no elab-
oration proper parts, according to a specific type [13], which means that
an ElementaryWork does not break down into smaller pieces of work.
Task and ElementaryWork are respectively subClasses of Activity
and Elaboration.

– ThrowEvent vs. Status
• Throwing events, following BPMN, are triggers for catching events and
are triggered by the process, which result in ThrowEvent [4].

• Status, following the EMMO, consists in an object which is a holistic
temporal part of a process [13]. Both concepts have no similar association
with other modelling concepts.

– InteractionNode vs. SubProcess and Stage
• The alignment between both concepts from both meta-models is more

arduous to establish but is real. In BPMN, the InteractionNode is a
type of flow object that represents a point in a process where participants
interact with each other to exchange information or perform some action
[4].

• In the EMMO, the SubProcess is a process which is a holistic spatial
part of a process, and the Stage is a process which is a holistic temporal
part of a process [13]. The semantic analysis of these three definitions
does not make it possible to establish an indisputable alignment between
the concepts. However, the analysis of associations clearly shows the sim-
ilarities. Indeed, the InteractionNode is a subClass of Activity and Flow-
ElementaryContainer, and is composed of Artifact and similarly, (1) the
SubProcess has SubProcess and is SubClass of Process and (2), the stage
has Stage and is SubClass of Process.

– SequenceFlow and WorkFlow
• According to BPMN, the SequenceFlow is used to show the order of
Flow Elements in a Process or a Choreography. Each Sequence Flow has
only one source and only one target [4].

• For EMMO, the Workflow isan elaboration that has at least two elabo-
rations as proper parts [13]. At the association level, the SequenceFlow is
a subClass of FlowElement (abstract superclass for all elements that can
appear in a Process flow), and the WorkFlow is a SubClass of Elaboration.

– ItemAwareElement and EncodeData
• The ItemAwareElement in BPMN refers to several elements that are
subject to store or convey items during process execution [4].

• The EncodedData are in EMMO causal object whose properties varia-
tion are encoded by an agent and that can be decoded by another agent
according to a specific rule [13]. The ItemAwareElement concept has type
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DataObject, DataSTore, DataInput and DataOutput, which are type of
information, and the EncodedData is a subClass of Data and has subClass
Information.

3.2 Mapping

In order to integrate BPMN concepts and relationships within the EMMO,
it is necessary to analyse and select the best ontology extension mechanism
(detailed in Sect. 2.3) for each conceptual mapping achieved in Sect. 3.1: Inheri-
tance, Restriction, Extension, or Modules and Libraries – knowing that the last
method is inappropriate to the purpose of our work. The result of the mapping
is:

– IntentionalProcess: The analysis of the definitions provided in Sect. 3.1
demonstrates that both meta-models define the IntentionalProcess/Process
based on the same arguments to know: that a process is structured follow-
ing a sequence of activities and that it aims to reach an objective. BPMN’s
semantics is richer than the EMMO’s semantics in that it associates the pro-
cess to an organisation. Therefore, the preferred extension mechanism is the
restriction (EMMO restricts BPMN conceptual semantics).

– Participant: The EMMO’s definition of Participant is more generic than the
definition from BPMN, which considers that the participant is a human, or
an organisation, that is often responsible for the execution of a process [8].
This is more specific than the EMMO’s point of view, which considers that
an object demonstrating a holistic spatial part of the process is a participant.
Accordingly, the extension mechanism that fits this alignment is inheritance.
First, the BPMN’s participant inherits the characteristics of EMMO’s par-
ticipant, and second, the EMMO’s participant is extended with two possible
statements: the participant is either a human or an organisation.

– Elaboration: The EMMO’s definition of Elaboration is semantically a bit
different than BPMN’s definition of Activity. On one side, BPMN explains
that the Activity may be atomic or compound, and on the other side, the
EMMO stresses the importance of the Elaboration to work following some
operative rules. As a result, the most appropriate extension mechanism is
inheritance, and the EMMO Elaboration is extended with a composition link
from/to the EMMO Elaboration concept.

– ElementaryWork: Task and ElementaryWork have the same semantics, and
both refer to the smallest and indivisible piece of work composing a process.
The definition of the Task from BPMN (Sect. 3.1) is semantically richer in that
it stresses the importance of being within a traffic flow and being performed by
an end-user or an application. In this case, the ontology extension mechanism
used is the extension (BPMN extends EMMO conceptual semantics).

– Status: The definition of Status in the EMMO highlights that this concept
stands for an object that reflects a temporal part of a process, whereas BPMN
defines ThrowEvent as a trigger for catching events by the process. Although
not explicitly embedded in the definition, the Status associated with a process
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often triggers other events in practice. Therefore, we consider that this Status
may be a type of trigger and, by extension, a ThrowEvent. Therefore, the
mapping between both concepts is achieved using the restriction mechanism
given that EMMO restricts ThrowEvent to Status.

– SubProcess and Stage: Both concepts represent part of the process (spatial
or temporal), such as the InteractionNode from BPMN, which is described as
a point in a process. The semantic heterogeneity between both BPMN and
EMMO meanings is that the first specialises the finality of the concept to a
place (or moment) where participants get together to achieve something or to
exchange information. The description of the InteractionNode is consequently
semantically more expressive, although both SubProcess and Stage refer to a
spatial or a temporal dimension. As a result, the extension mechanism is the
restriction since both EMMO’s concepts restrict BPMN one. This situation is
quite similar to the case of the IntentionalProcess, but because two concepts
of EMMO are mapped to one concept of BPMN, it is not necessary to extend
the concepts with a dedicated extension mechanism.

– WorkFlow: Analysing the definitions of the WorkFlow and of the Sequence-
Flow, we conclude that the equivalence between both concepts is thin and
limited. Both concepts are direct or indirect elements of the process that
are associated with at least two flowing elements. The SequenceFlow adds
a supplementary characteristic which is the existing sequence between the
happening of the flowing elements. The extension mechanism preferred is, by
the way, the restriction as WorkFlow restricts the SequenceFlow meaning.

– EncodedData: The ItemAwareElement concept in BPMN represents an
abstract concept that may be specialised in many types like DataObject,
DataStore, DataInput and DataOutput although the EncodedData concept
is well defined and refers to properties variation of an object. This definition
restricts by the way the definition of the ItemAwareElement and, as a conse-
quence, the restriction extension mechanism is the one naturally designated.

3.3 Integration

In the approach used in this work, all concepts from BPMN without EMMO
equivalence have been introduced in the Materials-based Business Case Ontol-
ogy. The main concepts are: Gateway, Events, Artifact, InteractionNode, Flow-
ElementContainer, FlowElement, MessageFlow, DataAssociation, DataOut-
putAssociation, DataInputAssociation, DataObject, DataOutput, DataInput,
CallableElement. Further explanations of those concepts are available in BPMN
2.0 specifications [27].

The integration of BPMN concepts with EMMO equivalence is achieved
based on the mapping performed in Sect. 3.2 and taking in hand the resolu-
tion of potential associations-related issues. For each concept, the analysis is the
following:

– IntentionalProcess: The BPMN process being semantically richer than the
IntentionalProcess, we may consider that the IntentionalProcess is a subClass
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of the BPMN Process concept, which is represented as a type of relation in
UML. In the Materials-based Business Case Ontology, the IntentionalProcess
is preserved. Concerning the relationships, two associations which did not
exist for the EMMO concept have been added in MBCO. It consists of (1)
the IntentionalProcess that relates to Collaboration and (2) the Intention-
alProcess is composed of Artefact.

– Participant: The EMMO’s definition of Participant being more generic, we
have maintained the EMMO’s Participant concept in the integrated ontology,
and we have extended it with an attribute inherited from BPMN, to know:
the Participant is an individual or an organisation that is often responsible
for the execution of the Process. Regarding the relationships, two associations
which did not exist for the EMMO concept have been added in the integrated
version: (1) the Participant composes the Collaboration (2) the Participant
is a type of InteractionNode.

– Elaboration: Given the small hetoregenities existing between Elaboration
and Activity and the decision to consider the inheritance extension mecha-
nism, we have maintained the EMMO’s Participant concept in MBCO, and
we have extended it with a composition link, as explained in Sect. 3.2, such
as an Elaboration composes an Elaboration. In parallel, three additional
Activity related associations from BPMN have also been included in EMMO
Elaboration: (1) an Elaboration is composed of DataInputAssociation, (2)
an Elaboration is composed of DataOutputAssociation, and (3) an Elabo-
ration is a type of FlowNode.

– ElementaryWork: Alike the IntentionalProcess, the ElementaryWork is less
rich than the Task semantic from BPMN, and for the same reason, the exten-
sion mechanism elected during the mapping step was the extension mecha-
nism. Accordingly, we keep the ElementaryWork in EMMO extended ontol-
ogy. Concerning the associated relationships, we complete the existing ones
with (1) the ElementaryWork is a type of InteractionNode, and (2) the Ele-
mentaryWork has type various kinds of tasks (i.e., ScriptTask, ServiceTask,
BusinessRuleTask, ManualTask, SendTask, ReceiveTask and UserTask)

– Status: The EMMO’s definition of Status restricts BPMN’s definition of
ThrowEvent to a state of a temporal part of a process, and as a result, that a
Status is a type of ThrowEvent. Accordingly, the Status process is preserved
in the EMMO ontology. Concerning the relationships, four associations which
previously did not exist in the EMMO have been added in MBCO. It consists
of (1) Status is a type of Event, (2, 3 and 4) Status has type EndEvent,
ImplicitThrowEvent and IntermediateThrowEvent.

– SubProcess and Stage: SubProcess and Stage’s definitions, as reviewed in
Sect. 3.2, restrict the definition of InteractionNode. They are both preserved
in the EMMO ontology. Moreover, to express that these concepts may cor-
respond to points where participants get together to achieve something or
to exchange information, new associations are defined between them and the
participants.

– WorkFlow: Provided the tight analogy between Workflow from the EMMO
ontology and the SequenceFlow from BPMN, our strategy was to use the
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restriction extension mechanism and, consequently, to preserve the concept
of WorkFlow in the Materials-based Business Case Ontology. Two associations
are needed to complete the ontology integration with some workflow-related
semantics coming from BPMN: (1) the WorkFlow is the source of and
targets FlowNode and (2) the WorkFlow is a type of FlowElement.

– EncodedData: EncodedData from the EMMO has a precise meaning com-
pared to ItemAwareElement from BPMN, which has more for the purpose of
specifying a collection of data. On the opposite, the ItemAwareElement may
be of various types described in [4]: DataObject, DataStore, DataOutput and
DataInput. Hence, EncodedData will remain in the Materials-based Busi-
ness Case Ontology. Finally, one additional association must be integrated:
EncodedData is source and is target of DataAssociation.
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Fig. 3. Materials-based Business Case Ontology (MBCO). The concepts from the
EMMO ontology are represented in orange, and the concepts from BPMN in green.
(Color figure online)

3.4 Validation by Incoherence Solving

In general, validating a single ontology involves checking whether the ontology
adheres to certain principles and standards [3]. Here are the types of validations
that can be encountered and applied:

– syntax validation (Does the ontology follows the correct syntax and format of
the ontology language? ),
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– consistency validation (Is the ontology internally consistent? ),
– completeness validation (Does the ontology cover all the necessary concepts
and relationships in the domain? ),

– coherence validation (Is the ontology coherent with other ontologies and stan-
dards in the same domain? ),

– usability validation (Is the ontology easy to use and understand? ),

but also the validation of specific ontology criteria such as accuracy, coverage,
scalability, and maintainability. Concerning the validation of an integrated ontol-
ogy, such as BMPN with EMMO, we assume that the above validation types have
been achieved during the design of each specific ontology and that the item left
to be validated is the merging part itself, which involves Checking for inconsis-
tencies between the ontologies.

In paper [7], the integration of BPMN within EMMO (Fig. 3) was validated
through a manual incoherence discovery process, which revealed several incon-
sistencies upon our manual checks. As a reminder, the main type of incoherency
discovered through the manual validation of the Materials-based Business Case
Ontology was the identification of a cyclic hierarchy introduced between the con-
cepts of ElementaryWork from EMMO and InteractionNode from BPMN.
Solving this incoherency required a deeper analysis of both source ontologies.
Therefore, by analysing EMMO and BPMN, we argued that an Elementary-
Work can be considered a type of InteractionNode because an elementary
work is a basic process that involves the transformation of materials, energy, or
information, often through the application of energy such as heat or mechanical
work. This transformation typically involves some kind of interaction between
two or more entities, such as a chemical, an electrical or even a nuclear reac-
tion or a physical change in state. Moreover, an InteractionNode is a node
representing any type of interaction between two or more entities in a business
process model. This can include tasks, events, and gateways, which are used to
model different types of interactions. Therefore, it can be argued that an elemen-
tary work, which represents a basic process that transforms materials, energy, or
information, can also be considered an InteractionNode because it involves an
interaction between two or more entities, even if it is a more fundamental type of
interaction compared to other types of nodes. Hence, both ElementaryWork
and InteractionNode represent different types of nodes in a business process
model, but an ElementaryWork can be seen as a more fundamental type of
interaction that involves the transformation of materials, energy, or information,
making it a type of InteractionNode in a broader sense. As a consequence, the
decision was made during the manual Validation by Incoherence Solving step to
keep the link “ElementaryWork is a type of InteractionNode” in the integrated
model while removing the link “InteractionNode is a type of ElementaryWork.

In this paper, we use the Pellet reasoner [30] to detect and address any
inconsistencies within the Materials-based Business Case Ontology. In the con-
text of this automatic validation, a three-step process is undertaken. Initially,
we implement the integrated MBCO ontology into Protégé [32]. Following this,
a specific scenario is conceptualised, wherein a reasoner is employed to compute
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inferences. Finally, the results of these inferences are subjected to an analysis.
This approach not only streamlines the validation process but also enhances the
precision of identifying and resolving any inconsistencies within the ontology.

1. Implementation in Protégé.
As a basis for this step, we employed one of the pre-existing ontologisations
of BPMN [28]. Upon an examination and comparison with the BPMN nota-
tion standard proposed by the Object Management Group (OMG) [27], we
identified certain classes that were absent from this particular ontologisation
of BPMN, and appended these missing classes. For instance, additions to the
ontology included “collaboration” and “elaboration”. Finally, the integrated
ontology MBCO has been constructed by applying the following steps for
each of the following classes:

– IntentionalProcess: (1) the process class of the BPMN ontology has
been defined as a subclass of IntentionalProcess, (2) the class of collabo-
ration has been created in the integrated ontology, (3) two news Object
properties have been created: “IntentionalProcess is composed of Arte-
fact” that has intentionalProcess as domain and Artefact as range, and
“IntentionalProcess is linked to Collaboration” that also has intentional-
Process as domain and Collaboration as range.

– Participant: (1) A new object property has been created, “Organisation
is responsible for the execution of a Process”, and this object property has
for domain Organisation and for range Process, (2) another object prop-
erty has also been created “Collaboration is composed of Participant”,
and this object property has for domain collaboration and for range Par-
ticipant, (3) the interactionNode class as been imported from the BPMN
ontology, with a lowercase i, and (3) Participant has been defined as a
subclass of interactionNode.

– Elaboration: (1) The class Elaboration is defined as a subClass of
itself, (2) three BPMN classes have been created in the integrated ontol-
ogy: flownode, dataInputAssociation, and dataOutputAssociation, and
the flownode class is a subClass of Elaboration, and (3) two news Object
properties have been created: “Elaboration is composed of dataInputAs-
sociation” that has Elaboration as domain and dataInputAssociation as
range, and “Elaboration is composed of dataOutputAssociation” that has
Elaboration as domain and dataOutputAssociation as the range.

– ElementaryWork: (1) ElementaryWork has been defined as a subclass
of InteractionNode and (2) scriptTask, servcieTask, businessRuleTask,
manualTask, sendTask, receiveTask and userTask have been created in
the integrated ontology, and they have all been defined as subClasses of
ElementaryWork.

– Status: (1) event, endEvent, implicitThrowEvent and intermedi-
ateThrowEvent have been created in the integrated ontology, (2) Status
has been defined as subClasses of events, and (3) endEvent, implicit-
ThrowEvent and intermediateThrowEvent have been defined as sub-
Classes of Status.
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– SubProcess and Stage: Two news Object properties have been created:
“Particiants get together in Stage” that has Participant as domain and
Stage as range, and “Particiants get together in SubProcess” that has
Participant as domain and SubProcess as range.

– WorkFlow: (1) a flowElement class of the BPMN ontology has been
integrated, (2) Workflow is defined as a subClass of the flowElement, and
(3) two news Object properties have been created: “WorkFlow is source
of flowNode” and “WorkFlow targets flowNode” that have both Workflow
as domain and flowNode as the range.

– EncodedData: (1) a dataAssociation class of the BPMN ontology has
been integrated, (2) two news Object properties have been created:
“EncodedData is the source of dataAssociation” and “EncodedData is
target of dataAssociation” that have both EncodedData as domain and
dataAssociation as range.

Fig. 4. Example of relation between classes implementation in protégé – Participants
get together in SubProcess

In the context of implementing specific elements in Protégé, such as a rela-
tionship between two classes, it is necessary to address certain requirements
or considerations. For instance, the relations between classes must be defined
as object properties. As illustrated on Fig. 4, the association name “Partic-
ipants get together in SubProcess” that associates the class “Partici-
pant” and the class “SubProcess” is the property named “get together
in/gather” and this property has for Domains Participant and for Ranges
SubProcess. Given that all associations with the same name (e.g., “get
together in/gather”) have different Domains and Ranges, we must create
as many associations as there exist cases.
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2. Application of the ontology to a specific process – Creation of indi-
viduals
To validate the ontology and to illustrate how it is possible to use it to infer
new knowledge, we have exploited the anticorrosive pigment test management
process8 presented on Fig. 5, extracted from [24].

Fig. 5. Anti-Corrosive Pigment Test Management Process, adapted from [24].

Following this process, the creation of a new individual consists in defining a
new direct instance of a class. For instance, based on Fig. 5, we created the
following class’ instances of the Materials-based Business Case Ontology:

– Anticorrosive Pigment is an instance of EMMO’s Process class,
– Customer needs is an instance of BPMN’s Event class,
– Define technical requirements, Define the process, Prepare data for lab
trial, Evaluate properties, Model coating tests, Perform corrosion tests,
Prepare technical report, Evaluate KPIs, Perform final analysis, and
Request prototype production are instances of EMMO’s instances of Sub-
Process class,

– Feasible?, Right properties?, Is applicable?, Standards fulfilled?, Move on?
are instances of BPMN’s InteractionNode class. They may also be con-
sidered as instances of EMMO’s ElementaryWorks class, itself being a
subClass of the BPMN’s FlowElementContainer class,

– Business manager, Technical expert, and Laboratory/Modelling are
instances of EMMO’s Participant class.

– StartEvent, EndEvent and Inclusive/exclusive gateways are instances of
respective BPMN’s classes.

8 https://www.cardanit.com/resources/coating-materials-development-with-
cardanit-bpmn-editor/.

https://www.cardanit.com/resources/coating-materials-development-with-cardanit-bpmn-editor/
https://www.cardanit.com/resources/coating-materials-development-with-cardanit-bpmn-editor/
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3. Elaboration of a validation rule. In the paper [7], a critical inconsistency
emerged during the manual validation of the Materials-based Business Case
Ontology. This discrepancy specifically involved the creation of a cyclic hier-
archy between the concepts of ElementaryWork from EMMO and Inter-
actionNode from BPMN. Consequently, a validation rule is necessitated to
detect cyclic relationships among ontology classes. This rule aims to identify
scenarios where Class 1 is defined as a subclass of Class 2 while simultane-
ously Class 2 is regarded as a subclass of Class 1. The primary objective of
this validation rule is to uncover and correct circular dependencies within the
structure of the ontology’s classes. This rule will, thus, for any class within
the ontology, examine its direct connections with other classes and verify that
the target class does not have a direct link with the source class.

Class(?x) ˆ Class(?y) ˆ hasSubClass(?x, ?y) ˆ
hasSubClass(?y, ?x) -> CircularIncoherence(?x, ?y)

The validation rule is formulated using the Semantic Web Rule Language9
(SWRL), an extension of the Web Ontology Language (OWL) that combines
predicate logic from OWL with rule capabilities, facilitating the expression
of complex knowledge in semantic web applications. This SWRL rule detects
and records circular incoherence between classes in an ontology, creating a
new class CircularIncoherence when two classes (?x and ?y) are found
to have bidirectional hasSubClass relationships, referencing the ontology
classes involved.

4. Inference of new knowledge by applying the validation rule
To execute SWRL rules in Protégé, various reasoners are compatible with
SWRL, including HermiT and Pellet [1]. HermiT is a high-performance DL
(Description Logic) reasoner well-suited for SWRL, commonly used for infer-
ence in OWL ontologies. Pellet, another robust reasoner, supports SWRL
within Protege. Known for its efficiency in reasoning over large ontologies and
its optimised algorithms for processing OWL semantics and SWRL rules, this
is the reason we have selected Pellet. Pellet’s efficiency in handling complex
ontologies, its ability to efficiently process SWRL rules, and its active support
for SWRL within Protege made it the optimal choice for our purposes. These
factors, along with its compatibility and established performance, prompted
our selection of Pellet for our CircularIncoherence rule execution within
our merged ontology.

5. Analysis of the results During the reasoning process, Pellet automati-
cally identifies new inferences and adds new individuals corresponding to
the identified inferences to the existing knowledge base. For example, upon
analysing the subclass relationship between ?X, representing Elementary-
Work from EMMO, and ?Y, representing InteractionNode from BPMN,
Pellet detected a CircularIncoherence. This inference signifies a cyclic hier-
archy introduced between the concepts of ElementaryWork and Interac-
tionNode. Pellet’s reasoning capabilities facilitated the identification and

9 https://www.w3.org/Submission/SWRL/.

https://www.w3.org/Submission/SWRL/
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subsequent creation of individual instances of CircularIncoherence, high-
lighting the cyclic inconsistency within the ontology’s subclass structure. In
fine, addressing this modelling conflict seeks to prevent cyclic relationships
among specific individuals (e.g., Feasible? and Move on? within the process
illustrated in Fig. 5), and improves the process description consistency.

4 Conclusion

The present work integrates a pre-ontologised subset of BPMN with the EMMO
into MBCO, the Materials-based Business Case Ontology. Specifically, we utilise
the BPMN ontology to support the open innovation process and the EMMO
ontology to describe materials and processes. In this way, we construct a more
comprehensive framework that can facilitate collaboration and innovation in the
materials industry. This integration aims to streamline workflows, improve com-
munication, and enhance the understanding of materials, leading to more effec-
tive and innovative solutions. Our approach consists of four key steps: Alignment,
Mapping, Integration, and Validation by Incoherence Solving. While alignment
and mapping are relatively straightforward, the integration step requires more
careful consideration. For instance, when the extension mechanism is an inheri-
tance, the EMMO concept is extended with the attributes inherited from BPMN.
Accordingly, for the present work, it was the key objective to enhance the val-
idation of the MBCO through formal reasoning. To accomplish this, we have
deployed the MBCO in Protégé. Our objective revolves around the establish-
ment of rules for generating inference when cyclic incoherencies among classes
are discovered. This approach, complementing that from our recent previous
work [7], allows identifying a cyclic association between ElementaryWork and
InteractionNode in an automatic way. The validation based on inference rules
ensures the absence of inconsistencies. Therefore, we are confident that our ongo-
ing efforts to validate the merged ontology will lead to a higher level of coherence
and reliability in our knowledge system. The integration of BPMN and EMMO
into MBCO in this paper holds significant research implications by offering a
standardized framework for collaborative materials research, enhancing commu-
nication, and fostering efficiency in materials science. However, limitations may
arise in terms of the practical adaptability of MBCO across diverse organiza-
tional settings, potentially encountering resistance to adopting a new ontology
framework. Future research avenues should focus on the real-world implementa-
tion and acceptance of MBCO, addressing identified limitations, and exploring
the scalability and adaptability of the proposed ontology in different research
contexts to ensure its widespread applicability.
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Abstract. The increasing digitalization of the economy and society has triggered
drastic changes in companies and confronted them with enormous challenges.
The consulting industry has also been deeply affected by this digital transforma-
tion. In order to show the influence of digitalization on business consultancies and
which digital technologies are currently being used in those firms, we conducted
an exploratory study. To this end, we conducted an online survey with 186 consul-
tants about their assessment of digitalization and the use of digital technologies.
Further attention was also paid to the influence of the COVID-19 pandemic on
the use of digital technologies and digitalization in business consultancies. Our
results revealed that many business consultancies had already relied heavily on
digitalization and used a variety of digital technologies in all phases of the con-
sulting process. We were able to show that digitalization increased significantly
in business consultancies during the COVID-19 pandemic and that the majority
of participants understand digitalization as an opportunity for change. Neverthe-
less, the business consultancies are currently using digital technologies that pri-
marily support communication and collaboration (like audio/video conferencing
tools or mobile computing applications). Although consultants are aware of the
growing importance of advanced technologies (such as generative AI), business
consultancies are currently reluctant to use these technologies and tend to rely on
well-established digital technologies.

Keywords: Digitalization · Digital technology · Consulting · Business
consultancy · COVID-19 pandemic

1 Introduction

Today more than ever, society as a whole is undergoing a rapidly evolving digital trans-
formation. Government institutions, households, enterprises, and their interactions are
all changing due to the increased prevalence and rapid growth of digital technologies.
Especially in enterprises, it has never been more important to be able to rely on a deep
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understanding of information technologies (IT) in general and of digital innovation in
particular. The persistently high level of dynamism in everyday business today shows
that continual changes and adaptations in response, including ones due to digitalization,
will be the rule, not the exception, in the future economy. Worldwide digital network-
ing, the automation of individual or even all business processes, and the restructuring
of existing business models are just a few of the wide-ranging effects of digitalization.
Indeed, the consequences of digitalization are omnipresent, as is the question of whether
such changes should be viewed as positive or negative [17, 18, 23, 26]. In either case,
nearly all companies will have to pursue increased digital transformation, at least to
some extent, in order to remain competitive in the global market [4].

Digitalization has become of unprecedented importance partly owing to the COVID-
19 pandemic, which delivered an unparalleled shock of uncertainty across all state bor-
ders and industries. Nationwide store closures, contact restrictions, andmandatory home
offices forced companies to use contactless distribution channels and to facilitate remote
work. Those developments drove a push toward digitalization, as numerous processes in
companies had to be digitalized and companies themselves had to prove their resilience.
It is often argued that the digitalization driven by the pandemic will continue after the
pandemic [11, 19, 22].

One industry especially challenged by uncertainty during the COVID-19 pandemic
was the consulting industry. As reported by the German Association of Management
Consultancies, the BDU, (https://www.bdu.de/en), the revenue growth of business con-
sultancies collapsed in 2020 for the first time since 2010. The pandemic also dramatically
altered the working methods of consultants. Guided by the motto “NewWork,” the BDU
reported massive contact restrictions and significant changes in workplace and work-
ing time models [2]. To be sure, business consultancies also had to radically reorient
themselves in terms of digitalization aspects to meet the challenges of the COVID-19
pandemic.

Therefore, our main research goal was to gain insight into how relevant digitalization
is now and how much more relevant it will become in the consulting industry. We
sought to investigate the current and future significance of digitalization in general. We
also wanted to investigate the general perception of digitalization among consultants to
provide a basic picture of their opinions. Beyond that, to gain comprehensive insight
into business consultancies, we aimed to examine the current and future significance of
digital technologies and trends for consultants. We also included a specific viewpoint
on the impact that the COVID-19 pandemic has had on these areas.

To those ends, we developed a study using an online questionnaire to evaluate the
status quo of the use of digital technologies in business consultancies in Germany, which
we chose to examine due to our cultural background. The basis of our current study was
our own study on the status quo of digitalization in business consultancies conducted
in 2019 (before the pandemic), which is hereinafter referred to as Study 2019. This will
later be used as a comparative basis in the discussion section of this paper. However, the
main focus of this research is our survey conducted in 2023 (hereinafter referred to as
Study 2023).

Therefore, to reach our research goal and to present and discuss our results, the paper
(as extended version of [20]) our paper is structured as follows. Following this section

https://www.bdu.de/en
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addressing our motivation for the study, we provide a short theoretical background
with a focus on business consultancies and on the impact of the COVID-19 pandemic
from which we derive our research questions. Subsequently, we describe our study’s
foundation, design, and our method of data collection before presenting and discussing
selected results in light of our research questions. The paper closes with a summary of
the main results and an outlook for future research in the field.

2 Theoretical Background

2.1 Business Consultancies

Business consultancies can be characterized in light of their consulting focus. In our
study, we classified consultancies with reference to the BDU’s classification, which
divides the market for consulting into four classic fields [2]:

• Strategy consulting,
• IT consulting,
• Organization and process consulting, and
• Human resources consulting.

To begin, strategy consulting is considered the most demanding field of consulting.
Not only does it occur exclusively within the top management of companies, but the
topics also concern the core of all corporate activities—that is, the corporate strategy
[27]. The goal of a consultant in strategy consulting is to help the client to define long-
term goals and develop a course of action to achieve the corporate strategy. Achieving
that goal involves analyzing the current business situation, identifying opportunities and
challenges, and developing a tailored strategy [21].

By comparison, IT consulting addresses the widest variety of consulting topics
of all four of the classic fields of consulting. The topics range from the creation of
business-critical individual software and the implementation of standard software and
web-based applications to system integration and the optimization of IT architecture and
infrastructure [21].

Next, organization and process consulting builds on the concepts of strategy con-
sulting. By contrast, however, consultants work at the operational level, and contact
between the client company and the consultancy usually occurs not within top man-
agement but mostly in middle and lower management [21]. Organization and process
consulting deals with the optimization of organizational structures and processes within
a company. Its goal is to improve the efficiency, effectiveness, and agility of the company
by reviewing and, if necessary, adapting its business processes [6].

Last, human resources consulting focuses on both the managers and employees of
a company. Among other activities, it involves the promotion of professional and social
skills, usually facilitated in training courses [6].

Nomatter the field, a key factor of success for business consultancies is the consulting
approach that they adopt. At its base, successful consulting requires an understanding
of the process. In the literature, the consulting process is described in various procedure
models, which differ less in their content than in the number of phases conceived as being
part of the process. Barchewitz andArmbrüster [1] have described the consulting process
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in a three-phase model involving planning, realization, and control. Bodenstein and
Herget [7], by contrast, have presented a four-phase processmodel involving conception,
contract design, implementation, and conclusion. In our study,we followed the procedure
model developed by Seifert [28], which comprises six phases:

• Acquisition,
• Project preparation,
• Problem analysis,
• Problem-solving,
• Implementation, and
• Post-processing.

First, acquisition forms the basis of the consulting process, because in that phase
a business consultancy seeks to obtain an order from a client [28]. A general exchange
of information also occurs, after which the business consultancy submits a bid for the
project order. Once the consultancy has received the order, a contract is negotiated
between the parties [21]. Second, in project preparation, the project team is defined,
the team’s members are given access to all relevant systems, and further organizational
arrangements are made [28]. Third, problem analysis focuses on gathering, deepening,
and evaluating information. During that phase, the current situation is analyzed, and a
formulation to meet the project’s objective is finalized [21]. Fourth, problem-solving is
the core phase of a consulting project [21]. Therein, a strategy for realizing a solution to
the problem is presented. To that purpose, different alternative solutions are designed,
evaluated, and presented to the client, who subsequently selects one of them to pursue
[28]. Fifth, during implementation, the selected solution is implemented. The process
is carefully planned to ensure successful implementation, and, afterward, the results are
reviewed, and, if necessary, the solution is optimized [7]. Sixth and last, post-processing
considers both the client and the consultancy. On the client’s side, the phase involves the
conclusion of the project, including the achievement of the project’s objectives. On the
consultancy’s side, it entails the preparation of documentation, assessments, and results
for reuse [28].

2.2 Impact of the COVID-19 Pandemic on German Enterprises

The COVID-19 pandemic is sometimes hailed as an accelerator of digital transforma-
tion. To clarify, companies should have been, and indeed were, seizing the moment
as a launchpad for not only digital transformation but also structural change. In light
of this, the KfW (https://www.kfw.de/About-KfW/) conducted special surveys during
the COVID-19 pandemic. The evaluation of these surveys is summarized in different
digitalization reports (see [13, 14]).

The data from the special surveys show that the level of digitization activity varied
during the different periods of the surveys. At the beginning of the COVID-19 pandemic,
a surge in digitalization was observed, as home offices had to be set up and expanded
within a very short time for many companies in various industry sectors. There was also
a significant increase in the use of cashless payment systems, e-health services, virtual
communication platforms, and online retail. Digitalization was used not only to react
flexibly to bottlenecks in deliveries and declines in demand, but also to remain visible

https://www.kfw.de/About-KfW/
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to cooperation partners and customers. Even though digitalization activities increased
during the second wave of the pandemic, the proportion of those who did not implement
any digitalization measures remained at 33%. In the report for 2020, it was assumed that
companies had invested more in digital technologies in order to continue to overcome
the crisis [13]. It is possible that digitization activities flattened out as the COVID-
19 pandemic progressed due to measures already completed and limited resources. In
autumn 2021, there was a renewed increase in digitalization projects due to an economic
recovery. It was assumed that companies wanted to better position themselves in terms of
digitalization after the COVID-19 period [14]. It was also found that companies that have
suffered significant sales losses during the pandemic or those that expected the crisis to
last a long time have intensified their digitalization efforts. It is assumed that these were
often immediately effective digitalization activities that could be implemented in the
short term in order to generate sales or maintain business operations during the crisis.
It is possible that long-term projects were postponed more frequently as a result [14].
It can also be assumed that companies that had not dealt with the digital transformation
before the pandemic felt significantly more negative effects than those that had already
started to digitalize their production and working methods.

In a survey conducted in spring 2020, Krcmar and Wintermann [16] concluded that
the three biggest changes in the companies surveyed at the beginning of the pandemic
were in the area of internal and external communication and the cooperation and behavior
of employees. For example, virtual conferences and other digital applications made
working from home immediately possible, and external communication was conducted
via new channels. These features could remain in place after the pandemic; furthermore,
66% of the companies surveyed stated that the pandemic would have a long-term impact
on increased digital customer contact. In addition, 71% indicated that the scope of digital
serviceswould increase, and 63%believed that the company’s presencewould disappear.
Over 80% of respondents stated that working from home and virtual conferencing would
continue as a pandemic-induced trend.

Looking at the business consultancies even before the pandemic, consulting com-
panies faced the same challenges associated with digitalization that other companies
also faced. New competitors, new demands from customers seeking to professionalize
their own digitalization [12], new requirements imposed by digitalization in providing
consulting services, and the need for new skills and know-how on the part of consulting
companies all confronted the classic people-oriented business of consulting with the
need for changes in service provision, just as in other industries [29]. In that light, “busi-
ness as usual” was not a valid business strategy for many consulting companies even
before the COVID-19 pandemic and became especially impractical due to the pandemic.
Instead, the consulting industry has had to increasingly implement digital technologies
in the various phases of the consulting process and, in turn, deal with emerging opportu-
nities and innovations. In that context, the question thus arises as to what extent business
consultancies are already using digital technologies.

Looking at scientific and practice-oriented literature on digitalization, the use of
digital technologies and the impact of the COVID-19 pandemic with specific focus
on business consultancies, it becomes evident that there is already some research on
digitalization and the use of digital technologies in business consultancies (e.g., [8,
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9, 25, 30]). However, these studies often predate the start of the pandemic. Since the
beginning of the COVID-19 pandemic, many studies have been conducted on the topics
of digitalization, digital transformation, and the effects of the pandemic. However, these
studies primarily address those aspects from a general viewpoint and are not specifically
aimed at business consultancies.

Therefore, we have set up a study addressing the specific characteristics of the current
and future use of digital technologies in German business consultancies. With our study
we strive to answer the following research questions (RQs):

RQ 1: To what extent do business consultancies in Germany use digital technolo-
gies?

RQ 2: What impact has the COVID-19 pandemic had on the use of digital
technologies in business consultancies?

In response to these questions (as extended version of [20]), we will present and
discuss selected results of our study in the following sections.

3 Research Methodology – Study 2023

Our research questions were designed to afford access to initial insights into how con-
sulting firms view and use digital technologies. To gain such insights, we adopted an
exploratory approach, which we conceive as being a starting point for more in-depth
research in the future. For that reason, wemake no claim regarding the representativeness
of participants in the study.

3.1 Foundation of Study 2023

Our initial study (Study 2019) was built on the findings of Nissen and Seifert [25]. The
authors look at the impact of the digital transformation on the consulting industry and
provide insights into the opportunities and challenges it presents. Themost relevant find-
ing of [25] is that digitalization is having an enormous impact on the consulting industry.
According to the authors, customers are increasingly looking for digital solutions. Due
to this market pressure, consultancies have had to adapt. Another finding is that the use
of technological innovation, such as artificial intelligence or big data analysis, is opening
up new opportunities for consultancies. Overall, the authors show as early as 2015 that
digital transformation is fundamentally changing the consulting industry and requires
consultants to adapt.

Our Study 2019 followed-up on the results from [25]. We examined the role of
digitalization in twoways. On the one hand, we looked at the company’s perspective, and
on the other hand, we considered the viewpoint of the consultant. The evaluation showed
that consultants perceive the role of digitalization to bemore important than the company
itself does. In addition, less experienced consultants perceived it as more important than
more experienced consultants. Nevertheless, over 95% of study participants expected
the importance of digitalization in their role as consultants and in their companies to
increase over the next five years.
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The use of digital technologies was also examined. We found that the use of digital
consulting technologies enabled an increase in efficiency and new consulting markets
could be addressed. It was found that from the consultants’ perspective, technologies
such as audio and video conferencing, mobile computing, and cloud computing were the
most important, whereas analytical tools were only used sporadically and were increas-
ingly used in larger consulting firms. The evaluation of Study 2019 also revealed that
trends such as self-service consulting, the virtual marketplace for clients and consultants
and crowdsourced consulting were used less frequently. It was clearly evident that the
importance of digital technologies would continue to increase over the next five years.
After examining the use of digital technologies in the consulting process, it also emerged
that the lowest number of different technologies was used in acquisition and follow-up.
In contrast, most different technologies were used in the problem-solving phase and the
implementation phase. Based on the data, we were able to show that from the consul-
tants’ perspective, the use of technologies would increase in all phases of consulting
projects in the future. In summary, we found that digitalization played a significant role
for consultants. Nevertheless, consulting companies still seemed to be in the early stages
of digitalization.

Our Study 2019 and other research (e.g., [3, 5, 8–10, 25, 30]) showed that digital
transformation and the use of digital technologies were unavoidable for business con-
sultancies. However, the impact of the COVID-19 pandemic on business consultancies
and their use of digital technologies was often not assessed. This is where Study 2023
comes in, which is presented in the following sections.

3.2 Questionnaire Design

Our questionnaire in Study 2023 was based on the original Study 2019 questionnaire
with some additions to capture aspects of the COVID-19 pandemic. Overall, the final
questionnaire included 20 questions, divided into seven blocks:

• General information about the participants,
• Importance of digitalization,
• Importance of digital technologies,
• Degree of digitalization,
• Importance of the business model,
• Use of digital technologies, and
• Perception of digitalization and future trends.

General Information About the Participants: In the first block of questions, par-
ticipants were asked four fact-focused questions as a means to later categorize them
in data analysis. Question 1 inquired into the number of employees in the participants’
companies, the responses ofwhichwere used to classify the companies intomicro, small,
medium, and large companies. Question 2 asked about the area of consulting in which
they were most active. Last, Questions 3 and 4 addressed the participants’ professional
experience by inquiring into the number of years spent in the profession and the number
of clients and consulting projects undertaken.

Importance of Digitalization: The second group, containing Questions 5–8,
addressed the current and future importance of digitalization, along with its impor-
tance during the COVID-19 pandemic. To that end, participants were asked to indicate
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digitalization’s importance for themselves as consultants in Question 5 and for their
company in Question 7. In between, Question 6 asked for an assessment of digitaliza-
tion’s expected importance in the next five years from the participant’s perspective. Last,
Question 8 inquired into how the pandemic has changed the company’s perspective of
the importance of digitalization.

Importance of Digital Technologies: In the third block of questions, Questions 9
and 12 sought to determine the importance of digital technologies and trends in business
consulting. To that purpose, a list of 14 digital technologies was created with reference to
the literature. To ensure consistency in understanding, potentially unfamiliar technolo-
gies were briefly explained. Questions 10 and 11 asked participants about the importance
of those technologies during the COVID-19 pandemic. Those questions allowed us to
determine both the current state of digital technologies in business consultancies and the
most significant technologies for consultants during the pandemic.

Degree of Digitalization: In the fourth group of questions, Question 13 asked partic-
ipants to select one of four statements that best describes the current level of digitalization
in their respective companies.

Importance of the Business Model: Question 14 was the only question in the fifth
group, and it asked about the COVID-19 pandemic’s impact on the company’s business
model.

Use of Digital Technologies: To gain more granular insight, the first question of the
sixth block of questions, Question 15, asked the consultants to rate their current use of
digital technologies during the different phases of the consulting process. Subsequently,
Question 16 asked the respondents to rate their expected use of digital technologies in
the next five years, and Question 17 asked them to select the technologies that they use
in each phase of the consulting process.

Perception of Digitalization and Future Trends: The intention of the seventh and
final block of questions was to determine how the participants perceived digitalization
at present and in the future. To that end, Questions 18 and 19 asked participants to
evaluate specific opportunities by responding to different statements. The questions were
intended to capture their opinions on digital technologies. Last, Question 20 inquired
into the participant’s personal attitude toward digitalization.

3.3 Data Collection

As a result of several pretests with various researchers from the Technical University of
Central Hesse and different practitioners, the questionnaire was improved. The general
aim of the pretests was to assess the questionnaire’s instructions as well as the individual
questions for comprehensibility and errors.

Next, mostly using email, we invited consultants to participate in our study. For
this purpose, we contacted all business consultancies that were members of the BDU
at the time of data collection, and their responses were our primary source for contact
information. The emails were sent between January 15 and February 15, 2023. We also
shared the link to the online questionnaire on business platforms, such asLinkedIn (www.
linkedin.com) and XING (www.xing.com), and with personal contacts in our business
networks.

http://www.linkedin.com
http://www.xing.com
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When the survey period ended, the online questionnaire had been completed 291
times. Of those questionnaires, 187 had been completed in full. Before data analysis,
those 187 questionnaires were checked for plausibility, with special attention to whether
any pattern in the answers might suggest that the participant had only clicked through
the questionnaire at random. As a result, we had to exclude only one data set, meaning
that 186 data sets were analyzed for the results presented in the following section.

4 Selected Results – Study 2023

4.1 Participants’ General Characteristics

To differentiate responses along the lines of company size, the business consultancies
were grouped according to the number of employees. Table 1 provides an overview of
the respective company sizes.

Table 1. Participant Structure by Number of Employees (n = 186)

Number of employees Absolute frequency Relative frequency

1–10 47 25.3%

11–49 30 16.1%

50–249 19 10.2%

>250 90 48.4%

Table 1 shows that 47 consultants from micro-enterprises and 30 from small enter-
prises participated in the survey. The smallest group of participants, totaling 19, was
represented by medium-sized companies, whereas the largest proportion of participants,
totaling 90, represented large companies.

The distribution of participants across the different fields of consulting (see Sect. 2)
was highly heterogeneous. Because Question 2 allowed for multiple answers, the 186
participants provided a total of 245 answers. The most represented field was organi-
zation and process consulting, with 78 responses, followed by IT consulting with 70,
strategy consulting with 44, and human resources consulting with 36. Added to that, 17
participants selected the answer option “Other.”

Concerning the experience of the participants in terms of years spent working as
consultants, Table 2 shows that 105 participants had up to 10 years of work experience
and that 81 had at least 10 years of work experience. The participants’ professional
experience with consulting projects was also queried. Whereas only 11 consultants had
previously worked on 1–3 projects, 43 had been involved in 4–9 projects, 37 in 10–
19 projects, 20 in 20–29 projects, and 17 in 30–39 projects. In the largest group, 58
participants had been involved in more than 40 projects.



Digital Technologies in Consulting – Impact of the COVID-19 Pandemic 55

Table 2. Participants by Years of Work Experience (n = 186))

Years of work experience Absolute frequency Relative frequency

<1 5 2.7%

1–5 66 35.5%

6–10 34 18.3%

11–15 20 10.8%

16–20 20 10.8%

21–25 18 9.7%

26–30 13 7.0%

31–35 4 2.2%

36–40 6 3.2%

>40 0 0%

4.2 Digitalization: General Aspects

The participants were also asked to assess the current role of digitalization in their day-
to-day work. For a detailed look at their responses, Fig. 1 shows how participants with up
to ten years of professional experience responded versus those with more than ten years
of professional experience. On the one hand, those with up to ten years of professional
experience attributed “medium significance” and “high significance” to digitalization in
their day-to-daywork in nearly equalmeasure, at rates of 44.8% and 48.6%, respectively.
By contrast, only 6.7% participants selected “low significance.” On the other hand,
63.0% of participants with more than ten years of professional experience characterized
digitalization as having “high significance” in their daily work, whereas 30.9% selected
“medium significance” and another 6.2% selected “low significance.” Remarkably, none
of the participants selected “no significance” in response to the question. It is, therefore,
clear that digitalization was perceived as playing a greater role in the day-to-day work
of consultants with more than ten years of professional experience than for those with
up to ten years of such experience.

Regarding digitalization in general, the participants were additionally asked to assess
the level of digitalization in their consultancies by choosing one of the following levels:

• Level 1: We predominantly rely on consulting processes in which our consul-
tants work together with the customer on-site. Technologies such as chat, video-
conferencing, and other digital collaboration tools are rarely used in projects.

• Level 2:We carry out projects in which our consultants and customers work together
at separate locations. However, most of our projects are based on on-site, face-to-face
interactions.

• Level 3: Digital technologies are an integral part of our business model. We specif-
ically manage the personal deployment of consultants on-site and no longer include
it in every project.
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Fig. 1. Significance of Digitalization for Consultants according to Work Experience (n = 186;
relative frequency)

• Level 4: Our business model is based predominantly on digital technologies. Con-
sultants work on-site with clients only in particularly critical phases and in regard to
particularly complex problems.

Given those four descriptive statements, only 22 of the 186 participants selected
Level 4 to characterize digitalization at their companies. By contrast, 83 selected Level
3, 68 selected Level 2, and, least frequently, 13 selected Level 1.

To present the level of digitalization in greater detail, Fig. 2 depicts the level of
digitalization of the business consultancies by company size. As shown, 18.9% of large
companies were characterized as having Level 4 digitalization, followed by 10.5% of
medium-sized companies. Micro-enterprises accounted for the largest share of Level 1
digitalization at 12.8%, while small companies had the second-largest share, at 10.0%.
These results clearly show that larger companies seem to employ a higher level of
digitalization than smaller companies.

Turning to the perception of digitalization, we asked participants whether they per-
ceived digitalization primarily as a threat or an opportunity for their companies. Figure 3
provides a breakdown of their responses based on company size. The top bar of the graph
shows the overall results, which indicate that 113 participants perceived digitalization in
their companies “clearly as an opportunity” and 61 as “more like an opportunity.” The
remaining 12 participants perceived digitalization in their companies as both an oppor-
tunity and a threat (i.e., “opportunity/threat”). Notably, none of the participants selected
the answer options “more like a threat” or “clearly as a threat.” The other four bars in the
graph show the evaluation by company size. Of the 90 participants from large companies,
56 perceived digitalization at their companies “clearly as an opportunity,” 29 as “more
like an opportunity,” and 5 as “opportunity/threat.” The picture sharpens for medium-
sized companies; of those 19 consultants, 17 perceived digitalization in their companies
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Fig. 2. Level of digitalization by company size (relative frequency)

“clearly as an opportunity” and 2 as “more like an opportunity.” Thus, medium-sized
companies had the highest proportion of participants who selected “clearly as an oppor-
tunity.” The 30 participants from small companies also only selected only two answer
options; 19 selected “clearly as an opportunity,” while 11 selected “more like an oppor-
tunity.” By contrast, of the 47 participants in micro-enterprises, 21 chose “clearly as an
opportunity,” 19 chose “more like an opportunity,” and 7 chose “opportunity/threat.”

4.3 Use of Digital Technologies

This section presents the results of our analysis of the data from questions concerning
the use of digital technologies in business consultancies.

To begin, focusing on the current and future significance of digital technologies
in business consultancies, participants were asked to assess the current significance
of 14 specific technologies. They were next asked to assess the importance of those
technologies for their consultancies in the next five years. To evaluate those data, the
verbalized answers were coded and recorded as arithmetic mean values. The following
coding was chosen:

• 1 = no importance,
• 2 = low importance,
• 3 = medium importance, and
• 4 = great importance.
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Fig. 3. Perception of Digitalization (n = 186; absolute frequency)

Table 3 provides an overview of the results. Because not every participant assessed
every technology, the table also provides the number of participants who assessed the
particular technology. As Table 3 shows, audio/video conferencing was viewed as being
the most important digital technology, with a mean value of 3.72 out of 4.00. In second
place was mobile computing, with a mean of 3.54, followed by cloud computing, with
a mean of 3.29. The importance of the mean values becomes particularly clear when
looking at the technologies in the lower ranks. Social media ranked in the third lowest
position, with a mean value of 2.18, followed by crowdsourced consulting and self-
service consulting as lowest in ranking, each with a mean of 2.05.

The difference between the arithmetic means of “current significance” and “future
significance” indicates which digital technologies may become the focus of consulting
firms in the next five years. The third-largest differencewas 0.96 for artificial intelligence
technology, closely followed by social media, with a difference of 1.01. The largest
difference, 1.03, was with big data analytics.

Next, participants were asked to indicate the current and anticipated future use of
digital technologies in their consulting process. Again, the arithmetic mean was used for
evaluation. To that end, the verbalized answers were coded as follows:

• 1 = no use,
• 2 = very little use,
• 3 = low use,
• 4 = medium use,



Digital Technologies in Consulting – Impact of the COVID-19 Pandemic 59

Table 3. Significance of Digital Technologies (n = 186; multiple answers possible)

Digital technology Current significance
(arithmetic mean)

Future significance
(arithmetic mean)

Knowledge management systems (n
= 180)

2.96 3.38

Virtual marketplace for consultants
and customers (n = 180)

2.96 2.99

Social media (n = 180) 2.18 3.29

Self-service consulting (n = 175) 2.05 2.98

Open community and expert
platforms (n = 171)

2.32 3.01

Mobile computing (n = 171) 3.54 3.81

Artificial intelligence (n = 182) 2.66 3.62

Document management systems (n
= 181)

2.99 3.34

Data/process mining (n = 171) 2.52 3.47

Crowdsourced consulting (n = 170) 2.05 2.96

Cloud computing (n = 180) 3.29 3.69

Chats (n = 183) 3.22 3.31

Big data analytics (n = 176) 2.52 3.55

Audio/video conferencing (n = 186) 3.72 3.75

• 5 = high use, and
• 6 = very high use.

Figure 4 shows the participants’ evaluation of the current and anticipated future use
of technologies in the consulting process undertaken by their respective business consul-
tancies. The figure readily clarifies that the anticipated future use of digital technologies
in all phases was rated higher than the current use.

To gain a comprehensive view of the current use of digital technologies in the con-
sulting process, participants had the opportunity to assign the 14 listed technologies to
the individual phases of the process and could select multiple response options. Table 4
provides an overview of the results. When the numbers of the various technologies
per phase were totaled, digital technologies emerged as being used most frequently in
problem analysis, followed by problem-solving and project preparation. Implementa-
tion ranked fourth, followed by acquisition. Last, post-processingwas reported to involve
the fewest digital technologies. Overall, the results suggest that the diversity of digital
technologies used is most often greatest in the middle phases of the consulting process.

Regarding the use of digital technologies in the different fields of consulting, par-
ticipants in IT consulting selected different digital technologies most frequently in all
six phases of the consulting process, closely followed by participants in organization
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Fig. 4. Use of digital technologies (n = 182; arithmetic mean)

and process consulting. Participants in strategy consulting reported using nearly half
as many different digital technologies as in IT consulting or organization and process
consulting. Meanwhile, those in human resources consulting reported using the fewest
different digital technologies.

Last, Table 5 provides an overview of the participants’ opinions on five statements
regarding the use of digital technologies. For each statement, the arithmetic mean was
again calculated, and the verbalized scale was coded as follows:

• 1 = strongly disagree,
• 2 = somewhat disagree,
• 3 = part/part,
• 4 = somewhat agree, and
• 5 = strongly agree.

Table 5 shows that the statement, “By using digital technologies, the work–life
balance in the consulting industry is improved,” was only partly agreed with, with a
mean value of 3.71. By contrast, the statement, “By using digital technologies, there is
an increase in the efficiency of consulting,” had the highest level of agreement of the
five statements, with a mean of 4.3. The lowest level of agreement, with a mean of 2.82,
was achieved by the statement, “By using digital technologies, the quality of the result
delivered to the customer is improved.” The statement, “By using digital technologies,
new customers and markets can be addressed,” was agreed to by significantly more
participants, with a mean value of 4.25. The rating of the remaining statement, “By using
digital technologies, a differentiation from competitors is made possible,” had a mean
value of 3.82. Based on the five mean scores, it can be concluded that the participants
were more likely to agree than disagree with the statements.
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Table 4. Digital Technologies per Phase of the Consulting Process (n= 186; absolute frequency,
multiple answers possible)

Acquisition Project
preparation

Problem
analysis

Problem-solving Implementation Post-processing

Knowledge
management
systems

66 133 121 125 95 100

Virtual
marketplace
for
consultants
and customers

92 36 35 39 27 18

Social media 144 24 21 23 18 20

Self-service
consulting

11 29 92 37 23 13

Open
community
and expert
platforms

68 37 41 62 29 16

Mobile
computing

123 139 143 140 138 131

Artificial
intelligence

19 28 77 78 56 18

Document
management
systems

92 124 115 117 113 122

Data/process
mining

16 32 102 79 35 17

Crowdsourced
consulting

17 31 42 62 30 29

Cloud
computing

72 118 120 118 116 100

Chats 90 136 126 124 116 112

Big data
analytics

20 26 111 67 30 15

Audio/video
conferencing

106 166 143 135 128 143

4.4 Impact of the COVID-19 Pandemic

In addition to the results presented thus far, participants were also asked to answer
specific questions focusing on the impact of the COVID-19 pandemic.

A first question in this area was aimed at determining whether the topic of digital-
ization had become more important during the pandemic. Table 6 shows the results of
this question. Of the 186 participants questioned, 125 stated that the topic had become
significantly more important during the COVID-19 pandemic. In addition, an additional
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Table 5. Opinions on theUse ofDigital Technologies (n= 186; absolute frequency and arithmetic
mean)

By using digital technologies…

Statement Strongly
agree

Somewhat
agree

Part/
part

Somewhat
disagree

Strongly
disagree

Arithmetic
mean

…a
differentiation
from
competitors is
made possible.
(n = 181)

64 56 31 24 6 3.82

…new
customers and
markets can be
addressed. (n =
182)

89 60 24 8 1 4.25

…the quality of
the result
delivered to the
customer is
improved. (n =
186)

48 72 54 10 2 2.82

…there is an
increase in the
efficiency of
consulting. (n =
186)

85 77 19 4 1 4.3

…the work–life
balance in the
consulting
industry is
improved. (n =
184)

49 65 42 23 5 3.71

48 participants selected “…has become more important.” These two response options, a
total of 173 out of 186 participants, i.e. 93%, indicated that the topic of digitalization had
gained importance during the COVID-19 pandemic. In addition, 11 companies reported
that the topic had not gained in importance, but it had already been very important prior
to the pandemic within those companies. Only one participant stated that digitalization
did not become more important during the pandemic and it was not very important for
their company.

In order to determine the importance of the various digital technologies during the
COVID-19 pandemic, the participants were asked to assess the 14 digital technologies
previously presented based on their importance during the pandemic. To evaluate this
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Table 6. Importance of Digitization during the COVID-19 Pandemic (n = 186)

Has the topic of digitalization become more important for your company during the
COVID-19 pandemic?

Absolute frequency Relative frequency

Yes, the topic has become significantly more
important

125 67.2%

Yes, the topic has become more important 48 25.8%

No, but the topic was already very important in our
company before the COVID-19 pandemic

11 5.9%

No, the topic has not gained in importance and is
not very important for our company

1 0.5%

No answer 1 0.5%

data, the verbalized response options were recoded and presented using the arithmetic
mean. The following coding was selected:

• 1 = no importance,
• 2 = low importance,
• 3 = medium importance, and
• 4 = great importance.

Figure 5 shows the top-seven rated technologies (all technologies with an arithmetic
mean above 3). It shows that audio and video conferencing were rated highest with an
average score of 3.9 out of a possible 4.0 points. The participants also rated mobile
computing with a value of 3.62, chats with a value of 3.41, and cloud computing with a
value of 3.33.

A clear difference to the values already considered becomes apparentwhen looking at
the last four technologies.With an average score of 2.35, artificial intelligencewas ranked
last in fourth place. The third least important technology according to the participantswas
data/process mining with a value of 2.34. The second least important was crowdsourced
consulting with a value of 2.18. The evaluation also shows that self-service consulting
was the least important technology for participants during the pandemic with a score of
2.14.

In order to evaluate the potential impact of the COVID-19 pandemic on the business
model of business consultancies, participants were asked to state whether their business’
model had changed as a result of the pandemic. In relation to this question, 48.1% of
participants stated that it had changed “slightly” and a further 28.3% stated that the
business model had changed “significantly.” This means that over three-quarters of the
participants noticed a change in their consulting business model. Only 18.2% had not
noticed any changes to their business model as a result of the COVID-19 pandemic.
In addition, 5.4% of respondents did not answer this question. When this question is
broken down into the four consulting fields, a balanced picture emerges (see Fig. 6).
As the consultants could assign themselves to more than one consulting field, the total
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Fig. 5. Topseven of the most important digital technologies during the COVID-19 pandemic
(n = 186)

number n in this evaluation is higher than 186 and, therefore, the n is given per consulting
field.

Fig. 6. Change in the business model due to the COVID-19 pandemic per consulting field

None of the four consulting fields showed a significant difference from the others. If
the responses “yes, slightly” and “yes, significantly” are added together, a clear picture
of the participants emerges, as on average 70% to 80% of participants in the consulting
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fields selected “yes” and thus identified a change in their company’s business model as
a result of the COVID-19 pandemic.

5 Discussion

This section will address in greater detail the question of the extent to which the use of
digital technologies in business consultancies changed after the COVID-19 pandemic
compared to pre-pandemic usage behavior. Pandemic-related questions from both the
Study 2023 and selected results from the Study 2019 have been used. As Study 2019 was
conducted among 253 consultants between April and June 2019, these results provide a
good basis for comparison with a pre-pandemic situation.

As Table 6 shows, 173 out of 186 participants believe that the importance of dig-
italization increased during the COVID-19 pandemic. In addition, eleven participants
believe that the importance in this context has not increased, as the topic of digitaliza-
tion was already very important in the company prior to the pandemic. These aspects are
confirmed by comparing the results from Fig. 1 with the answers to the same question
from Study 2019. In both studies, participants were asked about the importance of digi-
talization in their daily work. Before the pandemic, an average of 2.12% of participants
answered this question with “no significance,” while no one chose this option in the cur-
rent study. In addition, digitalization only had “low significance” in their daily work for
13.28% of participants on average in Study 2019. In contrast, only 6.5% of participants
chose this option in the current study. Accordingly, the average number of participants
who selected “medium significance” has also changed. While 34.95% answered this
question with “medium significance” in Study 2019, the current figure has increased to
38.7%. This is also clear with the response option “high significance.”While only 49.4%
of participants chose this option in Study 2019, 54.8% selected it in the current study.

In summary, it can be seen that digitalization in business consultancies has gained
in importance due to the COVID-19 pandemic. This is also discussed similarly in the
literature. Regardless of the industry sector, the study by Krcmar and Wintermann [16]
shows that the Covid-19 pandemic has pushed digitalization forward in companies.
The KfW study from 2020 [13] also confirms this. Our study concurs with the KfW
study from 2020, that digitalization expanded in many companies during the COVID-19
pandemic and that it has become significantly more important. One reason for this may
be that digitalization can be an important tool in acute crisis management.

A further analysis will examine how the use of digital technologies has changed.
To this end, the results from Fig. 4 are compared with the corresponding results from
Study 2019. This comparison is shown in Fig. 7. The intensity with which the consultants
currently use digital technologies in the various consulting phases and in Study 2019
was compared. The graph clearly shows that, with the exception of the problem-solving
phase, usage has increased on average in every phase. It is apparent that the use of
technology has increased above all in the acquisition, project preparation and post-
processing phases. This findingwas confirmedby a further comparison of the two studies.
By comparing the use of the various digital technologies overall, it becomes clear that use
in terms of the number of different digital technologies in each project phase increased
significantly in the Study 2023 compared to the Study 2019. The fact that the use of digital
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technologies in business consultancies in general, as well as in the various consulting
phases, must and will increase; this has been called for in previous publications (e.g.,
[10, 24, 25, 30]). The changes that consulting companies are facing with regard to
technological developments and the associated changes in client requirements make the
use of a wide range of digital technologies increasingly necessary.

Fig. 7. Comparison of Technology Usage

In terms of specific digital technologies that have gained in importance or were per-
ceived as important during the COVID-19 pandemic, Fig. 5 clearly shows that technolo-
gies such as audio/video conferencing, mobile computing, chats, and cloud computing
were considered to be particularly important during the pandemic. However, artificial
intelligence, data/process mining, crowdsourced consulting, and self-service consulting
were found to be less importance. This indicates that digital technologies that enable
participants to work more independently from the physical workplace were rated as
the most important. Accordingly, digital technologies that are necessary for day-to-day
operations were of particularly high importance during the pandemic and technologies
that were not necessary for day-to-day operations tended to be classified as less impor-
tant during the pandemic. However, this classification in the everyday working life of
consultants is not so surprising when you consider the impact that the COVID-19 pan-
demic had on everyday working life in general (with physical contact restrictions, etc.).
Therefore, technologies that enable greater flexibility in working, distance communica-
tion, and collaboration had to gain importance, and companies were almost forced to
implement and use such technologies as quickly as possible.

This is also confirmed by the three KfW studies for 2020, 2021 and 2022 [13–
15]. In these cross-industry surveys, it became apparent that digital technologies that
enable communication and collaborationwith customers, suppliers, and other stakehold-
ers became significantly more important during the COVID-19 pandemic. However, to
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the best of our knowledge, no publication to date has taken a detailed look at a number
of specific digital technologies in the way it has been done in our studies, and therefore,
a comparative discussion can only be conducted at a more abstract level and not per
technology itself.

To conclude the discussion of the results, wewill now turn our attention to the impact
of the COVID-19 pandemic on the business model. In this context, the participants were
asked whether the pandemic had an impact on the business model of their business
consultancy. The results indicate that more than three quarters of the consultants (76.4%)
responded “yes.” The general discussion that business consultancies need to adapt their
business model and can achieve this through the use of digital technologies is also
discussed in various publications (e.g., [3, 8, 30]). These suggest that both the consultants
and employees as well as the customers of the consulting companies are placing new
demands on the consulting companies, and this has been driven by the experiences of
the COVID-19 pandemic.

Thus, consulting firmsmust ask themselves how theywant to provide their services in
the future so that they canmeet the requirements of their customers,while simultaneously
enabling their employees to work in a modern and flexible way. Consulting companies
must determine how these factors can be achieved through the use of digital technologies.

6 Conclusion

As a result of our study, both research questions could be answered initially. We were
able to show that the consultants have attributed a significantly higher importance to
digitalization in recent years and also see this development in the future. Digitaliza-
tion will continue to gain in importance for business consultancies and their respective
consultants. It was also seen that the COVID-19 pandemic had an impact on the way
consultants do their work and that changes in the use of certain digital technologies were
necessary for this and that these changes will continue or even accelerate in the future
(depending on further technological innovations).

The results of our analysis suggest that consultants currently consider digitalization
to be of medium to high importance in their business consultancies. Considering their
work experience, digitalization seems slightly more important for more experienced
consultants than for those with less experience. In terms of the four classic fields of
consulting that we considered in our study, digitalization currently seems to be most
important in strategy consulting and human resources consulting. No matter the field—
indeed, overall—digitalization is not perceived as being exclusively a threat (vs. an
opportunity). In fact, for 60.1% of consultants, digitalization is clearly perceived as an
opportunity, and for 32.8% is perceived as being at least somewhat of an opportunity.
Therefore, digitalization is seen in an almost entirely positive light by consultants. In
addition, consultants perceive an opportunity to increase efficiency in the consulting
process by using digital technologies and believe that the technologies will allow new
markets and customers to be reached.

From the consultants’ perspective, traditional technologies such as audio/video con-
ferencing, mobile computing, and cloud computing, are currently the most important for
their business needs. By contrast, analytical tools are used only sporadically but increas-
ingly more often in larger companies. Beyond that, technologies such as self-service
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consulting, virtual marketplaces for customers and consultants, and crowdsourced con-
sulting are rarely used. According to the participants, established technologies will con-
tinue to play themost important role in their business consultancies in the next five years.
Nevertheless, they also expect the use of analytical tools and social media to increase in
importance. From their perspective, digital technologies in general will play an impor-
tant part in developing future business consultancies, and their use stands to have amajor
impact on the efficient delivery of effective consulting services in the future.

To summarize, business consultancies clearly see the benefits of digitalization and
of using digital technologies. Nevertheless, they continue to rely on more established
technologies. However, in order to evolve and meet future requirements in an active and
non-reactivemanner, business consultancies should also turn to other digital technologies
that go beyond audio and video conferencing, mobile computing, and cloud computing.
This is especially evident considering the potential impact ofwidely discussed generative
AI tools such as ChatGPT.

This iswhere future research ties in. Future research needs to produce amore detailed,
diversified view of the use of different digital technologies. On that count, qualitative
studies should be conducted in individual fields of consulting and with more specific
consideration of company size, especially the size of the companies using the consulting
service, to further pinpoint the importance of digital technologies for the consulting
process in general and for its respective phases. Future research should also analyze the
use of digital technologies with reference to the different types of consulting projects,
including logistics projects, IT/digitalization projects, and human resources projects, in
order to identify and highlight differences. Finally, we recommend investigating barriers
to and challenges in using digital technologies in business consultancies and how these
can be minimized.

As most empirical studies, ours was limited in multiple ways. Due to our approach,
our results possess limited statistical generalizability. However, the method applied
allowed us to identify important details and obtain initial insights into the experience of
business consultants, which was the chief focus of our study. Another limitation was that
the participants’ origins were limited to German business consultancies. Since German-
specific trends could have influenced the results, the results reflect the situation in one
country only.
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Abstract. Global financial scandals have demonstrated the harmful impact of
creative accounting, a practice in which managers creatively manipulate financial
reports to conceal a company’s performance and influence stakeholders’ decision-
making. Studies showed that Saudi-listed companies engage in creative accounting
when preparing financial statements. However, big data analytics has found prac-
tical applications in auditing, and recently, the use of Deep Learning in financial
statement fraud detection has yielded remarkably accurate results. Therefore, our
research aims to train a hybrid learning Creative Accounting Detecting Model
(CADM) proposed by [18]. This study seeks validation for non-financial data to
be used in CADM training. Among the chosen factors that represent non-financial
data, the reputation of the external auditor is the most influential factor in the
credibility of information extracted from financial statements. The analysis also
revealed that the accounting subject showing the most variability in interpretation
within the Saudi business environment is the disclosure of management com-
pensations. Additionally, many innovative accounting systems are still awaiting
adoption in Saudi Arabia despite the government’s implementation of advanced
interconnected systems. Lastly, a consensus was reached on most of the recom-
mended data sources, particularly those obtained from Saudi authorities. Despite
providing the foundation for the non-financial data integration phase, the results
will provide insights into the reliability and transparency of financial statements
of Saudi-listed companies. It can enhance multiple stakeholders’ decisions and
inform Saudi regulators about areas requiring their attention in financial report-
ing. However, this study is limited by the sample size and the methods employed
in analysing the results.

Keywords: Creative Accounting · Big Data · Deep Learning

1 Introduction

Creative accounting (CA) practices have negatively affected the quality of financial
reporting and disturbed trust in the information extracted from financial statements (FS).
While several attempts have been made in the literature to detect and predict financial
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statement fraud (FSF), CA practices that operate within the boundaries of International
Financial Reporting Standards (IFRS) are still challenging to detect. This is due to
the enigmatic nature of the practice, which makes it almost impossible to detect using
traditional auditing techniques, although it has the same severe consequences as FSF
[41].

Despite the positive impression of the name, CA has been considered the primary
cause behind many financial scandals, such as Enron and WorldCom in the U.S. and
Parmalat, Royal Ahold, and Vivendi Universal in Europe [14, 16, 24, 31, 48, 55]. These
incidents confirm that account manipulation is designed to gain a temporary benefit,
eventually leading to financial scandals and substantial losses. CA can exceed the reg-
ulations and become fraudulent, yet it is easier to detect in this case. The practice we
investigate is considered legal within IFRS but deviates from its goal and spirit as it
operates in the grey area between legitimacy (in the context of IFRS) and fraud. In other
words, fraudulent creative accounting is not included in the scope of our research.

In Saudi Arabia (SA), cases of CA exist, and according to the literature, the same
accounting techniques are employed for similar reasons. Considering the proposition
that less efficient markets tend to have greater tolerance to manipulations, the weak-
form efficiency of the Saudi stock market Tadawul, as proved by [15], indicates the
high possibility of manipulations. Many studies have investigated the practice in the
region, but none include real-time case studies [4, 9, 13, 17]. The results of these studies
agreed that financial statements in SA do not represent the true and fair position of a
company, although being approved by auditing procedures. Other studies outside the
region contributed statistical models (e.g., accrual-based detection models); however,
these models lack accuracy and require non-public, inaccessible, and time-consuming
financial data to reach [1].

On the other hand, big data analytics and AImodels are currently employed in differ-
ent business sectors, providing high-accuracy results. Many models and techniques have
been developed and validated to replace or supplement traditional accounting and audit-
ing procedures [58]. In our context, the literature is rich with significant contributions in
FSF detection using data mining and machine learning (ML) [50, 53]. The availability
of data types like financial data (FIN) and non-financial data (N-FIN) and the possibil-
ity of including these data types in advanced intelligent models motivated researchers
to develop many applications that meet business needs. One successful example is the
employment of Deep Learning (DL) in training models that can learn from time-series
datasets to predict future insights [30, 49, 50] or to detect specific patterns in data.

However, the capabilities ofMLmodels in big datamotivate us to add a new approach
to overcome information misrepresentation in financial reports and enhance financial
reporting quality. As we have previously proposed a framework for our big data model
CADM [18], our current focus is defining inputs for the model and assessing their
feasibility in the Saudi context. In particular, this paper constitutes a phase of our ongoing
research to detect CA in Saudi-listed companies by developing a deep-learning model.
In this phase, we aim to address N-FIN data that can be utilised in training our model by
surveying business professionals and academics in SA. The insights gathered through
this survey are crucial for informing the training process of our model and advancing
our understanding of the state of financial reporting practices in SA.
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The rest of this paper will provide a theoretical background on CA in a general
context and with a specific focus on the Saudi context. It also discusses the employment
of Big Data in accounting manipulation research. The third section will outline this
study’s objectives, research questions, and the methodology to address them effectively.
The survey analysis follows, followed by the discussion of the findings and answers to
the research question. Finally, the concluding section will demonstrate the significant
contributions of this research and its limitations.

2 Research Background

CA is a term to describe the accounting procedures employed to present an enhanced
image of a company that may mislead users [7]. ‘creative’ means using new and inno-
vative ways of preparing accounts [31] to make the company more attractive to stake-
holders without necessarily engaging in fraud. The literature has no particular definition
for the practice [39]. Yet the most recent definition by [31] described these practices
as follows:” They are the methods which deviate from the rules and regulations, it is
an excessive complication and use of innovative ways to visualise income, assets, and
liabilities, it is an innovative and aggressive way of reporting financial statements, it is a
systematic misrepresentation of the true and fair financial statements.” However, inves-
tigations in the literature often focus on Earnings Management (EM), which describes
managing reported earnings to make them higher or more consistent than they might be
under specific accounting standards. In our perspective, EM is a common form of CA,
and findings from EM research are considered in this study. Any accounting procedure
meant to present non-realistic financial information and affect financial reporting quality
is considered CA.

Nevertheless, there is often ambiguity regarding the classification of CA as fraudu-
lent or non-fraudulent. Some studies consider CA as FSF, while others identify the thin
line between them [41]. Since we consider the probability of CA in FSs as our prime
dependent variable, it is logical to represent our perspective regarding the categorisa-
tion of it. As shown in Fig. 1, IFRS-compliant has two levels of quality; the white area
represents fair financial reporting, where FRs have sustainable returns and high-quality
earnings, and it occupies a relatively limited space in the IFRS-compliant context. The
following quality level in the IFRS complaint area, often denoted as the “grey area”,
constitutes the scope of our research, where FSs involve biased choices and unsustain-
able low-quality earnings (i.e., EM). The lowest and most concerning level of quality
describes non-compliant accounting, including occasional fictitious transactions, and is
illustrated here in red. In particular, we argue that CA practices vary between the two
areas, yet they deviate from the goals of IFRS even if they are still within its boundaries.

2.1 The Case of Saudi Arabia

Based on the 2022 ACEF Occupational Fraud Report [3], SA was ranked second in the
Middle East for the highest number of occupational fraud cases, as shown in Table 1.
A comparison between SA, the UAE, and other countries on the list reveals a notable
variance, suggesting either substantially higher levels of fraud activity in UAE and
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SA relative to other countries or the fact that these countries probably employ more
advanced detection procedures, leading to a relatively higher number of reported cases.
Consequently, we aim to enhance our ability to identify similar cases at early stages. The
successful implementation of our detection model could contribute to early detection
practices and potentially be adopted by a broader range of countries.

Fig. 1. CA and FSF, adopted and modified from [18]

Table 1. Financial Statement Fraud cases in the Middle East, as in the ACEF 2022 report

Variable No. of cases % Variable No. of cases %

Algeria 1 0.76% Oman 4 3.03%

Bahrain 3 2.27% Qatar 7 5.30%

Egypt 8 6.06% Saudi Arabia 29 21.97%

Iraq 1 0.76% Tunisia 2 1.52%

Jordan 4 3.03% United Arab Emirates 60 45.45%

Kuwait 8 6.06% Yaman 2 1.52%

Lebanon 3 2.27%

In fact, many studies investigated the problem in Saudi-listed companies. Although
most of these studies were quantitative [16], some were empirical papers focused on
the business type [4, 8] or the business size [9], applying a linear detection model with
successful results. Moreover, accounting professionals have been using ML models,
especially in some audit procedures employed in accounting firms.

Recently, SA has gone through several steps of economic transformation that have
influenced the governingmaterials of accounting.An instance of these steps is joining the
World Trade Organization (WTO) and adopting the International Financial Reporting
Standards (IFRS) [45]. In addition, during the last 20 years, the Kingdom has estab-
lished new institutions to regulate businesses and control the Saudi stock market. Some
of these institutions were specifically designed to fulfil an essential Saudi vision for
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the future: Vision 20301 [42]. An instance of these institutions is the Saudi Data and
Artificial Intelligence Authority (SADAIA), which has provided many valuable services
and facilities for market and academic research. It is a helpful attempt to support the
effort to improve financial reporting and leverage the Saudi business environment with
innovative technologies through adequate investment in the country’s prospects.

2.2 Big Data to Limit Creative Accounting

Recognising CA practices as a crime is an extensively debated argument [12, 29, 31, 55].
Therefore, big data analytics studies were limited to FSF detection [20, 34, 35, 37, 40,
51, 54, 57] and FSF prediction models [47, 49]. Earlier FSF detection models, like the
M-score model [29], were mainly quantitative based on numerical FIN data. In contrast,
recent models are qualitative intelligent models (i.e., ML models) that have proved to
outperform the earlier models [5, 25, 36, 38]. As revealed by [24], fraud detection has the
highest percentage (39.4%) of published studies in the Journal of EmergingTechnologies
in Accounting JETA.

Since the speed of uncovering FSF can limit its consequences [24], the need to find
faster and more accurate models is becoming essential. Unfortunately, the literature has
no research on detecting CA as an IFSR practice using big data analytics as far as this
study. Due to the ambiguous nature of the practice and the sophisticated historical actions
involved, no specific financial ratios or traditional mathematical model can accurately
detect it. However, FSF prediction scenarios can be considered in our proposal for many
reasons. First, FSF predictionmodels use historical FSs (i.e., time-series dataset) labelled
as fraudulent to learn from and reflect which variables can be used to classify the case.
This can help predict future fraud or financial distress. Presuming that CApractices even-
tually lead to FSF (e.g., Enron started using SPEs legally, then it became ‘increasingly
doubtful’ over time [41]), CA detection has similar domain characteristics of predicting
FSF. It can be adapted to detect further activities that do not exceed IFRS limits. Another
reason is that both procedures aim to prevent future fraud and provide alerting flags that
do not usually appear to stakeholders in their usual financial information reviews.

The accounting literature is rich with innovative analytical models that have the
potential to enrich the accounting environment, develop accounting regulations and
reduce the profession’s defects [19]. The JETA has 51.5% of its publications between
2005 and 2015 on data analytics [43]. Moreover, 13% of published research on emerg-
ing technologies in the accounting domain was about big data analytics [21]. Although
studies address the limitation in the literature regarding the use of big data in accounting
[23, 32], there is a consensus that ML algorithms in big data used in accounting research
are growing remarkably [10], providing new services to the business environment that
were never possible before. Further, standardising accounting data through new uni-
fied formats like XBRL and secure data structures like Blockchain added promising
opportunities for efficient research and improved accounting outcomes.

By professional means, accounting and auditing embrace big data analytics in dif-
ferent procedures. The Big 4 are investing heavily in data analytics and artificial intel-
ligence [11] and promoting embracing big data technologies. For instance, the recent

1 https://www.vision2030.gov.sa/.

https://www.vision2030.gov.sa/
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adaptation of the Halo online platform by PwC implemented the inclusion of whole
population analysis, which outperforms the sampling techniques that are usually used
in auditing procedures along with many recalculations and risk assessment tools (e.g.,
journal entry testing and general ledger analysis) that become possible by its enhanced
connectivity and high server-based processing capabilities. Moreover, regulatory agen-
cies’ results have been enhanced by incorporating non-financial data as a supplement
to the traditional financial data in their systems (e.g., the UK government’s tax author-
ity uses different sources of data from the internet, social media, land registry records,
international tax authorities, and banks [33]).

The research on applying big data in accounting, summarised in Table 2, is more
focused on auditing. The analytical nature of auditing procedures made it more likely to
benefit from these applications. For instance, DLmodels were used in auditing research,
giving insightful results because they could learn from massive amounts of data. How-
ever, DL models can be used parallelly with other ML models to build a model with
improved capabilities, such as in hybrid learning (HL). They can also be combined, and
the output of one model is the input for the second, called Ensembled Learning (EL), as
in [5, 49].

CADM is not intended to definitively ascertain whether a particular FS was prepared
usingCA, as no singlemodel can.DetectingCA typically entails a combinationofmodels
and expert judgment. Auditors, analysts, and researchers employ these models as inte-
gral components of a comprehensive evaluation of a company’s financial statements.
Therefore, the results we expect from CADM are probabilities and red flags regarding
areas necessitating further investigation. However, CADM training will involve learn-
ing patterns and structures that reside in data in our dataset and finding relations in
data. It requires an Artificial Neural Network (ANN) model that can handle sequential
interconnected data, which justifies our proposed use of the Long Short-Term Memory
(LSTM).

LSTM is a type of ANN that can handle time-series datasets and include previous
states in the calculation. It is commonly used in DL application research in finance, like
stock price predictions and portfolio management [44]. It can remember short-term and
long-term values, which makes it helpful in learning from historical patterns [46]. Since
CA techniques evolve, the probability of detecting them increases significantly when
considering changes over time.

3 Research Methodology

Previous studies have investigated internal and external attributes that may have incen-
tivised managers to engage in CA. These incentives can be categorised into incentives
related to internal affairs, incentives related to the stock market, and incentives related to
third-party decisions [18]. While some of these incentives have been empirically tested
in the literature, these studies were limited and more focused on FSF [2]. Therefore,
we contribute to the literature by examining the correlation between these incentives
and the legal forms of CA. For that, hypothesis development and research questions
were built on the assumption that the probability of a legal form of CA in a company’s
FSs is correlated to a defined set of internal and external attributes associated with that
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company. This section demonstrates the tool used to test our hypothesis and outlines the
research questions we seek to answer.

Table 2. Big Data in FSF Research

Method Model Dataset/sources Objective Study Year

Data Mining LR, DT
NN (BP)

Data related to the fraud
triangle (incentive,
opportunity, attitude)

Detecting FSF 37 2015

DT, SVM, K-NN, RS FSs Predict audit opinion 50 2021

ML BERT TXT Analysis of AD 51 2021

GLRT Audio data (Conference
calls)

Detecting FSF 57 2015

Hybrid ML MLP, PNN ARs, FRs, RRs, FRs, Predict audit opinion 27 2016

MLogit, SVM, BN, CSL FS, Market Variables, and
Governance measures

Detect FSF 35 2016

Meta-Learning
(SG + AL)

FS + context-based data Detect FSF 1 2012

BOW + SVM FS + TXT Detect FSF 30 2010

BOW + HAN FIN + TXT Detect FSF 25 2020

Ensemble ML XGBoost FS Detect FSF 5 2023

ADABoost, XGBoost,
CUSBoosr, RUSBoost

FS Predict FSF 49 2023

Hybrid DL RNN, CNN, LSTM,
GRU

Selected financial features Detecting FSF 20 2023

RNN FIN + non-FIN features Detecting FSF 34 2021

NN FS Detection of accrued EM 36 2023

LR: Logistic Regression, DT: Decision Trees, BOW: Bag Of Words, EM: Earning Management,
FR: Financial Reports, AR: Auditor’s Report, RR: Regulatory Report, FS: Financial Statement,
NN: Neural Networks, RNN: Recurrent Neural Network, CNN: Convolutional Neural Network,
GRU: Gate Recurrent Unit, LSTM: Long Short-Term Memory, HAN: Hierarchical Attention
Network, SG: Stack Generalization, AL: Adaptive Learning, BERT: Bidirectional Encoder Rep-
resentation from Transformation, AD: Accounting Disclosure, SVM: Support Vector Machine,
K-NN: K-Nearest Neighbor, RS: Rough Sets, MLogit: Multinomial Logistic Regression, BN:
Bayesian Network, CSL: Cost-Sensitive Learning.

3.1 Hypothesis Development

This paper explores the primary factors that significantly influence the probability of
CA in FSs and the possible data sources to consider in the dataset integration phase.
The probability of CA is presented in our context by the level of credibility of informa-
tion extracted from FSs and the variability of interpretations of the accounting subjects
presented in FSs. In addition, the data sources are determined by exploring the level of
technology in the business environment and the effectiveness of some suggested data
sources. The study is designed to determine which variables and data sources to include
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in building the proposed CADM. To achieve these objectives, we build on the findings
in the literature to hypothesise that a set of internal and external attributes influence the
credibility of information extracted from FSs (i.e., probability of CA). Accordingly, we
seek answers to the research questions in the following section.

3.2 Research Questions

In the Saudi context, findings from [2] indicate that entitieswith highermeasures of board
attributes, corporate governance attributes, external auditor reputation, government own-
ership, and institutional ownership tend to disclose substantially more than those with
lower measures. Other studies presented that the frequency of board meetings improves
the quality of accruals [26]. In addition, influential variables, such as regulations, market
attributes, technological advancements, and environmental circumstances, are also con-
sequential [15]. Therefore, we aim to collect professional perspectives regarding these
factors, leading to answer the following research question:

Q1: Which of the suggested factors influences the credibility of information extracted
from FSs in SA?

Another issue addressed in our model building is variability between market par-
ticipants in interpreting accounting-related items. It has been proved that disclosures of
Saudi-listed companies are based on inconsistent interpretations of accounting subjects
[17, 22]. Considering the effects of this variability on the credibility of information
extracted from FSs, we aim to assess the level of variabilities according to business
professionals and academics in SA, and we ask the following question:

Q2: How variable are the interpretations of our set of accounting subjects in the
disclosures of Saudi-listed companies?

A further concern that we should examine is the technological level adopted by
companies in SA. Business practitioners’ views on utilising useful technologies in the
business context can improve our understanding of the technological status in SA. In
addition, we consider the importance of adopting advanced technologies to enhance the
quality of financial reporting [56] and recognise the need to assess these technologies in
Saudi companies to evaluate the data integration process; this paper poses the following
question:

Q3:Howpractical is adoptingnew technologies that enable advancedanalytical services
in the Saudi business environment?

Finally, although the FSs and reports of Saudi-listed companies are accessible
through various portals in standardised formats, integrating them with the proposed
N-FIN data can be challenging. The suggested N-FIN dataset varies in formats, accessi-
bility, and presentation methods. Therefore, we aim to identify the most useful sources
of data by asking the following:

Q4: What are the most critical data sources to consider in our model building?
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3.3 Population and Survey Instrument

To explore the viewpoints of Saudi professionals, we decided to participate broadly in
exploring different perspectives and aligning them with our research objectives. Invita-
tions were sent randomly to CEOs, managers, accountants, auditors, consultants, and
researchers actively engaged in the Saudi market. The background diversity of our sam-
ple has added to the confidence level, although the sample size was relatively small.
However, the survey instrument was a web-based questionnaire implemented in Arabic
and English, as some business professionals in SA were non-Arabic speakers. The ques-
tionnaire comprised four main parts, as shown in Fig. 2. Part 1 was designed to collect
demographic information such as professional achievements, years of experience, and
qualifications. Parts 2, 3, 4, and 5 are explained in the findings section.

Fig. 2. Survey structure

3.4 Variables

We selected variables from prior FSF studies to investigate their inclusion in our model.
Researchers have tested many FIN features, such as indices and financial ratios, and N-
FIN features, such as board attributes,market attributes, governancemeasures, economic
changes, and regulation changes. As shown in Table 3 Study variables, quantitative
interpretation, and FIN and N-FIN features are stored in three groups: internal attributes,
external attributes, and accounting items. Each variable group is assigned to a specific
question in the survey for its value. We aim to examine the correlation between these
independent variables and three dependent variables that represent the probability of CA,
as explained in Fig. 3. Since a limited number of values is essential for any AI model
to be accurate [27], this study attempts to limit the range of variables by excluding the
variables with insignificant correlations. The survey also yielded two additional issues:
accounting software/platform and data sources. The accounting software is derived from
questions in part 4 and will be analysed to address Q3 in this paper. Similarly, adopted
technologies are obtained from questions in part 5 and will be examined to answer Q4.
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Table 3. Study variables and quantitative interpretation

Variable group No. of
Variables

Questions Likert-scale
description

Likert-scale Likert-scale
intervals

Internal
attributes

5 Part 2
Qs: 2.3,2.5,
2.7, 2.8, 2.9

Definitely no
influence

1 1–1.79

Possibly no
influence

2 1.80–2.59

I don’t know 3 2.60–3.39

External
attributes

6 Qs: 2.1, 2.2,
2.4, 2.6,
2.10, 2.11

Probably
influential

4 3.40–4.19

Definitely
influential

5 4.20–5

Accounting items 13 Part 3 Absolutely no
variability

1 1–1.79

Most likely no
variability

2 1.80–2.59

I don’t know 3 2.60–3.39

Moderate
variability

4 3.40–4.19

High
variability

5 4.20–5

Accounting
software/platforms

21 Part 4 Not in use 1 1–1.66

Never heard
about it

2 1.67–2.33

In use 3 2.34–3

Data sources 18 Part 5 Totally not
useful

1 1–1.79

Not useful 2 1.80–2.59

I don’t know 3 2.60–3.39

Useful 4 3.40–4.19

Extremely
useful

5 4.20–5

4 Findings

Parts 2, 3, 4, and 5 constitute the dimensions of this survey; each has 11, 13, 21, and 18
statements, respectively. The survey was conducted in December 2023, and responses
were received promptly. A total of 48 responses were obtained from the 60 invitations
sent to professionals and academics in Riyadh, Jeddah, and Dammam. We also received
responses from Saudi researchers in the UK. However, the participant pool comprised
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individuals with professional roles as Accountants, Bankers, External Auditors, Con-
sultants, and Researchers Fig. 4. Nonetheless, 12 responses were excluded due to a
comparatively low completion rate.

Fig. 3. Independent and dependent variables
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Fig. 4. Positions in the sample

The approach adopted to handle the missing values was part-related, as shown in
Table 4. Recognizing the potential impact of missing data on the reliability of our anal-
ysis, we chose to analyse each survey question separately. This strategy allowed us to
maximise the available responses for each question while mitigating the potential bias
introduced by missing values.
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4.1 Results and Analysis

The response values were characterised by descriptive statistics (mean, standard devia-
tion, variance and frequencies), interpreted according to the stated intervals andpresented
in Table 5. As can be seen, most participants were accountants, constituting 44% of the
sample, followed by bankers and researchers, both comprising 14%. 30% of the partici-
pants possessed both academic and professional qualifications, with 36% of respondents
having between 6 and 10 years of experience. This convergence enhances the reliability
of the findings, reflecting the relevant knowledge and experience of participants.

Table 4. Survey distribution and responses

Distribution count Survey Valid data Missing data Total

Total invitations 60 Part 1 36 0 36

Responses 48 Part 2 36 0 36

Excluded 12 Part 3 33 3 36

Included 36 Part 4 28 8 36

Part 5 26 10 36

Table 5. Population characteristics

Factor Freq. Exp. Freq. Qualification Freq.

Financial/Management/Tax
Accountant

16 None 3 Secondary or equivalent 16

Academic/Researcher 5 <1 7 Bachelor or equivalent 15

CEO/Senior Management 3 1–5 7 Master’s or equivalent 4

Government Agency/Regulatory
Institution Officer

0 6–10 12 PhD or equivalent 1

Banker 5 11–20 6 SOCPA 5

Internal Auditor/Assurance
Officer

4 21–30 0 ACCA 1

External Auditor 1 >30 1 CIA 1

External Professional Advisor 1 CIPA 2

Financial/executive manager 3 CPFP 1

CMA 1

Part 2 of the survey addressed two sets of variables: internal and external factors influ-
encing the credibility of information extracted from FSs and reports. Findings revealed
that the reputation of the external auditor exerted themost substantial influence, followed
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by the historical financial performance of the company and the adopted accounting stan-
dards, as shown in Table 6. Furthermore, the standard deviation for these three factors
was minimal, suggesting a narrow dispersion of responses.

Conversely, participants perceived the company’s classification in the business sector
as having the least significant influence on the credibility of information extracted from
its FSs. The remaining proposed factors exhibit comparable means, confirming their
influence as well. However, participants maintained a neutral position regarding the
impact of a company’s presence on social media.

The second category of variables under consideration, represented in Part 3, involves
a collection of accounting items that could vary in interpretation. As seen in Table 7,
participants were offered to assess the variability in interpreting eight accounting items
from FSs and five additional accounting items recognised in the literature as subjects in
CA practices.

The analysis revealed that management compensation is the only item with varied
interpretations from the participants’ perspectives. Other elements on the list share sim-
ilar means but possess a high standard deviation, indicating significant differences in
the opinions gathered. Moreover, the “Other” free text response option yielded disclo-
sures of future risk, future liabilities, sector performance, and investments as items with
variability in interpretation.

Part 4 of the survey investigates the prevalent technologies employed in the Saudi
business environment. To achieve this, we compiled a list of the most widely used
accounting software, selecting examples that have demonstrated widespread utility. Par-
ticipants were then queried regarding using the specified software or platforms, as pre-
sented in Table 8. As anticipated, Microsoft, SAS, and Oracle software were reported to
be used alongside AuditBoard, AuditDesktop, and Workiva. However, notable findings
emerged in the responses related to Tableau, IDEA, and ACL Analytics, where partic-
ipants indicated a lack of familiarity. Additionally, three participants included SAP as
commonly used software in the free text field “other”, highlighting its extensive func-
tionalities beyond those outlined in the list, positioning it more as a management system
than conventional accounting software.

The last area of our survey investigates the potential data sources for obtaining
evidence during the audit of FSs. Identifying suitable data sources is crucial to train our
model. We proposed various data sources, drawing on those previously mentioned in
the literature on FSF and those recommended by the Saudi Organization for Certified
PublicAccountants (SOCPA) [52]. Theusability of these sources, as perceivedbyvarious
business professionals, is presented in Table 9. The calculatedmeans highlight variations
in perspectives, as indicated by the substantial standard deviation. This discrepancy is
understandable given the significance of professional experience, especially considering
that most participants were accountants.

Nonetheless, the findings indicate a high level of usability for the majority of the
suggested sources. There is robust support for incorporating data from various regula-
tory bodies such as ZATCA and the reports and figures published by these authorities.
Additionally, participants strongly believe in the utility of security monitoring data (e.g.,
log files) and inventory management data (e.g., RFID) for acquiring additional informa-
tion to assess audit procedures. However, the suggestion of using social media posts as
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Table 6. Factors that influence the credibility of information extracted from FSs in SA

Factor Mean Std. deviation Variance Level

The business sector/industry 3.53 1.404 1.971 Probably influential

The business type (e.g., a
private company, public
company, non-profit)

4.28 0.974 0.949 Definitely influential

The reputation of the external
auditor

4.81 0.467 0.218 Definitely influential

Track record of compliance
with ZATCA

4.31 1.117 1.247 Definitely influential

Track record of compliance
with other regulations (e.g.,
CMA, SAMA)

4.28 1.031 1.063 Definitely influential

Historical financial
performance

4.56 0.558 0.311 Definitely influential

Adoption of advanced
technologies /software
packages (i.e., for accounting,
business analysis, tax reporting,
auditing)

4.25 0.906 0.821 Definitely influential

Accounting standards adopted
by the company (e.g., IFRS,
IFRS and SOCPA combined)

4.47 0.810 0.656 Definitely influential

Changes in organisational
structure/management (e.g.,
new managers, merges, new
strategies)

3.97 1.276 1.628 Probably influential

Changes in business /market
environment (e.g., financial
crisis, pandemics)

3.89 1.304 1.702 Probably influential

Social media presence of the
company

3.36 1.291 1.666 I do not know

Other, please specify: – – – None

ZATCA: Zakat, TAX, and Custom Authority, CMA: Capital Market Authority, SAMA, Saudi
Central Bank, MOJ: Ministry of Justice, MC: Ministry of Commerce., IFRS: International
Financial Reporting Standards, SOCPA: Saudi Organization for Chartered and Professional
Accountants.

a data source did not receive explicit approval or disapproval from participants. Despite
that, all other proposed data sources were considered valuable inputs for constructing
our model. Finally, it is essential to consider the data sources, such as Central Bank
transaction data, information about competitors, and the company’s long-term vision, as
suggested by participants using the free text option.
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Table 7. Variability in interpreting accounting elements in Saudi-listed companies

Item Mean Std. deviation Variance Level

Assets and liabilities 3.09 1.128 1.273 I do not know

Intangible assets 3.12 1.111 1.235 I do not know

Earnings 3.15 1.278 1.633 I do not know

Expenses 3.21 1.244 1.547 I do not know

Revenues 3.21 1.341 1.797 I do not know

Cashflow 3.09 1.182 1.398 I do not know

Financing 3.18 1.211 1.466 I do not know

SPEs (Special Purpose
Entities)/Subsidiaries

3.21 1.193 1.422 I do not know

Management
compensations

3.64 1.141 1.301 Moderate variability

Accruals 3.24 0.969 0.939 I do not know

Currency 2.79 1.139 1.297 I do not know

Extraordinary Items 3.45 1.003 1.006 Moderate variability

Accounting choices 3.39 1.029 1.059 I do not know

Other, please specify: – – – Disclosures of future risk
Future liabilities
Sector performance
Investments

5 Discussion

The survey aimed to collect opinions from professionals and academics in SA regarding
the factors that impact the quality of financial reporting and the data sources available to
obtain information on these factors. The survey analysis has validated existing literature
and confirmed our tuition regarding some of the N-FIN data we intend to use in training
CADM. This section discusses these findings and answers each research question we
raised.

5.1 CA Enablers

Q1: What factors influence the credibility of information extracted from FSs in SA?
As indicated in the results of part 2 of the survey, professionals in the SA business

sector expressed significant confidence in the influence of the external auditor’s reputa-
tion on the quality of information extracted from FSs. This finding aligns with existing
literature, which suggests that engaging one of the Big Four auditing firms contributes
substantially to the quality of financial reports [6, 28] and corporate governance disclo-
sures [6]. However, it is crucial to emphasise that this result does not inherently criticise
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Table 8. The potential of common accounting systems/software/platforms in SA

Software Mean Std. deviation Variance Level

Halo 2.00 0.471 0.222 Never heard about it

Aura 2.14 0.525 0.275 Never heard about it

ACL GRC 2.04 0.508 0.258 Never heard about it

TeamMate+ 2.29 0.600 0.360 Never heard about it

AuditBoard 2.37 0.629 0.396 In use

AuditDesktop 2.32 0.612 0.375 In use

Oracle NetSuite 2.52 0.829 0.687 In use

FirstAudit 2.11 0.577 0.333 Never heard about it

SaftyCulture 2.04 0.576 0.332 Never heard about it

Workiva 2.54 2.487 6.184 In use

Onspring 2.07 0.466 0.217 Never heard about it

Intellect 2.14 0.591 0.349 Never heard about it

MetricStream 2.00 0.471 0.222 Never heard about it

DataSnipper 2.00 0.544 0.296 Never heard about it

1Audit 2.79 2.485 6.175 In use

Tableau 2.18 0.548 0.300 Never heard about it

IDEA 2.18 0.548 0.300 Never heard about it

ACL Analytics 2.21 0.568 0.323 Never heard about it

MS Excel 2.68 0.548 0.300 In use

MS Power BI 2.96 2.426 5.888 In use

SAS Analytics 2.61 0.685 0.470 In use

Other: – – – SAP

the performance of smaller offices; instead, it warrants further exploration in our model
development.

Our findings also identify two additional internal factors of influence: a company’s
historical financial performance and the adoption of accounting standards. Both factors
align with the primary input of CADM training, which relies on a time-series dataset
of financial statements. Furthermore, we recognise the significance of other perceived
influential external and internal factors, such as business type and the integration of
advanced technologies. However, certain factorsmay pose challenges for inclusion, such
as compliance with Saudi business regulations, as the required data is still inaccessible.

Q2: How variable are the interpretations of accounting subjects in the disclosures
of Saudi-listed companies?

The attempt to investigate the perspectives of business professionals in SA regard-
ing potential differences in the preparation of FSs yielded limited success, as the mean
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Table 9. Possible data sources to use in building the model.

Data Source Mean Std. Deviation Variance Level

Custom Data
(imports/exports)

4.46 0.859 0.738 Extremely useful

Tax Data 4.54 0.647 0.418 Extremely useful

Reports/Statistics published
by authorities. (ZATCA,
MOI, SAMA, SMA,SFDA,
MC)

4.23 1.070 1.145 Extremely useful

Press/News 3.42 1.391 1.934 Useful

Management
correspondence

3.77 1.142 1.305 Useful

Information about the board
of directors

4.15 1.008 1.015 Useful

Recordings of board
meetings (video/audio)

4.00 1.059 1.200 Useful

Financial analysts’ forecasts 3.85 1.008 1.015 Useful

Employees information 3.69 0.884 0.782 Useful

Social media posts (e.g.,
LinkedIn, X)

3.31 1.158 1.342 I do not know

Textual contents in annual
reports (management
comments)

4.38 0.804 0.646 Extremely Useful

Changes in business
environment

4.00 1.095 1.200 Useful

National/International
financial circumstances

4.19 0.849 0.722 Useful

Security monitoring data
(e.g., log files)

4.54 0.761 0.578 Extremely Useful

Inventory management data
(e.g., RFID)

4.42 0.758 0.574 Extremely Useful

Tracking data (e.g., GPS) 3.50 1.304 1.700 Useful

Access control data (e.g.,
CCTV)

4.04 1.076 1.158 Useful

Company’s profile record
with regulators:

3.42 0.758 0.574 Useful

Other, please specify: – – – long-term vision
Central bank transaction data

responses tended to be broadly neutral. However, there was a notable moderate vari-
ability in the interpretations of management compensation disclosures among different
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companies. Considering that financial statement fraud is predominantly associated with
CEOs and upper management rather than employees [3], we deduce that the observed
variability may be attributed to CA practices.

Furthermore, the accounting treatment of extraordinary items was perceived to
exhibit diverse methodologies among market participants. It is noteworthy that man-
agers have employed this accounting item to reclassify various accounting items into
it. Hence, incorporating this factor as a primary variable in constructing the CADM is
subject to the accounting standards adopted, as the IFRS (recently adopted in SA) does
not recognise the concept of extraordinary items.

5.2 The Feasibility of CADM in SA

Q3: How practical is adopting new technologies that enable advanced analytical
services in the Saudi business environment?

The findings indicate a relatively limited usage of accounting software in SA. Adopt-
ing new technologies is likely more prevalent among larger firms like the Big Four.
Nevertheless, responses suggest that Microsoft, SAS, and Oracle software packages
are popular in Saudi businesses, which is reasonable considering their long-standing
presence in the industry. Regarding our model building, FIN data (FSs) are digitally
accessible in various file types, including XBRL, Excel, CSV, and PDF. In contrast,
N-FIN data differs according to the data sources discussed in the next section.

5.3 New Data Sources for CADM Training

Q4: What are the most critical data sources to consider in our model building?
Commonly referenced data sources in the literature primarily involve FIN data

sources. N-FIN data sources have been applied to utilise big data for detecting FSF,
such as corporate governance disclosures [3] and audio recordings of board conferences
[49]. However, it’s important to note that these N-FIN data were sourced from FRs, and
the objective is to rely on external or independent data sources for data analysis. As
anticipated, the findings indicate that most of the suggested data sources were viewed as
extremely useful. Notably, the most valuable sources, according to Saudi business pro-
fessionals and academics, are export/import data and Zakat/tax data from the ZATCA,
alongwith reports published by other governmental authorities like theMCand theMOJ.
While these sources are available for external auditors, accessing them for research is
still being determined.

Furthermore, internal monitoring and inventory management data are helpful when
accessible. Again, while these data sources may be available to external auditors as audit
evidence, they are not publicly accessible for academic research. All other suggested
data sources were considered valid, except data collected from social media.

6 Conclusion

The Saudi literature has drawn attention to the presence of Creative Accounting (CA)
in the financial reports of Saudi-listed companies. Our results consistently confirm the
existing literature showing significant insights about financial reporting in Saudi Arabia
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(SA) from the perspectives of business professionals and academics. Notably, the inte-
gration of financial and non-financial data (FIN and N-FIN) for detecting CA has yet to
be explored in the Saudi survey studies, making our study a valuable contribution to the
literature.

The findings highlighted variabilities in interpreting some accounting items in finan-
cial statements (FS) and evaluated the credibility of information extracted from FSs. As
CA is proven to have detrimental effects, identifying these variabilities in interpretation
holds critical insights that will mitigate the negative impacts of CA in SA and offer
stakeholders an opportunity to depend on enhanced sources of financial information for
better decision-making. Considering our aim to develop a Creative Accounting Detec-
tion model (CADM) [18], the findings of this study will also serve as a foundation for
integrating non-financial data into the dataset.

However, our survey revealed the significance of including information about the
external auditor in training the model. This finding is consistent with the literature’s doc-
umented relationship between financial reporting and audit quality. Previous FSF detec-
tion attempts have overlooked this factor as a significant influencer on account manipu-
lations. We also noticed the importance of considering compliance with Saudi Arabian
authorities and regulations, the level of technology used, the adoption of accounting
standards, and management compensations in the dataset used in training CADM.

Finally, we recognised the importance of reports and data results published by Saudi
Arabian authorities such as the Zakat, Tax, and Customs Authority (ZATCA). Never-
theless, some influential factors hold significance but remain beyond our reach, such as
security information and inventory datasets within a company’s database. Still, auditors
andmonitoring bodies have access to these sources of information, and they can enhance
their investigations by incorporating such sources.

While results have validated existing literature and contributed critical additional
insights regarding N-FIN (independent variables), it is essential to acknowledge some
limitations that may affect interpreting these results. The sample size was relatively
small due to the limited study time frame. However, the diversity within our sample will
mitigate its impact. On the other hand, a substantial amount of unexplored information
could be valuable to train our model if it was included in the analysis. For example, the
study did not investigate the correlation between participants’ responses and their posi-
tion, years of experience, or the relationship between the qualifications and perspective
of each participant. In the next stage, we will start integrating datasets of the variables
considered in our findings from the data sources we identify and prepare them to be used
in training CADM.

References

1. Abbasi, A., Albrecht, C., Vance, A., Hansen, J.: Metafraud: a meta-learning framework for
detecting financial fraud.MISQ. 36(4), 1293–1327 (2012). https://doi.org/10.2307/41703508

2. Abdou, H.A., Ellelly, N.N., Elamer, A.A., Hussainey, K., Yazdifar, H.: Corporate governance
and earnings management nexus: evidence from the UK and Egypt using neural networks.
Int. J. Financ. Econ. 26(4), 6281–6311 (2021). https://doi.org/10.1002/ijfe.2120

3. ACEF: Occupational Fraud 2022: A Report to The Nations (2022). https://legacy.acfe.com/
report-to-the-nations/2022/

https://doi.org/10.2307/41703508
https://doi.org/10.1002/ijfe.2120
https://legacy.acfe.com/report-to-the-nations/2022/


90 M. Bineid et al.

4. Al Shetwi, M.: Earnings management in Saudi non-financial listed companies. Int. J. Bus.
Soc. Sci. 11(1), 18–26 (2020). https://doi.org/10.30845/ijbss.v11n1a3

5. Alali, A., Khedr, A.M., El-Bannany, M., Kanakkayil, S.: A powerful predicting model for
financial statement fraud based on optimized XGBoost ensemble learning technique. Appl.
Sci. 13(4), 1–16 (2023). https://doi.org/10.3390/app13042272

6. Al-Bassam, W.M., Ntim, C.G., Opong, K.K., Downs, Y.: Corporate boards and ownership
structure as antecedents of corporate governance disclosure in Saudi Arabian publicly listed
corporations. Bus. Soc. 57(2), 335–377 (2018). https://doi.org/10.1177/0007650315610611

7. Al-bayati, H.R.: Creative accounting and its role in misleading decision makers. University
Iraq J. 50, 423–431 (2021). https://www.iasj.net/iasj/download/ed9cf54e908fdb20

8. Al-Hasan, A.F.: Earnings management using accruals: empirical study on Saudi companies.
Arabic J. Adm. 38(4), 55–72 (2018). https://doi.org/10.21608/aja.2018.22437

9. Alhebri, A.A., Al-Duais, S.D.: Family businesses restrict accrual and real earnings manage-
ment: case study in Saudi Arabia. Cogent Bus. Manag. 7(1), 1–15 (2020). https://doi.org/10.
1080/23311975.2020.1806669

10. Alles, M.G.: Drivers of the use and facilitators and obstacles of the evolution of big data by
the audit profession. Account. Horiz. 29(2), 439–449 (2015). https://doi.org/10.2308/acch-
51067

11. Alles, M., Gray, G.L.: Incorporating big data in audits: identifying inhibitors and a research
agenda to address those inhibitors. Int. J. Account. Inf. Syst. 22, 44–59 (2016). https://doi.
org/10.1016/j.accinf.2016.07.004

12. Almustawfiy, H.: Creative accounting applications, opportunistic behavior, and integrity of
accounting information system: the case of Iraq. J. Legal Ethical Regulatory Issues 24(6),
1–11 (2021)

13. Alsehli, M.S.: Earnings management in Saudi Arabia. Inst. Public Adm. 46(3), 511–546
(2006). https://search.mandumah.com/Record/497080

14. Al-Shabeeb, R.S., Al-Adeem,K.R.: The ethics of earningsmanagement: a survey study. Glob.
J. Econ. Bus. 6(1), 62–80 (2019). https://academia-arabia.com/en/reader/2/142921

15. Asiri, B., Alzeera, H.: Is the Saudi stock market efficient? A case of weak-form efficiency.
Res. J. Financ. Account. 4(6), 35–48 (2013). https://ssrn.com/abstract=2276520

16. Baajajah, S.M.B., Khalifah, M.: The effect of creative accounting practices on investments
decision makers in Saudi stock market. King Abdulaziz Univ. J. Econ. Adm. 29(1), 3–64
(2015). https://doi.org/10.4197/eco.29-1.1

17. Bineid, M., Assiri, A.: Creative accounting incentives and techniques in Saudi public com-
panies: a survey study. King Abdulaziz Univ. J. Econ. Adm. 27(2), 107–168 (2013). https://
doi.org/10.4197/Eco.27-2.2

18. Bineid, M., Beloff, N., White, M., Khanina, A.: CADM: big data to limit creative accounting
in Saudi-listed companies. In: Proceedings of the 18th Conference on Computer Science and
Intelligence Systems, vol. 35, pp. 102–110 (2023). https://doi.org/10.15439/2023F3888

19. Cainas, J.M., Tietz, W.M., Miller-Nobles, T.: Kat insurance: data analytics cases for introduc-
tory accounting using Excel, Power BI, and/or Tableau. J. Emerg. Technol. Account. 18(1),
77–85 (2021). https://doi.org/10.2308/JETA-2020-039

20. Chen, Z.Y., Han, D.: Detecting corporate financial fraud via two-stage mapping in joint
temporal and financial feature domain. Expert Syst. Appl. 217, 1–12 (2023). https://doi.org/
10.1016/j.eswa.2023.119559

21. Chiu, V., Liu, Q., Muehlmann, B., Baldwin, A.A.: A bibliometric analysis of accounting
information systems journals and their emerging technologies contributions. Int. J. Account.
Inf. Syst. 32, 24–43 (2019). https://doi.org/10.1016/j.accinf.2018.11.003

22. CMA. Capital Market Authority Annual Report 2021 (2021). https://cma.org.sa
23. Cockcroft, S., Russell, M.: Big data opportunities for accounting and finance practice and

research. Aust. Account. Rev. 28(3), 323–333 (2018). https://doi.org/10.1111/auar.12218

https://doi.org/10.30845/ijbss.v11n1a3
https://doi.org/10.3390/app13042272
https://doi.org/10.1177/0007650315610611
https://www.iasj.net/iasj/download/ed9cf54e908fdb20
https://doi.org/10.21608/aja.2018.22437
https://doi.org/10.1080/23311975.2020.1806669
https://doi.org/10.2308/acch-51067
https://doi.org/10.1016/j.accinf.2016.07.004
https://search.mandumah.com/Record/497080
https://academia-arabia.com/en/reader/2/142921
https://ssrn.com/abstract=2276520
https://doi.org/10.4197/eco.29-1.1
https://doi.org/10.4197/Eco.27-2.2
https://doi.org/10.15439/2023F3888
https://doi.org/10.2308/JETA-2020-039
https://doi.org/10.1016/j.eswa.2023.119559
https://doi.org/10.1016/j.accinf.2018.11.003
https://cma.org.sa
https://doi.org/10.1111/auar.12218


Integrating Non-financial Data 91

24. Cole, R., Johan, S., Schweizer, D.: Corporate failures: declines, collapses, and scandals. J.
Corp. Finan. 67, 1–11 (2021). https://doi.org/10.1016/j.jcorpfin.2020.101872

25. Craja, P., Kim, A., Lessmann, S.: Deep learning for detecting financial statement fraud. Decis.
Support. Syst. 139, 1–13 (2020). https://doi.org/10.1016/j.dss.2020.113421

26. Dokas, I.: Earnings management and status of corporate governance under different levels
of corruption—an empirical analysis in European countries. J. Risk Financ. Manag. 16(10),
1–23 (2023). https://doi.org/10.3390/jrfm16100458

27. Fernández-Gámez,M.A., García-Lagos, F., Sánchez-Serrano, J.R.: Integrating corporate gov-
ernance and financial variables for the identification of qualified audit opinions with neural
networks. Neural Comput. Appl. 27(5), 1427–1444 (2016). https://doi.org/10.1007/s00521-
015-1944-6

28. Francis, J.R., Yu, M.D.: Big 4 office size and audit quality. Account. Rev. 84(5), 1521–1552
(2009). https://doi.org/10.2308/accr.2009.84.5.1521

29. Gherai, D.S., Balaciu, D.E.: From creative accounting practices and Enron phenomenon
to the current financial crisis. Annales Universitatis Apulensis: Series Oeconomica 13(1),
34–41(2011). https://api.semanticscholar.org/CorpusID:55798141

30. Goel, S., Gangolly, J., Faerman, S.R., Uzuner, O.: Can linguistic predictors detect fraudulent
financial filings? J. Emerg. Technol. Account. 7(1), 25–46 (2010). https://doi.org/10.2308/
jeta.2010.7.1.25

31. Gupta, C.M., Kumar, D.: Creative accounting a tool for financial crime: a review of the
techniques and its effects. J. Financ. Crime 27(2), 397–411 (2020). https://doi.org/10.1108/
JFC-06-2019-0075

32. Ibrahim, A.E.A., Elamer, A.A., Ezat, A.N.: The convergence of big data and accounting: inno-
vative research opportunities. Technol. Forecast. Soc. Chang. 173, 121–171 (2021). https://
doi.org/10.1016/j.techfore.2021.121171

33. ICAEW: Big data and analytics: the impact on the accountancy profession. Institute of
Chartered Accountants, England and Wales (ICAEW), London, UK, pp. 1–20 (2019)

34. Jan, C.L.: Detection of financial statement fraud using deep learning for sustainable devel-
opment of capital markets under information asymmetry. Sustainability 13(17), 1–20 (2021).
https://doi.org/10.3390/su13179879

35. Kim, Y.J., Baik, B., Cho, S.: Detecting financial misstatements with fraud intention using
multi-class cost-sensitive learning. Expert Syst. Appl. 62, 32–43 (2016). https://doi.org/10.
1016/j.eswa.2016.06.016

36. Li, J., Sun, Z.: Application of deep learning in recognition of accrued earnings management.
Heliyon 9(3), 1–11 (2023). https://doi.org/10.1016/j.heliyon.2023.e13664

37. Lin, C.C., Chiu, A.A., Huang, S.Y., Yen, D.C.: Detecting the financial statement fraud: the
analysis of the differences between data mining techniques and experts’ judgments. Knowl.
Based Syst. 89, 459–470 (2015). https://doi.org/10.1016/j.knosys.2015.08.011

38. Liu, R., Mai, F., Shan, Z., Wu, Y.: Predicting shareholder litigation on insider trading from
financial text: an interpretable deep learning approach. Inf.Manag. 57(8), 1–17 (2020). https://
doi.org/10.1016/j.im.2020.103387

39. Malik, A., Abumustafa, N.I., Shah, H.: Revisiting creative accounting in the context of Islamic
economic and finance system. Asian Soc. Sci. 15(2), 80–89 (2019). https://doi.org/10.5539/
ass.v15n2p80

40. Maniatis, A.: Detecting the probability of financial fraud due to earnings manipulation in
companies listed in Athens Stock ExchangeMarket. J. Financ. Crime 29(2), 603–619 (2022).
https://doi.org/10.1108/JFC-04-2021-0083

41. Michael, J.: Creative Accounting, Fraud, and International Accounting Scandals. Wiley,
Hoboken (2011)

https://doi.org/10.1016/j.jcorpfin.2020.101872
https://doi.org/10.1016/j.dss.2020.113421
https://doi.org/10.3390/jrfm16100458
https://doi.org/10.1007/s00521-015-1944-6
https://doi.org/10.2308/accr.2009.84.5.1521
https://api.semanticscholar.org/CorpusID:55798141
https://doi.org/10.2308/jeta.2010.7.1.25
https://doi.org/10.1108/JFC-06-2019-0075
https://doi.org/10.1016/j.techfore.2021.121171
https://doi.org/10.3390/su13179879
https://doi.org/10.1016/j.eswa.2016.06.016
https://doi.org/10.1016/j.heliyon.2023.e13664
https://doi.org/10.1016/j.knosys.2015.08.011
https://doi.org/10.1016/j.im.2020.103387
https://doi.org/10.5539/ass.v15n2p80
https://doi.org/10.1108/JFC-04-2021-0083


92 M. Bineid et al.

42. Moshashai, D., Leber, A.M., Savage, J.D.: Saudi Arabia plans for its economic future: vision
2030, the National Transformation Plan and Saudi fiscal reform. Br. J. Middle Eastern Stud.
47(3), 381–401 (2020). https://doi.org/10.1080/13530194.2018.1500269

43. Muehlmann, B.W., Chiu, V., Liu, Q.: Emerging technologies research in accounting: JETA’s
first decade. J. Emerg. Technol. Account. 12(1), 17–50 (2015). https://doi.org/10.2308/jeta-
51245

44. Nosratabadi, S.: Data science in economics: comprehensive review of advanced machine
learning and deep learning methods. Mathematics 8(10), 1–25 (2020). https://doi.org/10.
3390/math8101799

45. Nurunnabi, M., Jermakowicz, E.K., Donker, H.: Implementing IFRS in Saudi Arabia: evi-
dence from publicly traded companies. Int. J. Account. Inf. Manag. 28(2), 243–273 (2020).
https://doi.org/10.1108/IJAIM-04-2019-0049

46. Ozbayoglu, A.M., Gudelek, M.U., Sezer, O.B.: Deep learning for financial applications: a
survey. Appl. Soft Comput. 93, 1–29 (2020). https://doi.org/10.1016/j.asoc.2020.106384

47. Perols, J.L., Bowen, R.M., Zimmermann, C., Samba, B.: Finding needles in a haystack: using
data analytics to improve fraud prediction. Account. Rev. 92(2), 221–245 (2017). https://doi.
org/10.2308/accr-51562

48. Rabin, C.E.: Determinants of auditors’ attitudes towards creative accounting. Meditari
Accountancy Res. 13(2), 67–88 (2005). https://doi.org/10.1108/10222529200500013

49. Rahman, M.J., Zhu, H.: Predicting accounting fraud using imbalanced ensemble learning
classifiers – evidence from China. Account. Financ. 63(3), 3455–3486 (2023). https://doi.
org/10.1111/acfi.13044

50. Saeedi, A.: Audit opinion prediction: a comparison of data mining techniques. J. Emerg.
Technol. Account. 18(2), 125–147 (2021). https://doi.org/10.2308/JETA-19-10-02-40

51. Siano, F.,Wysocki, P.: Transfer learning and textual analysis of accounting disclosures: apply-
ing big data methods to small(er) datasets. Acc. Horiz. 35(3), 217–244 (2021).https://doi.org/
10.2308/HORIZONS-19-161

52. SOCPA. Live Auditing Evidence (2022). https://socpa.org.sa/Home.aspx
53. Sun, J., Li, H.: Dataminingmethod for listed companies’ financial distress prediction. Knowl.

Based Syst. 21(1), 1–5 (2008). https://doi.org/10.1016/j.knosys.2006.11.003
54. Tang, J., Karim, K.E.: Financial fraud detection and big data analytics – implications on

auditors’ use of fraud brainstorming session. Manag. Audit. J. 34(3), 324–337 (2019). https://
doi.org/10.1108/MAJ-01-2018-1767

55. Tassadaq, F., Malik, Q.A.: Creative accounting and financial reporting: model development
and empirical testing. Int. J. Econ. Financ. Issues 5(2), 544–551 (2015). https://www.econjo
urnals.com/index.php/ijefi/article/view/1047

56. Tawiah, V., Borgi, H.: Impact of XBRL adoption on financial reporting quality: a global
evidence. Account. Res. J. 35(6), 815–833 (2022). https://doi.org/10.1108/ARJ-01-2022-
0002

57. Throckmorton, C.S., Mayew, W.J., Venkatachalam, M., Collins, L.M.: Financial fraud detec-
tion using vocal, linguistic and financial cues. Decis. Support. Syst. 74, 78–87 (2015). https://
doi.org/10.1016/j.dss.2015.04.006

58. Warren, J.D., Moffitt, K.C., Byrnes, P.: How big data will change accounting. Account. Horiz.
29(2), 397–407 (2015). https://doi.org/10.2308/acch-51069

https://doi.org/10.1080/13530194.2018.1500269
https://doi.org/10.2308/jeta-51245
https://doi.org/10.3390/math8101799
https://doi.org/10.1108/IJAIM-04-2019-0049
https://doi.org/10.1016/j.asoc.2020.106384
https://doi.org/10.2308/accr-51562
https://doi.org/10.1108/10222529200500013
https://doi.org/10.1111/acfi.13044
https://doi.org/10.2308/JETA-19-10-02-40
https://doi.org/10.2308/HORIZONS-19-161
https://socpa.org.sa/Home.aspx
https://doi.org/10.1016/j.knosys.2006.11.003
https://doi.org/10.1108/MAJ-01-2018-1767
https://www.econjournals.com/index.php/ijefi/article/view/1047
https://doi.org/10.1108/ARJ-01-2022-0002
https://doi.org/10.1016/j.dss.2015.04.006
https://doi.org/10.2308/acch-51069


Effective Communication of IT Costs and IT
Business Value

Constanze Riedinger1(B) , Melanie Huber2 , Niculin Prinz1 ,
and Robin Kaufmann3

1 kips, Konstanz University of Applied Sciences, 78462 Konstanz, Germany
{constanze.riedinger,niculin.prinz}@htwg-konstanz.de

2 BITCO3 GmbH, 78467 Konstanz, Germany
melanie.huber@bitco3.com

3 VOICE - Bundesverband der IT-Anwender e.V., 10115 Berlin, Germany
robin.kaufmann@voice-ev.org

Abstract. Digital transformation urges organizations to strategically invest in
information technology (IT) to keep up with the competition. The responsible
strive to choose the right digital initiatives that can maximize the benefit. Thereby,
they still struggle to communicate IT costs and demonstrate the business value of
IT. The goal of this paper is to get a deeper understanding of the perception of IT
costs and business value and support their effective communication. Applying the
focus group method, we analyzed in four interview sessions that stakeholders per-
ceive IT costs and business value differently and that a common perception serves
as the basis of communication.We then identified and evaluated 20 success factors
to establish effective communication of IT costs and IT business value. Hence, this
paper enables a better understanding of the perception and the operationalization
of effective communication mainly between business and IT executives regarding
IT costs and IT business value.

Keywords: Effective Communication · Success Factors · IS/IT Costs · IS/IT
Business Value · Business-IT Alignment · COBIT

1 Introduction

Over time, organizations have dealt with the ongoing challenge of operating efficiently
andmanaging resources strategically pushed in the last years by theCOVID-19pandemic
and currently exacerbated by external factors such as inflation and war [48]. To stay
competitive and address security risks, they are increasing their information technology
(IT) spending [11] and striving to choose the right digital initiatives [10]. As a result,
they need strategic cost management [42] and effective communication about IT costs
and the benefit they derive from their IT investments [28]. However, for 63% of the
166 Chief Information Officers (CIOs) surveyed, communicating this business value of
IT [12] is still a challenge, as confirmed by other studies [19, 40]. Similarly, decision-
makers struggle to foster transparent cost discussions [40]. Therefore, the purpose of
this paper is to understand how IT costs and the business value of IT are perceived and
effectively communicated.
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Effective communication describes the “bidirectional exchange” [49] of information
that leads to common ground [38]. The foundation of effective communication and the
prerequisite for achieving business value from IT is alignment [18]. Researchers exten-
sively investigate the success factors for business-IT alignment (BITA) and the resulting
impact of better communication on the relationship between business and IT [8, 26, 31].
This relationship also influences the effective communication of IT cost and the business
value of IT itself [9, 16, 33]. Besides BITA, studies highlight other aspects of business
value communication, such as a common language [16] or appropriate methodologies
and metrics [33]. Furthermore, convergence [1] and the stakeholder perception [51] play
critical roles in communication. However, the perception of IT costs and business value
in the context of their successful communication has not been investigated in detail. Fur-
thermore, there is a lack of a comprehensive overview of the success factors for commu-
nication that follows an established framework [16] that supports the operationalization
of conceptual models [15]. Our study aims to fill these research gaps: we conduct focus
group interviews to gain practical insights and generate an overview using the established
governance framework theControlOBjectives for Information and Related Technology
(COBIT) [20]. In doing so, we contribute to the scientific research by shedding light
on the current perception of IT costs and business value of IT and their communica-
tion. Furthermore, we present the success factors and support the operationalization of
effective communication. In addition, this study has practical implications: practitioners
can use the results to recognize symptoms of non-constructive communication in their
organizations and to gain awareness of how to develop an effective communication of
IT costs and business value.

This paper (as extended version of [41]) is structured as follows: First, we present our
theoretical foundations related to communication. We thereby focus on communication
between business and IT executives, enterprise governance of IT, business-IT alignment,
and aspects of cost and value communication. We then show our research method,
which comprises focus groups followed by a qualitative analysis. Finally, we present
our findings, discuss them, and draw conclusions.

2 Theoretical Background for Communication

Collaboration between business and IT departments and especially the communication
between their executives is the basis for the strategic alignment and contribution of IT to
the business [22, 44]. The basic elements for this collaboration are structures, processes,
and relational mechanisms defined and implemented as Enterprise Governance of IT
(EGIT) [14]. Business-IT Alignment (BITA) thereby acts as a “mediating mechanism”
between EGIT and IT business value [14]. It builds the base for effective communication
between the business and IT departments [23]. In the following, we describe commu-
nication between business and IT executives as well as the three elements of effective
communication represented in the conceptual model in Fig. 1.
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Fig. 1. EGIT-Alignment-Value Concept following [14]

2.1 Communication Between Business and IT Executives

Former research on communication between business and IT executives emphasizes
that communication is only effective when the interlocutors strive for a “state of conver-
gence” [1, 22]. A convergencemodel by [43] describes this communication as a dynamic
process of information exchange to achieve mutual understanding: unlike the Shannon
and Weaver’s linear model (sender-receiver-model), the convergence model represents
a cyclical model that focuses on the continuous sharing, interpreting and effectively per-
ceiving of information. In the process of communication, this leads to collective action,
mutual agreement, and then mutual understanding. The communication partners, there-
fore, need conversational skills such as attentive listening and productive explanations
[44]. A study identifies 26 criteria for a mutual understanding between business and
IT executives grouped into four determining factors: semantics (language) and men-
tal model, environment, shared IT and business domain knowledge, and relationship
management [1]. Furthermore, a study proves that frequent communication positively
influences the convergence between the Chief Executive Officer (CEO) and the CIO
regarding the role of IT for the business [22].

In this context, we define effective communication as a bidirectional exchange in
which interlocutors aim to develop a similar representation of the content of the conver-
sation. Enhancements in effective communication have a significant impact on commit-
ments and strategic conversations between business and IT executives [44]: the effective
communication of the defined commitments can narrow the gap between business and
IT. Strategic conversations, enabled by effective communication and commitment, then
shape BITA and the joint development of the organizations. Better agreement between
the interlocutors on the current role of IT also leads to a higher financial contribution
from IT to the organization [22]. Therefore, effective communication between business
and IT executives, previously also researched in the context of IT projects [35], serves
as basis for strategic alignment and bridges the gap between business and IT [44]. How-
ever, in order to implement effective communication, organizations require “an excellent
example to follow” [35], such as patterns, best practices, or success factors.

2.2 Enterprise Governance of IT

A successful EGIT leads to a better IT controllability and thus to a higher business
impact [36]. To achieve this successful governance, research investigates determinants
that lead to an “integrated model of IT governance success and its impact” [5]: success
factors analyzed in this context are e.g., the understanding of the IT value chain, top
management commitment, IT’s business orientation, and the persuasiveness of com-
munication. To establish successful governance and management of IT, COBIT as a
“good-practice framework” gives guidelines for organizations [15]. Thereafter, organi-
zations should establish a governance system consisting of several components [14]: (1)
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Organizational Structures, (2) Processes, (3) People, Skills, andCompetencies, (4) Infor-
mation, (5) Culture, Ethics, and Behavior, (6) Services, Infrastructure, Applications, (7)
Principles, Policies, and Frameworks. These components lead to a comprehensive and
functioning governance system and influence effective IT management [20]. Therefore,
earlier studies apply the components to ensure comprehensiveness [40] or to transfer the
practical functioning to a conceptual framework [15]. COBIT highlights that open and
transparent communication about performance enables “a good relationship between
IT and enterprise” [20]. It thereby recommends organizations to involve and align all
relevant stakeholders to overcome communication gaps [20].

2.3 Business-IT Alignment

The alignment between business and IT has been extensively studied for several decades
[6, 37]. The Strategic Alignment Model (SAM) [18] is an established model used to
describe this relationship between business and IT. Thereafter, alignment is based on the
strategic fit between external and internal domains, as well as the functional integration
between business and IT domains. This results in multivariate relationships between
business and IT, always considering the linkage of three out of the four domains (com-
pare Fig. 3). The most common alignment perspective is the first perspective Strategy
Execution (1). In this case, the business strategy serves as a driver for organizational deci-
sions and subsequently influences the design of the IT infrastructure. Alignment through
Technology Transformation (2) also originates from the business strategy followed by
an appropriate IT strategy. This leads to the required IT infrastructure and processes.
The Competitive Potential (3) perspective is driven by emerging IT capabilities that
generate new strategic orientations of the business, such as new products and services.
Their implementation follows the adaption of the operational business processes. The
Service Level (4) perspective describes how IT infrastructure and processes are built to
better support business operations driven by the IT strategy.

The alignment between business and IT is a continuous process that requires com-
munication and understanding [8, 18]. It is described as “dynamic and evolutionary”
[30]. To improve BITA, organizations should consider six criteria: governance, partner-
ship, scope and architecture, skills, value measurement and communication [30]. The
communication between business units and IT departments can be optimized and lead to
informal and pervasive communication, depending on thematurity level of the alignment
[30]. Various enablers and inhibitors influence the maturity level of BITA and thereby
also the effectiveness of communication [31]. A literature review on critical success
factors of BITA presents those factors in three dimensions [26]: the human, social, and
intellectual dimension. Success factors, such as IT or technical skills and knowledge of
business and IT executives, indirectly influence effective communication regarding the
costs and value of IT. Earlier studies highlight BITA itself as an important factor for
their effective communication [16].

2.4 IT Costs and Business Value of IT

In organizational communication regarding IT costs and business value, there is often a
shared perception that “IT costs too much” [46]. To measure the impact of IT, research
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proposes key performance indicators (KPIs) to support executives [16]. For several of
these KPIs, such as return on investment (ROI) [24], IT costs form the foundation [33].
Conceptual frameworks enable executives to measure IT performance and consider all
IT-related costs as a valid calculation basis [27]. Researchers emphasize that IT costs
include not only the direct expenditures for development and implementation, but also
various indirect costs related to human and organizational factors [34]. However, organi-
zations often lack a clear understanding of the term “IT costs”. Therefore, CIOs face the
challenge of transforming non-constructive discussions about IT costs into discussions
about the business value contributed by IT investments [40]. The concept of “IT business
value”1 has been discussed in literature since the rise of IT [3]. Consistent with prior
research, we adhere to the notion that IT business value is “measured by performance
metrics on dimensions that stakeholders find important” [33] and while “performance
can be measured, value can be communicated” [33]. Effective communication requires
stakeholders to have a shared understanding of cost and value [33], as stakeholder per-
ception plays a crucial role in communication [51]. We address this current perception
of the stakeholders in our first research question (RQ): (1) What is the perception of
business and IT stakeholders of “IT costs” and “IT business value”?

In addition to BITA and the common perception and understanding of the terms
[33], further aspects affect the communication of IT costs and business value [16].
Transparency in IT cost information and the awareness of IT costs and cost drivers are
essential for communicating and demonstrating the value of IT [40]. KPIs formulated
in business language from this cost information are also crucial for effectively commu-
nicating IT business value [33]. Furthermore, [30] mentions the use of metric portfo-
lios and dashboards to visualize value in communication. Success factors also include
Business-IT structures that evaluate IT investments together [47]. Effective value com-
munication throughout the organization should then be audience-oriented and employ
different channels [23]. To summarize the relevant aspects of value communication, [16]
conduct a literature review and investigate how to conceptualize it. The article presents
various categories, such as transparency, understanding, collaboration, methods, and
transparent communication. However, research indicates that especially establishing a
common language and implementing collaboration on an equal footing are challeng-
ing [40]. Therefore, CIOs continue to face the challenges of successfully implementing
communication [28] and demonstrating the business value of IT investments in their
organizations [40]. They miss practicable success factors that operationalize the suc-
cessful communication between business and IT on IT costs and IT business value. This
gap leads to our second RQ: (2) What factors do organizations need to consider for
implementing an effective communication of IT costs and business value?

3 Research Method

The focus group (FG) researchmethod is utilized in academic studies to examine specific
topics in groups through focused interviews with a predetermined direction [4]. Previous
research in the field of Information Systems (IS) has employed FGs to evaluate design

1 The term “IS business value” could be used in place of “IT business value”. We follow the
interpretation of [24].
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science artifacts [13] or to identify factors influencing students’ decisions to study IT [32].
Small groups, with an optimal size of 5 to 8 participants, allow for in-depth exploration of
specific topics [25]. Direct feedback and group interaction can challenge interviewees’
views and inspire new ways of thinking [4]. This approach enables researchers to gain
an in-depth understanding and a wide range of opinions or perceptions regarding an
issue, behavior, or practice, thereby uncovering factors that influence those opinions
[25]. This is why, the qualitative method of FGs support our study’s aim to understand
in depth the perception of IT costs and IT business value and identify success factors to
optimize effective communication. We divide our FG study into two phases [50]: first,
the planning phase, including the participant selection [25], and second, the sessions and
the analysis.

3.1 Planning and Participant Selection

In order to achieve our research goal, we chose a single-category design for our FGs and
developed questions to guide the discussion and in a next step answer our research ques-
tions outlined in Sect. 2. The guiding questions were open-ended tomotivate participants
to answer according to their specific situation [25]:

• What are we talking about when we talk about IT costs or IT value? Which costs
belong to the total IT costs? What is IT value for you?

• How do you communicate IT costs and business value within your organization?
• What are the challenges in those discussions? What is required to effectively

communicate IT costs and IT business value in organizations?

To discuss these questions and through that answer our RQs, we included a broad
spectrum of people coming from different industries to cover a variety of perspectives.
As a decisive criterion for the selection of the FG participants, we specified that each of
them must have a relevant responsibility and expertise in the communication of IT costs
and IT business value. All participants were already part of the network of the research
team. Table 1 provides an overview of the participants in the four FGs.

Table 1. Participants of the focus group sessions.

ID Function (Industry | #Employees
(EMP))

ID Function (Industry | #Employees
(EMP))

FG1-1 Head of IT Governance
(Transportation | 30.000 EMP)

FG2-1 Head of IT Governance
(Transportation | 2.700 EMP)

FG1-2 CIO (Service Industry | 600 EMP) FG2-2 IT Controlling (Insurance | 3.000
EMP)

FG1-3 CIO (Electronics | 1.000 EMP) FG2-3 IT Controlling (Retail | 35.000
EMP)

(continued)
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Table 1. (continued)

ID Function (Industry | #Employees
(EMP))

ID Function (Industry | #Employees
(EMP))

FG1-4 CIO (Pharmaceuticals| 78.500 EMP) FG2-4 Controlling (Electronics | 1.000
EMP)

FG1-5 CIO Office Insurance (3.000 EMP) FG2-5 Controlling (Banking (2.500
EMP)

FG1-6 Head of Value Mgmt. (Energy |
91.000 EMP)

FG2-6 Controlling (Electronics | 1.000
EMP)

FG1-7 CIO (Infrastructure | 1.000 EMP) FG2-7 IT Portfolio Mgmt. (Energy |
91.000 EMP)

FG1-8 IT Controller (Agriculture | 22.300
EMP)

FG2-8 IT Controlling (Transportation |
30.000 EMP)

FG3-1 Director Audit and Inspection (Oil
and Gas | 15.000 EMP)

FG4-1 CIO (Insurance | 2.500 EMP)

FG3-2 Director Technical Control (Oil and
Gas | 15.000 EMP)

FG4-2 IT Portfolio Management
Transportation (338.000 EMP)

FG3-3 Project Lead Tunisian IT Society
(Society for Economic Development
|170 companies)

FG4-3 IT Business Administration
(Workwear & Service Industry |
11.000 EMP)

FG3-4 Director IT Society Exchange
(German Society for IT | 2600
companies)

FG4-4 Professor for Information
Technology University of
Applied Sciences

3.2 Focus Group Sessions and Data Analysis

The FG sessions with the first and the second group were executed in September and
October 2022.We then conducted aFrench-speaking sessionwith a third FG in June 2023
with practitioners from Tunisia to enrich the results with insights from another cultural
setting. To verify the results and achieve saturation, we performed another session with
a fourth FG in October 2023. We facilitated the FGs following the leading questions. We
audio-recorded the sessions and took field notes. We then conducted qualitative coding
[7] across the group results to answer our research questions. The results for RQ1 were
rediscussed in a second session with FG1 and FG2 and verified with FG3 and FG4. To
respond to RQ2, we deducted success factors for effective communication: Sessions of
FG1 and FG2 led to 16 success factors. FG3 and FG4 verified and extended them to 20
success factors. Theywere reviewed and adjusted in two further iterations by the research
team, consisting of three researchers. We further applied selective coding to assign the
identified success factors to the COBIT components as displayed in earlier research [40].
Through the alignment of the factors to the categories, we ensure a holistic approach
and the link to an existing framework [40, 45]. Following earlier research on success
factors [2, 29], we chose the Ishikawa diagram to visualize the relationship between the
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identified factors. It further allows structuring the problem and the determining factors
[29].

4 Findings

In the following, we outline our findings from the FG sessions and thereby answer our
research questions. To do so, we present the perception of IT costs and value and describe
the factors for effective communication of IT costs and IT business value.

4.1 The Perception of IT Costs and IT Business Value

In this subsection, we describe the results of our first research question: What is the
perception of business and IT stakeholders of “IT costs” and “IT business value”? We
start with the perception of IT costs followed by IT business value.

IT Cost Perception. The interpretation of IT costs varies among the participants of the
FGs. Some consider only the costs allocated to the IT department, while others include
all input factors related to information technology, regardless of their place of origin.
However, even if all input factors related to IT are perceived as IT costs, identifying,
and capturing cost for shadow IT and new technologies such as Low-Code Development
Platforms, which are largely based in the business, can be challenging. The perception
of IT costs often differs between IT and business employees: while the IT department
distinguishes between service development and operations, or project implementation
and management, business departments mainly focus on total project or service costs.
One participant states that his organization achieves a consensus on how to proceed with
cost management, despite differing personal perceptions, due to regular exchange and a
corporate guideline for the definition of IT costs (FG1-2).

In collaboration with the participants from FG1 and FG2, we develop a layer model
to compare different perceptions of IT costs (see [41]). The participants of FG3 and FG4
evaluate the model and express their experience regarding the actual perception of IT
costs and the desired understanding needed for effective IT cost management in their
organization. Figure 2 illustrates these distinctions and levels of detail: Direct IT costs
(A) related to activities assigned to the IT department are displayed in the first layer. The
FG participants follow definitions of direct costs propagated by [27] and consider costs
for the development and operation of hardware and software, personnel costs, external
services, and shared services as general IT costs. The next layer comprises management
costs in the IT department (B). They include the planning functions of IT, such as
governance or enterprise architecture management (EAM), which indirectly contribute
to value creation. According to the most participants, these overhead costs are part of the
overall IT costs that are “charged to the business units as an overhead fee” (FG2-1). The
layers A and B are perceived and captured in the experts’ organizations as IT costs and
are considered a must for an effective IT cost management (ITCM). Equally the third
layer (C) is regarded essentially by both FG3 and FG4. However, IT project costs (C) that
arise within business departments are often not fully attributed to IT costs within their
organizations. These costs are related to activities such as process definition or testing
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within the business departments. The fourth layer comprises IT-related coordination
costs in business departments (D). The costs primarily consist of the time spent by
business departments on IT tasks, such as training, key user activities, or committees for
process and project portfolio coordination. Most FG participants perceive these costs
as IT costs and believe they should be captured for effective ITCM – particularly due
to the rising complexity that leads to more coordination activities and related costs.
Yet, organizations do only partially or not at all capture these costs in layer D. The
consideration of overall process costs (E) is related to the capturing of all (IT) costs
throughout a whole process. However, the “effort of a holistic end-to-end consideration
of all IT costs in a process does often not pay off” (FG1-3). Therefore, the interviews
show that organizations rarely apply an integral approach such as activity-based costing,
even though it could lead to a more effective management.

Fig. 2. Layers of IT cost perception

IT Business Value Perception. The participants in the focus groups acknowledge that
measuring and presenting the business value of IT is a significant challenge. For most
of them, the term “business value of IT” refers to the contribution of IT activities to the
overall value of a company as perceived by the business. However, this perception varies
among the stakeholders in the companies: top management often perceives value only in
terms of the financial benefits of IT. Therefore, IT business value perception is initially
categorized into two dimensions: monetary and non-monetary. The monetary value con-
tribution of IT is typically measured through revenue, while the non-monetary value
contribution is reflected by other features such as enhancing business capabilities. Simi-
larly, added value can be found in the optimization of existing processes or capabilities.
The external perception of customers or partners can also determine the non-monetary
value of IT, particularly in relation to new business fields or security risks.

The collaboration between business and IT can lead to different perceptions of the
business value of IT. The dimensions discussed in the FG sessions relate to the SAM
model and its alignment perspectives [18], as displayed in Fig. 3: In terms of strategy
execution (1), IT’s added value lies in maintaining operational capability and sustain-
ing the business. IT is an integral part of the business. It provides basic services and
meets technical requirements to keep operations running. The perspective of technol-
ogy transformation (2) ensures that IT supports strategic differentiation and through
that provides business value. Here, IT enables the development and implementation of
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the business strategy, builds strategic competencies, and supports the strategic differ-
entiation of the organization. Participants mention IT’s value through the provision of
data, which enables better decision-making, such as for predictive maintenance or risk
modeling. In addition, IT can provide value by facilitating the growth of new business
areas or the repositioning of the strategic product market combination through innova-
tion. This can be accomplished by aligning on the competitive potential perspective (3).
Lastly, alignment on a service level perspective (4) leads to IT value through continuous
improvement. The FGs perceive this perspective of the business value of IT in the devel-
opment of tools and processes that enable automation and process optimization. The new
IT capabilities offer opportunities to reduce costs, increase efficiency and effectiveness,
and support business capabilities.

Fig. 3. Differing perceptions of business value of IT related to SAM

4.2 Success Factors of Effective Communication

Next, we answer our second research question: (2) What factors do organizations
need to consider for implementing an effective communication of IT costs and busi-
ness value? Our findings show that organizations need to consider various factors to
operationalize an effective communication of IT costs and business value of IT. The
Ishikawa diagram in Fig. 4 illustrates those factors. In the following, we outline the
identified success factors based on the seven components of the COBIT framework.

Organizational Structures. COBIT 2019 presents organizational structures as “key
decision-making entities in organizations” [20]. For the effective communication of
IT costs and business value, organizations require interface functions and cooperative
governance as structural elements:

• Interface functions: establish key functions or roles for the dialogue to discuss
business and IT strategies and IT costs and value.

• Cooperative governance: ensure responsibility and decision competencies of both
business and IT communication part.
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Fig. 4. Success Factors for Effective Communication of IT Costs and IT Business Value

For the FGs, an important success factor are interface functions that communicate
information on IT cost and business value. For example, a “business analyst with compe-
tencies of strategy knowledge, business and technology understanding and communica-
tion skills could be situatedwithin the IT department” (FG3-2). However, a collaboration
also requires a determined counterpart to become the “voice of IT within the business”
(FG1-1). Those interface functions request responsibilities for decision-making. Deci-
sions should made cooperatively to foster involvement and commitment on both sides.
This also requires “clearly defined roles and transparent reporting lines” (FG4-1), regard-
less of the organizational structure. Such a cooperative governance enables a strategic
discussion on IT investments and metrics and leads to effective communication of the IT
business value. Also, top management should be involved in discussions through boards
and commit to decisions.

Processes. The component processes describes “activities to achieve certain objectives
and […] overall IT-related goals” [20]. Effective communication requires activities such
as regular dialogues and a uniform approach to the discussion. Furthermore, the activity
of tracking metrics and committed tasks accounts for a success factor.

• Regular communication: establish a dialogue format between business and IT
counterparts for regular communication.

• Uniform approach to the discussion: foster a defined approach to the evaluation
and discussion of value.

• Traceability of the metrics: track the defined metrics and ensure commitments and
consistency.

The participants emphasize the importance of regular communication and propose
a dialogue format to discuss the strategic use of IT and associated costs. This dialogue
should be integrated into the planning and steering processes to ensure that the topics are
incorporated into the budget plan, aswell as the demand andproject portfolio discussions.
The frequency of these dialogues may vary depending on the business requirements.
Secondly, it is important to have a uniform approach to this discussion as it enables
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comparability and fairness. Furthermore, uniformity in evaluating IT investments ensures
a clear methodology and transparency for all stakeholders. The participants highlight
the significance of a consistent procedure for calculating and evaluating business cases.
Finally, tracking the metrics and the commitments is another crucial factor. It includes
measuring improvement against the business case and maintaining the business cases
to demonstrate value over time. This requires a process responsible and accountability
from all parties involved. The stakeholders’ liability to those tasks then increases with
clear tracking activities.

People, Skills, and Competencies. Effective communication of IT cost and business
value involve people with skills and competencies “for good decisions, execution of
corrective action and successful completion of all activities” [20]. According to the FGs,
communication about IT costs and value often fails due to a lack of knowledge and
know-how, both in the business and in the IT department, as well as a lack of efficiency
in implementation. The involved stakeholders, therefore, require a basic knowledge of
the business and IT domain, the competency to communicate about the costs and value
associated with IT, agility, and adaptability in times of rapid change, as well as agile
skills that enable effective communication and problem-solving.

• Basic knowledge of business and IT: build knowledge in business and IT
departments to understand the specialization of the conversation partner.

• Common language: establish the competency to develop a common language to
communicate IT costs and IT business value.

• Relationship andmoderation skills: ensure effective communication tailored to the
target group through relationship and moderation skills.

• Agility and Adaptability: develop skills for flexible and open-minded conversation
as well as quick decision-making and navigate conversations according to context
and required timeliness.

The acquisition of knowledge is important for all parties involved. Employees in
the business sector need to possess technical knowledge and be aware of the challenges
they may face. It is essential that they understand the processes and operations of the IT
department. Additionally, they must have the ability to articulate their IT requirements,
as well as any problems or deficiencies they encounter. Thereby “a basic knowledge
about digital business models would also be helpful” (FG4-1). In contrast, IT employees
require business knowledge about the capabilities and processes as well as methodical
know-how on cost accounting. Furthermore, both conversation partners should establish
a common language. This competency not only involves the common definition of IT
costs and value but particularly understandingwhere the value of IT can be realized in the
respective business units and for the whole organization. Business and IT counterparts
should understand how to generate value and what drives the thereby occurring IT
costs. For this conversation, soft skills are essential to build trust and communicate
audience-oriented. The IT counterpart should “take a pragmatic approach and build a
relationship throughhonesty” (FG1-3). Thereby, a “structuredwayofmoderation” (FG2-
8) strengthens the credibility and leads to an efficient conversation. In addition, effective
communication requires an agile mindset and adaptability due to the fast pace of change
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and the blurring of organizational boundaries between business and IT. An agile way
of working enables “greater flexibility within the conversation and when making quick
decisions” (FG3-2). Thereby, they should act as “change managers for a continuous
improvement of communication” (FG4-3).

Information. The COBIT 2019 framework states that information is omnipresent
throughout any organization [20]. The effective communication of IT costs and busi-
ness value requires information to build a shared knowledge base. Additional success
factors are a commonly defined set of KPIs and metrics, transparency about the related
IT landscape and the effective presentation of the conversation content.

• Shared knowledge base: report basic information necessary to understand counter-
parts and find common ground.

• Commonly defined set of KPIs and metrics: agree on a set of metrics to measure
IT performance quantitatively and qualitatively.

• Related enterprise architecture information: share information on applications,
services and business capabilities to connect IT cost and business value.

• Effective presentation of conversation content: visualize the information on IT
cost and business value of IT appropriately for the respective stakeholders.

For the FG participants, a shared knowledge base enables effective communication.
It relates to a structured approach beginning with the alignment of the IT strategy with
business objectives and financial constraints. Thereby the business strategy and planned
strategic fields of action should be openly communicated. This information promotes a
common understanding among all parties of how IT can contribute to business objectives
and the potential complexity that may impede its contribution. The focus of commu-
nication should be on the impact of IT use instead of purely cost-based discussions.
This involves asking questions such as where IT can deliver value, what the costs and
“cost drivers” (FG4-1) are, and how they can be optimized, highlighting the strategic
significance of IT. To communicate this business value, the stakeholders should come up
with an agreed set of KPIs and metrics to measure IT performance. However, defining
and implementing these KPIs is often a challenge. The participants, therefore, see an
important factor in defining the KPIs in cooperation between business and IT. Moreover,
they propose to use business capabilities as a baseline and to develop metrics that cap-
ture IT’s contribution, both in terms of monetary value and soft factors. Those business
capabilities are, together with e.g. services and applications, part of an EAM. By trans-
parently sharing information on those and their contribution to the business, IT costs
are more tangible and the value for the business is relatable. An active co-design of the
IT landscape enables its business-oriented and cost-efficient management. However, it
requires a high data quality to achieve real transparency and value-add (FG4-2). Lastly,
successful communication of IT cost and value requires a well-crafted presentation. This
entails the creation of a management-ready consolidation of the outcomes that adheres
to the organization’s standards. Additionally, a participant mentions a “portfolio visual-
ization that enables better understanding in the business and that allows stakeholders to
measure progress through the agreed targets” (FG1-6).
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Culture, Ethics, and Behavior. The factors concerning culture, ethics, and behavior
“are often underestimated” [20], however, for the FGs, corporate culture plays an essen-
tial role in the effective communication. They highlight the willingness to exchange
information, the trust in IT to deliver value drive the business strategically as well as a
culture that is open for error and a general cultural sensibility:

• Willingness to exchange: foster acceptance of IT as a discussion partner and the
commitment to exchange information.

• Trust in ITas a strategic driver: foster awareness of the qualitative value proposition
of IT instead of rather number-driven management.

• Error culture and feedback: establish a culture of constructive criticism and
appreciation of feedback to foster continuous improvement and build trust.

• Cultural Sensibility: foster awareness of cultural differences and understanding,
and respect for the cultural nuances, values, beliefs, and norms to adapt verbal and
nonverbal communication in multicultural contexts.

The participants report encountering a “transparent wall” (FG2-5) between business
and IT that obstructs effective communication and the recognition of the business value
of IT. The commitment to exchange at all levels and the acceptance of the IT depart-
ment as a “discussion partner at eye level” (FG1-1) counts as a success factor. Business
and IT should commit together to savings and their consequences because a “successful
exchange is also about putting the same intentions – the overall success of the company –
in the center of attention” (FG2-7). Thereby, especially business employees should trust
that IT may drive business development strategically. A shared worldview on the strate-
gic importance of IT then enables effective communication and acceptance of potential
value contribution of IT. The interlocutors should acknowledge that in addition to quan-
titative performance measures, IT’s contribution may also be qualitative. Therefore, the
success of communication requires a cultural shift from number-driven management to
the acceptance of qualitative arguments, even on the business side. A culture of learning
from mistakes and the opportunity for open feedback are also essential for successful
communication: Through a culture of error, “communication is not characterized by
accusations about lacking value delivery and non-transparent cost chargeback but by a
common striving for improvement” (FG4-1). Constructive feedback enables this contin-
uous improvement concerning the value delivery as well as the collaboration between
business and IT in general. During this effective cooperation, the cultural backgrounds
of those involved also play a decisive role, especially in an international context or in
multinational corporations as discussed in FG3. For example, there were differences in
the understanding of hierarchies and individual terms such as IT/IS business value. To
achieve a common understanding, “cultural differences must be appreciated and openly
communicated” (FG3-2).

Services, Infrastructure, and Applications. For the support of processing and man-
agement in organizations with information technology, COBIT 2019 mentions ser-
vices, infrastructure, and applications [20]. Also, effective communication necessitates
technology support to create transparency.
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• Transparency-creating IT application: provide technical support for illustration of
IT costs, IT landscape and metrics as well as tracking mechanisms for communicated
targets.

For the participants, transparency of IT costs is crucial for honest communication.
Therefore, IT applications must integrate cost information from different databases and
present relevant numbers. Applications should support the communication of business
value by comparing actual and target figures, as well as the budget plan and the actual
project portfolio. This enables comparability and traceability of IT investments and
their generated impact. Furthermore, EAM tools improve transparency regarding the IT
landscape, providing a better understanding of “which applications are being delivered
and where money is being spent on” (F4-3).

Principles, Policies, and Frameworks. For “practical guidance for day-to-day man-
agement” [20], organizations apply principles, policies, and frameworks. The par-
ticipants mention tense discussions in day-to-day management about cost allocation
and service delivery. They, therefore, highlight practical guidance through transparent
chargeback regulations and guidelines for IT investment evaluation as success factors.

• Transparent chargeback regulations and prices: set up agreed rules for the
allocation of IT costs and transparent prices for the supply with IT services.

• Guidelines for evaluation: set up transparent guidelines for decision-making and if
required business case calculation for IT investments.

A prerequisite for the setup of cost allocation rules is a comprehensible service offer
of IT and the related prices. Then business requires transparency on what they will be
charged for. Preselected chargeback regulations foster the acceptance of IT costs in the
business. Thereby, the participants mention that e.g. in the case of cost allocation with
planned prices, the decision on how these allocated costs are compared with the actual
amounts at the end of the fiscal year should be announced transparently (true up or
true down). For the participants mechanisms to support this transparency are clearly
defined service catalogues of IT and a catalogue management aligned to business needs
(FG4-1/2/3). Furthermore, organizations need clear guidelines on how to decide on IT
investments and if business case calculation is valuable. If a business case is required
there should be clear calculation specifications and evaluation mechanisms. However,
the participants stress that not every decision requires a business case, particularly if
the “projects are business critical or legally necessary” (FG1-6). In general, IT manage-
ment mechanisms and decision processes should be based on established “standardized
frameworks such as ITIL or COBIT to ensure continuous service improvement, cost
control, optimized communication” (FG4-4).

5 Discussion

The findings give answers to our research questions. In the following, we discuss and
interpret those results in relation to the research questions.We thereby debate the signifi-
cance of the differing perceptions of IT costs and business value among the stakeholders
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and their relevance to communication. Furthermore, we examine the identified success
factors, compare them to previous research, and outline how they can contribute to the
operationalization of effective communication in organizations.

5.1 Differing Perceptions of IT Costs and Business Value of IT

The costs of IT “appear more tangible in nature” [27] than the value and therefore are
“often perceived to be easier to estimate” [27]. The findings stress that business and IT
departments, however, rely on different understandings of IT costs. This lack of a clear
definition and a common understanding hampers transparency and leads to difficulties in
cost management [40]. The developed layer model visualizes the complexity and mul-
tidimensional nature of IT costs for the participants. It emphasizes that the stakeholders
generally agree on the core IT costs, referred to as direct IT costs [27], and the manage-
ment cost in the IT department. However, indirect costs, i.e., the outer layers, are often
not treated or perceived as IT costs within organizations. We identified those “human
and organizational factors” [27], especially outside the IT department. In their detailed
study, [34] present various characteristics of indirect costs and emphasize the impor-
tance of recognizing these costs as IT costs to enable a holistic evaluation. Therefore,
the perception of what IT costs are and to what extent they should be included in metric
calculations must follow a clear process and be “determined by a clear cost structure”
(FG2-3). Besides, a lack of standardization also leads to challenges in comparing IT
costs externally [40]. One FG participant also mentions that “benchmarks, therefore,
create false expectations” (FG1-3) because comparison with other companies is often
difficult. The layer model displays those different possibilities of perception and creates
awareness of the multifaceted complexity of IT costs. Therefore, it provides a basis for
a common understanding of how to define IT costs within the organization, as well as a
basis for performance metrics and how to compare them beyond.

The inconsistent perception of IT costs and resulting difficulties in IT evaluation hin-
der the communication of value. This is especially true when the “business value of IT
is equated with revenue and the non-monetary contribution of IT is not acknowledged”
(FG2-2). One common contrast, also highlighted by the participants, is the differentia-
tion between monetary and non-monetary contribution: business cases are calculated to
express the monetary contribution in comparison to IT costs. The non-monetary contri-
bution of IT, however, is challenging to communicate and “misunderstandings about the
definition of value can lead to feelings that value was not delivered” [47]. Therefore, it is
essential to have alignment between business and IT to ensure theirmutual understanding
and the perception of value [30]. To illustrate this point, we align the various perceptions
of value in Fig. 3 with the SAM. We show that the value contribution of IT and its
perception differ depending on the alignment perspective. The participants emphasize
that IT is primarily perceived as a facilitator that sustains the business, which is in line
with the most common alignment perspective [18], Strategy Execution (1). However, if
business and IT foster alignment on different perspectives, it can also improve the per-
ceived value contribution of IT [14]. The study suggests that IT executives, who mainly
manage IT strategy, should take the initiative, and empower the other perspectives to
amplify value contribution and its perception in the business.
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5.2 Communication as the Basis of Perception and Vice Versa

Thefindings indicate that organizationswith regular exchange and clear definitions strug-
gle less to adopt a shared perception of IT costs and business value. An earlier study
investigates how executives achieve consensus on the perception of business value and
identifies communication as one supportive factor for this consensus [49]. The FGs high-
light that a lack of constructive communication between business and IT departments
leads to “accusations that the IT department is too expensive” (FG1-1). This statement
confirms a previous study’s findings that communication shortfall provoke varying per-
ceptions and limited understanding of business expectations [3]. Also, non-constructive
discussions about the costs and value contribution of IT can provoke cultural differences
[3, 21]. The participants describe this as a lack of trust in the IT department and in IT to
be a strategic driver for the business. For this, the ability to develop a “common language
is indispensable” (FG1-6). This common language should ideally be expressed in busi-
ness terms to ensure consistent perception across stakeholders [33]. Thus, our findings
stress that for a shared perception of IT costs and business value, it requires effective
communication.

Effective communication of IT costs and business value, however, also necessitates
a shared understanding of the relevant topics. The stakeholders’ perception, therefore,
is decisive so that both communication partners feel satisfied and consider the commu-
nication effective [51]. Several identified success factors foster the development of this
“similar representation in the interlocutors” [38]: Besides the ability to develop a com-
mon language, the skill to have a basic knowledge about the domain of the interlocutor
supports a common ground in the conversation. For this, the given information should
serve as a shared knowledge basis. The effective presentation of the conversation
content then assists communication through visualization. In conclusion, shared per-
ception and understanding are necessary for effective communication, and establishing
these requires active efforts from all participants. The interdependence of perception
and communication reinforces that besides the common language, a shared knowledge
base, and effective presentation, regularity is decisive for effective communication of
IT costs and business value. The success factor of regular communication supports
this required continuous communication process. This dynamic process aligns with the
convergence model theory [43] and research on mutual understanding between business
and IT executives for effective communication [1].

5.3 Success Factors for Communication

The effective communication of IT costs and business value is based on successful gov-
ernance and alignment [14]. Our findings support this interrelation by addressing the
success factors mentioned in the EGIT and BITA literature: Specifically, the factors
identified in the categories of people, skills, and competencies, as well as culture, ethics,
and behavior, incorporate the success factors of EGIT and BITA mentioned in the the-
oretical background section. The cultural aspects outlined in the text include factors
such as mutual trust and respect [31], business-IT partnership [31], and IT’s business
orientation [5]. Success factors identified in the category of people, skills, and com-
petencies comprise BITA prerequisites such as various skills and knowledge of both
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business and IT executives [26] as well as the understanding of the IT value chain and
persuasiveness of communication [5] required for EGIT success. Even in the evaluation
of the success factors presented in [41] conducted by FG3 and FG4, the comprehensive
view was extended by factors in those categories such as agility and adaptability, cul-
tural sensibility as well as error culture and feedback. This illustrates once again that
the people involved, and the prevailing corporate culture are crucial for effective com-
munication. However, our study indicates that the effective communication of IT costs
and business value requires additional consideration, such as the inclusion of related
enterprise architecture information. This information can be obtained through bet-
ter data collection and preparation. Nonetheless, people then need to understand how
to interpret the information and thus generate knowledge for effective communication.
Therefore, organizations necessitate successful EGIT as a basis and need to drive BITA
as a continuous process [8] but additionally, they should consider specific factors when
communicating IT costs and business value.

Previous studies in the business value context have already identified shortcomings
in communicating IT costs and business value and highlighted relevant aspects for effec-
tive communication [16]. The developed factors in our study are in line with these factors
of those previous studies: e.g. the required interface function represents “business-IT
structures to recognize and evaluate opportunities” [47]. The processual factor of reg-
ular communication mentions regular collaboration [16] and a uniform approach to
the discussion includes “a clearly defined portfolio value management process” [47].
Earlier studies further establish metric portfolios [16, 33] as a prerequisite for effective
measurement and communication of business value or balanced dashboards to “demon-
strate the value” [30]. In this study, factors related to information such as a commonly
defined set ofKPIs andmetrics and the effectivepresentationof conversation content
include those aspects. This close connection with individual aspects investigated in other
studies validates our findings. In contrast to these isolated mentions of success factors
in previous research, our study develops a comprehensive overview. It thereby includes
not only existing aspects but expands them including factors in the category of princi-
ples, policies, and frameworks neglected in previous studies. The developed overview
of success factors, therefore, provides an extension of existing literature aligned with
the factors for business value communication identified in earlier studies.

5.4 From Success Factors to Successful Communication

The mapping of relevant success factors onto the COBIT 2019 framework provides an
overview from different perspectives. With the seven components, referred to as “en-
ablers” [14] in earlier COBIT versions, our categorization enables the implementation
leading to successful IT management [15]. However, as organizations face difficulties in
the implementation of effective communication [12, 28, 40], they require further practical
guidance for the operationalization of effective communication beyond the aforemen-
tioned success factors. Research could, therefore, propose a detailed design of regular
communication based on the other identified factors. As outlined, the focus thereby
needs to lie on the unified understanding and perception. Earlier studies emphasize the
importance of a common language [16] based on “terms that the business understands”
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[30]. In addition, proven approaches to communication plans [16, 33] should be consid-
ered. With the success factors presented, we provide a basis for future research on the
operationalization of effective communication regarding IT costs and the business value
of IT.

This operationalization is a challenge for organizations and requires a holistic app-
roach that considers the various components (FG 4-4). For the convergence between
business and IT executives [1] and to increase knowledge on both sides, organizations
incorporate various options: they set up roles such as IT business partner [17] or establish
decentral IT functions or IT functions as product IT [39]. However, this does not auto-
matically lead to strategic alignment between business and IT and the maximization of
value. Regardless of the organizational structure, relevant information, communication
skills and a constructive corporate culture are required. Only then organizations achieve
effective communication and through that align business goals and IT opportunities. This
enables them to effectively discuss the rising costs of IT and increase the added value
for the entire company through IT. Nevertheless, constructive culture cannot be devel-
oped on demand but must evolve through relationships that rely on efficient processes
and structures [39]. A dialogue format between business and IT would be a format to
establish the processes and structures for communication of IT costs and business value.
Aligned with organizational principles and existing applications, they can then discuss
relevant information, bring people together, and shape culture into a constructive and
value-oriented corporate culture.

6 Conclusion

Increasing inflation and security risks urge organizations to manage IT costs effectively
and efficiently. Thereby, the communication of IT costs and the impact generated through
IT is crucial to remain competitive and to strategically plan investments. However, CIOs
face challenges to create a common understanding of IT costs and the business value
of IT and furthermore, effectively communicate them. Even if earlier studies also high-
light communication as essential for business and IT, a current view on the perception
of IT costs and business value as well as a holistic and updated overview of success
factors to operationalize effective communication is missing. Therefore, the goal of this
publication as extended version of [41] is to identify and evaluate how business and
IT stakeholders perceive IT costs and IT business value. With this understanding, we
further aim support their effective communication by giving an overview of the success
factors that organizations need to consider. To reach this goal, we conduct a FG study and
discuss the findings. In summary, the investigation of the perception shows that it differs
between the stakeholders for IT costs as well as for the business value of IT.We conclude
that to create a common understanding in organizations, they require communication
about the perception and a common ground to discuss IT costs and IT business value. The
result of the mapping to the seven COBIT components ensures a holistic perspective and
enables transparency on the 20 identified factors for effective communication. It thereby
offers a structured representation as a basis for the operationalization of effective com-
munication about IT costs and IT business value. Furthermore, the paper highlights that
communication is a cyclical process and the interchange is based on the stakeholder’s



112 C. Riedinger et al.

competency to communicate in a common language. This common language then should
enable the transparent demonstration of the value of IT for the organization and lead to
a constructive and value-oriented corporate culture.

This paper makes a theoretical contribution by providing an insight into the current
perception and communication of IT costs and business value of IT, and thus by identify-
ing the relevant factors to operationalize an effective communication.Moreover, practice
gains awareness about possible reasons for non-constructive IT cost communication and
guidelines on how to turn it into effective communication with a focus on the business
value of IT.

However, the study itself has limitations: first, the FGs were conducted mainly
with stakeholders close to IT or a good understanding for IT within their organiza-
tion. Although we mitigated this limitation by including participants with diverse back-
grounds and roles, further FGs with a strong business focus could enrich our research
findings and add even more validity. Additionally, a quantitative research based on the
companies accounting standards would enable a comparison between perception and
defined cost types or business cases and therefore be subject of further research. Second,
the study does not distinguish the perceptions and success factors by company size or
industry which could provide a more differentiated view. We applied the traditional sin-
gle category design in order to reach a saturation point and to be able to respond to the
availability of the study participant. An adapted multiple category design would enable
comparison and stakeholder-specific success factor analysis. Third, the study lacks proof
that the identified success factors facilitate the operationalization of IT cost and value
communication. To overcome this limitation, researchers could in a next step develop
and implement a dialogue format to evaluate in a practical case study whether consider-
ing these success factors leads to more positive perception and effective communication
between business and IT on IT costs and business value.
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Abstract. An internet of things-enabled continuous glucose monitor (IoT-CGM)
is a medical device designed for continuous monitoring of patients’ glucose levels
without the need for frequent fingerstick blood samples. This study aims to mea-
sure the adoption intention of individuals with type-1 diabetes in Saudi Arabia,
with a specific focus on identifying the critical factors influencing their inten-
tion to adopt IoT-CGMs. The surge in the number of type-1 diabetes patients in
Saudi Arabia demands prompt and effective measures. This medical condition is
becoming significantly more prevalent, with reports indicating that a quarter of
Saudi adults are expected to develop diabetes by 2030. This study employed both
quantitative and qualitative approaches to investigate the significance of practi-
cal, technological, and user behaviour factors in the intention to adopt internet
of things-enabled continuous glucose monitors (IAI-CGM) among patients with
type-1 diabetesmellitus (T1DM) in SaudiArabia. Quantitative datawere collected
from 873 T1DM patients in Saudi Arabia. Simultaneously, semi-structured inter-
views were conducted with 15 T1DM patients from King Khaled Najran Hospital
(KKNH) and the Najran region in Saudi Arabia. The framework predicts a signif-
icant impact of all factors on the adoption intention except for technology-related
self-efficacy (TRSE), allowing for the assessment of Saudi T1DM patients’ readi-
ness for IoT-CGM. Conversely, accuracy and accessibility emerge as the primary
driving themes, with accurate results significantly influencing individuals towards
adopting IoT-CGMs, as revealed in the qualitative results. The complexity of new
technologies and the lengthy process involved in acquiring the device hindered
the adoption of IoT-CGMs. However, the user-friendly interfaces of such devices
contributed to the adoption intention. Patients’ attitudes significantly influenced
the tendency to adopt the technology, although concerns about appearance were
also evident. The results of this study provide recommendations to enhance the
overall quality of the user experience with IoT-CGMs. It is recommended that
CGM makers explore ways to reduce the cost of these devices through mass pro-
duction, particularly for individuals residing in countries with lower standards of
living. Furthermore, the novelty of the framework may inspire the development
of comparable frameworks for wearable or attached health-monitoring devices
catering to patients with various medical conditions and in different geographical
locations.
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1 Introduction

Type 1 diabetes is on the rise, especially in developing countries and expected to increase
rapidly in coming years,with themajority of prevalent cases are seen in adults [21].Given
that diabetes is a life-long condition, it is very important for patient’s empowerment and
general quality of life to be able to achieve high degree of autonomy in self-care for
diabetes and its corresponding effects [6]. Patient empowerment, a concept, involves
actively involving patients in the diagnosis and monitoring of their health condition
within the healthcare process facilitated by the use of IoT healthcare systems [13]. The
realization of an IoT healthcare system not only holds the promise of enabling remote
treatment for patient monitoring and disease detection, representing a current trend [26]
but also signifies a transformative shift in healthcare dynamics.

The rising prevalence of diabetes in Saudi Arabia is attributed to Westernized food
and sedentary lifestyles. By 2030, it is expected that a quarter of Saudi adults will
develop diabetes, with over half of Saudis over the age of 30 having diabetes or being
at risk [2]. To address this, empowering patients to manage their blood glucose levels is
crucial [16]. However, patients often struggle to follow physicians’ advice on self-care
management, thus necessitating the use of complex technology. Innovative wearable
technology has led to the creation of wireless body area networks that can monitor
healthcare delivery, including diabetes self-management [37]. To standardize internet of
things (IoT)-enabled continuous glucose monitoring (CGM) devices in Saudi Arabian
primary care institutions, an in-depth analysis of the IoT within the healthcare system is
necessary.

This study aims to measure patients’ preparedness and willingness to use CGM
devices in Saudi primary diabetes care settings to promote patient autonomy. A literature
review was conducted to establish the extent to which intelligent technologies have
become incorporated within the Saudi healthcare system. The technology acceptance
model (TAM) was employed to measure patients’ autonomy and preparedness to adopt
IoT-CGMs, which was surveyed among people with T1DM. The study utilized a mixed-
methods approach, encompassing both quantitative and qualitative analysis of diabetic
patients in Saudi Arabia regarding their preparedness for autonomy.

Given the resource constraints and significant health management risks faced by
emerging nations, research in this field is crucial. Additionally, the study aims to fill a
gap in knowledge by examining Saudi Arabia’s efforts in digital transformation and its
readiness for the incorporation of the IoT into healthcare [4]. The results of this study
will contribute to an improved understanding of how advancing IoT-CGM adoption and
primary diabetes self-management in Saudi Arabia can help the country to achieve its
digital transformation goals [36] by 2030.

2 Theoretical Background

The theoretical background provides the role of CGM in type-1 diabetic patients in
primary care and addresses their concerns regarding the adoption of IoT-CGMs.
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2.1 Role of CGM in T1DM Primary Care

CGM is crucial in the management of T1DM in primary care. It enables patients to
respond to their readings and maintain safe levels of blood glucose, leading to improved
self-management of their diabetes [33]. CGMs provide continual feedback on blood
sugar levels, encouraging patients to take their prescribed medication as required, thus
improving glucose levels. However, poor drug compliance is a serious issue in Saudi
Arabia [27]; it is attributed mainly to inadequate education and urban lifestyles.

To improve technology tolerance among low-income and urban patients, the deploy-
ment of IoT-CGMs requires improvements to patients’ health literacy [31]. The provision
of instructions for self-management and follow-up by primary care institutions can help
to reduce patients’ blood glucose levels. Self-management increases patients’ health-
related autonomy, competence, and motivation, but if it is to be effective, patients must
be educated about their responsibilities in controlling T1DM. Encouraging patients’
autonomy facilitates doctors’ regulation of blood glucose levels. This implies that the
provision of health education to patients could improve their sense of responsibility for
controlling their own T1DM via personal empowerment [24]. The study concludes that
IoT-CGMs might improve patient autonomy, but their adoption is uncertain [41], and
issues affecting this adoption need to be addressed.

2.2 IoT-CGM: Adoption Concerns

The use of IoT-CGM devices has been demonstrated to provide a range of benefits
for diabetic patients, including improved management of long-term complications [32].
However, despite advancements in their dependability and accuracy, these devices have
not yet been widely adopted, with most diabetic patients still relying on the traditional
method of drawing a sample of blood from a fingertip to measure their blood sugar.
Various factors contribute to the slow uptake of IoT-CGMs, such as initial concerns
about the devices’ lack of accuracy [1], patients’ ignorance of the advantages they can
bring, and economic and sociopsychological barriers to their adoption.

Studies have shown that appropriate use of CGM devices, advice from medical
professionals, and prompt responses to CGM alarms can significantly reduce long-term
complications in diabetic patients [12, 28]. Gia et al. [18] provided evidence that proper
medical guidance can help to reduce the rate of long-term complications from 75% to
40%.

However, without a study using the TAM, it is difficult to determine the likelihood
that patients nationwide will adhere to medical recommendations and sustain benefits
from themanagement of long-term complications. Furthermore,wearable smart gadgets,
including IoT-CGMs, are still at an emergent stage, and work is needed to persuade
developing nations to adopt them.

According to Rodbard [34], only 8% to 17% of T1DM patients are using CGM
devices. However, researchers [30] have provided evidence that the IoT healthcare sector
is expected to become a 2 trillion US dollar industry by 2025. Despite this ambitious
prediction, the adoption rate remains very low.

Another study, conducted by Ayanlande et al. [8], elaborated that the acceptability of
CGMdevices is also determined by patients’ socio-psychological characteristics, and by
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the affordability of these devices, both for patients and for the healthcare system of the
region in which they reside. Meanwhile, another study indicated that the availability of
such devices depends on the scope of the service to fulfil minimum requirements [15].
Furthermore, Gray and Gilbert [20] discussed the development of health information
technology (HIT)-enabled patient care that empowers patients and provides them with
the capability to engage in self-management, with the ultimate goal of ensuring that
health matters such as diabetes care are not poorly managed.

While Saudi Arabia is a prosperous nation, it has an unequal distribution of incomes,
and has only recently started using IoT-CGMs. It has a diverse patient population, includ-
ing those who have already adopted IoT-CGMs, those who are aware of them but are
reluctant to use them, and those who have not yet heard of them. Therefore, research on
the adoption of IoT-CGMs in Saudi Arabia includes a range of complex factors.

To assess the slow uptake of IoT-CGMs in Saudi Arabia, the present study proposes
a new paradigm for adoption with its theoretical foundations in the TAM. The TAM
considers a range of factors, including economic, sociopsychological, and healthcare
infrastructure determinants of acceptance, accessibility, affordability, and satisfaction
across the breadth of the service [29]. However, there is a dearth of knowledge on the
usage of healthcare technology designed specifically for T1DM, which is a health issue
that must be handled very carefully.

Increasing the use of IoT-CGMs in Saudi Arabia and other nations is a significant
issue, and the first stage in achieving the criteria set for improving healthcare quality in
Saudi Arabia is to understand the viability of such adoption. The literature on CGMs
for diabetes using the IoT is extensive, but most of the studies conducted to date have
focused on the benefits and effectiveness of self-management and on identifying the
variables that influence the slow uptake of medical technology.

Therefore, the initial stages of such research involve determining the adoption char-
acteristics of T1DM patients and providing an adoption framework that is specific to
these patients. Wearable smart devices offer the most appropriate solutions, but patients
are not required to use them, and health factors and technological adoption scales are
not always considered. Thus, it is crucial to develop a framework for IoT-CGM adoption
that is tailored to T1DM patients. The structure proposed in the present study provides
the theoretical underpinnings for this framework and a clear overview of the nation’s
present adaptability.

2.2.1 Introduction of the Framework

The authors proposed the Intention to Adopt IoT-enabled Continuous Glucose Monitors
(IAI-CGM) framework in [4]. Based on this framework, the present study seeks to
identify the factors that influence adoption in order to analyse the preparedness and
willingness of primary patients with T1DM, particularly in Saudi Arabia, to use IoT-
CGM technology.

2.2.2 Predictive Capabilities and Constituting Factors

The framework (see Fig. 1) has strong predictive capabilities for assessing the adoption
of IoT-CGM to monitor blood glucose levels. The factors that constitute the proposed
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framework, as designed by Borges and Kubiak [10], include perceived reliability (PR),
perceived usefulness (PU), ease of use (EU), information overload (IO), technology-
related self-efficacy (TRSE), attitude (AT), intention to use (IT), and visibility of body
change (VBC).

The theoretical framework is based on the TAM and is categorized into three main
factors: practical factors, technological factors, and user behaviour factors. This frame-
work is used to investigate the spread of cutting-edge technologies with the aim of
enhancing patients’ adoption of IoT-CGMs. This represents a significant step towards
patients’ self-empowerment through the widespread adoption of IoT-CGMs.

Fig. 1. The proposed IAI-CGM Framework [4]

3 Research Methodology

This study aims to investigate the factors that influence the adoption of IoT-CGMdevices
by T1DM patients in Saudi Arabia. The study used a mixed-methods approach to collect
quantitative and qualitative data from participants. In the quantitative part, Qualtrics was
used for survey creation and administration, while Microsoft OneDrive was utilized for
data storage. In addition, IBM SPSS was used for data analysis. The survey questions
were grounded in the theoretical framework of the study, which identified usability,
technology, and user behaviour as the primary drivers of adoption intention. The study
sample size was calculated based on a confidence level of 95% and a confidence interval
of 5%; the total population is 11,662 of T1DM, and based on the statistics provided by
[16], at least 372 responses were required. Therefore, an accurate total sample of 873
was collected from the T1DM patients from King Khalid Hospital Saudi Arabia and the
Najran region.
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There are three categories of human factors that influence patients’ decision to
embrace IoT-CGM devices: those that are purely theoretical, those that pertain to tech-
nology, and those that pertain to user behaviour. Perceived reliability, perceived utility,
and simplicity of use are three of themetrics used to assess the practical factors of a prod-
uct’s performance. The technological factors are measured by the innovation orientation
and the technology-related self-efficacy measures, while the user behaviour factors are
measured by the attitude, the intention to use, and the visibility of body change factors.

The survey questionnaire was developed based on the findings of a previous study
[10]. The theoretical framework of this study provides the foundation for the survey.
The survey consists of questions that allow for assigning values to each variable. This
is done using a 5-point Likert scale system, where 1 indicates “strongly disagree”, and
5 indicates “strongly agree”.

A qualitative approach was employed to explore significant factors for the adoption
of IoT-CGMs for T1DM in Saudi Arabia [25]. The study used semi-structured interviews
with 12 open-ended questions, validated by field experts, to analyse the influence of IAI-
CGM factors in adoption intention. In the qualitative part, semi-structured interviews
were conducted with T1DM patients from King Khaled Najran Hospital (KKNH) and
the Najran region in Saudi Arabia [35]. The interview questions were developed using
Qualtrics. For transcription purposes, the interviews were recorded online and stored in
full compliance with the University of Sussex research data management and protection
regulations.

In total, 15 interviews were conducted and recorded for transcription purposes. All
participants were assigned unique identity codes (P1–P15). After transcription, key-
words from each interview were identified to design themes through thematic analysis
[3]. The interview questions were based on the theoretical framework of the study to
explore the significance of practical, technological, and user behaviour factors that influ-
ence IAI-CGM adoption intention. Moreover, to ensure their confidence and trust, no
personal information was collected from any T1DM patients. The interview questions
were designed based on the findings of [5].

The study took ethical measures to protect the interests of all those involved, mak-
ing sure participants knew that taking the survey was completely optional and that they
could stop at any time without consequences or explanations. Participants were also
made aware that their data would not be sold or otherwise distributed to outside parties
and were assured of complete privacy. The study did not seek individual information
in the questionnaires, and participants were instructed not to provide any identifying
information in the survey. In the case of a participant’s comment warranting a quota-
tion, a unique numeric identity would be issued instead. Data collection methods and
research instrumentswere approved by theUniversity of Sussex Science and Technology
Research Ethics Committee (ER/HA432/2) and by the Institutional Review Board (IRB)
in Saudi Arabia, the Ministry of Health, and King Khaled Najran Hospital (KKNH) by
assigning IRB registration number with KACST, KSA: H-11-N-081; IRB Log Number
2022-01E.
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4 Results

In a quantitative part of study, selecting an appropriate sample size is critical to ensure
reliable and transferable results while eliminating bias. The sampling strategy employed
in this study followed scientific principles and focused on patients with type 1 diabetes
at King Khaled Najran Hospital and the Najran region in Saudi Arabia. The survey
was administered online using Qualtrics, with data immediately entered into a database.
Outliers are exceptional data points that fall outside of the norm and can result from
typos, the poor wording of questionnaires, or data input errors. Univariate outliers stand
out in only one way, while multivariate outliers have multiple scores that deviate from
the norm [17]. The frequency distribution test and other normality tests can help detect
outliers [11]. The research variables in this study had z-scores of less than 3.29 and
a standard deviation range of 0.708 to 1.302, indicating no extreme values among the
outliers.

In the qualitative part, thematic analysis was performed in which themes were iden-
tified based on factors that affected the patients’ intentions to adopt IoT-enabled CGM
devices. This study was approved by the University of Sussex Science and Technology
Research Ethics Committee (ER/HA432 /1).

4.1 Data Analysis and Confirmatory Factor Analysis (CFA)

Confirming the theoretical structure of variables is a crucial part of CFA analysis. It
involves conducting one-dimensionality, reliability, and divergent and convergent valid-
ity tests. Researchers can determine whether to adopt a theory based on these results. To
establish relationships in SEM, researchers should perform CFA on all latent variables,
with a minimum latent concept loading of 0.60 for the assessment items measured by
one-dimensionality [7]. CFA findings are founded on nine different latent constructs.
A few examples of these constructs are technology-related self-efficacy (TRSE), infor-
mation overload (IO), perceived reliability (PR), perceived usefulness (PU), ease of use
(EU), attitude (AT), intention to use (IT), visibility of body change (VBC), and adoption
intention (AI).

Table 1. Reliability and Construct Validity

Constructs Cronbach (above 0.7) CR AVE MSV

TRSE .756 0.763 0.521 0.274

IO .772 0.776 0.537 0.383

PR .842 0.844 0.643 0.127

PU .821 0.848 0.652 0.475

EU .821 0.835 0.629 0.241

AT .773 0.785 0.553 0.441

(continued)
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Table 1. (continued)

Constructs Cronbach (above 0.7) CR AVE MSV

IT .786 0.790 0.557 0.475

VBC .856 .0.868 0.623 0.397

4.2 Measures of the Model Validity

To ensure construct validity and composite reliability, Cronbach’s alpha and composite
reliability (C.R.) values were used before hypothesis testing. The present study used
Cronbach’s alpha with a cut-off value of 0.70, and another study suggests cut-off values
of 0.60 for C.R. and 0.70 for Cronbach’s alpha [19]. The reliability scores in Table 1 are
greater than 0.70. Both Cronbach’s alpha and C.R. were used to examine internal con-
sistency, showing the convergent and discriminant validity and reliability of the findings
and comparing them with the cut-off-points [22]. The results indicate that all variables
are free frommeasurement error. Assessment for consistency refers to measurements on
the same point on two different scales, assuming that an instrument can assess a similar
context over time. Cronbach’s alpha is considered the initial step to ensure reliability.
The present study used Cronbach’s alpha and C.R. to test instrument reliability. The
study also used average variance extracted (AVE) to identify any variation in the latent
variables caused by random measurement errors, with a cut-off value of 0.50 or greater.
AVE values were between 0.537 and 0.644. Discriminant validity was achieved through
the maximum shared squared variance (MSV), the Fornell-Larcker test, and the average
shared squared variance (ASV), with AVE for each construct higher thanMSV [23]. The
CFA assessment of the model showed that both the convergent and discriminant validity
met the fitness criteria.

Table 2. Descriptive Analysis and Factors Loadings for Items

Measure Chi-square
(CMIN)/Degrees
of freedom (D.F.)

Comparative
fit index (CFI)

Standardized
root mean
square
residual
(SRMR)

Root mean
square error of
approximation
(RMSEA)

Normed
Fit index
(NFI)

Estimate 4.380 0.913 0.054 0.062 0.901

Threshold Between 1 and 5 >0.90 <0.08 <0.08 >0.90

Interpretation Good fit Good fit Good fit Good fit Good fit

4.3 Model Good FitS

The study involved 873 participants, and the observed results for the fitness of the model
indicated that all observed statistical values were under the cut-off threshold as given
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(CMIN/DF = 4.380, CFI = 0.913, SRMR = 0.054, RMSEA = 0.062, NFI = 0.901).
Therefore, no issue was observed regarding the good fit of the model. The results are
shown in Table 2.

4.4 Discriminant Validity

Table 3 illustrates that there were no problems regarding discriminant validity, as the
square roots of theAVEs’ “diagonal line” showedvalues greater than the values below the
diagonal, as demonstrated below. The findings suggest that the CFA model’s evaluation
was valid with respect to both convergent and discriminant validity criteria.

Table 3. Discriminant Validity

TRSE IO PR PU EU AT IT VBC AI

TRSE 0.722

IO −0.249 0.733

PR −0.066 0.356 0.802

PU 0.523 −0.294 −0.034 0.807

EU 0.270 −0.400 −0.230 0.375 0.793

AT 0.430 −0.274 0.023 0.664 0.377 0.744

IT 0.429 −0.431 −0.062 0.689 0.458 0.617 0.747

VBC −0.350 0.619 0.313 −0.494 −0.491 −0.428 −0.610 0.789

AI 0.421 −0.584 0.059 0.713 0.484 0.669 0.725 −0.630 0.725

4.5 Structural Equation Model

In order to test the hypotheses designed for quantitative analysis, structural equation
modelling (SEM) was used to investigate the interrelationship between the latent and
observed variables via the software AMOS version 28. The SEM approach is widely
used in various research fields, such as psychology, behaviour studies, and education
in order to perform hypothesis testing. Meanwhile, CFA was conducted to ensure the
accuracy and assess the validity of the collected data. The SEM includes both structural
andmeasurementmodels. Therefore, theAVE score in the convergent validity test should
be greater than 0.5, indicating a good model fit [22].

All factors caused a significant change in the dependent factors except hypothesis 5,
where TRSE does not have a significant effect on the intention to adopt IoT-CGM. The
present study discusses critical factors related to the intention to adopt IoT-CGM.

The results clearly indicate significant differences from previous findings, which
may be attributable to regional or cultural differences in the corporate climate or at the
individual level. After obtaining empirical evidence from the quantitative part based on
SEM, it was observed in Table 4 that perceived reliability (PR) has a significant positive
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influence on the intention to adopt IoT-CGM (β = 0.154 along with p-value < 0.001).
Similarly, perceived usefulness (PU) has a significant positive influence on the intention
to adopt IoT-CGM (β = 0.251 along with p-value < 0.001). Next, it was observed that
ease of use (EU) has a significant positive influence on the intention to adopt IoT-CGM
(β = 0.077 along with p-value < 0.001). Similarly, information overload (IO) has a
significant negative influence on the intention to adopt IoT-CGM (β = −0.128, along
with p < 0.001). On the one hand, technology-related self-efficacy (TRSE) does not
have a significant influence on the intention to adopt IoT-CGM (β =−0.017 along with
p-value > 0.05). Furthermore, attitude (AT) positively influences adoption intention
(AI), β value = .194 along with p < 0.05). Next, the results show that intention to use
(IT) positively influences the intention to adopt IoT-CGM, with β value = 0.171 along
with p < 0.05). Results further indicate that visibility of body change (VBC) has a
significant negative impact on intention to adopt IoT-CGM along with β = −0.153 and
p-value < 0.05. Based on overall results, it is observed that all independent variables
cause a significant change in intention to adopt IoT-CGM except TRSE, as it did not
cause a significant change in the intention to adopt IoT-CGM. One reason could be the
mistrust that makes people reject IoT-CGMs. So, the intention to not use an IoT-CGM
is correlated with a lack of knowledge, little desire to learn, and doubt related to the
technology or its adoption.

Table 4. Regression Weights for Path Coefficients and its Significance

Structural Relation Regression
Weight

Standard
Error (S.E.)

Critical
ratio
(C.R.)

P-value Results

AI <--- TRSE −0.017 0.035 −0.484 > 0.629 Rejected

AI <--- IO −0.128 0.032 −3.986 <.001*** Supported

AI <--- PR 0.154 0.024 6.433 <.001*** Supported

AI <--- PU 0.251 0.050 5.045 <.001*** Supported

AI <--- EU 0.077 0.028 2.737 <0.006** Supported

AI <--- AT 0.194 0.049 3.929 <.001*** Supported

AI <--- VBC −0.153 0.036 −4.209 <.001*** Supported

AI <--- IT 0.171 0.058 2.928 <0.003** Supported

4.6 Descriptive Statistics

The descriptive results in Table 5 show that in the survey, there were 440 males (50.4%),
and 433 females (49.6%). Furthermore, 36.7% of participants were in the age group of
18–25, 37.1% were in the age group of 26–35, 22.0% of participants were in the age
group of 36 to 45 and only 3.9% of participants were in the age group of 46 to 60 and only
3 participants (0.30%) were older than 60. The majority, 43.5%, were reported to have
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a bachelor’s degree, 29.1% had a secondary school education, and Ph.D. degree holders
only accounted for 0.5%. Furthermore, only 2.1% had only completed primary school,
while 18.3% had diplomas, 2.7% had master’s degrees, and 3.8% had only completed
elementary school education.

Table 5. Sample Characteristics (N = 873)

Frequency Percentage Frequency Percentage

Gender Male 440 50.4% Education
Level

Primary
School

18 2.1%

Female 433 49.6% Elementary
School

33 3.8%

Age 18–25 320 36.7% Secondary
school or
less

254 29.1%

26–35 324 37.1% Diploma 160 18.3%

36–45 192 22.0% Bachelor’s
degree

380 43.5%

46–60 34 3.9% Master’s
degree

24 2.7%

60 + 3 0.3% Doctoral
degree

4 0.5%

4.7 Thematic Analysis

In the thematic analysis part, all the themes driven from interviews are grouped into
three types as shown in Fig. 2 namely practical factors, technological factors, and user
behaviour factors. The themes used to measure the practical factors were perceived
reliability (PR), perceived usefulness (PU), and ease of use (EU). The themes used to
measure technological factors were information overload (IO) and technology-related
self-efficacy (TRSE), and those used to measure user behaviour factors were attitude
(AT), intention to use (IT), and visibility of body change (VBC).

Theme 1. Perceived Reliability
Based on the outcomes of this survey, (PR) has a strong link with the adoption of
IoT-CGM and can hinder or delay the adoption process. As one of the participants
mentioned:

“I think that it’s concerning, as so many people are already dependent on technology.
It brings up concerns of ‘how far will it go?’ as most people feel that they cannot even go
for a walk without some device on them, including myself. If technology becomes more
involved, although, it does make life easier and makes things less time-consuming, so
that is positive.” [P7]
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The accuracy of the devices is essential for their use as treatment aids. It is essential
to provide patients with a system that they can rely on when managing a chronic illness.
Another participant said:

“Smart tech devices help you have better blood glucose control. This, in turn, helps
users have better A1cs and overall health. Type 1 diabetes is a life-long disease, so for
many, it is a tool to live a healthier and possibly longer life.” [P5]

As a result, users of such devices are free to concentrate on other matters without
being preoccupied with their blood sugar levels at all times. Thus, it appears that per-
ceived reliability (PR) positively influences adoption intention towards IoT-CGM for
T1DM patients in Saudi Arabia.

Theme 2. Perceived Usefulness
Results suggest that perceived usefulness (PU) has a strong impact on the intention to
adopt IoT-CGM. The more benefits patients expect to enjoy from using this technology,
the more inclined they will be to use a CGM. As one participant mentioned:

“My opinion is that it can be a good thing – as mentioned before, it can make
monitoring health a lot easier and make other daily tasks quicker to carry out.” [P5]

Patients prefer technologies that are easy to use and hassle free, providing
quick and accurate readings. Another participant mentioned that IoT-CGM can bring
“Convenience – not having to stop and check blood sugars during work, exercising, or
sleeping” [P4]

With the help of technology, patients, particularly those who have diabetes, can
make an effort to lead a normal life (to some extent). One participant mentioned that
“such devices could make a huge difference, as insulin pumps and CGMs have been
revolutionized in the past 10 years, as technology has become smarter and more flexible,
with better results and less stress while managing a patient’s health condition.” [P7]

These findings clearly show the positive influence of (PU) on adoption intentions
towards IoT-CGM for T1DM patients in Saudi Arabia.

Theme 3. Ease of Use
The outcomes within this theme (EU) show that some participants feel that the devices
should be simple to use and have flawless information-sharing capabilities, because even
a momentary loss of packets could be life-threatening. Accordingly, one participant said
that such devices should be:

“Smaller, cheaper, and more accessible, without requiring much expertise, and
possibly more accurate, with information that is easily sharable.” [P3]

Some respondents cited the complexity of new technologies as a potential barrier to
their widespread usage. For example, one participant emphasised that:

“…it must be taken into account that such technologies must also be barrier-free for
people with visual impairments, for example.” [P10]

Users are able to monitor their blood sugar levels and get a clear picture of where
they are, where they have been, and where they are going. On participant mentioned that
this had made:

“A huge difference. Insulin pumps and CGMs have been revolutionized in the past
10 years, as technology has become smarter and more flexible, with better results, as
well as reducing stress while managing a patient’s health condition.” [P1]
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Patients receive valuable information from these devices without experiencing any
discomfort, and they are simple to operate once the proper procedures have been learned.
These findings clearly show the positive influence of (EU) on adoption intention IoT-
CGM for T1DM patients in Saudi Arabia.

Theme 4. Information Overload
The abundance of data may seem overwhelming to the general public. A large quantity
of information can be helpful, but it can also be difficult to process. As mentioned by
one respondent:

“For some people, the information can be overwhelming and contribute to anxiety.”
[P11]

The information is useful when analysed by expert health professionals. However,
one participant mentioned that:

“It’s sometimes overwhelming, and some of the information is not useful. Expertise
is needed to evaluate the data. Otherwise, it might cause patients to worry when we
don’t need to.” [P3]

Many of the participants expressed the opinion that the additional information that
is generated by such devices is not helpful to them in any way, as they are not specialists
in the field. One participant said:

“It is overwhelming and does not give people the opportunity to ever turn
completely off.” [P4]

Therefore, (IO) has a negative influence on adoption intention towards IoT-CGM
for T1DM patients in Saudi Arabia.

Theme 5. Technology-Related Self-efficacy
The interfaces of the various devices have their own unique appearance; while they are
easy to use, mastering them takes some practice. Therefore, one participant said that:

“The difficult part could be learning how the device works and how to apply it.”
[P13]

People who used the CGMs admitted that they had experienced difficulties when
they first started using them. One participant said:

“I do trust the device, but I am still being vigilant to check my glucose levels by
taking a blood reading if needed.” [P10]

It can be hard to rely fully on technology due to the lack of trust. Confidence in using
systems, fears of privacy invasion, device and software complexity, cost, and the feeling
of being left out if using a different system than one’s peers are all factors that impede
the development of a person’s ability to learn how to use technological devices. Another
participant cited several difficulties:

“Accessibility, as it’s expensive, the devices are not the latest ones available in
the market, and patients are not involved in the decision-making process taken by the
healthcare system.” [P6]

Even though the devices come with all of the features required to provide accu-
rate results, the adoption of CGMs is still hindered by a lack of technical know-how,
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proper education and training, and trust in the new technology. The following comment
illustrates this:

“If I had been given proper education and training with these devices, I’m sure it
would be easier for me to use them.” [P3].

These are among the main reasons why technology related self-efficacy (TRSE) had
no significant impact on adoption intention towards IoT-CGM among T1DM patients in
Saudi Arabia.

Theme 6. Attitude
A positive attitude (AT) will increase patients’ adoption of IoT-CGM. Some participants
believed that theyhadbecome inherently dependent on theCGM,and if itwas unavailable
for any reason, they struggled to adjust. As one participant said:

“Technology has incredible capabilities to improve the quality of life for many people
with type 1 diabetes.” [P15]

CGMis vastly superior to the oldmethod,which required patient to prick their fingers
multiple times a day, and provides users with more up-to-date information. Another
participant said:

“I think the usage of technology in health and lifestyle can be really beneficial for
people, especially because technology is so widely used these days.” [P9]

Manyof the participants expressed the opinion that the new technology is a significant
improvement over the painful method that was previously used to check their health
condition, enabling them to monitor their blood sugar levels during different activities.
As one participant mentioned:

“I think it’s helpful to be able to see blood sugar numbers around-the-clock: during
exercise, sleep, and other activities.” [P12]

The use of CGMs is an essential component of diabetes management in T1DM
patients. The patients in the present study reported that the information and security
provided by these devices’ around-the-clock monitoring have been of great assistance
to them. One participant said:

“Having integrated technology as part of the management of chronic health condi-
tions such as type 1 diabetes is incredible. It gives security, as the technology is reliable,
so you can depend on it and go through the day knowing you’ll be alerted if there is an
issue. It also relieves a lot of the mental pressure to manually measure blood sugars, for
example.” [P14]

The implementation of an IoT-CGM can thus have a positive impact on patients’
lives. It is beneficial for them to receive continuous notifications about their condition
because it reduces the stress associated with their health. Therefore, one participant said:

“My opinion on the usage of technology in regard to health and lifestyle is that it is a
very positive thing! With advances in technology, the quality of life for people suffering
from physical illness has definitely improved.” [P8]

Thus, it appears that there is a clear positive association between (AT) and adoption
intention towards IoT-CGM for T1DM patients in Saudi Arabia.

Theme 7. Intention to Use
Patients appreciated the fact that they no longer needed to draw blood to test their blood
glucose levels. They perceived benefits in being able to view their blood glucose history
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in real time and to react more quickly and effectively to changes in levels. The simple
fact that they could control their diabetes however they pleased was a significant step
forward for them. One participant said:

“What motivated me to use a smart device to monitor my glucose levels was quite
simple – not having to prick my fingers anymore.” [P8]

The ability to share data and trends with loved ones and medical professionals,
allowing patients’ insulin doses to be managed or discussed openly and at any time,
will attract a large number of users to develop positive intentions to adopt IoT-CGM. As
mentioned by one participant:

“I would expect it to help to identify and record my blood sugar levels and appreciate
that it is quick and convenient.” [P4]

Patients are better able tomonitor their own internal functions and control their blood
sugar levels when they experience fluctuations. The ability to share patient data in real
timewithmedical professionals is a game-changer because it enables these professionals
to guide patients through the next steps in their treatment.

A number of individuals expressed their happiness at not being required to prick their
fingers in order to check their blood sugar levels, and their responses provide evidence
of positive intentions to use IoT-CGM.

Theme 8. Visibility of Body Change
Apart from participants’ attitudes towards and intention to adopt CGMs, another
behaviour aspect remains. The size of the device was a primary cause for concern,
as it has the potential to become caught on various objects while walking, which would
result in it being removed too soon, depending on where it needed to be placed on the
body. One participant also expressed concern that the device would be an irritant:

“One of the biggest problems I have experienced is that my body will start to “attack”
my sensors as a foreign object – the same way it would with any foreign body such as a
splinter.” [P2]

The participants displayed these opinions when they had invested significant time
in managing their diabetes and lacked concern for appearance. In the words of one
participant:

“I think the concern would probably be malfunction, and maybe the inconvenience
of having something stuck to me all of the time.” [P9]

Whenever foreign objects are placed inside the body, there is a risk that components
will become detached, causing illness or injury. Moreover, there is always a risk of
infection or blood loss during the process. Sometimes problems can arise as a result of
device placement that is inconvenient and unpleasant. Thus, visibility of body change
(VBC) had a negative impact on intention to adopt IoT-CGM among T1DM patients in
Saudi Arabia.

The thematic analysis diagram gives details of the connectivity and flow of themes
under each factor, i.e., practical factors, technological factors and user behaviour factors.
This diagram clearly demonstrates that all the factors are equal in the qualitative results
as was observed in quantitative findings previously.
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Fig. 2. Thematic Analysis Diagram

5 Discussion

5.1 Intention to Adopt IoT-CGM

The study provided an updated framework based on the empirical findings on the use
of IoT-CGMs, which empowers type 1 diabetics as seen in the results from Table 4.
The approach illustrated how several factors affect patients’ inclinations to use internet-
enabled continuous glucose monitoring. The dimensions of human factors that affect the
patients’ intentions to adopt IoT-CGM devices are grouped into three factors.

Practical Factors: This is the first set of factors that influence the adoption of IoT-
CGMs.

The study found that perceived reliability (PR) was a significant factor that affected
the adoption of IoT-CGMs [42]. Similarly, empirical results from the present study show
that PR has a significant positive influence on intention to adopt IoT-CGM along with
β = 0.154 and a p-value < 0.001. Therefore, there are 0.154 units of positive change in
IAI-CGM when PR changes by 1 unit. Another study revealed that customers’ feelings
regarding new technology were positively correlated with their faith in the gadget’s
accuracy [40]. Trust was found to be the most crucial attribute while communicating
with doctors.

The perceived usefulness (PU) of IoT-CGMs improves behaviour intention. User
satisfaction with CGMs may be affected by various aspects, including the availability of
trend and graph glucose readings and the ability of CGMs to compensate automatically
for glucose level swings in real-time [38]. The present study also observed that PU is a
significant factor that positively influences intention to adopt IoT-CGM with β = 0.251
and a p < 0.001. Furthermore, it shows 0.251 units change in IAI-CGM due to PU.

Ease of use (EU) is an essential practical factor when adopting a product. Further-
more, the simplicity of use is a critical factor that influences early computer adopters’
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behaviour intentions [38]. Similarly, the present study also observes EU has a significant
positive influence on IoT-CGM with β = 0.077 and a p < 0.001. However, there is a
positive influence of EU on IAI-CGM.

Technological Factors: This is the second set of factors that affect the adoption of
IoT-CGM.

Information overload (IO) is one of the critical technological factors. Tansey et al.
[38] suggested that an excessive number of features in CGMs can lead to informa-
tion overload for users. Although real-time glucose readings in IoT-CGMs may be an
attractive feature, a constant influx of information can also be burdensome for users,
potentially resulting in a negative response to the technology. Similarly, it was observed
in the empirical results that IO has a significant negative influence on intention to adopt
IoT-CGM with β = −0.128 and p < 0.001. However, the presence of an overload fea-
ture in IAI-CGM can have a negative impact on user adoption, as users may become
overwhelmed by the excess information provided.

Technology-related self-efficacy (TRSE) [4] is characterized as type 1 diabetes
patients’ perception of their capability to utilize IoT-CGMs and their ability to trust
new technology. Apart from expectations and the ability to trust, there could also be the
issue of technology and the lack of knowledge and know-how to use the technology,
whichmight be the reason for the low adoption rate causing the insignificant relationship
of TRSE with the intention to adopt [9] Similarly, results show that TRSE does not have
a significant influence on the intention to adopt IoT-CGM β = −0.017 and p > 0.05.

User Behaviour Factors: This is the third set of factors that affect the adoption of
IoT-CGM.

Users’ views on technology are measured in this factor. Technology perception is
also reflected in consumers’ mental processes, which shows intention to use (IT) [14].
Empirical results also show that IT positively influences IAI-CGM, with β = .171 and p
< 0.05. Patients’ perspectives of how others view them also influence their technology
choices. The patients’ scheduled activities were based on their attitudes and personal
values [39]. A person’s behaviour intention also depends on how much they value their
own attitudes and the societal norms around them. Similarly, the empirical results show
that attitude (AT) positively influences adoption intention (AI), β value = .194 and p <
0.05. Furthermore, visibility of body change (VBC) is found to have a negative influence
on AI, β value = −.153 with p < 0.05.

The qualitative findings showed that the main driving factors in terms of practicality
were accuracy and accessibility. Providing instant, accurate resultswill significantly push
people towards using IoT-CGMs. The ability to share information from such devices
is also viewed as significant. Both the complexity of new technologies and the long
process involved in their acquisition hinder the adoption of IoT-CGMs. In terms of
technological factors, the results show that the provision of extensive information is
valuable for users, but that too much information is overwhelming. Furthermore, the
user-friendly interface of such devices contributes to their adoption. The results show
that, with regard to user behaviour factors, patients’ attitude significantly affects the
tendency to adopt the technology. There are, however, concerns regarding invasion of
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privacy. A positive attitude seems to contribute significantly towards the adoption of IoT-
CGMs. Furthermore, patients are conscious about their appearance, which is negatively
related to the adoption of IoT-CGMs.

The updated framework (IAI-CGM) that is presented below in Fig. 3 can be used
to determine the adoption intention of IoT-CGMs and has been termed the Intention to
Adopt IoT-enabled CGM (IAI-CGM) framework. This framework has been proposed
to determine the adoption intention based on the practical factors of using IoT-CGMs,
the technological factors of using IoT-CGMs, and factors regarding user behaviour. PR,
PU, and EU are all practical factors that increase the adoption intention among users. IO
and TRSE are technological factors; IO decreases adoption intention, and TRSE has an
insignificant effect on adoption intention. User behaviour factors are AT, IT, and VBC.
AT and IT factors increase adoption intention, while VBC decreases adoption intention.

The present study discusses critical factors related to the intention to adopt IoT-
CGMs. Some differences in the empirical findings may be attributable to regional or
cultural perspectives while there may be cultural and individual differences that need to
be addressed before adopting the IAI-CGM framework.

Fig. 3. The Updated IAI-CGM Framework

5.2 Implications

This studymakes a significant contribution to our understanding of the topic by providing
a novel theoretical framework (IAI-CGM) for analysing the aspects that affect Saudi
consumers’ decision to adopt IoT-CGMs. A framework to evaluate adoption intention
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was developed through the application of qualitative and quantitative research methods.
Practical factors, technological factors, and user behaviour factors are the three key
components included in the framework. This offers a novel theoretical perspective on
the reasons for and the means by which CGMs are being embraced. Each of the criteria
in the framework evaluates the pervasiveness of the usage of IoT-CGMs.

This information may advise all parties involved on how to improve the overall
quality of the user experience. It is recommended that the device manufacturers try to
make such devices cheaper for those living in countries with a lower standard of living.

The study was conducted on Saudi Arabian citizens with type 1 diabetes, and the
findings revealed new avenues for future research. The study recommends that future
research focus on specific areas, such as software development models and process
structure models, to better understand the factors that contribute to acceptance and the
hurdles that must be overcome. This research emphasizes the importance of addressing
adoption challenges to improve healthcare delivery. Furthermore, it is recommended that
comparative study be conducted, preferablywith a larger number of T1DMpatients from
different regions with diverse socio-economic status, to investigate what are the most
important socio-economic factors in the IAI-CGM framework based on comparative
study results to come up with different solutions after considering cultural and socio-
economic diversity.

6 Conclusion

In this study, we constructed the updated IAI-CGM framework to identify the critical
factors that influence the adoption of IoT-CGM. We present the theoretical background
by way of a literature review that outlines previous empirical findings related to type
1 diabetic patients using IoT-CGM from King Khalid hospital Saudi Arabia and the
Najran region. Then, our updated IAI-CGM framework is based on investigating three
main categories of factors, namely, practical factors, technological factors, and user
behaviour factors.

This study analysed the factors affecting the adoption of IoT-CGMs among Saudi
users. The authors used an integrated research methodology that incorporated the TAM
and other factors to examine the perceived reliability and utility of the monitors, as well
as technological factors and user behaviour factors (see Fig. 3). The study found that an
individual’s perceived reliability and ease of use of continuous glucose monitoring and
its utility were the most important factors affecting adoption. People are more likely to
embrace the use of a CGM themore benefits they derive from employing this technology
in their daily lives [40]. Additionally, technology related self-efficacy came out insignifi-
cant with the fact that citizens of Saudi Arabia have developed a mistrust for the medical
services provided by their government is one probable cause. Physical changes in the
body negatively impacted adoption, and technology-related self-efficacy did not affect
adoption intention. Next, it is observed that overwhelmed brains are unable to make
sound judgments and forget things, both of which have negative effects on daily life.
The mental health of humans may be negatively impacted by an excess of information
with IoT devices [38].

The study also revealed that Saudi Arabians were sceptical of government hospitals
and their ability to train them in wearable technologies. The number of persons who
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responded to the survey were Saudis as all data was collected from Saudis only. It is
important to conduct further empirical studies in other regions to come up with cultural
disparities to updated or validate the proposed IAI-CGM framework. This study provides
valuable insights into the adoption of IoT-CGM and can aid in future research in this
area. In conclusion, future research may focus on a specific aspect of IAI-CGM, such as
IoT-CGM software development models and process structure models. This approach
will help to identify crucial factors contributing to acceptance that can be generalized.
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Abstract. During theCOVID-19 pandemic, SouthAfrican organisations required
their employees to work from home, which caused technostress. The stress while
working from home was believed to be partly influenced by feelings of COVID-
19-related anxiety. Since the hybrid model was adopted in some South African
organisations, it was possible that therewere newand different experiences of tech-
nostresswithin the hybridworkplaces. The purpose of this studywas to understand
how employee technostress experiences changed during the adoption of hybrid
work models in South African organisations. Furthermore, the research intends
to explain the underlying causes of these new experiences and how employees
were coping with these new instances of technostress. A qualitative study was
conducted under respondents working under a hybrid model and who use ICTs
for work purposes. The findings reveal several hybrid working specific causes
of technostress, including instances of stressful workstation setups, office disrup-
tions and power outage issues as a result of loadshedding (rolling power blackouts).
Loadshedding related stress appears to be a specific South African issue. To deal
with technostress, employees adopted reactive and proactive coping behaviours
driven by problem-focused and emotion-focused coping strategies respectively.
This paper contributes by highlighting the stressors and coping mechanisms used
in the relatively under-researched hybrid working scenario. The study was limited
with regard to its sample size, representation and time frame. Future research is
suggested to compare the different modes of working over a longer time period
and within a larger diversity of organisations, including SMEs.

Keywords: Technostress · Hybrid Workplaces · South African Organisations

1 Introduction

The adoption and use of Information and Communications Technology (ICTs) in organ-
isations have created space for increased productivity, efficiency, and effectiveness [20].
It was found that integrating ICTs with work-related tasks increases remote access to
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these tasks, while improving employee job performance and satisfaction [40]. Business
processes and organisational decisionmaking have also been improved by the integration
of ICTs [20].

However, the relationship between the user/employee and ICTs needs to healthily
coexist with one another for ICTs to fully integrate into organisational settings. This
isn’t always the case since the phenomenon technostress emerged as a by-product of
an unhealthy relationship between the ICT user and the ICT [32]. Technostress, in an
organisational environment, is defined as the stress that ICT users/employees experi-
ence when engaging with Information Systems in the workplace [37]. This must not be
mistaken with the momentary frustration and irritation with the use of technology that
most ICT users experience at some point in their lives [32]. It is rather more concerned
with the increased cognitive demands triggered by ICT use that enforces that unhealthy
relationship.

Technostress escalated once the COVID-19 pandemic unexpectedly disturbed the
way many things operated [12]. Organisations were forced to impose response plans to
resume work as smoothly as possible [6]. Many resorted to work-from-home (WFH)
styles where employees had to adapt their current work dynamic with the incorpora-
tion of ICTs. This caused an obligated reliance on technology by the employees and
the organisations [17]. An increased demand of the use of ICTs leads to high work-
load demands on employees [7]. This induces the inability to manage these demands
therefore stifling the capability to process further information often leading to burnout
and technostress [7, 11]. In other words, technostress occurs when there are changes in
working conditions that stem from the adoption and use of ICTs. This evidently forces
employees to adapt and adjust almost instantaneously [7].

Since the COVID-19 pandemic environment remains unpredictable, workplaces dur-
ing the existence of the pandemic have constantly been reconstructed to adapt to what
the new norm is beginning to look like. It is possible that there are now new experiences
of technostress which exist due to the new way of working through a hybrid approach.
Employees have grown accustomed to working with ICTs during purely remote working
environments that involved, amongst other things, an increased usage of online confer-
encing tools to conduct meetings. This also forced organisations to provide employees
with appropriate software for cloud services, network equipment, hardware infrastruc-
ture and bandwidth expansion [10]. In hybrid working environments, employees are
required to find a working dynamic that compliments varying reliance on ICTs between
the alternating working locations i.e., at home and at the office. This unanticipated shift
in working modes could either cause more technostress amongst employees or alleviate
some of the technostress experienced during pure remote working. Due to the adop-
tion of a hybrid working being relatively new for most organisations, there remains a
gap in literature pertaining to the experiences of technostress within this new working
environment.

The purpose of this study is to explain the shift of employee technostress experiences
along with the underlying causes and coping mechanisms. With this research purpose
in mind, the research aims to address the following research questions:

Primary Research Question:
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• Howhave the experiences of employee technostress changedwhen hybridworkplaces
were implemented in South Africa?

Secondary Questions:

• Why are South African employees experiencing technostress in these hybrid
workplaces?

• How are South African employees currently coping with such instances of technos-
tress?

The research objectives for this study are therefore to 1) explain how the experiences
of employee technostress changed when hybrid workplaces were implemented in South
Africa; 2) understand why South African employees are experiencing technostress in
these hybrid workplaces; and 3) explain how South African employees are currently
coping with such instances of technostress.

The rest of the paper is organized as follows. The background section contains
the literature review that considers technostress in workplaces, causes and impacts and
coping mechanisms. The research methodology section outlines the research approach,
strategy, data collection and analysis and ethics. Thereafter, the research findings and
analysis are presented, followed by the discussion of the research findings and study
limitations, and lastly the conclusion and research recommendations.

2 Background

This section provides background on the notion of technostress within organisational
settings along with its causes and impacts. This is followed by a look into technostress
experiences within different work models and considers what employees usually use as
coping mechanisms to combat instances of technostress.

2.1 Technostress Under Different Models of Work

ICTs within the workplace are evolving to become much more ubiquitous and relatively
more complex [13]. This evidently creates challenges for end users to keep up with the
demands especially in changing work environments such as remote working and the
relatively new working model, namely hybrid working.

Remote/Work-from-Home Model. Remote workers often experience the pressure of
longer workdays and higher workloads which all lead to feelings of technostress [30].
This comes in various forms, one being in the form of consecutive onlinemeetings where
workers must alternate between different technological tools while trying to maintain
concentration levels which are referred to as a state of being “hyper focused” [10]. This
was regarded to have led to “virtual meeting fatigue and lower wellbeing of workers”
[30]. In addition, technostress is amplified by a state of loneliness in such a way that the
lonelier a worker feels in a remote workplace, the higher the levels of technostress will
be [39].
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Hybrid Working Model. Hybrid working involves a combination of remote and on-
site work [24]. Ideally employees within this working model can enjoy the benefits of
autonomy where they could determine where and when they work [15, 22]. This also
contributes to an improved work-life balance. Work-life balance reflects how people
evaluate the way they combine work roles and life roles [19]. This was previously seen
to be distorted by the usage of IT which constantly blurs work and life boundaries.
However, once job boundaries become blurred, as is the case under a hybrid working
model, stress tends to surface due to these once well-defined jobs starting to become
ambiguous and flexible in nature [43]. This is believed to lead to work overload.

Companies may decide to opt for implementing a hybrid workplace as some activi-
ties can be conducive in corporate offices while others are more suitable for home-based
offices [44]. However, it is suggested that it is the very nature of the work that determines
whether remote work is suitable as a whole [41]. Work that demands extensive collab-
oration as well as creative work or new work streams may be slightly more difficult to
realise through remote work alone [9, 41].

However, with a hybrid working approach employees may struggle to find complete
ease with the constant synchronisation and reconfiguration of devices which comes
with the alternation between home and office [41]. This is because of the need to con-
stantly setup hardware such as monitors and laptops which enable the smooth transition
between the two setups [41]. In addition, teleconferencing within the office space was
deemed challenging as workers found it difficult to find a sufficiently equipped space
with technology [44]. It must be also noted that the pandemic has shaped the perceptions
employees have towards working remotely or through a hybrid model [44]. It was found
that technostress had a positive correlation with COVID-19 anxiety [30]. This therefore
means that this perception may change “post pandemic”.

Employees in office can still communicate and collaborate with other employees at
home through various collaborative technologies therefore interactingwith both physical
and virtual spaces [44]. Since working from home was introduced employees are now
expected to take on the costs of space and utilities. Since employers are saving on
traditional office costs, it is expected of them to provide employees support with regards
to technology and ergonomic furniture [44]. Itwas found that the future of hybridworking
models should concentrate on utilising office space for collaboration and socialisingwith
appropriate space design. This type of work-place design is referred to as unassigned
workstations used for varying activities aligned with collaboration and concentration
[23]. These non-designated desks require employees to remove personal belongings and
equipment once they have finished the workday [23].

2.2 Causes of Technostress

The following section will discuss the causes or determinants of technostress. It looks
at the standard technostressors: system performance issues, technology demands, lack
of digital literacy and differing personalities in the workplace.

The Big Five Technostressors. Technostress literature has established the five stan-
dard technostressors - techno-overload, techno-invasion, techno-complexity, techno-
insecurity, and techno-uncertainty. These all tend to cause technostress. Techno-overload
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is triggered when ICT users are required to work for longer and at a faster pace when
using ICTs [21]. This also deals with the handling of excess features and information
when using ICTs for work [37]. Techno-invasion requires the employee to be constantly
connected and available to respond timeously even outside work hours [37]. Techno-
complexity refers to feelings of incompetency amongst employee when using the ICTs
[34]. This is because of the inherent quality of Information Technology (IT) and ICTs
[16]. Due to these feelings of appearing inadequate with IT skills, ICT users invest in
spending more time and effort to fully understand the particulars of the technology [21].
Techno-insecurity refers to ICT users fearing the loss of their jobs in terms of having
some sort of technology eventually take over their role or that their fellow colleagues
possess a better understanding of the usage of the ICT. Finally, techno-uncertainty refers
to the constant ICT upgrades that unsettle ICT users forcing them to continually learn
and familiarise themselves with the new technology [21].

System Performance Issues. Technostressors can also extend to system performance
issues such as problems with security, usability, and system breakdown [21]. Security
issues originate from insecure system infrastructure that allow threatswhich compromise
the information involved in that system. Technostress emerges when users are forced to
comply with security policies implemented by the organisation which require them to
remember passwords and multiple usernames [21]. Usability issues stem from poorly
designed systems and can fall in the realms of flawed interfaces, challenges in intuitively
navigating around the application/system and in general lack of effectiveness, efficiency
and learnability [32]. This causes the users of these system to experience higher cognitive
overloads. Finally, system breakdown refers to the malfunctioning of ICTs such as an
error message [21].

ICT Use in the Workplace. The “technology demands” predictor signifies the costs
employees incur as a result of the effort needed for ICT use. These costs are of psycho-
logical and physiological natures [1]. These types of demands involve role ambiguity,
ergonomic stress, monotonous ICT activities and general work overload [1]. Role ambi-
guity occurs when ICT tasks are ill defined [1] which is further claimed to restrain the
user’s abilities and development [45]. Demands can also originate from a societal sense
whereby employees experience social isolation, role conflict and emotional overload
when trying to form human relationships around the usage of ICTs [1]. Role conflict
refers to the instance of differing work dynamics that arise when new and old systems
function concurrently [1]. This also arises when there is a perception of incompatibility
with regards to the requirements of the role a user has with that particular ICT [16]. It
was found that technostress has a positive relationship with how often ICTs are used
for work purposes. Technostress can also be instantiated by the usage of multiple ICTs
at once. This is derived from higher demands or greater pressure on workers to learn
and embrace multiple ICTs [7]. This can also allude to the constant interruptions of this
frequent use of technology for work purposes which has found to heighten exhaustion
as a result from work demands triggering this frequent use [7].

The extent of ICTuse forwork indicates the type of ICT end user that is engagingwith
the ICT. Some end users make little to no use of ICTs and others heavily rely on ICTs to
conduct theirwork [33].Nisafani et al. [21] further defend this by stating that technostress



146 S. Dowrie et al.

can be induced by having a high dependency on an evolving ICT/Information System in
the workplace. Studies show that the higher an individual’s computer/IT skills are, the
less technostress he/she will suffer [3]. Therefore, if a user possesses high skill levels
of digital literacy/skills, he/she will find it relatively easier to learn and adapt to new
technologies [3].

Personality traits can also explain users’ relationshipswith technostress. In literature,
these traits are commonly known as the Big Five personality traits and include openness,
neuroticism, agreeableness, conscientiousness, and extraversion [42]. These personality
differences are claimed to influence the extent and nature of technostress experienced
[35]. This also dictates how the user responds and copes with the technostress as tech-
nostressors affect individuals in different ways due to the differing personality traits
[12].

2.3 Impacts of Technostress

The following impacts of technostress will be discussed in the context of impacts on the
individual and then will look at how technostress effects the organisation as a whole.

Individual Impacts. The following direct impacts of technostress refer to the impacts
experienced at an individual level and are regarded as symptoms related to technos-
tress [34]. Once the technostress starts manifesting within the individual, it can lead to
emotional and physical strains known as techno-strain. Techno-strain embodies 4 main
constructs including scepticism, inefficiency, anxiety, and fatigue [1]. Scepticism refers
to attitudes of detachment and indifference often stemming from feeling discouraged or
exhausted when using ICTs [3]. Fatigue and anxiety results from low psychological and
high physiological levels respectively [3].

Organisational Impacts. Indirect impacts of technostress refer to the group effects of
technostress on the organisation and people that surround the employee. These impli-
cations of technostress involve less job commitment and less job engagement which in
turn increases user resistance to any new technology introduced [21]. As technology is
welcomed for its potential to encourage productivity, it can also adversely impact on
productivity by mimicking the law of diminishing theory when there are extreme usages
of technology.

Technostress also holds significant adverse effects on employee absenteeism [12].
This also includes instances of employee burnout and a decrease in professional work
satisfaction [12]. Work satisfaction is crucial to maintain has it can influence the func-
tioning of the employee which impacts organisational costs. This satisfaction can be
directly linked to the intentions to expand the use of new ICTs [18]. Technostress can
enforce higher work-related conflict and isolation which is not great for company culture
[28]. In addition, technostress can enforce higher employee turnover which can become
a cost to the organisation [28].
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2.4 Coping with Technostress

The following section considers the coping mechanisms that can be used to combat
instances of technostress. It will commence with coping theory, followed by the various
coping behaviours and corresponding strategies.

Coping Theory. By using the lens of coping theory, responses to technostress can be
understood and recommended. Coping theory suggests that end users undergo cogni-
tive appraisals and coping efforts [8]. Primary appraisal is the process where a user
experiences a perceived threat [14]. However primary appraisals can also be induced
by irrelevant or benign-positive encounters, not just an encounter that is perceived to be
threatening [8]. Secondary appraisals involve the response strategies to overcome the
encounter [8]. More specifically, coping strategies are implemented to counter disrup-
tive/threatening situations. This, however, depends on the available coping resources at
hand to execute effectively which is often related to the competency with regards to
coping as well as the given circumstances [8].

Coping Behaviours. Proactive coping involves the employee handling continuous
stressful scenarios through constant preparation via accumulating enough resources and
through personal growth [25]. This builds up the employee’s resilience against antici-
pated stressful ICT situations. Proactive behaviour often involves planning in hopes of
implementing actions and efforts to improve the stressful situation [26]. On the other
hand, reactive coping refers to instinctively responding to a stressful situation. This
encompasses the venting of frustrations and negative emotions [25]. This type of cop-
ing is found to be ineffective when utilised in isolation to proactive coping [25]. The
main purpose of this type of coping is to reinstate emotional stability after the stressful
situation occurred.

Coping Strategies. Problem-focused coping makes use of proactive coping behaviour.
It involves having a belief that the stressful situation can be solved by a corrective
approach [8]. This happens in the forms of gaining control of the stressful situation and
seeking instrumental support from fellow colleagues [14]. These techniques also include
considering separating personal and work life by using different devices for the different
ICT related tasks therefore limiting the exposure to work-related ICT tasks outside of
work settings [26]. Employees could also develop building habits of integrating calendar
reminders to save tasks for later therefore coping with constant input [36]. The more
ambitious coping strategy that takesmuchmore resilience and dedication involves trying
to develop IT capacity. This takes on the form of building IT use skills through “learning
by doing” that requires the user to practice usingmultiple IT applications and ICTdevices
at the same time to gain the skill to manage ICT related interruptions [38]. It was also
found that users can specifically allocate time for ICT use to help avoid interruptions
related to ICT [38]. This also includes taking breaks between ICT use and demarcating
areas/boundaries at home which is designated for ICT use and those areas which are of
limits [38]. This ideally helps to establish how and when to make use of ICT to avoid
instances of technostress.

Emotion-focused coping rather tries to manipulate the emotional stimulation which
is in response to a stressful reaction to a situation [31]. Distancing allows the employee
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to temporarily separate themselves from the IT-related task and focus on something
different [38]. This creates brief relief from a technostress related situation whereby
the employee can come back at later stage which can diminish the overall effects of
technostress on themselves much like the problem-focused coping strategy mentioned
above with regards to time allocation for ICT use. Venting allows the employee to let
go of any negative emotions which in turn aids them to connect with other employees
who might feel the same way. In contrast, this can contribute to the employee feeling
emotionally exhausted to have to continuously vent and it can negatively impact on
productivity [26].

Technology self-efficacy is the belief that one can achieve a computer-related task
[33]. The idea here is that the higher an employee’s self-efficacy, the more eager they
are to overcome IT-related issues. This helps them embrace a positive coping attitude
therefore decreasing the extent of technostress [21]. It attempts to enhance an employee’s
motivation to work with ICTs which ultimately benefits the organisation as it contributes
to more organisational commitment and better performance from employees [27].

2.5 Propositions

Table 1 below indicates the research propositions adapted from literature that drove the
data collection process:

Table 1. Research Propositions

Research Area Relationship/Themes Reference

ICT use in the Workplace Technostress can be induced by having a high
dependency on an evolving ICT/Information System
in the workplace

[21]

If a user possesses high skill levels of digital
literacy/skills, he/she will find it relatively easier to
learn and adapt to new technologies

[3]

Technostressors Techno-complexity, techno-overload, techno-invasion,
techno-insecurity and techno-uncertainty instantiate
experiences of technostress

[37]

Unreliability of ICTs cause technostress [21]

Coping Behaviours Reduce ICT related distress: Distancing and venting [38]

Establish ICT use demarcations: Time-related use,
Separation of use, autonomy

[38]
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3 Research Methodology

3.1 Research Philosophy, Approach and Strategy

An interpretive philosophy was adopted for this research. Interpretive research assumes
that human experiences shape the social realities and invites subjective interpretations
of the respondents in the social context, in this case the virtual and physical workplaces
in organisations [4].

The research approach was abductive as it merged characteristics of inductive and
deductive approaches. The phenomenon at hand was explored by identifying themes and
patterns that were guided by a conceptual framework [29]. While there existed exten-
sive literature on technostress in organisational settings, there was not much literature
on technostress within hybrid working models in South Africa specifically, therefore
an inductive approach was used to explore this relatively untouched area. Overall, an
abductive approach seemed the most fitting to guide the research.

As this study adopted an interpretivist paradigm, the most suitable strategy to be
adopted was a qualitative one. Qualitative research intends to derive meaning-based
forms of data analysis. It enforces the notion of contextual understanding through pro-
viding in-depth descriptions of insights that cannot be shown through quantitative mea-
sures [2]. A qualitative strategy also makes it possible to detect body language, voice
tone and other general social cues in contrast to a quantitative approach. This is crucial
in identifying the underlying causes and coping mechanisms of the new experiences of
Technostress which can help isolate the true depictions of frustrations through giving
the respondent room to elaborate on their first-hand experiences.

This research was conducted within a cross-sectional time frame which ran over
eight months in 2022.

3.2 Data Collection

The primary data collection instrument was semi-structured interviews [2]. The aim of
the semi-structured interviews was to investigate the underlying assumptions and beliefs
which could be helpful in understanding why participants had certain perceptions about
how technostress was experienced in the hybrid workplace. Due to the unpredictability
of the COVID-19 pandemic at the time of data collection, as a contingency, an option
of face-to-face or virtual interviews was given to participants. As there were varying
locations of participants in terms of office-based and remote-based work, these factors
were considered to inform the mode of the interviews conducted.

In addition to the semi-structured interviews, secondary data sources deemed rele-
vant to the study were obtained from one of the respondents during the interviews and
therefore was included during data analysis.

The target audience for this study consisted of employees within organisations who
have had to drastically adapt working styles with the incorporation of ICTs once the
pandemic hit. These employees needed to be using some sort of ICTs for work purposes
while they have worked/are working remotely. The target audience also needed to be
in positions of returning to work at the office in combination with working from home
on some days hence working under a hybrid working model. All participants were
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sampled from an insurance company and a Higher Education Institution (HEI). Both
organisations were making use of a hybrid working model and respondents could be
conveniently accessed.

The sample size for the study incorporated twelve participants for the semi-structured
interviews. This was with the belief that it was sufficient for a homogenous population
under investigation to involve such a sample size [5]. Since the study focused on large
organisations to explore the causes and copingmechanisms of technostress, convenience
sampling was chosen as the sampling technique. This technique restricted the data to two
large organisations as it involves accessing a homogenous population readily available.
The plan was to sample ten participants from the insurance company and five partici-
pants from the HEI however, only two HEI respondents could be found within the time
frame. Snowball sampling was used in addition to convenience sampling during the data
collection process. This meant that some respondents referred contacts within in their
organisation who they knew to display the criteria as mentioned before.

3.3 Data Analysis

Since the research adopted an abductive approach, the data analysis combined analysis
techniques from both deductive and inductive approaches. The deductive analysis made
use of a coding process that established themes from literature in hopes of spotting these
themes within the collected data [2]. Inductive data analysis involved systematically
reviewing interview transcripts and any relevant observation notes. This is what drove
the analysis through exclusively using the participant’s experiences [2]. The analysis
took on the form of categorizing themes and patterns that derived at a set of concepts
(codes), constructs (categories) and relationships [4]. This was done through coding
and labelling techniques. NVivo was used as the electronic analysis tool to perform the
thematic analysis of the qualitative text gathered during the data collection phase.

Ethical clearance for the study was obtained from the ethics committee of the
university under whose auspices the study was undertaken.

A total of twelve respondents were interviewed with ten respondents obtained from
the insurance company and two respondents from theHEI. Each respondentwas assigned
a pseudo name to represent the organisation code and the order in which they were inter-
viewed. This code served to organise the respondents as well as to maintain confiden-
tiality thereby attaching an alias name to each of them. Table 2 shows each respondent in
terms of their age, work role, industry, IT skill level, dependency on using ICTs and their
estimate technostress level. As can be seen in Table 2, there is a high level of similarity
among the respondents’ profiles, with all having specialist or middle management roles
with similar profiles in terms of their knowledge and usage of ICT. Data saturation was
achieved after 9 of the 12 interviews.
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Table 2. Descriptive Summary of Respondents

Pseudo
name

Age
Group

Role Industry Skill level Depen-dency Techno stress
level

OM01 50–65 Specialist:
Client
Relationship
Manager,
Complaints
and
Escalations

Insurance Intermediate High Medium

OM02 35–50 Manager:
Finance
Team Leader

Insurance Intermediate High Medium

OM03 50–65 Manager:
Section 14
Technical
Team Leader

Insurance Intermediate High Low

OM04 35–50 Manager:
Business
Specialist,
MIS

Insurance High High Low-Medium

OM05 35–50 Specialist:
Client
Relationship
Manager,
Corporate
Client
Services

Insurance Intermediate High Dependent

OM06 50–65 Manager:
Corporate
Client
Services
Team Leader

Insurance Intermediate High Medium

OM07 35–50 Manager:
Servicing
Team Leader

Insurance High High Low- Medium

(continued)
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Table 2. (continued)

Pseudo
name

Age
Group

Role Industry Skill level Depen-dency Techno stress
level

OM08 50–65 Specialist:
Client
Relationship
Manager,
Corporate
Client
Services

Insurance Intermediate High Medium

OM09 35–50 Specialist:
Social Media
Complaints

Insurance Intermediate High Medium-Intense

OM010 50–65 Specialist:
Complaints
Handler

Insurance Intermediate High Medium-Intense

UCT01 50–65 ICTs: Senior
Business
Analyst

HEI High High Low-Medium

UCT02 25–35 Specialist:
HR
Analytics

HEI High High Medium

4 Research Findings and Analysis

The emergent themes from the data analysis are discussed below.

4.1 Hybrid Working Specific Causes of Technostress

Non-assigned Desk Setup (Hot Desks) Creates Unnecessary Technostress. On the
days designated to gowork at the office, three respondents indicated device configuration
issues between the provided monitors and their own laptops. These experiences were
also discovered in China by [41]. Five respondents complained about insufficient techni-
cal support at the office should they encounter tech-related difficulties. Two respondents
alluded to occurrences of missing equipment at the office which meant search for appro-
priate equipment to set up their workstation. One respondent mentioned being forced
to hide a cable or keyboard in a cupboard to ensure that the next time they’re in office,
there would be equipment available. Having to source sufficient equipment was found
to delay the start of their working day.

Other, more subtle stresses stemmed from the effort of unplugging and packing
up at home to go into the office on the designated days. Having to factor in all these
things triggered varying levels of stress. This was more prominent at the start of being
under the hybrid model and didn’t occur to the same extent when the respondents were
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interviewed. Six respondents mentioned that this they didn’t experience such struggles
at home because their organisations provided adequate equipment such as a dongle and
laptop (should they had previously only worked on a desktop at the office) to enable
them to work from home.

“I’ve gotta rush to the office to make it in time. Then I’ve got to go and connect all
these things and then switch on, log on and heaven help me if like at the one instance…the
second monitor is not compatible. Now it’s shut down, disconnect everything move to
another desk, do the whole process over. This one doesn’t work either.”- OM09.

OM09 specifically referred to the differences in ergonomic levels of her work chair
between the office and home. This is because at home, she has her customised chair with
her correct ergonomics but at the office she must use any chair available which is not
tailored to her ergonomics. This not only created stress but also negatively impacts on
her physical being. This can also be seen in literature where technology demands enable
ergonomic stress to be a stressor of technostress [1].

Office Distractions Related to ICT Use Causes Stress. Eight respondents expressed
that being in office meant having to endure office-based interruptions where otherwise
theywouldn’t have experiencedwhileworking fromhome.Three out of the eight claimed
that there are challenges with having partial teams present at the office on designated
days. Those in-office would have to dial in the rest of the team who are working from
home. This meant holding vir-tual meetings via MS Teams which would create echoes
in the office, often distracting other teams and employees who are also in that day. This
claimed to add to stress as it would disturb concentration levels and productivity.

Power Issues Creating Stress. Seven respondents from the interviews and three
instances from the secondary data referred to the disturbances that loadshedding has
had on their workstation setup at home and in office resulting in downtime. While most
of them confirmed that their organisation provided adequate support for power outages
at home such as an UPS or a dongle, some referred to the stress of worrying whether
there would be enough stored power to last the loadshedding slots, especially under the
higher levels of loadshedding. Several respondents indicated that this meant they would
need to contribute more hours of work on those affected days as to catch up on time
lost during the power outage. This added to stress which otherwise wouldn’t have been
there.

“My blood pressure almost went up one day ‘cause I was panicking. I thought, where
am I gonna work?” - OM05.

4.2 The Change in Traditional Technostressors Under Hybrid Working

Techno-Uncertainty Was Introduced with the Adoption of a New ICT/Technology
when Remote Working. Six respondents expressed that they have experienced initial
stress with familiarising themselves with new systems implemented by their organi-
sation. OM02 mentioned experiencing communication inconsistencies when trying to
liase with her IT department about the introduction of a new system. She expressed how
stressful it was to interpret the technical jargon therefore this created misunderstandings
in the requirements for the new system.



154 S. Dowrie et al.

Five respondents alluded to the minimal/insufficient technical support and training
for new system rollouts. This created stress in a sense that employees were now forced
to learn the new systems by themselves. This resulted in them having to factor in time
to learn the new systems which meant neglecting work duties for a time period, hence
creating more stress.

“There’s no training on it. It’s like we just learning on the job, like on top of each
other, on multiple applications besides all our existing applications.”- OM10.

Techno-Overload Creating Technostress While WFH. Nine respondents indicated
feelings of hyperconnectivity while working from home on the designated days which
made it easier to be interrupted thorough application notifications and alerts. This also
stems from organisational expectations on employees to be able to respond quickly and
often outside of work hours.

“So, what I found is when you’re working from home, then the Teams buzzes and
you’re like, OK [oh no] I gotta answer my Teams and your cell phone’s buzzing because
someone couldn’t get you on your Teams. Then your e-mail is coming in at the same
time. Your Skype’s ringing. In this environment it’s almost an expectation that you’re
always ready, always available, always online.” - UCT02.

Three respondents mentioned how incorporating and using multiple applications at
the same time can become overwhelming and stressful especially since sometimes the
systems don’t easily speak to each other. This is consistent with the belief that using
multiple ICTs can instantiate technostress [7].

Techno-insecurity Creating Technostress. Experiences of techno insecurity weren’t
that significant amongst the sample, with only two respondents referring to feeling
insecure about their IT skills. OM10 mentioned the impact of the imbalance of IT skills
within the team that creates stress. This was to do with new employees in the team
possessing IT skills that they have gained from experience in other teams/departments
which instantiated feelings of insecurity within the old employees who don’t possess
such experience. This also made them feel as if it was burdensome when bothering these
new employees for IT-related help.

Techno-Invasion Distorting Work/Life Balance When WFH. This theme relates to
the distortion of work life balance as a result of ICT use for work. Six instances within the
secondary data referred to challenges with work life balance under the hybrid working
model. In line with [30], nine respondents from the interviews recalled feelings of techno
invasion where they often found themselves logging in after work hours, on weekends
and late in the evenings. This wasmainly due to having a convenient setup at homewhich
enabled them with the ability to connect or simply the use of laptops which made it easy
to resume working when coming back from the office. This meant naturally putting in
additional work hourswithout even realising it. OM10 referred tomany of her employees
having work-related applications such as Outlook and MS Teams on their phones which
enabled them to remain connected outside of work hours. She expressed how, for her,
this would increase her stress levels should she do the same. One respondent mentioned
the negative impact techno invasion had on her personal relationships at home.

“Technology has invaded our private space and the lines between your work day
and your domestic day have become blurred. I believe, that has led to stress in my life.”-
UCT01.
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Techno-Complexity Causing Technostress. Ten respondents indicated that some of
the systems are quite complex to understand at first, sometimes even after the sys-
tem/application has been used for a while. One respondent mentioned feeling as if she
had to become fluent in multiple applications to be able to tackle error messages which
created stress and pressure. Four of these respondents referred to instances of system
upgrade inconsistencies. Some expressed that the new systems that were introduced
were often counterintuitive, and some systems were not familiar to the employees when
a new version was released.

“These programs have to be complex. And as much as they’re trying to be user
intuitive, they don’t often succeed there because they’re trying to be different from their
competitors.”- OM04.

4.3 Coping Mechanisms Reduce Technostress

Proactive Coping Behaviour. According to [26], separating personal and work life by
using different devices for the different ICT related tasks limits the exposure to work-
related ICT tasks outside ofwork settings. This is consistentwith someof the respondents
when asked how they cope with technostress. However, there was a contradiction where
one respondent hadwork-related applications on one device and personal apps on another
for the purposes to reduce stress. Yet, another respondent felt that having no separation
of ICT use doesn’t reduce stress at all and would prefer having all applications on one
device to moderate information and communication that would be work-related.

Other forms of ICT use demarcation found in the responses was related to structuring
ICT use according to time periods. UCT01 mentioned blocking out a period of time to
sort out an IT-related issue or to limit usage of technology by blocking out time in his
calendar to avoid using technology.

Four respondents alluded to sticking to a routine therefore proactively coping with
the technostress. This was described as attempts to come in early to the office as to factor
in as much time to deal with a stressful incident should it arise. OM10 stated that: “You
tend to go early so you can get that desk cause other person’s gonna take it.” This also
linked with trying to find a suitable, adequately equipped desk with the correct devices
and cables.

Six respondents mentioned preferring to work longer hours in hopes of reduc-
ing future instances of stress, therefore displaying proactive coping behaviours. This
shows that by leveraging what once were technostressors (techno-overload and techno-
invasion), additional stress can actually be reduced, therefore decreasing the overall
techno stress level of the ICT user.

Reactive Coping Behaviour. Three responses pertained to reactive coping behaviours
such as walking away from the stressful situation, regrouping, and closing all applica-
tions. Therefore, this demonstrates the distancing coping mechanism where employees
can temporarily separate themselves from the IT-related task and focus on something
else [38].

Five respondents expressed that theywould usually resort to venting tactics, a reactive
copingbehaviour, should they encounter a stressful incident related to using an ICT/ICTs.
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This was believed to help employees not feel isolated and to see if others are going
through similar situations.

5 Discussion of Findings

The descriptive findings uncovered relationships between different characteristics of
employees and their corresponding technostress levels. The data showed that the older
the employee is, the higher the levels of technostress will most likely be, where most
employees between the ages of 50–65 experienced moderate-intense techno stress lev-
els. Some didn’t express that they experience high levels of technostress, and this can
be because of the nature of their job (ICTS) that require them to possess high IT skills.
Employees in fast-paced, client-facing roles would experience higher levels of tech-
nostress as their reliance on technology increases. However, exclusively looking at the
relationship with dependency on ICTs and the levels of technostress, no significant
positive relationship can be drawn as literature suggests. The higher the IT skills the
employee possesses, the lower the levels of technostress experienced will be. This is
consistent with literature where it was found that the higher an individual’s computer/IT
skills are, the less technostress he/she will suffer [3].

5.1 Discussion of Findings Around the Standard Technostressors

It was evident from the findings that there has been a shift in employee technostress
experiences under theworkingmodel. This changepointed to the decrease in technostress
the more employees got accustomed to this newway of working. This could also point to
the alternation of working environments where stressors occurring while working from
home are eliminated once the employee returns to the office on their designated days in
the week. This also indicates that there now exist different experiences of technostress
unique to the hybrid working model.

The data showed how technostress remained heightened at the beginning of the
implementation of the WFH model. As suggested by most of the respondents, most of
the stressful incidents that they could recall happened at the start of the introduction
of remote working and have reduced to an extent once the hybrid model was adopted.
This pertained to the experiences of the five standard technostressors.While respondents
could resonate with the five technostressors, it was evident that they hadmore encounters
with it during purely remote working and not under the hybrid model.

Techno-Uncertainty as a Technostressor. There was reference to techno-uncertainty
triggers that occurred when new systems were introduced when remote working was
initially adopted where the reliance on ICTs spiked. This caused stress related to the
initial familiarisation of the new system and theminimal technical support to accompany
the new system rollout. This meant employees had to dedicate additional time to learn
the new system, potentially outside of work hours therefore increasing stress levels. This
wasn’t a stressor that was unique to the hybrid model implementation.
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Techno-Overload as a Technostressor. Respondents mentioned experiencing techno
overload with regards to technology-related interruptions while working from home
which triggered stress levels. Some also referred to feeling overwhelmed with the use
of multiple applications that they deal with daily. This feeling of overwhelm can extend
to experiences at the office as respondents confirmed that they use the same number of
devices and applications at the office as they do at home. Therefore, this stressor can
be seen as a constant between the alternation between office and home during the work
week.

Techno-Insecurity as aTechnostressor. This particular technostressorwasn’t that sug-
gestive as a trigger of technostress. There were only two respondents expressing feeling
stressed that fellow employees may cope better with technological demands than them-
selves. These responses were more concerned with the imbalance of skills between new
and old employees within the team. This extended to departmental differences in IT
skills that equipped some with skills in systems across departments while others lacked
these skills. This indicates that IT skill training needs to be made priority to counteract
potential stressful encounters triggered by techno insecurity which can also extend to
techno uncertainty.

Techno-Invasion as a Technostressor. The data showed instances of techno-invasion
in the formof extendingwork hours into an employee’s personal time therefore distorting
boundaries between work and personal spaces when working from home specifically.
This was seen to also diminish work life balance. Some respondents expressed instances
of lack of separation of work-related ICTs on different devices which generated stress
while one respondent relies on the lack of separation to re-duce stressful encounters.
While some respondents confirmed that there are no explicit obligations imposed by the
organisation to log in after hours, employees still naturally do so in order to keep up
with work demands. This stressor is not unique to the hybrid model and relates more to
WFH.

Techno-Complexity as a Technostressor. The data suggested employee challenges
with system complexity that instantiated feelings of stress. This pointed to IT skills
levels struggling to match with systems’ expectations which mainly stemmed from the
perceived system complexity that existed, especially in newversions of systems. This can
be seen to be a result of the counter intuitiveness expressed by some of the respondents
which made the systems seem unfamiliar therefore triggering feelings of stress. Either
employees need to be upskilled through training programmes to have their skills match
with system expectations or system’s need to be more simply designed.

5.2 Discussion of Findings Around the Hybrid-Specific Technostressors

Since the hybrid workingmodel presented a disturbance to employee’s working styles, it
was anticipated that there are unique experiences of technostress under such amodel. The
data analysed for this research suggested that there are distinctive causes of technostress
where one specific cause was seen to align with the findings of a study based in China,
related to struggles with setting up workstations at the office [41]. It was interesting to
see some similarities in the South African hybrid workplace context.
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Undesignated Desk Setup (Hot Desks) Creates Unnecessary Technostress. Since
some respondents (which was found to exclude most managers) had to secure a desk
each time they came into the office on their designated days, the desks often varied
in equipment availability. As a result, they had to ensure coming into the office early
enough to secure an appropriate desk or to hide some equipment in cupboards to ensure
they would be sorted the next time coming into the office. This was mainly due to the
instances of missing equipment such as monitors, adapters, keyboards, cables etc. which
meant that the equipment floated around from desk to desk.

All employees originally transferred all equipment to their homes when lockdown
began to ensure that they could set-up their workstations at home and resume work as
quickly as possible. This meant that there were hardly any duplicates of equipment at
the office. This could indicate the possibility of the organisation attempting to cut costs
but as expressed by several respondents, organisations rather invested in providing them
with abilities to work from home. This implies that should organisations opt to keep
hybrid working models, adequate resources in terms of equipment and amenities should
be provided for employees on their days in-office so as to mirror their home working
stations. In addition, some respondents mentioned how stressful it was to configure and
synchronise various devices when coming into the office. There was reference to com-
patibility issues which can be seen as a direct cause of the lack of equipment availability
mentioned already.

Office Distractions Related to ICT Use Causes Stress. The comparison between
working at home and at the office surfaced consistencies across some respondents regard-
ing the disruptive atmosphere of the office. In addition to the usual office disruptions that
existed before the COVID-19 lockdown, some respondents found having partial teams
present at the office raised some unusual disruptions. This broke their concentration and
added to their stress levels. The reason for only having partial teams present was initially
to adhere to social distancing standards that organisations had to uphold. This meant that
members of teams in-office had to conduct meetings with members at home using online
conferencing tools. This created noise and echoes in office which disrupted other teams
also in-office on that day as teams would sit at their desk and not in boardrooms. In addi-
tion, employees on-site had to sit at their own individual portable computers (PCs) and
couldn’t congregate around one PC due to the upholding of social distancing standards.
This meant that sound from the virtual meeting was duplicated and echoed throughout
the office. Now that the COVID-19 pandemic environment is adapting yet again, organ-
isations can now consider allowing all employees in office therefore mitigating partial
teams.

Power Issues Impacting Access to ICTs Creates Stress. Loadshedding and power
issues presented challenges for employees to conduct their work using ICTs that
demanded sufficient power. While the organisations provided infrastructure support,
often the loadshedding schedules were unpredictable and left employees in crisis situ-
ations. This meant employees experienced anxiety and stress as they were now unable
to complete any work and had to make drastic arrangements to resume work. This is a
macro issue specific to South Africa that can’t be solved by the organisation itself but
remains crucial to implement as much support as possible to counter the unpredictable
instances of loadshedding.
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5.3 Discussion of Findings Around Coping Mechanisms

Proactive Coping Behaviours. Amongst the sample, it can be gathered that the main
coping behaviour was of a proactive nature utilising a problem-focused coping strategy.
Most respondents expressed that they resorted to proactive tactics like demarcating ICT
use according to time and separation of use. Others expressed enforcing a routine to
maintain a structure that could mitigate the impacts of a stressful encounter should
it occur. Most respondents confirmed that working longer hours actually helped them
reduce further anticipated stress. This meant logging onto systems to perform work
activities on the weekend in order to reduce work backlog and hence further stress. This
was only made possible by the capabilities of having a laptop and WIFI.

Reactive Coping Behaviours. The data showed how the standard reactive coping
behaviours remain prominent when dealingwith stress. This referred to emotion-focused
coping strategies such as distancing oneself from the stressful situation and venting to
others in hopes of reducing feelings of isolation and anxiety.

6 Conclusion

Technostress is claimed to emerge when there is a change in working environments [7].
This stems from the unexpected reliance on ICTs to conduct work which can trigger
feelings of stress. Employees within these spaces are constantly adapting their percep-
tions about the workplace which initially was believed to be partly influenced by feelings
of COVID-19-related anxiety. Therefore, since the hybrid model was adopted in some
South African organisations, it is possible that there are new experiences of technostress
within hybrid workplaces because of this shift in perceptions. Given this, the purpose of
this research was to understand how employee technostress experiences have changed
since hybrid models were adopted in South African organisations. Furthermore, the
research intends to explain the underlying causes of these new experiences and how
employees are currently coping with these new instances of technostress.

Firstly, the data suggested positive relationships between fast-paced and client-facing
work roles and older age groups with levels of technostress. Therefore, the higher these
factors are, the higher the levels of technostress will be. IT skills levels and system per-
formance supported negative relationships with the levels of technostress in that higher
IT skills levels and stronger system performance expose lower levels of technostress.
Finally, the relationship between the level of dependence on ICTs and the level of tech-
nostress was shown to be insignificant and therefore no direct influence of higher levels
of dependence.

To answer the first research question, the research suggested that the standard tech-
nostressors weren’t as prevalent in the hybrid working model. These seemed to be more
heightened at the start of implemented the purelyWFH approach and decreased to some
extent under hybrid. This concludes that technostress experiences amongst SouthAfrican
employees have adapted under hybrid, pointing to new emerging experiences driven by
causes that will be discussed next.

From the responses gathered, it can be concluded that hybrid-working-specific causes
of technostress triggered feelings of technostress. These include stressful workstation



160 S. Dowrie et al.

setups upon return to the office on designated days which involved configuration, com-
patibility, and synchronisation issues along with the lack of equipment on hand. On the
days at the office, it was shown that office distractions caused unwarranted stress within
employees in-office. This specifically pertained to virtual meeting noise and echoes
which caused an unproductive working environment. Lastly, the issue of power short-
ages as a result of loadshedding became a hinderance and contributed to feelings of stress.
The stresses related to loadshedding and power outages appeared to be a distinctive South
African issue.

To deal with these instances of technostress, employees adopted reactive and proac-
tive coping behaviours driven by problem-focused and emotion-focused coping strate-
gies respectively. Reactive behaviours involved distancing from the stressful situation
and venting to others. Proactive behaviours involved demarcating ICT use through struc-
tured time use and separation of use. This behaviour also included implementing a
structured routine and working longer hours to reduce future stressful encounters.

Research Contribution. This paper contributes to the academic body of knowledge by
highlighting the different types of stressors and coping mechanisms used in the hybrid
working scenario – which is relatively under-researched due to its newness. The rich
findings can form the basis for future elaboration, theoretical model building and more
quantitative research. From a practical perspective, managers and decision-makers in
organisations transitioning to a hybrid working model will be better informed about the
differences with the prior remote working model. Hopefully this will enable them to
create a better, more humane and more productive working environment that benefits
both the organisation and the employees. The latter should benefit indirectly from better
mental and physical health, as well as a better understanding of the range of coping
mechanisms available to them.

Research Limitations. This research was limited in scope with regard to the sample
size and representation. As the target audience involved a focus on two South African
organisations (one with a more concentrated focus than the other), the results can’t be
used as generalisations. Since both organisations are large in nature, the technostress
experiences could have been depicted at a lower intensity as these organisations provide
substantial access to technology, enabling its employees to dealwith stressful encounters.
Therefore, a more even distribution of respondents in a bigger sample size will allow a
better representation of the findings. Since the research made use of a cross-sectional
study, time constraints were a big limitation especially since qualitative analysis is time
consuming. This also meant that technostress experiences under the hybrid model could
only be recorded within the early stages of its inception where otherwise if the research
was conducted over a longer period of time, a more holistic understanding could have
been extracted.

Suggestions for Future Research. The first recommendation is to compare the three
modes of working (purely remote, hybrid and purely onsite) over a longer period of
time to uncover more accurate understandings of the differences in the experiences of
technostress. The second recommendation is to expand on the sample size, by includ-
ing a bigger variety of South African organisations with a more even distribution of
respondents from each and a diversity in organisation size such as including Small and
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Medium Enterprises (SMEs). The last recommendation is to research the impacts of
technostress experiences within South African hybrid workplaces in order to build on
the implications of the causes of hybrid working specific experiences of technostress
found in this study.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Abstract. In this contribution, we present two methods for book recom-
mendations incorporating emotions extracted from online reviews, using
two distinct recommender systems techniques: Content-based filtering
and Collaborative filtering. This paper is based on a previous confer-
ence publication [14] and extends the system description and experimen-
tal setup. The recommender systems are experimentally validated using
three datasets of different sizes, collected from Goodreads website - a
popular book social network, using our customized web scraper. Lastly,
we propose and use two evaluation metrics: Coverage and Average Rec-
ommendations Similarity, and discuss our results.

Keywords: Recommender System · Emotion Analysis · Book
Recommendations

1 Introduction

Due to lack of personal experience, people tend to seek the experience of peers in
order to choose products or services. Peers experience comes as recommendations
in various forms, such as word of mouth, surveys, articles [24]. Today, social
media plays an increasingly important role in peoples’ decisions, as it allows
people to interact and share their opinion [7,20], which results in various user-
generated products’ features, including sentiments and emotions [22].

Recommender systems are powerful tools which filter information in order
to offer users personalized content [25]. The aim of a recommender system is to
provide meaningful recommendations to the users based on the products which
might interest them, the recommendations trustworthiness being a mandatory
characteristic.

The design of a recommender system varies depending on the nature of prod-
ucts for which recommendations will be issued [16]. Three main recommender
system techniques can be identified: Content-based filtering, Collaborative fil-
tering and a combination of both [2]. Depending on the principle that is used,
data sources are differently interpreted, analyzed and processed for building the
recommendations [10,16].
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Content-based filtering refers to recommending products which are similar to
the product that is being watched [2], while Collaborative filtering aims to mine
the most similar users with the user of interest and to observe their preferences,
such that these preferences can be used to make predictions about what the user
of interest might enjoy [4].

This paper is an extended version of our preliminary conference paper [14].
We focus on a specific category of products - literature books, and propose
two recommender systems using the two different recommendation techniques:
Content-based filtering and Collaborative filtering.

The recommender systems incorporate emotion information extracted from
social media data to identify similarities between the books, in addition to other
publisher details available for a given book.

In this contribution, we introduce three new experimental datasets of differ-
ent sizes, that we collected using our customized web scraper from a popular
book-oriented website and social network - Goodreads. Each dataset consists
in a set of books and associated reviews. The reviews are split into two cate-
gories: training and testing. Training reviews are used for defining the emotional
characteristics of the books, while testing reviews are given as input to the rec-
ommender systems in order to obtain recommendations. Afterwards, we define
two evaluation metrics and discuss the performance of our recommender sys-
tems.

Compared to the preliminary version of our paper, this extended version
includes: (i) new experimental datasets, enlarging both number of books and
number of reviews per book, (ii) new attributes collected for each entity, (iii)
additional preprocessing step of reviews for excluding reviews not written in
English language, (iv) detailed description of application interface used for exper-
imental datasets, (v) comparison of performance measures on datasets of differ-
ent dimensions.

The paper is structured as follows. In Sect. 2, we present related works.
Section 3 describes our proposed book recommendation algorithms, using
Content-based filtering and Collaborative filtering. In Sect. 4, we provide an
overview of the dataset and the application used for experiments, and then we
discuss the experimental results. The last section presents our conclusions.

2 Literature Review

Chhavi Rana and Sanjay Kumar Jain [23] propose a system which makes
Content-based book recommendations based on the user navigation pattern. The
system analyzes user’s behaviour and then it predicts the category of books that
would interest the user using Content-based filtering. The authors observe the
lack of accuracy of Content-based recommendations, as after a certain amount
of time, the users will be recommended the same similar items. Therefore they
introduce a temporal dimension, which means that user navigation and most vis-
ited links are periodically analyzed and revised when using the Content-based
approach to make recommendations.
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In [28], Jessie Caridad Martin Sujo and Elisabet Golobardes i Ribe present
a system which recommends the book that best suits the reader based on the
semantics of his or her writing style. They use posts from Twitter social net-
work in order to determine the psychological profile of the user. The authors
use a database consisting in characters text, associated personality type and
corresponding book. Their proposed method computes the similarity between
the Twitter post text and the cases database in order to recommend the most
suitable book to the user.

An Enhanced Personalized Book Recommender System (EPBRS) is
described in [29]. The proposed system uses the a similarity function based on
Euclidean distance in order to identify users with similar interests. The rec-
ommendations are done using Collaborative filtering by considering the books
preferred by similar users. A dataset of reviews, users and associated ratings from
Amazon bookstore was used for experiments. The book ratings are considered
as features when making the predictions.

In [30], authors propose a system which is able to provide replies to queries
regarding products details. The answer that is returned to the query is actually a
review available for the product, which contains the relevant details. For experi-
ments, they use two neural models, a simple model (NNQA) and a Transformer-
based model (BERTQA). These models are evaluated regarding their ability to
find the relevant reviews.

Anil Kumar and Sonal Chawla [12] make an analysis of the recommendation
techniques which are most frequently used for book recommender systems. They
also propose a new book recommender system based on Hybrid recommendation
technique. The Hybrid recommender system works as follows: when the user
searches for a book, the system computes the list of book recommendations
using Collaborative filtering on book ratings. Then the positive and negative
user reviews for each book are identified such that the recommendation list will
be sorted based on the number of positive reviews. The user is displayed the
book recommendation list together with the details of the searched book.

Harsh Dubey and Suma Kamalesh Gandhimathi [5] propose a recommender
system which uses Deep Learning GPT3 (Generative Pre-trained Transformer).
The project refers to building an application which finds books that are similar
to a certain book provided as input. On a web interface, the user must describe
a book that he or she has enjoyed reading. OpenAI API module is used for
generating the recommendations of books that are similar with the input book
description, and the top 3 recommendations are displayed together with details
about the books availability obtained using Google Books API.

In [15], authors attempt to overcome the limitation of basic filtering tech-
niques (Content-based filtering and Collaborative filtering) introducing a hybrid
recommender system that combines the basic filtering techniques with sentiment
extraction and analysis of book tweets.

Mala Saraswat et al. [26] present a model for providing top N movie recom-
mendations using emotional aspects extracted from online reviews. The authors
use Parrott’s emotions model and WordNet [17] to extract the basic emotions
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from reviews. Each movie is seen as defining an emotional profile of the six basic
emotions (joy, sadness, fear, anger, surprise and love), and similarity between
the movies is computed using cosine metric.

Yiu-Kai Ng [19] focuses on a specific category of users - teenagers and pro-
poses a book recommender system called TBRec. Recommendations are provided
using a set of book features which impact the teenagers preference and satisfac-
tion: topic relevance, emotional traits, reader’s advisory, readability levels and
predicted ratings. The system works as follows: the teenager has to provide the
title of an enjoyed book, named target book. Afterwards, TBRec analyses the
similarity between the target book and all books from the corpus and retrieves
the candidate books to be recommended. Yiu-Kai Ng uses the eight basic emo-
tion model proposed by [21] for determining the emotion traits. Each word from
the book content is associated with a combination of the eight fundamental
emotions – anger, anticipation, disgust, fear, joy, sadness, surprise, and trust.

Amarajyothi Aramanda et al. [3] propose an Enhanced Emotion Specific
Prediction (enemos-p) model to refine the user rating data using the emotional
words extracted from user reviews. Each word is assigned an emotional state set
considering the basic emotion list (anger, anticipation, disgust, fear, joy, sadness,
surprise, trust), and a word is considered “emotional word” if it expresses at least
one emotion. The emotional words are extracted from each sentence of the user
review, thus identifying the sentence-level emotions.

Takumi Fujimoto and Harumi Murakami [6] propose a model for book rec-
ommendations considering the similarity of the vectors of contents and emotions
extracted from tweets. Each book is represented as 10-dimensional vector con-
sidering following dimensions: joy, anger, sadness, fear, shame, fondness, dislike,
excitement, relief and surprise. The similarity between user interest and the
corpus books is calculated using cosine metric.

3 Research Methodology

3.1 Methodology Overview

We propose two recommender system algorithms for literature book recommen-
dation, corresponding to the two distinct techniques: Content-based filtering and
Collaborative filtering. Both algorithms incorporate the emotion categorization
of each book as an important feature for determining similarities between books.

The emotions are extracted from online book reviews and then used for creat-
ing an emotion-based categorization of books using the system we previously pro-
posed in [13]. In total, there are 35 emotions considered: ‘cheated’, ‘singled out’,
‘loved’, ‘attracted’, ‘sad’, ‘fearful’, ‘happy’, ‘angry’, ‘bored’, ‘esteemed’, ‘lustful’,
‘attached’, ‘independent’, ‘embarrassed’, ‘powerless’, ‘surprise’, ‘fearless’, ‘safe’,
‘adequate’, ‘belittled’, ‘hated’, ‘codependent’, ‘average’, ‘apathetic’, ‘obsessed’,
‘entitled’, ‘alone’, ‘focused’, ‘demoralized’, ‘derailed’, ‘anxious’, ‘ecstatic’, ‘free’,
‘lost’, ‘burdened’. The emotion extraction workflow takes as input the review,
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performs standard NLP text preprocessing techniques (tokenization, lower cas-
ing, removal of stop words) and determines the emotions present in the text by
making word-matching with a list of adjectives and their corresponding emotion.

Our proposed recommendation algorithms are validated on three experimen-
tal datasets, representing 1000 books categorized by users as best books and their
associated reviews. The datasets were collected by us from Goodreads website
using our own customized web scraper.

We set as target to collect 180 reviews for each book. The default sorting
order for reviews available on Goodreads was used - reviews sorted by popularity.
The set of collected reviews is preprocessed using Langdetect Python package to
define the language used when writing the review. Langdetect package [18] can
detect 49 languages with a very good precision of 99.8% and performs slightly
better than other language detection packages in terms of accuracy [8,11].

The target is to keep only English language reviews for performing Emo-
tion extraction, since our emotion model uses a list of English adjectives and
associated emotions.

The datasets contains tabular data describing two entities, Book and Review,
which are interrelated by a one-to-many relationship. For both entities, several
parameters available on Goodreads website were extracted and captured as sep-
arate columns. They are described in Tables 1 and 2.

Table 1. Book Entity Description

Field Name Field Description

Book Id Id which uniquely identifies the book
Book Title Title of the book
Book Series Book series name if applicable, for standalone books it is

filled with “no”
Book Author Author(s) of the book
Book Overall Rating The book rating, a number in interval [1, 5]
Book Ratings Number The number of ratings available on Goodreads for the book
Book Reviews Number The number of reviews available on Goodreads for the book
Book Description Description of the book
Book Genres Top 7 genres available for the book on Goodreads website
Book Pages The number of pages of the book
Book Year The year in which the book was published
Publication Info The date when the book was first published
Ratings Histogram Histogram which shows the distribution of Book Reviews

Number per Rating Class - integer number in interval [1, 5]
Emotions The book emotions computed using [13]
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Table 2. Review Entity Description

Field Name Field Description

Review Id Id which uniquely identifies the review

Book Id Id of the book for which the review is given

Author Id Id of the user who wrote the review

Review Stars The rating given by the review author, as integer in interval [1, 5]

Review Date The date when the review was written

Review Tags Review tags or keywords given by the review author

Review Content The review (text) provided by the review author

Review Likes Number of Likes given by other users

Review Comments Number of Comments given by other users

Language Review Language detected using langdetect Python package

Emotions The book emotions computed using [13]

3.2 Content-Based Filtering

Content-based filtering approach recommends items considering user preferences.
The hypothesis of Content-based filtering is that users are usually more inter-
ested in those items that are similar to items they liked in the past [4].

We analyzed which fields of each book item can be used to better define its
characteristics. We decided to use the Book Title, Book Series, Book Author, as
well as the main emotions triggered by the book reading, which are computed
during the extraction of sentiments from the book reviews.

The recommendation algorithm takes as input a review of a given user for
a given book which is available in the database. The review consists of two
components: a number in range [1, 5] which represents a scaled value capturing
how much the user liked the book (which will be referred as Review Stars) and
the opinion of the user expressed in natural language text (which will be called
Review Content).

The general idea of the algorithm is to use the input review in order to decide
how much the user enjoyed the current book and to recommend other relevant
books to the user.

The Review Stars is used to classify the level of satisfaction that the book
provided to the user, as follows:

– The user did not like the book (Review Stars = 1 or 2).
– The user liked the book, but was not over-joyed (Review Stars = 3 or 4).
– The user loved the book (Review Stars = 5).

We detail each case of the algorithm used for Content-based filtering (Algo-
rithm 1). The algorithm contains 3 main IF clauses that deal with each one of
the possible three satisfaction levels extracted from the input review.

The first IF clause (line 1) refers to the case when the user did not like the
book (Review Stars = 1 or 2). In this case, we need to know what caused this
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Algorithm 1. Content-Based Filtering Algorithm
1: if Review Stars < 3 then
2: Extract the emotions from the Review Content
3: if Review Content Emotions match Book Emotions > threshold then
4: Recommend a book which differs from the rated book
5: else
6: Recommend a book similar with the rated one
7: end if
8: end if
9: if Review Stars ≥ 3 and Review Stars <5 then

10: Recommend a better book similar with the rated one
11: end if
12: if Review Stars = 5 then
13: Recommend a book similar with the rated one
14: end if

dissatisfaction. We will take into consideration the Review Content and extract
the emotions. In order to decide what kind of books to recommend, we decided
to compare the Review Content Emotions with the Book Emotions. In case they
match with high value, we considers this indicates that the user did not like the
overall idea of the book, the kind of emotions that the book made him or her
feel. In this case, we will recommend a completely different book emotions-wise,
because it is most likely that the user will prefer something different. If the
Review Content Emotions and the Book Emotions do not match, we interpret
this as indicating that the user did not perceive the book as expected; maybe
he or she did not actually understand the meaning of the book. In this case, we
will recommend a book that is similar with the current one, as we guess that
the user is likely to enjoy a new book which provides emotions rather close with
the ones present in current book.

The second IF clause (line 9) refers to the case when user liked the book,
but was not over-joyed by it. The aim of the recommender system is to provide
recommendations for products which are likely to offer the greatest experience.
For this reason, we will recommend books which provide similar sentiments, but
are higher in ratings than the current book.

The last IF clause (line 12) refers to the case when the user loved the book. In
this case, we recommend to the user a book which is very similar to the current
one, because he or she is likely to enjoy it as much.

When recommending new books, we include only books that the user has
not seen, i.e. books to which the user has not yet given reviews.

By applying the Content-based filtering algorithm (Algorithm 1) we obtain
a list of books which are considered the user might enjoy, and the top 5 books
are displayed to the user as recommendations.
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3.3 Collaborative Filtering

Collaborative filtering method aims to find similarities between users based on
the user-item interaction [1]. The system divides the users into clusters by con-
sidering their past interactions and makes recommendations according to the
preference of the cluster the user belongs [4].

Similarly to the Content-based filtering method, the Collaborative filtering
algorithm takes as input a review of a user for a given book which is available in
the database, with its two components, Review Stars and Review Content. Its
pseudocode is presented as Algorithm 2.

Algorithm 2. Collaborative Filtering Algorithm
1: Compare the user of interest with all the users who provided reviews for the given

book
2: if A similar user which matches > threshold is found then
3: The users are similar, recommend a book that the similar user liked
4: end if

So, we are interested in evaluating the similarity of the user of interest with
other users from the database. In our model, the similarities between the user of
interest and each of the users in database are computed based on the emotions
that exist in their reviews given for the given book. Then we determine the 5
topmost users similar with the user of interest and we analyze their preferences.
This means that we analyze their reviews to determine which other books these
top 5 users rated.

We consider that a user liked a book if he or she provided 4 or 5 stars.
Therefore, from all the books rated by the top 5 users, we will select only those
which got 4 or 5 stars in the reviews. This will lead to a set of books which we
consider the user of interest might enjoy.

In order to offer the greatest experience, we decided to filter the set of books
according to the Book Overall Rating, assuming that higher rating means better
book. Book Overall Rating is an attribute present for each book in our dataset
and it represents the book rating as it is recorded on the Goodreads.

When a new review is given, the first step is to compute the emotions present
in the review. The content of the review is pre-processed by removing unneces-
sary text from the review, tokenizing the review text into words and removing
the stop words. Then we extract the emotions from the pre-processed text, using
our own Emotions Extraction Algorithm introduced in [13]. Our emotion model
is based on a list of maximum 35 emotions and their weights.

Following, we extract from the reviews dataset the set of reviews available
for the rated book. This subset will be used with the purpose of finding similar
users with the user who provided the review. Two users are considered similar
if they provided review for the same book and the emotions which are available
in their reviews match at least 50%.
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The next step of the Collaborative filtering algorithm is to identify the books
that similar users liked in order to recommend them to the user of interest. In
order to make recommendations, for each of the matching users we identify the
rated books which received more than 3 stars (as we assume that the similar
users liked these books) and were not yet rated by the user of interest, and we
add them to the list of recommendations.

At this stage, we have obtained a list of recommendations which can be
provided to the user of interest. Initially, we considered the default ordering of
this list according to how were the books appended to the list. According to this
ordering, the books preferred by the most similar users are located as topmost
entries of this list. However, after a deeper analysis, we realized that this might
not be the best possible ordering, because we would rely only on the most similar
users in order to make recommendations, and this would restrict too much the
space of possible recommendations. Therefore, we decided to define a better way
to order the recommendations such that to not rely only on the preferences of
the single topmost similar user. Consequently, we considered that a possibility
is to order the recommendations list by the Book Overall Rating value, before
providing the top recommendations to the user.

If the recommendation list does not contain the minimum number of 5 rec-
ommendations, the list is completed by adding the books with the highest rating
available in the dataset.

4 Research Findings and Discussion

4.1 Application Interface

In order to simplify the use of the proposed system, we developed a convenient
application interface using Tkinter Python Library, which can be seen in Fig. 1.

The button “Process input dataset” from Step 1 refers to processing the
reviews and books dataset by extracting the emotions from reviews and cate-
gorizing the books emotions based using our approach previously introduced in
[13].

Step 2 refers to applying one of the recommendation algorithms. For both
recommendation algorithms, we have created two approaches: the first that takes
into consideration only one review manually inserted by the user, and the second
that takes as input a list of reviews provided in a CSV file. From the main console
of the application, the user can choose which function to execute, by using the
corresponding button on Step 2.

Using the first approach (a manually inserted review), another panel will
appear on the screen (Fig. 2). The user has to insert using the keyboard the
following information: the user id, the book id, the number of stars and the
review content. If the Recommender System would be used in a real setting,
the information about the user id and book id would be automatically collected
from the context (current book selection and authentication information), but
since our project is focused on the experimental evaluation of our algorithms
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Fig. 1. Application Main Panel

(not on the actual graphical user interface of a Web-based deployed system),
this information needs to be manually inserted by the user.

After filling in all the required fields, the user must press the button “Recom-
mend” thus triggering the recommendation process. The Recommender System
processes the input fields, applies the selected recommendation algorithm and
displays the top 5 recommendations in the lower part of the panel.

The second implementation approach uses a list of reviews given in an input
CSV file and applies the selected recommendation algorithm to each given
review, rather than using a single review which was provided by the user as
input.

Since using the second approach the results cannot be displayed in the same
way as for the first approach, we had to find a meaningful way to display the
output recommendations. We decided to store the results as a list inside an
output text file. For readability, we also added to this file the information about
the processed review, respectively Author Id, Book Id, Review Stars, Review
Content and Emotions, together with the recommendations themselves.

The Step 3 section (Fig. 1) contains buttons that trigger the methods for
system experimental evaluation.

Create datasets splits the reviews dataset into training and testing datasets.
The training reviews dataset is used for defining the book emotions feature,
which means that the emotions are extracted from the review content and are
attached to the book using our procedure previously introduced in [13].
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Fig. 2. Application Panel for insertion of review details and results obtained using
Content-Based Filtering Recommendations Algorithm

The testing reviews dataset contains those reviews based on which the system
provides recommendations in order to perform the experimental evaluation of
our proposed recommendation algorithms. Each entry in the testing dataset can
be seen as a new review that is currently added by a user who expects to receive
book recommendations.

Content-Based Filtering on testing dataset starts the method for generating
Content-based filtering recommendations introduced in Sect. 3.2. The system
goes through the testing reviews sequentially and for each review it generates
the top 5 recommendations. Afterwards the recommendations are stored inside
the output text file.

Collaborative Filtering on testing dataset is similar to Content-Based Filter-
ing on testing dataset, but for generating recommendations it uses Collaborative
filtering recommendation algorithm described in Sect. 3.2.

Coverage Content-Based Filtering Algorithm, Coverage Collaborative Filter-
ing Algorithm and Recommendations Similarities are used for calculating our
proposed performance measures detailed in Sect. 4.4.

4.2 Dataset Preparation

The data set was pre-processed before the application of the recommendation
algorithm. The aim of the pre-processing is to compute the books similarity
matrix that contains the similarity value for each pair of books in the dataset.
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We did not use all the fields of a book entity (see Table 1) for our recom-
mendation algorithms. Therefore we selected only those book features which are
relevant and we combined them into a single text field.

We consider to be relevant the following fields: Book Title, Book Series, Book
Author and Emotions. The resulting string is stored into the books dataset as
an additional column named “Combined Features”.

Then we converted each “Combined features” field of a book into a vector
of token counts. We applied this processing for each book of the dataset, thus
obtaining a matrix T of token counters with elements natural numbers. The
total number of tokens is equal to the size of the vocabulary that is found by
analyzing the “Combined Features” field of each book. So, if there are n books
and the size of the vocabulary is m the resulting matrix of token counts will
have size n × m. The count matrix was created using CountVectorizer class of
Scikit-learn library available in Python [27].

Each row i of matrix T is a vector of counters describing book i. The similarity
of two books i and j can be determined by applying a similarity measure to
the vectors represented by rows i and j of T . In our implementation we have
used the cosine similarity measure. If there are n books then the similarity
matrix is a squared and symmetric matrix S of size n with real values in interval
[0, 1]. We determined the books similarity matrix and we saved it into variable
cosine_similarity_matrix [9].

For each input book 1 ≤ i ≤ n, the books that are most similar with it can
be determined by examining the row i of matrix S consisting of elements Si,j

for all 1 ≤ j ≤ n of higher value.

4.3 Dataset Overview

We used three datasets collected from Goodreads shelf “Best Books Ever”: top 100
books (Dataset 1), top 500 books (Dataset 2), and respectively top 1000 books
(Dataset 3) for conducting our experiments. The aim of our experiments is to
investigate the performance of our algorithms considering datasets of different
dimensions.

Dataset 1 contains 100 books and 17999 collected reviews. 99 books contain
maximum number of reviews (180) and one of them contains 179 reviews. 13957
reviews were classified using Langdetect as written in English language, while
4042 were classified as either not defined (46) or written in other languages
(3996), like Spanish, Arabic, Italian to Macedonian, Albanian or Swahili.

After removing language-undefined reviews and non-English ones, the 13957
reviews are distributed as numbers in range [87, 170] for the set of 100 books.
These reviews were written by a total of 5052 users. 3190 users have written only
1 review, 1631 users have written between 2 and 10 reviews, while 231 users have
written more than 10 reviews (between 11 and 63 reviews).

Dataset 2 contains 500 books and 89707 collected reviews. 479 books contain
180 reviews, and 21 contain less than 180 reviews: 14 contain 179 reviews, 1
contains 178 reviews, 5 contain 150 reviews and 1 only 53 reviews. 70401 reviews
are classified as written in English language, while 19306 are classified as wither
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not defined (311) or written in other languages (18995). We observe that the
top languages are similar as the ones identified in Dataset 1: Spanish is the first,
followed by Arabic, Italian, Greek and Polish.

Considering only the reviews of interest - 70401 English reviews - the books
contain number of reviews in range [43, 179], written by a total of 21898 users.
14576 users have written only one review, 6064 users have written between 2
and 10 reviews and 1259 users have written more than 10 reviews (between 11
and 190).

Dataset 3 contains 1000 books and 163574 collected reviews. 479 books con-
tain maximum number of 180 reviews, 511 contain between 100 and 179 reviews,
while 10 contain less than 100 reviews (between 10 and 78). 129713 reviews are
classified as written in English language, 614 are not defined and 33247 are writ-
ten in other languages. We observe that again the top languages are similar to
Dataset 1 and Dataset 2.

The 129713 English language reviews are distributed as numbers in range
[10, 179] for the 1000 books available in the dataset and were written by a total
of 38048 users. 25842 users have written only 1 review, 9987 users have written
between 2 and 10 reviews, and 2219 users have written more than 10 reviews
(between 11 and 263).

The characteristics of the experimental datasets are summarized in Table 3.

Table 3. Experimental Datasets Statistics

Statistic Dataset 1 Dataset 2 Dataset 3

Number of Books 100 500 1000

Number of Collected Reviews 17999 89707 163574

Collected Reviews Number per Book [179, 180] [53, 180] [10,180]

Number of English Reviews 13957 70401 129713

Number of non-English Reviews 4042 19306 33861

Reviews Number per Book [87, 170] [43, 179] [10, 179]

Number of Users 5052 21898 38048

Number of Users 1 review 3190 14576 25842

Number of Users [2, 10] reviews 1631 6064 9987

Number of Users > 11 reviews 231 1259 2219

Maximum Number of Reviews written by 1 User 63 190 263

Training Reviews 11151 56235 103758

Testing Reviews 2806 14166 25955
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4.4 Experimental Results

We have split the Goodreads datasets of reviews as 80% for training and 20% for
testing using stochastic sampling. As different number of reviews are contained
in the datasets for each separate book, training - testing split was done for each
book reviews.

In the experiments we have taken into consideration the fact that Dataset 2
is an extension of Dataset 1, and Dataset 3 is an extension of Dataset 2, and
in all experiments a certain review ri is always placed in the same experimental
dataset, either training or testing. This means that a book bj is defined by the
same set of “Combined features” in all experiments.

Observing the range number of collected reviews per book, for Dataset 1
almost all books have 180 reviews, while for Dataset 2 and Dataset 3 the number
of books with less than 180 reviews is slightly higher. The reason why there are
less than 180 reviews collected is that on Goodreads website there were no further
reviews available. This result is expected, because Dataset 1 is the one which
contains top 100 “Best Books Ever” as rated by user, which means higher amount
of users appreciated these books and it is expected that they have more reviews
compared to lower ranked books, available in Dataset 2 or Dataset 3.

When it comes to the amount of English reviews available in the collected
datasets, we observe an interesting result. Dataset 1 has 77.54% English reviews,
while Dataset 2 has 78.48% and Dataset 3 has 79.29%. This shows that higher
“Best Books Ever” ranked books are reviewed by different nationalities users who
tend to write reviews in their country language rather than in English language.

The average number of reviews per book is relatively consistent for the three
experimental datasets: 139 reviews per book for Dataset 1, 141 reviews per book
for Dataset 2 and 130 reviews per book for Dataset 3, although the review ranges
are quite different - [87, 170] for Dataset 1, [43, 179] for Dataset 2, [10, 179] for
Dataset 3.

The percentage of users who wrote only one review increases with the dimen-
sion of the dataset, from 63.14% in Dataset 1, to 66.71% in Dataset 2 and 67.92%
in Dataset 3. The number of users who wrote between [2, 10] reviews decreases
(32.28% for Dataset 1, 27.69% for Dataset 2 and 26.25% for Dataset 3), as the
users are reassigned from this category to the category of users with more than
11 reviews (4.58% for Dataset 1, 5.76% for Dataset 2 and 5.83% for Dataset 3).

Expected results are obtained for statistic “Maximum Number of Reviews
written by 1 User”, it is normal that the higher the dimension of the reviews
dataset, the more reviews are written by a single user.

Let us define the following parameters that are used for the rigorous definition
of our proposed evaluation metrics:

– Recommendation space R refers to the total number of possible recommen-
dations, i.e. the total number of books available in the books dataset (in our
case 78).
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– User input space U refers to the total number of user inputs u. A user input
is a new review added for a certain book from the dataset.

u = (book, review),where book ∈ R

– Test space T refers to the subset of the input space T ⊂ R used for experi-
mental evaluation.

– A recommendation fi(u) refers to the output recommendation obtained when
applying recommendation algorithm i. The output is a set of 5 books ri ∈ R.
i = 1 denotes the Content-based filtering Algorithm, while i = 2 denotes the
Collaborative filtering Algorithm.

fi : U → R5

fi(u) = (r1, r2, r3, r4, r5)

– Total number of unique recommendations TNURi refers to the amount of
unique books from the dataset which are returned as recommendations by
algorithm i. In our case, TNUR1 refers to the books returned as recommen-
dations by Content-based filtering algorithm and TNUR2 refers to the books
returned as recommendations by Collaborative filtering algorithm.

TNURi =
⋃

u∈U

{fi(u)}

– Recommendations similarity s refers to the similarity between recommenda-
tions f1(u) and f2(u) provided for the same user input u using the Content-
based filtering algorithm, respectively Collaborative filtering algorithm.

s : R5 × R5 → [0, 1]

s is determined using Jaccard index.

s(f1(u), f2(u)) =
|f1(u) ∩ f2(u)|
|f1(u) ∪ f2(u)|

Considering that each of the two algorithms provides a list of 5 recommen-
dations, it follows:

s(f1(u), f2(u)) =
|f1(u) ∩ f2(u)|

10 − |f1(u) ∩ f2(u)|
We propose two performance measures for evaluating our recommendation

algorithms, as follows:

– Coverage Ci determines the proportion of books from R that the system was
able to recommend using recommendation algorithm i.

Ci =
|TNURi|

|R|
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– Average Recommendations Similarity ARS is the average of the similarity
between recommendations provided using Content-based filtering and Col-
laborative filtering algorithms.

ARS =
1

|T |
∑

u∈T

s(f1(u), f2(u))

Table 4. Coverage Performance Measure Results

Performance Measure Dataset 1 Dataset 2 Dataset 3

Coverage Content-Based Filtering 95% 87.4% 86.5%
Coverage Collaborative Filtering 100% 97.8% 96.1%

The values obtained for Coverage metric are summarized in Table 4.
For Content-based filtering Recommendations Algorithm, we obtained a cov-

erage of 95% for Dataset 1, which means that 95 out of 100 books available in
the dataset were given as recommendations for the testing reviews, 87.4% for
Dataset 2 (413 out of 500 books were given as recommendations) and 86.5% for
Dataset 3 (865 out of 1000 books were given as recommendations).

For Collaborative filtering Recommendations Algorithm, we obtained maxi-
mum coverage on Dataset 1. Coverage 97.8% is obtained for Dataset 2 (489 out
of 500 books were given as recommendations) and 96.1% for Dataset 3 (961 out
of 1000 books were given as recommendations).

We appreciate that, in general, we obtained a better recommendations cov-
erage using the Collaborative filtering Recommendation Algorithm than using
the Content-based filtering Recommendations Algorithm.

For both recommendations algorithms, we remark a decrease in the cover-
age when the dimension of the dataset increases. This is an expected behavior
because our algorithms consider certain book features when doing the recom-
mendations, and the datasets contain several books with different features. When
the dataset increases, it increases of course the number of books with different
features.

For Dataset 1, we obtained an Average Recommendation Similarity of 8.19%.
Although this seems a rather low value, it was expected as it shows that apply-
ing both recommendations algorithms on the same user input review generates
rather different recommendations. In total, for the 2806 input reviews, 14030
recommendations were obtained using Content-based filtering and 14030 were
obtained using Collaborative filtering, as both recommendations algorithms pro-
vide to the user the top 5 recommendations. Out of the 14030, only 1150 were
identical.

We observe a decrease of Average Recommendation Similarity to 3.14% for
Dataset 2, respectively 2.43% for Dataset 3 (Table 5), which shows that in case of
bigger books datasets, there are more options of books that can be recommended,
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Table 5. Average Recommendations Similarity Performance Measure Results

Performance Measure Dataset 1 Dataset 2 Dataset 3

Average Recommendations Similarity (ARS) 8.19% 3.14% 2.43%

Number Input reviews 2806 14166 25955

Number Recomm. received per recomm. algorithm 14030 70830 129775

Number Similar recommendations 1150 2225 3154

and by using two different recommendations techniques, the recommendations
that are received for the same user input prove to be unalike.

5 Conclusions

In this contribution, we proposed two recommender system algorithms which
extend the basic recommender system techniques of Content-based filtering and
Collaborative filtering with emotion information extracted from online reviews
in order to improve the quality of recommendations.

We introduced three new experimental datasets of different sizes with books
descriptions and reviews extracted from Goodreads website and we used them
for evaluating our proposed algorithms. We used stochastic sampling to partition
each dataset into training set and testing set.

Evaluation was done using two performance measures that we proposed in
this paper: Coverage and Average Recommendations Similarity.

Coverage refers to the percentage of books which are received as recommen-
dations and it was evaluated on the testing dataset. Our experiments show a
good books dataset coverage, as almost all books from the dataset are given as
recommendations for all the possible user inputs. We observe that the Coverage
decreases with the increase of dataset size, and this is justified by the fact that
the books in our datasets are ordered by the popularity, meaning that more
popular books tend to be recommended more often than less popular books.

Average Recommendations Similarity quantifies the similarity between rec-
ommendations provided using the proposed methods. We obtained low values for
Average Recommendations Similarity, which is somehow anticipated consider-
ing that the recommendations methods involved different techniques – Content-
based filtering, and respectively Collaborative filtering. Similarly to Coverage
metric, we observe a decrease of Average Recommendations Similarity with the
increase of the dataset size, which is expected since the recommendations algo-
rithms have a larger candidate recommendation space to choose from, and dif-
ferent recommendations techniques will identify different recommendations can-
didates.

In extension to our previous research, we investigated if the size of the dataset
influences the performance results of our recommendation algorithms, by using
datasets of different sizes. We noticed only a slight decrease of the performance
measures with the increase of dataset size. However, a limitation is identified
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because the books existing in our datasets are ordered according to Goodreads
users’ opinions. We assume this can be avoided by: (1) rearranging books in a
random order to have a uniform distribution of books quality across the datasets,
(2) using another mechanism of choosing the top 5 recommendations from the
recommendations candidates list, such as roulette wheel.

As future directions, we aim to (1) study how much the emotions influence
the process of books recommendations, by using different “Combined Features”
which characterize the book when seeking for similarities between the books in
order to provide recommendations, (2) create new emotional categorizations of
books using reviews extracted from other social networks and observe in which
degree this influences the recommendations suggested by our algorithms.
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Abstract. The article assessed the effectiveness of a model translating
text written in Polish into Polish Sign Language using animation iden-
tifiers (animation identifiers) based on verbal data. Collaboration with
sign language experts aims to identify and address performance issues,
emphasizing irregularities in generated sentences. The study focuses on
offering recommendations for improving translation quality by analyzing
problems in the training data and incorporating expert insights. Initially
considering dissimilarity algorithms proved unsuitable due to the model’s
non-autoregressive architecture. Instead, a graphical user interface web
application facilitated expert input, fostering an open dialogue on model
effectiveness. Results revealed incorrect model operation, illogical out-
puts, and issues with translations beyond the training set. Low data
volume and quality, along with nonrepresentative examples, contributed
to subpar performance. This research offers valuable insights for future
Polish Sign Language translation model enhancements within a concise
framework.

Keywords: Polish Sign Language · Translation model · Machine
learning

1 Introduction

Sign language holds a crucial role in the lives of individuals with hearing impair-
ments, serving as a means for communication, emotional expression, and societal
engagement. The presence of sign language interpreters is vital to ensure equi-
table access to information and services for the deaf community. These inter-
preters play a pivotal role in facilitating the exchange of information between
deaf and hearing individuals, enabling comprehensive involvement in various
social and professional domains [20].
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Being a natural language, sign language possesses its own grammar, vocabu-
lary, and sentence structure, akin to other languages [24]. Various sign languages
worldwide exhibit unique characteristics, making translation from a national
language into sign language a complex process. This complexity demands inter-
preters to possess not only linguistic proficiency but also an understanding of
the cultural and social contexts of the users. Successful translation requires con-
sideration of not just the literal meanings but also the connotations and cultural
nuances of the words. Additionally, proficient use of gestures, facial expressions,
and body movements is crucial for conveying the speaker’s emotions and inten-
tions effectively [32].

Addressing the social exclusion of deaf individuals is imperative for promot-
ing equal opportunities and societal participation. The obligation to ensure equal
access to services and information for all citizens has led to increased awareness
and legal mandates. Consequently, there is a pressing need for research and
development in solutions for the automatic translation of natural language into
sign language. Such advancements have the potential to eliminate communica-
tion barriers, fostering complete participation of deaf individuals in diverse social
and professional spheres.

Exploring automatic translation of natural language into sign language neces-
sitates the incorporation of advanced technologies such as artificial intelligence,
machine learning, and natural language processing. The development of these
solutions not only contributes to technological progress but also finds applica-
tions in fields like machine translation and speech recognition. Crucially, scientific
research and the creation of automatic translation solutions directly enhance the
quality of life for the deaf community by dismantling communication barriers and
promoting greater equality and social inclusion.

The aim of the research in this article is to conduct a comprehensive assess-
ment of the efficiency of the model translating text written in Polish into Polish
sign language. By analyzing the results obtained in cooperation with experts,
the goal is to identify specific problems in the performance of the model. Focus-
ing on detecting irregularities, illogicalities and inconsistencies in the generated
sentences allows for an accurate assessment of translation efficiency. Through
our research, we want to develop recommendations to improve the quality of
model translations. Therefore, based on the results of the analysis of problems
in the training data and suggestions obtained from experts, it is planned to
introduce modifications to the model, which will allow its further development
and improvement of the translation process between Polish and sign language,
as well as the development of recommendations aimed at improving the quality
model translations.

Our primary objective is to execute a project dedicated to creating a virtual
human representation delivering public administration content in Polish Sign
Language. In our other paper [25], we reviewed research related to sign language
interpreting, focusing on various aspects such as interpreting effectiveness, qual-
ity of interpreting services, technological support, and social and cultural con-
texts The aim of the project is to enhance accessibility for the deaf community,
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especially for those proficient in Polish Sign Language but not fluent in spoken
Polish. This entails developing a comprehensive solution that encompasses both
a language translation module and a corresponding avatar responsible for sign-
ing the translated texts. Achieving this goal requires a thorough understanding
of research, scientific, and theoretical advancements in sign language translation
and their practical implications.

While many of the scrutinized studies span various disciplines, discernible
trends exist in researchers’ pursuits within specific domains. Consequently, we
aim to present an overview of the work within the proposed research areas and
encourage scholars to delve deeper into research and development in the realm of
sign language interpretation. By highlighting areas warranting further investiga-
tion and outlining existing challenges, this article seeks to instigate discussions
and innovations that will contribute to the ongoing enhancement of sign language
services and the complete integration of individuals with hearing impairments
into society.

This article is organized as follows. Section 1 is an introduction to the topic
of the article, introducing the reader to the research context. Then, in Sect. 2
a thorough overview of work related to sign language interpretation methods
is presented, presenting a significant reference framework. In Sect. 3, a project
is discussed, the aim of which is to develop a solution for translating speech
from Polish into Polish sign language, using an avatar and artificial intelligence.
Section 4 presents the model architecture, while Sect. 5 details the data used to
train and evaluate the translation model. The experimental analysis and assess-
ment of model variance are performed in Sect. 6, while the validation of the model
translation data is presented in Sect. 7. Finally, in Sect. 8, general comments on
the work are presented, emphasizing its essence, and potential directions for
future research are indicated. The entire article is organized in a way that facil-
itates understanding of the topic and effective absorption of research results.

2 Related Works

The literature review provided insights into various aspects of sign language
translation technologies. The focus lies on translating spoken language into sign
language and vice versa. Noteworthy approaches include the utilization of avatars
for recognizing sign language poses and translating through talking faces, as
described in [23]. Additionally, research emphasizes the development of two-way
communication systems that translate spoken languages into sign languages and
vice versa, exemplified in works like [7,29,39]. In the realm of recognizing and
translating sign language into spoken languages, innovative solutions include
an AI-based approach for capturing sign language [34], a crowdsourcing plat-
form to address the unavailability of annotated datasets [33], and an automatic
sign language synthesis system based on machine translation advancements [35].
Real-time motion recognition systems, such as the one using electromyography
signals [36], have shown high accuracy in recognizing American Sign Language
(ASL) movements.
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Two-way communication, crucial for smooth interactions between deaf indi-
viduals using sign language and hearing individuals using spoken language, has
been a significant area of research. Projects like the European initiative [29] aim
to develop technology for automatic translation of sign languages into spoken
languages and vice versa, focusing on languages such as English, Irish, Dutch, and
Spanish. Another notable effort is the EXTOL project [7], dedicated to trans-
lating British Sign Language into English and creating a functional machine
translation system for any sign language. The translation of spoken languages
into sign languages is explored extensively, with a focus on Arabic sign lan-
guage [2], Mexican Sign Language [4], and Chinese Sign Language [39]. These
studies involve developing dictionaries, avatars, and structured language models
for various sign languages. Additionally, evaluations of sign language transla-
tion systems, such as for Portuguese Sign Language (LIBRAS) [12], have been
conducted, shedding light on grammatical considerations within the deaf com-
munity.

In sign language technology research, a focus on improving systems, espe-
cially in recognition, production, and animation, is evident [10,14]. Researchers
are actively developing software to create authentic sign language gestures, facial
expressions, and body movements, exploring motion capture for realistic anima-
tions [3,30]. Language-specific advancements include a proposed system translat-
ing English text into Indian Sign Language using a 3D avatar [18]. This approach
utilizes an ISL parser for real-time representation, enhancing dynamic commu-
nication. The Indian Sign Language Dictionary, bilingual for English and Hindi,
employs the Hamburg notation system and SIGML with WebGL for 3D avatar
animations [19]. Innovative tools like Kazoo’s and Paul’s avatars aim for auto-
mated content synthesis [6,10]. Educational applications include adding sign
language translations to digital mathematical materials [14]. The SignGAN sys-
tem [30] generates realistic sign language videos, addressing motion blur issues.

Challenges in sign language generation, such as modality differences and lim-
ited resources, are explored [37]. Non-manual sign challenges are discussed from
linguistic, computer graphics, and sign language representation perspectives [38].
Addressing dataset unavailability, a crowdsourcing platform captures sign lan-
guage [34]. To enhance communication, methods using machine learning for auto-
matic calculation of key values and innovative techniques for facial expression
presentation are proposed [1,15]. A parametric model for facial expression syn-
thesis with 3D avatars contributes to field advancements [13].

In situations requiring effective communication for understanding and
expressing thoughts, such as business meetings, school activities, or medical con-
sultations, the translation from the national language into sign language plays
a crucial role. Advancements in technologies, such as mobile applications and
interactive screens, offer new possibilities for faster and more precise translations,
facilitating improved communication between deaf and hearing individuals [16].
Automatic translation of natural language into sign language holds promise for
enhancing the quality of education for the deaf. Tools enabling access to educa-
tional content, such as the Mexican Sign Language Avatar, utilizing NLP and
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automatic translation, present textbook content in sign language [4]. In the realm
of mathematics education, e-learning systems and 3D avatars are employed to
aid Arab deaf sign language students and enhance digital math education materi-
als [14,31]. A system supporting independent learning of English Sign Language
has also been developed, incorporating a neural network for classifying signs
recorded with a webcam [26].

Educational efforts extend globally, with projects like the Turkish initiative
utilizing 3D avatars to assess the effectiveness of avatar-based tutoring compared
to text-based learning tools [40]. Dictionaries in various sign languages, including
English, Irish, Arabic, Indian, and Portuguese, further contribute to educational
resources [2,10,11,18,19,21].

The pandemic underscored the importance of accessibility to medical care for
deaf individuals. Dutch researchers explored the potential of automatic transla-
tion of text into sign language, focusing on COVID-related medical consultations.
While avatars were found advantageous in terms of flexibility and scaling, con-
cerns were raised about lower realism and understanding compared to human
video translation [27,28]. Patient comfort and acceptance of virtual advisors were
found to vary depending on the nature of the interaction, with greater accep-
tance in general areas compared to more personal topics [5,8,17]. In the context
of safety, efforts were made to develop avatars for disaster messages, utilizing
voice notations and investigating motion capture methods. Challenges included
collecting data on emotional expression and facial expressions during the creation
of a 3D avatar from a 2D video [22]. Another example involves the development
of an avatar for a machine translation system, translating real-time messages for
Swiss Federal Railways, utilizing JASigning software for avatar animations [9].

3 Project Avatar2PJM

The research is part of the Avatar2PJM project (Project: Framework of an
automatic translator into the Polish Sign Language using the avatar mecha-
nism, The National Centre for Research and Development, GOSPOSTRATEG-
IV/0002/2020). This project aims to develop a solution for translating speech
from Polish into Polish Sign Language using avatar and artificial intelligence
methods. The innovation of this solution lies in the inclusion of emotions and
non-verbal elements in the visualisation of gestures.

A primary objective of the project is to create a method for translating Pol-
ish into Polish Sign Language through the application control mechanism of an
avatar. The sign language avatar serves as a computer-generated representation
(animation) of linguistic phenomena. By referencing appropriate video-recorded
material, it becomes feasible to animate any described speech. Motion Cap-
ture (MoCap) sessions were employed for this purpose, a technique commonly
used in computer games to realistically replicate three-dimensional movements of
actors (refer to Fig. 1). In the context of sign language avatars, MoCap facilitates
the replication of sign language signs, enhancing comprehension of the commu-
nicated content. From the animator’s standpoint, sign language signs involve
geometric positions and movements.
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Fig. 1. MoCap recordings as part of the Avatar2PJM project.

A message conveyed in sign language encompasses both the signs themselves
and various supplementary information, as the physical expression results from
concurrent linguistic and extra-linguistic processes. When generating computer-
generated animations, consideration is given to the emotional context of the
expression, as well as phenomena like accurate mouth movements and voiceless
speech inherent in sign language communication. Notably, the facial expressions
of the sign language interpreter and the information they convey play a cru-
cial role. These elements are also vital in the context of the data required for
developing the interpreting module.

The material obtained during Motion Capture (MoCap) sessions is utilized
to fuel the animation module and furnish an input dataset for the translation
module using machine learning techniques. To achieve this, the collection of
recordings undergoes an annotation process, describing individual sign language
elements at specific intervals. This encompasses sign units, lexical interpreta-
tions (lemmas, lexemes), and information related to the non-manual aspects of
the sign. Since the interpreter’s face is a key element of annotation and the
process is time-intensive, efforts were made to explore the feasibility of auto-
matically recognizing the interpreter’s facial expressions. The implementation
of automatic annotation holds the potential to significantly enhance and expe-
dite the annotator’s work. The article presents partial findings from the research
conducted in this domain.

A projected outcome of the project involves pilot testing selected online infor-
mation services offered by public administrations, employing the avatar show-
cased in Fig. 2. Widespread implementation of automatic translation mechanisms
in public online systems represents a constructive stride toward enhancing digi-
tal public administration accessibility. Additionally, the project team examines
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Fig. 2. Actual avatar prepared for testing the Avatar2PJM project.

the professional potential of deaf individuals and their satisfaction with inter-
actions with public administration both pre- and post-implementation of the
virtual interpreter. This investigation aims to identify social and economic bar-
riers faced by deaf individuals in their dealings with administration and the job
market. The study will explore the vocational potential of deaf individuals and
methods to optimize data capture for maximal vocational activation effects. Ulti-
mately, the project’s results will contribute to sustainable efforts in eliminating
barriers for users of Polish Sign Language.

4 The Translation Model

The developed model is based on a bidirectional recurrent neural network (RNN),
hereinafter referred to as bidirectional RNN or RNN. The choice of this archi-
tecture is due to its ability to effectively analyze the relationships between key
words in sentences, and the possibility of analysis in both directions, which is
important for complex sentence structures. It should be noted, however, that this
advantageous feature lengthens the learning process and potentially increases the
risk of making mistakes in the case of longer or more complex sentences.

The final layer architecture of the bidirectional RNN model is shown in
Fig. 3. The sequential model starts with a Polish word embedding layer, which
transforms tokens into vectors of lower dimensionality. Another element of the
model is the LearningRateScheduler callback function, which aims to regu-
late the learning rate during the learning process. This mechanism, known as
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Learning Rate Annealing, accelerates the initial learning epochs and then sta-
bilizes them in later stages, positively affecting the overall quality of model
generalization. In this case, the LearningRate value decreases by 1.25 every 20
epochs, excluding the first epoch.

Fig. 3. Architecture diagram of the translation model of the Avatar2PJM project.

It is worth emphasizing the important role of the data tokenization
process. Two tokenizers were used: one for the Polish language with the
char_level=false parameter (tokenization at the word level) and the other for
the sign language animation IDs with the parameters split=′ ′ and filters=′′,
where split divides tokens by white space characters, and empty filters disables
special character filters. This procedure allows for the correct tokenization of
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animation IDs, which may contain special characters such as underscores or
hyphens.

5 Data Quality of the Training Set

In this study, the data used to train and evaluate the Polish to Polish Sign Lan-
guage translation model was provided in the form of a JSON file that contained
a list of sentence pairs. Each pair consisted of one sentence in Polish and the
corresponding animation IDs representing the appropriate translation into sign
language. The main goal was to enable the learning model to generalize, be able
to correctly predict new, unknown data, and adjust the optimization of weights
during training.

During the data preparation stage, three iterations were carried out (marked
as Set 1, Set 2 and Set 3), which successively expanded the previous version of
the set with additional pairs of training sentences. Detailed information about
each data set is presented in the Table 1. This table analyzes key criteria for each
version of the set, such as:

– number of all training pairs – the total count of training sentence pairs in
each dataset, indicating the volume of examples used for model training,

– number of all Polish words – the total count of Polish words present in the
datasets, reflecting the linguistic complexity of the training data,

– number of unique Polish words – the count of distinct Polish words within
the datasets, offering insights into the diversity and richness of the Polish
vocabulary,

– number of all animation IDs – the total count of animation IDs used in
the datasets, providing information about the variety and quantity of sign
language representations,

– number of unique animation IDs – the count of unique animation IDs,
reflecting the diversity and specificity of sign language expressions.

This data structure allows for a precise understanding of the characteristics of
each set and provides the basis for further analysis on the performance of the
translation model.

Table 1. Characteristics of training datasets.

Classification criteria Set 1 Set 2 Set 3

number of all training pairs 376 554 801
number of all Polish words 8 557 16 519 26 866
number of unique Polish words 1 969 3 620 5 517
number of all animation IDs 10 779 17 107 25 306
number of unique animation IDs 708 774 1 594
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An analysis of the data presented in Table 1 shows a significant increase in
the number of all training pairs between Set 2 and Set 1, as well as between
Set 3 and Set 2, reaching 47% and 45%, respectively. Similar upward trends are
observed in the number of all word pairs, where the increase between Set 2 and
Set 1 is 93%, and between Set 3 and Set 2 - 63%. Analyzing unique Polish words,
there is a significant increase of 83% between Set 2 and Set 1, and an increase
of 52% between Set 3 and Set 2. Another significant observation concerns the
number of animation IDs, which increased by 59% between Set 2 and Set 1, and
by 48% between Set 3 and Set 2. Also of particular interest is the increase in
total animation IDs, which is 59% between Set 2 and Set 1, and 48% between
Set 3 and Set 2. It is worth noting the smaller increase in the number of unique
animation IDs, only 9% between Set 2 and Set 1, which could potentially affect
its generalization ability compared to Set 3. However, the greatest increase, by
as much as 106%, is observed between Set 3 and Set 2, which is an area with
greater potential for exploration and acquiring new patterns.

The analysis of selected criteria was aimed at assessing the diversity of data
and the model’s ability to generalize depending on the growing amount of avail-
able information. It is worth emphasizing that when analyzing the data, issues
related to the length or distribution of sentences were omitted. Due to the speci-
ficity of sign language, where “sentences” are represented by animation IDs, tra-
ditional length metrics do not adequately reflect the actual signing time or sen-
tence structure in this context. Therefore, the main emphasis was placed on
parameters related to the number of words and diversity, which are crucial for
the effectiveness and generalization of the translation model. The analysis of the
above data leads to the conclusion that each set is characterized by a greater
number of Polish words than unique sign animation IDs. This important obser-
vation provides the basis for further reflection on data asymmetry in the context
of the translation process. Ultimately, adding new pairs of training sentences and
expanding the vocabulary in both Polish and Sign Animation ID is a key element
in the data enrichment process. Analyzing the graphs of layers and functions in
the tensorboard should allow for a better understanding of the impact of these
changes on the translation quality and enable further improvement of the model.

6 Experimental Analysis and Model Variance Assessment

In order to explore the potential of pre-trained embedding layers, an experiment
was conducted by including an embedding layer trained using the word2vec algo-
rithm, based on the Polish Wikipedia, into the model analysis. The experiment
aimed to evaluate the impact of this additional layer on the performance of the
translation models. However, initial results proved unsatisfactory, with a drop in
model accuracy of approximately 6 percentage points, representing a 7% reduc-
tion. Analyzing the characteristics of the models, rapid convergence was observed
with moderately satisfactory results, which suggested a lack of sufficient variance
in the model architecture.
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Figure 4 shows the accuracy plot of the validation set for the model on Set 2
with learning embedding or fixed embedding depending on the epochs. The light
blue line represents the learning embedding model, while the green line is the
fixed embedding model that did not participate in the training loop involving
Polish to Polish Sign Language (PJM) translations. The training process was
carried out on various data sets, gradually enriched with additional data, which
significantly influenced the performance of the models.

Fig. 4. Accuracy on the validation set for for the model on Set 2 with learning embed-
ding or fixed embedding across epochs.

Figure 5 shows models with identical architecture with learning embeddings,
but trained on different data sets. The dark blue model was trained on Set 1
and the light blue model on Set 2. Similarly, the red and green lines represent
models with the same solid embedding architecture but with different datasets,
where the model marked with the green line was trained on Set 2, and the red
line on Set 3. During the analysis of the obtained accuracy values depending on
the epochs, it was observed that the expansion of the data set contributed to
increasing the accuracy of the models on the training set, increasing the value
of the metric by over 2%. However, the introduction of a previously trained
embedding resulted in a decrease in the function values on the validation set,
which is visible as light blue and green lines.

Additionally, it can be noticed that adding previously trained embeddings
had a negative impact on the value of the function on the validation set, espe-
cially for models on Set 1 and Set 2 (light blue and green lines). This decrease
may be related to a limitation in the flexibility of the model, introducing some
rigidity in the word representations. Nevertheless, despite this negative effect on
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the validation set, experiments indicate that the models on the training set use
previously trained embeddings, which emphasizes the importance of adapting
the model to the specifics of the validation set. However, expanding the data set
has a positive effect on the results on the validation set, which can be observed
by analyzing models moving from Set 1 to Set 2 (dark blue and light blue lines),
as well as models moving from Set 2 to Set 3 (green and red lines).

Fig. 5. Accuracy of the validation set for selected models across epochs trained on
various datasets. (Color figure online)

Also of interest is the observation that the projected issues of a small increase
in unique animation IDs in Set 2 and a large increase in Set 3 did not significantly
impact the feature value. The increase in the accuracy value for the model on
Set 2 (light blue line) compared to the model on Set 1 (dark blue line) and the
increase in the accuracy value for the model on Set 3 (red line) compared to the
model on Set 2 (green line) suggest that adding new data, despite differences
in embeddings, has a positive effect on the performance of models, which is
important from the perspective of improving sign interpreting.

By analyzing the characteristic weight distributions in the tested models,
interesting phenomena can be noticed. First, a larger relative spread of param-
eters can be identified in all models with “frozen” embeddings. This probably
results from an attempt to correct the embedding weights using the weights of
the next layer. This effect is particularly noticeable in the example of the dis-
tribution of the load term values for the GRU layer in the encoder (backward),
comparing models with frozen embedding (pink graph) and learning embedding
(orange graph), as shown in Fig. 6.
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Fig. 6. Distribution of the load term values for the GRU layer in the encoder (back-
ward) for the model with frozen embedding (pink graph - on the left) and for the model
with learning embedding (orange graph - on the right). (Color figure online)

Second, unlike the bias terms, the weights for all GRU layers in all models
remained approximately rectangular or bell-shaped, depending on the initial-
ization. Figure 7 shows the distribution of weight values for the GRU layer in
the encoder (forward) for the model with frozen embedding (pink graph - on
the left) and the model with learning embedding (orange graph - on the right).
These observations provide important information about the structure of weights
in models, which may impact their ability to extract important features from
training data. Analyzing these distributions is important for understanding the
model training and optimization process.

Fig. 7. Distribution of weight values for the GRU layer in the encoder (forward) for
the model with frozen embedding (pink graph - on the left) and for the model with
learning embedding (orange graph - on the right). (Color figure online)

7 Validating Model Translation Data

In the process of verifying the quality of translation, the use of algorithms based
on measures of subtitle dissimilarity, such as the Levenshtein distance or the
Hamming distance, was initially considered. It was planned to compare the ani-
mation ID sequences in the training set to those generated by the models for
the corresponding sentences in Polish. However, the autoregressive architecture
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of the translation model resulted in a drastic reduction in the effectiveness of
these algorithms as the sequence length increased.

Given the above-mentioned difficulties and the limited amount of available
data, the decision was made to involve sign language experts. For this purpose,
a simple graphical interface was developed in the form of a web application,
enabling the introduction of sentences in Polish and then translating them into
IDs (which are an indication for appropriate animation) in the JSON format
(in Table 2 you can see examples sentences and then the ID to animate). These
results could then be used to communicate with sign language experts, main-
taining an ongoing open dialogue about the effectiveness of the model-generated
translations.

In Table 2, column 1 presents actual sentences written in Polish, which came
from official websites. The results of translation into Polish Sign Language (PJM)
obtained by the analyzed models based on three datasets (Set 1, Set 2 and Set 3)
are respectively presented as three consecutive columns in Table 2. It is worth
noting that the model on Set 2 and the model on Set 3 do not cover the complete
translation and, as a result, remain incomprehensible to the recipient.

However, the use of a model based on set 1 allows for obtaining good trans-
lation results, despite the difficulty of the problem and the very limited amount
of data. In this case, in 11 randomly selected sentences, the experts concluded
that:

– 4 sentences were very well understandable (bold text in Table 2),
– 2 sentences were rated as understandable (underlined text in Table 2),
– 3 sentences were rated as requiring improvement – ambiguous assessment by

experts (italic text in Table 2),
– 1 sentence has been rated as incorrectly translated,
– 1 sentence contained too many words unknown to the model, which made a

reliable assessment impossible.

When analyzing selected sentences for translation, it is worth paying atten-
tion to problems with the quality of the training set. In several cases, words
indicate the lack of their equivalents in the animation ID, which is a signifi-
cant challenge to improve to increase the quality of translations. Additionally,
despite some sentences being translated correctly, the translators’ ratings were
not always consistent, suggesting potential semantic problems or ambiguities and
interpretations - in such cases, we marked the sentences as requiring improve-
ment.

The dark blue line in Fig. 5 illustrates the quality of this model, while the
other models show a deterioration in the quality of translations after the intro-
duction of Polish permanent embeddings, which is visible. Many sentences were
shortened by over-adaptation, and common animation IDs such as id_14 (you)
were frequently repeated.
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8 Conclusions

This article focuses on assessing the efficiency of a model translating strings of
characters from Polish into Polish Sign Language. Sign language interpretation
was based on verbal data, referred to as animation identifiers (animation IDs),
which identified specific sequences of symbols in sign language.

The aim of our research was to comprehensively assess the efficiency of a
model translating Polish text into Polish sign language. Through collaboration
with experts, we aim to pinpoint specific performance issues, with a particular
focus on identifying irregularities, illogicalities, and inconsistencies in the gener-
ated sentences. The ultimate objective is to offer recommendations for enhancing
the overall quality of model translations. Drawing from the analysis of problems
in the training data and valuable insights from experts, we plan to implement
strategic modifications to the model. This approach is geared towards ensuring
continuous development and improvement in the translation process between
Polish and sign language. Additionally, our research seeks to provide recommen-
dations aimed at further elevating the quality of model translations.

Initially, it was assumed that the quality could be verified using algorithms
comparing measures of subtitle dissimilarity, such as the Levenshtein distance or
the Hamming distance. These algorithms were supposed to compare animation
IDs sequences in the training set with those generated by the model for the same
sentences in Polish. However, due to the non-autoregressive architecture of the
translation model, this methodology was rejected. The model’s autoregressive
nature means that even in the case of a correct translation, the probability of two
translations overlapping decreases exponentially with the length of the sequence,
which would result in a dramatic underestimation of the real performance of the
model.

Due to the above difficulties and the small amount of data, it was decided
to use the help of experts in the field of sign language. A simple graphical user
interface (GUI) was created in the form of a web application, enabling the entry
of sentences in Polish and then translating them into the animation IDs in the
JSON format. This data could then be transferred to the API that generated
specific signs in Polish Sign Language. This solution enabled interaction with
experts and an open dialogue about the results and effectiveness of model trans-
lation.

Analysis of the results revealed incorrect operation of the model, frequent
illogical and inconsistent output sentences, especially when translated into words
from outside the training set. Low data volume, low quality and nonrepresenta-
tiveness were also identified as reasons for poor model performance, mentioned
by translators who noticed that some randomly selected training examples were
not correct translations.

Moving forward, addressing these issues will require strategic modifications
to the model, informed by insights from both computational analysis and expert
feedback. By prioritizing data quality and diversity, and fostering ongoing col-
laboration with domain experts, we aim to advance the translation capabilities
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between Polish and sign language, ensuring greater accuracy and relevance in
real-world applications.
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Abstract. This paper is an extended version of a previously published paper [22],
which proposes a framework for assessing the sustainability impact of intelligent
transport systems (ITS). Building on this research, this paper shows the practical
application of the framework by assessing three exemplary ITS projects and dis-
cussing potential future use. Due to the increasing relevance of ITS to improve the
efficiency of transport in highly congested areas, this framework has high practical
relevance for smart mobility initiatives and (future) smart cities. Municipalities
increasingly recognize their responsibility for creating a sustainable environment
for citizens in the face of challenges like overpopulation, land shortage, and cli-
mate change. Nevertheless, many ITS initiatives still mainly focus on technical
solutions and overlook their impact on sustainability despite the relevance for the
environment, society, and economy. This paper bridges the gap between techni-
cal applications and their impact on sustainability by proposing a framework for
assessing the sustainability of ITS applications and initiatives. It discusses and
analyzes different perspectives on the complex concepts of sustainability and ITS
to derive a set of Sustainable Development Goals (SDGs) that can be targeted
by ITS in one central framework. Besides this theoretical contribution, this paper
focuses on demonstrating the practical use of the framework with a diverse set
of projects. Hence, this work bridges two fundamental perspectives for further
research and supports decision-makers in choosing ITS initiatives that contribute
to both smart mobility and sustainability.

Keywords: Smart City · Smart Mobility · Smart Traffic Management ·
Intelligent Transport Systems · Sustainability

1 Introduction

This article is an extension of work originally presented in the Proceedings of the 18th

Conference on Computer Science and Intelligence Systems [22].
Smart mobility refers to a wide range of data-driven concepts that help move indi-

viduals, groups, or objects across different locations, shaping both our present and future
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[10]. Considering the complex challenges of the current decade, such as overpopulation,
demographic change, globalization, space shortage, and dense traffic, cities aim to stay
attractive to their citizens and provide a livable environment [5, 23]. With over 50% of
the global population living in urban areas, their citizens can especially profit from the
opportunities of smart traffic management and the management of high traffic volume in
congested environments [9]. Simultaneously, the environmental and social challenges
driven by climate change raise the need for municipalities to take responsibility and
counteract the negative aspects of these challenges on their citizens. Consequently, more
cities aim to use the advances of digitalization to create value for smart and sustainable
mobility of citizens [2, 3, 18, 24]. Some researchers even point out that cities cannot
become smart without being sustainable, making sustainability an important factor in
smart city projects [34].

Intelligent transport systems (ITS) provide a set of technical applications and aim to
provide innovative services for different modes of transport and traffic management [8,
10, 19]. They empower citizens to make better decisions regarding their mobility and
enable safer and better-coordinated transport networks. Since road traffic is responsible
for about 65% of the CO2 emissions in cities and is likely to increase in the future,
ITS promise to mitigate the negative effects of traffic on the environment [4]. However,
while sustainability is a key factor in smart mobility initiatives, many ITS projects are
still mainly focused on technical criteria and measures and do not seem to analyze their
impact on sustainability [7, 20, 27].

Therefore, we target the intersection of sustainability and ITS in this paper. We
analyze the Sustainable Development Goals (SDGs) defined by the United Nations (UN)
to determine which goals, targets, and indicators have implications for the development
of ITS in the context of smart mobility towards a sustainable smart city. Specifically,
we explore different perspectives on ITS and relate them to the SDGs to answer the
following question:

Which Sustainable Development Goals, targets, and indicators are relevant for
assessing the sustainability of intelligent transport systems?

To answer this question,we review the relevant literature and combine it with interna-
tional agreements and resolutions to derive a framework for assessing the effectiveness of
ITS strategies on sustainability. Further, we demonstrate the practical use of this frame-
work by assessing three exemplary German ITS projects. This paper is structured as
follows. First, we define the term intelligent transport systems and set it into the context
of smart cities and sustainability.We then develop our framework based on the literature,
demonstrate its use, and describe the implications for further research and practice.

With our research, we contribute to the research fields of sustainable smart cities and
mobility while also providing practical implications for sustainable ITS. Through our
findings, we aim to inspire municipal decision-makers and technical leaders to consider
sustainability factors to build data-driven solutions that have a positive impact on soci-
ety and nature. In fact, we are currently facing this specific challenge in a project for
data-driven traffic management funded by the German Federal Ministry for Digital and
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Transport1. Hence, we want to share our approach to support other cities considering or
planning ITS projects.

2 Theoretical Background

2.1 Smart Cities and Smart Mobility

With the trend of urbanization and population growth, cities become increasingly popu-
lated while space and resources are limited. Urban areas will face challenges in meeting
the needs of their growing populations in many sectors, such as housing, transporta-
tion, energy systems, education, and healthcare. These challenges lead to the need for
sustainable development [11]. The concept of smart cities has been evolving in the last
decade. It aims to enhance quality of life in urban areas by using the opportunities of
information and communication technologies (ICT), hardware, algorithms, and data to
create a positive impact on life in cities [24].

Smart cities are characterized by the six areas smart economy, smart people, smart
governance, smart environment, smart living, and smart mobility, which are all inter-
linked [13]. Smart mobility is an especially relevant building block of smart cities.
The improvement of mobility with technical advances can save resources, increase effi-
ciency, and provide accessibility [9]. More specifically, smart mobility is defined as “a
set of coordinated actions addressed at improving the efficiency, the effectiveness and
the environmental sustainability in cities,” which is characterized by transport and the
use of information and communication technology [2]. It further consists of local acces-
sibility, (inter-)national accessibility, availability of ICT infrastructure, and sustainable,
innovative and safe transport systems [13]. Smart mobility has direct implications for
fulfilling the SustainableDevelopmentGoals defined by theUNandwill contribute to the
future of city planning and logistics [25]. However, research still shows gaps regarding
the consideration of potential sustainability factors that directly affect citizens, e.g., air
quality [31]. The field of smart mobility therefore holds significant potential for future
research aimed at creating more sustainable cities.

2.2 Smart Traffic Management and Intelligent Transport Systems

Various terms are employed to denote the technical applications, data-driven services,
and conceptual advances for data-driven traffic management. The most frequently
used terms are intelligent transport systems, smart traffic management, transport/travel
demand management, and smart mobility management. Though not completely con-
gruent, these terms are used interchangeably and exhibit a high semantic overlap. In
this paper, we consistently use the term intelligent transport systems (ITS) since it has
been researched for more than two decades [1] and is used by the UN and European
Parliament [8].

1 This research is in part funded by the German Federal Ministry for Digital and Transport in
the context of the “VLUID” project, an Abbreviation for the German term “traffic management
solutions for complex reconstruction scenarios based on intelligent data analysis”.
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ITS are defined as all technical solutions and construction concepts related to traffic
[10]. The UN Economic Commission for Europe (UNECE) further describes them as
“a set of procedures, systems and devices that enable (a) improvements in the mobility
of people and transportation of passengers and goods, through the collection, commu-
nication, processing and distribution of information and (b) the acquisition of feedback
on experience and a quantification of the results gathered” [32]. The European Parlia-
ment defines ITS in a slightly more generalized manner as communication systems that
provide services related to different modes of transport and traffic management. These
systems support a safer, more coordinated, and smarter use of transport networks for
users [8]. All definitions, however, share the common goal of technology-based and data-
driven traffic management, aiming to improve mobility. ITS further consist of various
tools based on information and communication technology and support the concept of
smart mobility [19]. Examples for specific applications are traffic light control systems
or analytical tools that influence transport management.

In addition to various definitions, several perspectives on ITS focus on different
means and needs. In Fig. 1, we summarize four of the most prominent perspectives and
definitions. In the following, we describe them in more detail for a broad understanding
of the concept.

Strategy and Activity
Perspective

e.g., active traffic
management, traffic

surveillance, traffic signal
control, parking space

management, information
dissemination

Functional Perspective
e.g., traffic

management,
management of public
transport, information
services for travelers

Requirements
Perspective

e.g., advanced traffic
management systems,
commercial vehicle

operations, automized and
autonomous driving

Modality Perspective
Focus on mode of

transport, e.g., car, bus,
(e-)bike, train.

Perspectives on
Intelligent

Transport Systems

Fig. 1. Perspectives on intelligent transport systems, own illustration derived from [6, 10, 14, 19,
32].

The strategy and activity perspective on ITS [6, 14] is defined by the US Department
of Transportation and provides the broadest and most granular perspective. It is focused
on ITS strategies and details them in activities. Depending on the publication, 16 to 26
related activities are defined. The strategies and sample activities are:
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• Traffic management and operations (e.g., traffic surveillance, traffic signal con-
trol, speed and intersection warning systems, and bicycle and pedestrian crossing
enhancements),

• Roadweathermanagement operations (e.g., roadweather information systems,winter
roadway operations),

• Maintenance and constructionmanagement (e.g., coordination activities for construc-
tion management, work zone management),

• Incident and energy management (e.g., emergency management, emergency vehicle
routing), and

• Public transportation management (e.g., electronic fare collection and integration,
multimodal travel connections, transit surveillance).

The functional perspective [19] on ITS describes functions of ITS, such as
management or information provision, consisting of:

• Traffic management,
• Management of public transport,
• Management of cargo transport and fleet of vehicles,
• Traffic safety management and monitoring systems for violation of regulations,
• Management of road incidents and emergency services,
• Information services for travelers and electronic payment services, and
• Electronic systems for collecting tolls for road use.

Some of these functions also overlap with the activities from the strategy and activ-
ity perspective, indicating the lack of a clear separation of the different perspectives.
According to this definition, ITS operation is particularly focused on information col-
lection from different systems, processing of this information, and the provision of
related recommendations.

The requirements perspective [10] focuses on requirements profiles, and spe-
cific technical systems. Again, there are overlaps to both the strategic and functional
perspectives. The related systems are:

• Advanced Traffic Management (ATMS),
• Advanced Traveler Information (ATIS),
• Advanced Vehicle Control (AVCS),
• Commercial Vehicle Operations (CVO),
• Advanced Public Transportation (APTS),
• Rural Transportation (ARTS),
• Automized and Autonomous Driving,
• Intelligent Traffic Data (Smart Traffic), and
• Vehicle Networks (Connected Vehicles).

These systems have a direct impact on activities such as emergency management,
information management, and innovation management.

While the previous perspectives provide a more generic view, ITS can also be cat-
egorized according to the modes of transport they address. That leads to the modality
perspective [10], comprising:

• (Motor) car traffic,
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• Public transport (bus, train, city train, subway),
• (e-)Bike,
• Motorcycle,
• Plane, or
• Vessel.

The modal split is especially important in relation to sustainable solutions. However,
unlike the previous ones, this perspective does not present activities or strategies. In sum-
mary, every perspective provides a slightly different view on ITS, with a common focus
on more efficient, safe, and sustainable intelligent traffic management and consideration
of the modal split.

2.3 Sustainability and the SDGs

Sustainability is a broad concept that is not easily defined, yet it is becoming an increas-
ingly important research field. Previous research has found that researchers use four key
concepts of sustainability:

1) a set of social and ecological criteria that guide human action,
2) a vision which is realized through a particular (social and ecological) reference

system,
3) an object, thing or phenomenon that happens in certain social-ecological systems,

and
4) an approach to include social and ecological variables in an activity, process, or

human product [28].

All four concepts align in the social and ecological aspects in the definition of
sustainability. In the context of software engineering, sustainability it can be defined
as the “creation and upkeep of software systems in a way that is ethical and morally
righteous, commercially viable, and technologically practicable” [15]. This includes
effects on the environment, society, and economy. Other researchers have constructed
sustainability with 16 variables that contribute to the four components of ecological,
economic, socio-cultural, and political sustainability in the context of enterprises [35].

In the process of formulating a broad but also specific definition of sustainability, the
SustainableDevelopmentGoals providemore general guidance. In 2015 theUNformally
acknowledged the need for transformative change towards sustainability and defined 17
sustainable development goals (SDGs). The resulting resolution defines sustainability
as “meeting the needs of the present without compromising the ability of future gener-
ations to meet their own needs” by considering environmental concerns, social aspects,
and economic development [11]. According to this definition, sustainability encourages
growth and technological progress by focusing on people’s needs while also ensuring
that choices in the present do not exhaust resources needed in the future. All 17 goals are
interdependent, and they are defined by a total of 169 targets. The progress for achieving
these targets can be tracked by 231 unique indicators (ibid). The goals are set to be
achieved by 2030 and have universal relevance, as they have been aligned between all
191 UN member nations and thus represent a collective understanding of sustainability.
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Current research further highlights the complex relationship between ICT and sus-
tainability while showing that it is important to measure the impacts of ICT on sus-
tainability. Especially challenging in this context is the alignment between the concepts
of digitalization, ICT, digital sustainability, and digital transformation [16]. In general,
previous research has found a positive association between ICT use and sustainable
development, defined as contributing to social, economic, and environmental aspects.
However, such research focused on the country-level sustainability impacts and not on
how individual ICT can contribute to sustainability, especially in cities [17].

Many of the SDGs build an important foundation for the progress towards smart
mobility. The application of traffic-related technology and smart services in cities reflects
the original idea of smart mobility. However, smart mobility also calls for a balance of
technology with the needs of citizens that are reflected by the sustainability factors [29].
Recent research shows that there is a high potential for analyzing the contribution of
smart cities to achieve sustainable development [30]. Some researchers even go as far as
to point out that cities cannot become smart without being sustainable, making sustain-
ability an important factor in smart city projects [33]. Further, researchers have covered
ICT adoption for sustainable development in the industry context, highlighting the link
between ICT and sustainability [36]. In contrast, while sustainability is considered an
important aspect, researchers have found that it does not (yet) influence ICT infrastruc-
ture decision making in companies [26]. However, sustainability is especially important
in smart city projects due to the global challenges in urban development. More specif-
ically, smart cities a) usually aim to integrate technology to improve the quality of life
and reduce the impact of urbanism on the environment [30] and b) are usually funded
by state funds and are hence linked with a responsibility towards citizens as taxpayers
and stakeholders. As pointed out, smart mobility especially has the potential to improve
sustainability in cities.

In summary, the presented literature shows that sustainability is important for smart
mobility in smart cities.While there are many perspectives on sustainability, the Sustain-
able Development Goals provide a broad viewwhile being aligned between the countries
of the UN. Therefore, we aim to provide a framework of the important SDGs that relate
to ITS in order to assess related projects and support decision-making in smart mobility
initiatives.

3 Research Methodology

3.1 Method Overview

In the previous section, we showed the need for ITS that are not only smart but also
sustainable. However, to our knowledge, no frameworks exist to help researchers and
decision-makers assess whether and how smart traffic management measures contribute
to sustainability. Therefore, we dedicate this research to analyzing the various perspec-
tives on ITS and bringing them into the context of the SDGs. To answer our research
question, we combine the Sustainable Development Goals, their targets, and related
indicators in a framework that shows the sustainability factors ITS can influence. Based
on the relevant literature on sustainability, smart mobility, and ITS, we conduct concep-
tual development in our study. Besides scientific literature, we also include international
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agreements and recommendations regarding development for several reasons: First, UN
resolutions can be seen as universally relevant because 191 states from the world com-
munity have committed to their achievement. Recommendations by the UNECE are
similarly relevant and, while not legally binding, provide a more detailed view than
the resolutions. While other conceptualizations of sustainability are discussed in the
literature section of this article, the SDGs provide the most detailed view, encompass-
ing various social, economic, political, and ecological perspectives. Second, we aim to
ground our framework on existing work while developing a new concept through the
combination of several perspectives. An exploration of the literature can provide dif-
ferent views and serve as a foundation for developing a unified understanding. Third,
combining scientific literaturewith international agreements allows for both rigorous and
relevant contributions. The detailed process of the framework development is described
in the following section.

3.2 Framework Development

In the following,wedetail the process of our frameworkdevelopment and explain howwe
combined the SDGswith perspectives from ITS, filtered and refined themacross different
stages, and finally brought them together for a central view. Figure 2 summarizes this
process and shows how both strands are first considered individually and then merged
into the final framework.

17 SDGs

169 targets

231 indicators

4 ITS Perspectives:

- Strategies and Activities Perspective

- Functional Perspective

- Requirements Perspective

- Modality Perspective

Select ITS
Literature

Select all SDGs

Filter SDGs

Matrix of relevant SDGs for
assessment of sustainability of ITS

Apply ITS
Perspectives

Evaluated

filter criteria

Literature
Review

8 SDGs

14 targets

11 indicators

Filter & Refine

Final Framework

Select
filter

Fig. 2. Method of Framework Development (Own Illustration)
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3.3 Determination of Relevant Sustainable Development Goals

To determine the relevant SDGs for our framework and their relation to ITS, we searched
for key terms in the resolutions A/RES/70/1 as the original 2030 Agenda for Sustainable
Development and A/RES/71/313, which additionally contains the later-adopted indica-
tors to the goals [11, 12]. We began with all 17 goals, 169 targets, and 231 indicators
(248 indicators including duplicates) and filtered them according to the terms in Table 1.
We determined the terms according to the perspectives of ITS described in the previous
section and used collective terms, e.g., “transport,” for all related terms. We added terms
that focus on cities since we used them as the application context of our study. Addi-
tionally, we added the pollution perspective as a result of traffic and as one goal of ITS.
The detailed rationale behind the terms can also be found in Table 1.

The resulting set contained eight goals, 16 targets, and 16 indicators. We then elimi-
nated two further targets and five indicators. First, we ruled out target 14.1 because it is
related to marine pollution, which falls outside the scope of our framework that focuses
on traffic on land. We also excluded two indicators that contained the term “urban” as a
description for the measurement process and therefore did not apply in terms of content
(indicators 1.1.1., 4.5.1, 11.6.1). Finally, we also excluded goal 12.c and indicator 12.c.1
because they are related to subsidies that are not decided on the level of municipalities
and therefore not in the scope of ITS in the context of smart cities. Afterward, we added
the superordinated targets or goals related to targets or indicators since they would not
apply to the search terms. Hence, we did not add indicators to related targets when they
did not apply to the criteria, leaving some indicators blank. From these constraints, we
derived eight goals, 14 targets, and 11 indicators that we applied to different perspectives
on ITS.

Table 1. Filter Terms for Sustainable Development Goals, Targets, and Indicators

Term Rationale

“traffic”, “transport” Direct relation to the traffic component of ITS

“air”, “pollution”, “air pollution”,
“greenhouse gas”, “emission(s)”

Direct relation to the consequences of
(motorized) traffic and traffic density as well as
the goal of ITS to mitigate the effects on the
environment with data-driven systems and
technology

“urbanization”, “urban”, “urban planning”,
“city”, “cities”

Application context of a (smart) city

“fuel”, “fossil fuel” Resources for motorized traffic, which is the
dominant form of traffic in cities

“car”, “bike”, “bicycle”, “public transport”,
“train”, “pedestrian”, “walk(ing)”

Relation to modes of transport on land that are
part of ITS
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3.4 Perspectives of Intelligent Transport Systems

After the preselection of relevant SDGs, we determined the relevant ITS dimensions.
As presented in the literature review, multiple perspectives of ITS overlap and align
in some parts but still provide different views and concepts. In general, we opted for
the UNECE definition, which contains the aspects of improvements in the mobility
of people, transportation of passengers and goods, and the collection, communication,
processing, and distribution of information. Additionally, the definition includes the
acquisition of feedback on experience and quantification of the gathered results. Based
on this definition, we aimed to equally consider all four perspectives on ITS derived
from the literature and presented in Fig. 1. We decided against choosing only one of the
perspectives in order to includeSDGs that are relevant but do not relate to all perspectives.
By using several perspectives, we further aim for more transparency, a broader view,
and stability in the evaluation to assess the SDGs for developing our final framework.

3.5 Combination of SDGs and ITS

After filtering the relevant SDGs and determining the ITS perspectives, we combined
both dimensions in a matrix. By doing this, we analyzed how the measure of each
of the ITS perspectives could contribute to sustainability targets and indicators. We
distinguished the impact in direct contributions to a target or indicator and indirect
contributions to indicate a lower relevance.After analyzing each relation,we summarized
the findings in a central framework and determined whether ITS primarily or secondarily
impacts a target or indicator.

4 Research Findings

4.1 Final Framework

From the analysis performed, we were able to determine six main sustainability indi-
cators and eight targets that relate to a total of six Sustainable Development Goals and
are primarily influenced by ITS. The remaining five indicators and five targets can be
influenced by ITS but probably with lower intensity. Therefore, they were marked as
indirectly influenced. The final framework is displayed in Tables 2 and 3.

While SDG11, “SustainableCities andCommunities,” is themost represented goal in
the framework with the highest number of related targets and indicators, the other goals
are equally relevant. Our framework also highlights goals that do not relate directly
to traffic, like SDG 7, “Affordable and Clean Energy,” or SDG 6, “Clean Water and
Sanitation” but still might have an impact on the SDGs. In general, the framework does
not prioritize or weight certain SDGs.

Our framework provides an overall view of themost important SDGs as a recommen-
dation for researchers and practitioners to consider when developing intelligent transport
systems. It further emphasizes that there is not only one perspective on sustainability and
that ITS solutions could target sustainability in multiple areas. Some measures might
also contribute to multiple SDGs at the same time, e.g., targeting indicator 9.4.1, “CO2
emission per unit of value added,” might also have a positive impact on indicator 13.2.2,
“Total greenhouse gas emissions per year,” due to the general reduction of emissions.
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Table 2. Final Assessment Framework: Primary impact of ITS on relevant SD goals, targets, and
indicators

SDG SDG Target/Indicator

Goal 3: Good Health and Well-Being 3.6 Halve the number of global deaths and injuries
from road traffic accidents
3.6.1 Death rate due to road traffic injuries
3.9 Substantially reduce the number of deaths and
illnesses from hazardous chemicals and pollution
and contamination
3.9.1 Mortality rate attributed to household and
ambient air pollution

Goal 6: Clean Water and Sanitation 6.3 Improve water quality by reducing pollution,
eliminating dumping, and minimizing release of
hazardous chemicals and materials

Goal 7: Affordable and Clean Energy 7.1 Ensure universal access to affordable, reliable,
and modern energy services
7.1.2 Proportion of population with primary reliance
on clean fuels and technology

Goal 9: Industry, Innovation and Infrastructure 9.4 Upgrade infrastructure and retrofit industries to
make them sustainable, with increased resource-use
efficiency and greater adoption of clean and
environmentally sound technologies and industrial
processes
9.4.1 CO2 emission per unit of value added

Goal 11: Sustainable Cities and Communities 11.2 Provide access to safe, affordable, accessible,
and sustainable transport systems for all, improving
road safety, notably by expanding public transport
11.2.1 Proportion of population that has convenient
access to public transport, by sex, age, and persons
with disabilities
11.6 Reduce the adverse per capita environmental
impact of cities; special attention to air quality
11.6.2 Annual mean levels of fine particulate matter
(e.g. PM2.5 and PM10) in cities (population
weighted)
11.b Increase the number of cities/settlements
adopting and implementing policies and plans
towards inclusion, resource efficiency, mitigation and
adaptation to climate change, resilience to disasters,
and develop and implement (…) holistic disaster risk
management at all levels

Goal 12: Responsible Consumption and Production 12.4 Environmentally sound management of
chemicals and all wastes and reduce their release to
air, water, and soil

4.2 Using the Framework

Researchers and practitioners can use our framework to reflect upon projects and ini-
tiatives related to intelligent transport systems and sustainability. While it might not be
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Table 3. Final Assessment Framework: Secondary impact of ITS on relevant SD goals, targets,
and indicators

SDG SDG Target/Indicator

Goal 11: Sustainable Cities and
Communities

11.3 Enhance inclusive and sustainable
urbanization and capacity for participatory,
integrated, and sustainable human settlement
planning and management
11.3.2 Proportion of cities with a direct
participation structure of civil society in urban
planning and management
11.7 Provide universal access to safe, inclusive, and
accessible green and public spaces
11.7.1 Average share of the built-up area of cities
that is open space for public use for all, by sex, age,
and persons with disabilities
11.a Support positive economic, social and
environmental links between urban, peri-urban, and
rural areas by strengthening development planning
11.a1 Number of countries that have national urban
policies or regional development plans that respond
to population dynamics and ensure balanced
territorial development

Goal 13: Climate Action 13.2 Integrate climate change measures into
national policies, strategies, and planning
13.2.2 Total greenhouse gas emissions per year

Goal 16: Peace, Justice, and Strong
Institutions

16.1 Significantly reduce all forms of violence and
related death rates everywhere
16.1.4 Proportion of population that feel safe
walking alone around the area they live after dark

possible to consider every factor equally, the framework serves as a starting point to
create awareness of sustainability targets and indicators in the context of ITS.

Derived from one of our current ITS projects in cooperation with the German city of
Wetzlar, Fig. 3 shows the different phases in which our framework can be used to assess
the contribution of ITS projects to sustainability. We recommend using it as a checklist
to determine whether at least one of the goals, targets, or indicators is addressed with the
planned initiative. The framework is best used in the planning phase of new ITS projects
to determine possible sustainability goals, targets, and indicators that might play a role
in the related projects. Nevertheless, practitioners can also use the framework along
the project to assess whether the individual solution approaches still fit the SDGs or to
conduct a final evaluation that compares the contribution in relation to the initial strategy.
Throughout initiatives, the framework can help in make the general assessment of the
contribution to the sustainability of software solutions more transparent and provide a
more complete view at different stages.
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Fig. 3. Use of the framework in different project phases (Own Illustration)

To demonstrate the use of our framework, we chose three exemplary projects to
assess their contribution to sustainability. All three projects are part of the “Emmett”
network, which connects projects funded by the German Federal Ministry for Digital
and Transport. We decided on this platform as a source for exemplary projects since the
author’s project is also associated with this funding and initiative. All three projects are
already completed andwere listed in the category of “sustainable” projects by theEmmett
network. In the following, we will briefly discuss the projects “PAMIR,” “SAUBER,”
and “ECOSense,” which all differ in their target goal as well as in their contributions to
sustainability, demonstrating the need for a broad framework (Table 4). We explicitly
do not evaluate or rate the projects but rather show a qualitative representation of our
framework.

The PAMIR project installed a system for reserving parking spots in advance at
selected park-and-ride car parks to improve the planning of multimodal travel routes
and promote the use of public transport as part of such a route [37]. Although the
project is listed as “contributing to sustainability” on the related project page, there
is no description or explanation included as to how it does this. Applying the project
description and closing report to our framework, we concluded that it contributes to
SDG 11.2 by providing safe and accessible access to (sustainable) transport systems,
e.g. public transport like trains. Additionally, it aligns with 11.2.1 by facilitating easier
route planning, thereby increasing the population with access to such options. Further,
the project indirectly contributes to SDGs 11.6 and 13.2.2 by promoting the use of
public transport and eventually reducing the environmental impact of individual transport
in cities. In sum, the project contributes to several sustainability goals, targets, and
indicators and can hence be considered as being sustainable.

The second exemplary project is SAUBER which targets pollution in cities by col-
lecting current environmental data and using artificial intelligence to predict future air
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quality [38]. By doing this, the project aims to identify polluted areas early to mitigate or
even prevent negative environmental impacts. This project clearly contributes to SDGs
3.9 and 3.9.1 by mitigating pollution and its effects on health and well-being. It further
contributes to indicator 13.2.2 by aiming to reduce emissions in highly polluted areas. It
also could indirectly contribute to targets 6.3 and 12.4, depending on the links between
the pollution evaluated and its links to clean water and production.

Table 4. Exemplary application of the framework

Project Relation to SDG Target/Indicator Contribution to SDG Target/Indicator

PAMIR 11.2 Provide access to safe, affordable,
accessible, and sustainable transport
systems for all, improving road safety,
notably by expanding public transport
11.2.1 Proportion of population that has
convenient access to public transport, by
sex, age, and persons with disabilities
11.6 Reduce the adverse per capita
environmental impact of cities; special
attention to air quality
13.2.2 Total greenhouse gas emissions
per year

The solution provides safe and
accessible access to public transport for
more citizens
The solution promotes and supports the
use of public transport and makes it
more convenient, therefore helping to
reduce total emissions

SAUBER 3.9 Substantially reduce number of
deaths and illnesses from hazardous
chemicals and pollution and
contamination
3.9.1 Mortality rate attributed to
household and ambient air pollution
13.2.2 Total greenhouse gas emissions
per year
6.3 Improve water quality by reducing
pollution, eliminating dumping, and
minimizing release of hazardous
chemicals and materials
12.4 Environmentally sound
management of chemicals and all
wastes and reduce their release to air,
water, and soil

The solution mitigates pollution in
general and predicts future air quality
to prevent highly polluted areas

ECOSense 3.6 Halve the number of global deaths
and injuries from road traffic accidents
3.6.1 Death rate due to road traffic
injuries
11.2 Provide access to safe, affordable,
accessible and sustainable transport
systems for all, improving road safety,
notably by expanding public transport

The solution helps to identify and
mitigate potential threats on bike roads
The solution promotes and supports
more sustainable mode of transport
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The third project ECOSense aimed to develop and evaluate a platform to collect data
on bicycle usage [39]. Through the collection and analysis of cyclists’ data, they wanted
to help city planners to gain a better understanding of the needs of cyclists, thereby
enabling more effective planning of the bicycle infrastructure within cities. Such data
includes information on infrastructure, road safety and the environment. This project
contributes to SDGs 3.6 and 3.6.1 by identifying potential threats for cyclists, helping
cities make their roads safer. It further indirectly contributes to SDG 11.2 by improving
road safety and promoting a sustainable mode of transport. Summarizing those three
examples, we can say that sustainable ITS solutions could contribute to multiple SDGs.

5 Discussion of Findings

Our framework targets the gap between the development of ITS applications and con-
cerns regarding sustainability. While sustainability is a broadly defined term, we nar-
rowed it down in the literature review and specified it further in the development process
of our evaluation framework. Furthermore, while there are already guidelines on how
to measure the achievement of SDGs on a global level (e.g., per country), there are no
guidelines for measuring them on an individual level. With our final framework, we
were able to answer our research question: Which Sustainable Development Goals, tar-
gets, and indicators are relevant for assessing the sustainability of intelligent transport
systems?

The specific contributions to sustainability can still vary between initiatives which
makes a broad and more general framework like ours a necessity. For now, we decided
against weighting individual SDGs because of this span and variety between contribu-
tions. However, we advocate for the requirement that initiatives, which claim to con-
tribute to sustainability must specify precisely how their projects contribute to SDGs.
Of course, initiatives can never fully fit all sustainability criteria, but projects and ITS
solutions should at least contribute to one of the SDGs if they claim to be sustainable.
This would foster transparency and communicate the contributions of such projectsmore
clearly. Since many ITS projects are funded by public funds, they further have a respon-
sibility to consider sustainability factors. Governments are funded by taxpayers, who
are citizens of cities and therefore central stakeholders of such projects.

This framework can serve as a starting point for assessments of sustainability and cer-
tainly allows for extension. One aspect will be to prioritize contributions to sustainability
and expand the framework to an instrument for decision-making.

6 Conclusion

In this paper, we described the need for more sustainable actions in the mobility sector
and pointed out that previous ITS projects and research seemed to lack the consideration
of sustainability factors. We further argued that municipalities have a particular respon-
sibility towards sustainability, given their role as decision-makers for their citizens, who,
eventually, should benefit from ITS solutions. We developed a framework that considers
both different ITS perspectives and sustainability factors. This framework determined
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which Sustainable Development Goals, targets, and indicators are relevant for assess-
ing the sustainability of intelligent transport systems, and it should be considered when
developing ITS strategies. We further showed how our framework can be used to assess
the sustainability impact along different project phases and assessed three exemplary
German ITS projects.

In summary, our research contributes to the research fields of sustainable smart cities
and smart mobility in the practical context of sustainable ITS. For practitioners, we pro-
vide an easy-to-use framework that can be adjusted to individual needs. We further
showed the practical use of the framework as a blueprint for further assessments. With
this, we aim to enable decision-makers to assess the sustainability impact of individual
ITS projects or measures. This research employs an interdisciplinary approach, com-
bining technical considerations and sustainability aspects while identifying avenues for
further investigation. We advocate considering the impacts of sustainability in future
ICT research.

While we aimed for a broad and deep analysis in the creation of our framework, we
would like to address some limitations in the approach and implications for future work.

First, one challenge of a literature review is including both relevant and novel liter-
ature as well as considering established “basic” literature. Despite our diligence in the
selection process, we cannot claim to have a complete overview. Further, we recognize
that other researchers might choose different publications. Additionally, the selection
of the four perspectives on ITS might be influenced by subjective perception. As dis-
cussed in the literature review, there are many different terms for and perspectives on
ITS. One reasonmight be the interdisciplinary character of ITS, where different perspec-
tives from traffic engineering, traffic planning, business administration, and information
systems intersect. We see the potential for future work in attempting to find one defini-
tion of ITS that includes all perspectives, thereby fostering a common transdisciplinary
understanding.

Second, the inclusion and exclusion criteria of the relevant Sustainable Development
Goals were chosen with the application context in mind but are nevertheless subjective
and offer room for discussion. Using various search terms could produce diverse result
sets and potentially influence the composition of the final matrix. Further, there might
be additional SDGs that do not have a direct relation to ITS but might still be considered
when developing such systems. For example, SDG target 16.7 calls for ensuring respon-
sive, inclusive, participatory, and representative decision-making at all levels. From a
more social perspective, inclusive decision-making in choosing and developing ITSmea-
sures, e.g., by including citizens, could also contribute to this target. While we do not
consider the development process of the applications or social factors in our analysis,
our framework is easily adjustable and could include these factors in the future or be
enhanced for projects with special emphasis on these dimensions.

Third, we recognize that the assessment of each SDG in relation to ITS might be
subjective. We conducted the assessment to the best of our knowledge and based it on
the descriptions of each SDG, target, and goal. However, other researchers might have
rated the criteria differently. In future work, the rating could be enhanced with more
expertise by including more researchers.
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Fourth, our framework shows the criteria for assessing ITS from a qualitative per-
spective but does not provide quantitative measurement criteria. The UN does provide
some implications for measurement in its definition of indicators. However, they are on
a rather high level and need to be adjusted to and detailed for the specific context. There-
fore, we suggest a follow-up study on developing a specific measurement for assessing
ITS quantitatively. A central index that incorporates and balances all indicators would
facilitate comparability between projects andmeasures. Furthermore, we aim to combine
the results from this framework with our previously developed instrument to evaluate
data-driven traffic management applications [21]. In this work, we included criteria to
evaluate sustainability, e.g., on an environmental level. By combining both approaches
we aim to develop a more robust and extensive evaluation instrument.

To summarize, our framework can support decision-makers in municipalities by
providing an approach to assess their selected or planned ITS initiatives regarding sus-
tainability factors. This could help policymakers, planners, and citizens make more
conscious decisions towards a higher quality of living in cities and contribute to the
economy, society, and nature at the same time. Hence, we call for municipal traffic
management that is not only smart but also sustainable to contribute to a livable future.
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Abstract. This study investigates the significant shift in social media and brand
management due to the outbreak of the war in Ukraine in 2022, focusing particu-
larly on how companies’ social media posts and strategies evolved in response to
the conflict and its impact on user attitudes. The research explores the changing
dynamics of socialmedia engagement by companies and the public during thewar,
examining the role of social media in shaping public perceptions and responses to
the conflict and the effect of companies’ online activities on their relationshipswith
users and consumers. Utilizing data from platforms like Facebook, Instagram, and
Twitter, the study also incorporates a survey conducted among the Polish commu-
nity to evaluate consumer opinions about corporate actions on social media during
the crisis. The findings reveal a paradigm shift in brand communication and man-
agement on social media, highlighting the expectation of users for companies to
address social and political issues and the demand for brands to withdraw from the
Russian market as a show of support for Ukraine. The study also explores into the
practical implications of social media crisis management, underscoring the need
for brands to monitor online platforms, respond promptly and transparently, offer
solutions, and have a crisis management plan.

Keywords: Social media · Brand management · Ukraine War · Company
engagement · User attitudes

1 Introduction

In recent years, social media has become an increasingly important platform for brands
to reach and engagewith their customers.With the proliferation of socialmedia networks
and the widespread use of mobile devices, consumers are now able to access and interact
with brands in real time, anywhere, and anytime. This has led to a shift in the way
that brands manage their online presence and reputation, as well as the way that they
communicate and interact with their customers.

In 2022, the outbreak of the war in Ukraine caused a significant shift in social media
and brand management. By the end of February 2022, companies abruptly altered the
content they were posting on social media [29]. Companies that had not previously
shared their social or political views on social media were required to take a side in the
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conflict—either the side of Ukraine or the side of the Russian state—which initiated the
war [42]. The lack of involvement of a brand in helping Ukraine was often criticized by
social media users, who had previously been willing to buy products from the company.
During the war in Ukraine, social media users worldwide identified with the people
affected by the war in Ukraine and demanded that brands withdraw from the Russian
market.

In times of war, an increasing number of social media users began to believe that
companies should openly address social and political issues and share their own views on
the actions of the Russian state. The start of the war in Ukraine forced many companies
to change the way they conducted their social media activities [2]. The war conflict
required companies to adopt a new strategy and change the way they communicated
with social media users, where consumer views of a particular brand are most often
expressed. Numerous companies have decided to limit their social media activity and
relinquish their standard Internet activity. Many of them provided immediate help to
Ukraine and expressed their support for the eastern community with posts published on
their social media. Companies began to organize aid campaigns and money collections,
which they had provided about on their social media. Those who had not previously
published posts on social media were now forced to do so to express their support for
Ukraine and to inform about the actions taken in this regard. The start of the war in
Ukraine led to a change in the way brands communicated with their customers and the
way they conducted their social media activities [50].

According to Wirtualnemedia.pl., in the first days of the war conflict in Ukraine,
approximately 900,000 posts appeared on social media calling for help for the Eastern
neighbors. The majority of these publications appeared on the social networking site
Facebook (approximately 43%), and on Twitter (approximately 38%) [57]. With the
start of the war, social media was dominated by posts related to help for Ukraine. After
the Russian attack on Ukraine, a significant decrease in the number of ads published
on Facebook was observed; on February 28, 2022, the number of ads on this social
networking site decreased by 73% compared to the previous highest result in that month
[56]. At the end of February 2022, ads on social media were mainly suspended, but posts
that had been planned several months earlier and had to be published by brands on the
internet could still be observed. These were posts from companies that had already been
contracted in the past and had to be completed according to the company’s regulations.
These posts included the results of organized contests, planned events, or webinars
[31]. There were also companies that completely suspended their social media business
during the war crisis. These actions mainly resulted from the concern of brands about the
reactions of consumers to the company’s further actions on the internet during the war in
Ukraine. Some companies remained active on their social media platforms but chose to
disable comments in their posts. Such behavior did not win the sympathy of consumers.
These actions were perceived by social media users as insincere, and silence was treated
as an attempt tomask the brand’s opinion on the war in Ukraine. The situation changed at
the end ofMarch 2022when companies began to publish posts on social media again, but
these changesweremainly related to the companies’ involvement in activities supporting
Ukraine. The war in Ukraine had a significant impact on the way brands communicated
with their customers and changed their social media activities.
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The war in Ukraine in 2022 had significant impacts on social media and brand man-
agement, as well as on how companies and users engaged with each other on social
media platforms [46]. In this research, we explore how social media and brand manage-
ment changed in response to the war, how companies’ social media posts and strategies
evolved during this time, and how users’ attitudes toward these efforts were impacted.
Additionally, wewill examine the role that social media played in shaping public percep-
tions of and responses to the war and how companies’ social media engagement during
this time affected their relationships with users and consumers. The study relies on data
from social media platforms such as Facebook, Instagram, and Twitter [27].

This paper is organized as follows: after the introduction, there is a literature review
which consists of the impact on the economy, financial markets, mental health, and social
media. The next section describes the methods used in this study, followed by the results
section. The results focus on brands’ activities in social media and the study group from
our survey. The discussion section highlights the outcomes of the study and emphasizes
the practical contributions. The study concludes with the conclusion section.

2 Literature Review

Current studies on the Russia-Ukraine war focus on several major areas, such as its
impact on the economy and finance. More detailed studies demonstrate changes in the
behavior of individuals who are impacted by the war. Changes in social media usage
have also been observed.

2.1 Impact on the Economy

Extensive research on the implications of the Russia-Ukraine War has revealed its pro-
found impact on global economic sectors, especially sustainable development, food
security, and financial markets. Recent works emphasize how the conflict has exacer-
bated poverty and hunger in Africa and the MENA region. They highlighted disruptions
in global supply chains, inflation, and price hikes due to war and sanctions, hindering
regions’ progress toward achieving sustainable development goals [32]. These studies
focus on regional vulnerability to food insecurity due to the dependence of these regions
on food imports [1].

The economic costs of the Russia–Ukraine war are estimated at a 1% reduction
in global GDP and significant contractions in the European, Russian, and Ukrainian
economies. This creates challenges faced by policymakers in balancing growth and
inflation [28]. Implications of the war for global food security have affected global food
systems and supply chains, particularly impacting wheat and corn exports and thereby
exacerbating food insecurity in regions reliant on imports from Ukraine and Russia [7].

The cascading failuremodel used to assess the impact of thewar on global energy and
cereal trade networks is highlighted [59]. There is evidence on how thewar changed pub-
lic support for clean energy policies. An increase in public support for clean energy poli-
cies has been revealed inEuropean countries since thewar, indicating a shift in perception
toward energy independence and reduced reliance on fossil fuels [47]. The impacts on
clean energy, conventional energy, and metal markets suggest a shift toward renewable
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energy investments and varied effects on metal markets, underlining the geopolitical
significance of Russia in these sectors [52].

Some studies advocate for a transformation in the global food system in response
to war-induced disruptions. They propose measures such as shifting toward healthier
diets, increasing legume production, and reducing food waste to address both imme-
diate and long-term challenges in food security and sustainability [41]. The conflict
is analyzed through resource dependency theory, highlighting strategic concerns over
energy resources and markets as significant factors in the war’s inception [22]. There
are also notable shifting dynamics between oil and other financial assets during the
war. Market behavior and risk management are changing during periods of geopolitical
conflict [3].

2.2 Impact on the Finance Markets

The literature on the financial impacts of the Russia-Ukraine War provides comprehen-
sive insights into global market reactions and the valuation of specific sectors. Some
analyses employ data from thousands of firms worldwide, revealing that European firms
and those with high trade dependence on Russia experienced lower returns, while indus-
tries such as oil, gas, and military saw higher returns [49]. Another study quantified the
aggregate cost of the war on European firms using high-frequency stock data and struc-
tural models. It shows decreased corporate security prices, increased asset volatility, and
heightened default risks, especially for firms with significant Russian economic ties [8].

In a different sector, the impact of the conflict on tourism stocks was analyzed using
the event study method. A study revealed that the war’s effect varied across firms, with
American tourism firms experiencing positive returns on certain days, contrasting with
Asian firms’ mixed responses [35]. Similar work has explored the effects of conflicts on
global currencies, observing significant regional variations. European currencies gen-
erally depreciated against the USD, while Pacific currencies appreciated [10]. Another
study employs event study, cross-sectional, and network analyses to understand EUmar-
ket reactions. It observes adverse impacts on stock market indices, influenced by geo-
graphic proximity and market efficiency, and highlights the interconnectedness between
EU stock markets [25]. Finally, two additional studies extend the analysis to fintech,
environmental, social and government, renewable energy indices, and commodities. El
Khoury et al. [24] showed that these indices are net transmitters of connectedness in
developed countries, while Izzeldin et al. [19] compared the impact of war on financial
markets to that of other significant events, such as the COVID-19 pandemic, revealing
unique market dynamics in response to geopolitical crises.

2.3 Impact on Mental Health

The literature on the impact of the Russian-Ukrainian War on healthcare and mental
health reveals profound challenges and coping strategies among affected populations.
There are dire consequences for individualswith chronic diseases due to disrupted health-
care infrastructures in Ukraine, emphasizing the critical situation for those requiring
regular treatments such as dialysis and the struggles of refugees in accessing necessary
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medical care [37]. Similarly, another study demonstrated the efficacy of social media-
based therapies such as drama, music, and art in reducing PTSD symptoms among evac-
uees, with drama therapy showing the most significant benefit, suggesting the potential
of these digital interventions in managing mental health in crisis contexts [13]. Further
research on the psycho-emotional impact of the war on university students and personnel
in Ukraine reveals considerable mental health deterioration, such as depression, exhaus-
tion, and increased substance use, with more severe effects on students than personnel
and greater impacts on females [26]. Additional studies have shown high prevalence rates
ofmental health symptoms such as anxiety, depression, and insomnia amongUkrainians,
highlighting the critical need for mental health support and effective coping strategies
during such conflicts [58].

2.4 Impact on Social Media

In the literature on the impacts of social media and public opinion during the Russia-
Ukraine conflict, several studies offer diverse insights. Research on the Ukrainian gov-
ernment’s ban on Russian social media platforms such as VKontakte reveals a significant
reduction in platform activity postban, regardless of users’ political affiliations [14]. Sim-
ilarly, the exploration of Twitter content related to the conflict indicates varied global
opinions, with a notable emphasis on support for Ukraine. The study of “user-generated
content” highlights the role of unverified accounts in propagating opinions, although
verified accounts have greater impact on engagement [33]. Moreover, comparative anal-
ysis ofWeibo and Twitter posts reveals distinct cultural and ideological influences on the
portrayal of the conflict, emphasizing unified public sentiment favoring humanitarianism
across platforms [51].

Furthering this exploration, a study distinguishes between human and bot account
activities on Twitter, revealing significant differences in engagement and political
stances. Their findings highlight the nuanced roles of bots in shaping online narratives
during conflict [45]. Similarly, another study on pro-Russian propaganda on social media
during the 2022 invasion of Ukraine underscores the critical role of bots in spreading
propaganda, offering insights into modern information warfare tactics [12]. Comple-
menting these perspectives, another study analyzes public sentiment toward economic
sanctions using a vast array of Facebook posts. Their research reveals the complex
interplay between public sentiment, government stances, and geopolitical positions,
highlighting the fragmented nature of public opinion in international conflicts [34]. The
conducted literature review reveals that there is a gap that this study aims to fill. The
gap pertains to studying the change in brand management on social media during the
conflict.

Based on the literature review, the following research questions are formulated:

1. Howdid socialmedia and brandmanagement change in response to thewar inUkraine
in 2022?

2. How did companies’ social media posts change during the war in Ukraine in 2022?
3. How did users’ attitudes toward companies’ social media engagement change during

the war in Ukraine in 2022?
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3 Method

For this study, we used a social media review and survey. In the social media review, we
conducted an analysis of the actions taken by several different Polish companies follow-
ing the occurrence of the War crisis. We primarily analyzed posts from the Twitter and
Facebook accounts of well-known Polish companies. This was done using convenient
sampling supported by news outlets. We described the actions taken by brands operating
in Poland, such as Rossmann, ING, and InPost, as well as noting the absence of actions
performed by Leroy Merlin. Survey research is a method of collecting information from
a sample of individuals using structured questionnaires or interviews. To verify con-
sumers’ opinions about the actions taken by companies on social media during the war
crisis in Ukraine, we decided to conduct a study among the Polish community [30].
This study took the form of a questionnaire survey in the Polish language and aimed
to identify consumers’ feelings and observations about daily brand image management
compared to those experienced during the war crisis, which affected the Ukrainian com-
munity in 2022. The survey questionnaire was prepared using Google Forms software
and was made available from March to April 2022. The survey was fully anonymous,
and anyone interested could fill it out. To gather as many responses as possible, we
made the questionnaire available on social media, especially on themed groups on the
Facebook social networking site. The aim of the survey was to conduct a public opinion
review on the perceptions of companies on social media and the activities of companies
on social media during the war in Ukraine.

The study was conducted in accordance with the Declaration of Helsinki and
approved by the Faculty Research Ethics Committee of the University of Economics
in Katowice, Poland; Approval code: 135890, and date: April 3, 2022. Informed consent
was obtained from each participant at the beginning of the survey. The statement was
as follows: “By taking part in this study, you agree to allow us to collect data about
managing brand image on social media during the war crisis in Ukraine. These data will
help us better understand brand management during this crisis and will be kept strictly
confidential. You may withdraw from the study at any time by contacting us.”

In the survey, 150 respondents participated [15]. The questionnaire was completed
by both women and men. The majority of the individuals surveyed were women (114
of whom were 76%). The questionnaire was published on social media platforms and
influenced a large percentage of the respondents who were young—mostly school or
university students. The number of respondents aged less than 18 years and older than
56 years was minimal. The largest number of people who participated in the survey were
aged 18 to 26 years—85.3% of whom were 128 respondents. The next largest group of
people participating in the survey were those aged 27–35 years (16 respondents). Three
people were aged 36–55, two people were aged 18–1.3%, and one person was aged older
than 56 years.
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4 Results

4.1 Brands’ Activities in Social Media During the Ukraine War Crisis

The onset of the war crisis in Ukraine changed the way brands were managed on social
media. In the early days of thewar, companieswere constantly seeking newways to build
their brand image on social media. They tried to help their eastern neighbors and kept
the public informed about it on social media. Companies chose different ways to support
Ukraine. Brands supported refugees, organized financial andmaterial collections, fought
against disinformation, and used social media profiles as a place to publish reliable
information from around the world. Some companies also decided to withdraw Russian
products from their own range, suspend production, or ultimately cease operations in
Russia [44]. As the war in Ukraine began, companies from various industries began to
assist their eastern neighbors. Brands on social media platforms called for support for
refugees and documented their efforts to helpUkraine. Similar strategieswere adopted by
well-knowncelebrities and influencers,whowere often associatedwith a particular brand
as a result of a campaign or promotion of goods. While helping their eastern neighbors,
companies did not forget about maintaining the good reputation of their brand [48]. An
important step during the war crisis in Ukraine was the fight against disinformation.
Many companies decide to run a certain type of news service on their social media
platforms [14]. This activity was intended to eliminate fake news and reduce panic
among people [30]. A new service called VPolshchi.pl was created by Virtual Poland
in response to the onset of the war crisis in Ukraine [55]. The VPolshchi.pl service
was intended to correct false information. VPolshchi.pl features current information on
the military actions being carried out in Ukraine and the most important news related
to the ongoing war. The news in this service is conveyed in Ukrainian and is intended
to be helpful to the Ukrainian community. This news focuses on delivering accurate
information about the current situation in Ukraine and informing about organized aid
efforts [48].

During the war in Ukraine, a significant number of refugees sought shelter in vari-
ous countries, including Poland. Both individuals and businesses extended their support
to these refugees through financial and material assistance. Companies organized cam-
paigns to collect funds, food, clothing,medical supplies, hygiene products, and children’s
accessories for their eastern neighbors. Special hashtags and discount codes were cre-
ated, where the use of such codes resulted in a specified amount of money being donated
for the benefit of aiding Ukraine. These campaigns effectively encouraged consumers
to participate in helping refugees. One notable example is Rossmann Pharmacy, which
has actively supported its eastern neighbor since the war’s onset. They organized an aid
campaign by offering a special 40% coupon for selected products to those who wished
to support Ukrainian refugees. The company emphasized that this campaign was not
merely a promotion but also aimed to raise awareness among consumers. The discount
was provided to individuals who would donate the purchased products to the refugees.
This coupon was valid until March 8, 2022, and covered various hygiene products and
children’s accessories. The coupon was exclusively available to users of Rossmann’s
mobile application and could only be used once [20].
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The coffee roaster KawePale also joined the aid action for Ukraine. A post appeared
on Instagram announcing the campaign organized by the brand. The company created
a universal discount code for use in the company’s online store [23]. The use of this
discount code contributes 15% of the sales of the company’s ordered coffees to the Pol-
ish Humanitarian Action. Polish humanitarian action supported both people in Ukraine
during the ongoing war and refugees coming to Poland [40]. To help Ukraine, com-
panies organized their own collections or transferred funds to the existing collections.
Information about the ongoing campaigns was announced on the social media portals
of companies and among employees of the network who had the opportunity to become
involved in the assistance and show solidarity with Ukraine. These activities were under-
taken by one of the Polish banks, ING Bank Slaski SA. On their Facebook profile, the
bank posted information about a fundraising campaign for the Ukrainian community in
connection with the ongoing war [16]. In addition, the bank declared that it would not
only transfer the collected funds to help Ukraine but also double the amount collected.

InPost, one of the main logistics and transportation operators in Poland, also decided
to help the Ukrainian community. The company decided to use its resources to help with
the delivery of products collected as part of the aid campaigns organized throughout the
country for Ukraine. The brand was informed about its decision on the Facebook social
media platform [18]. The logistics operator InPost not only organized product deliveries
to the eastern border but also participated in numerous charitable collections supporting
refugees fromUkraine. The company entered into cooperationwith the PolishRedCross.
InPost helped the PCK in the transportation of medical equipment, dressings, medicines,
hygienic and medical supplies, and food products. Together with the Melissa brand, the
company developed aid packages that were available for purchase through the InPost
mobile application. Those willing to help the Ukrainian community purchased these
packages, and the companydelivered the goods to those in need inUkraine. This transport
was free of charge and was intended to support the Ukrainian community. In addition,
to support refugees’ lives outside their homeland, the InPost brand created a Ukrainian
language version of the mobile application, InPost Mobile [17]. Communication service
providers also supported people from Ukraine, initiating the creation of free starters
for people from Ukraine. One of the mobile operators that supported Ukraine was the
Plus Poland Company [48]. On Twitter, the company announced information about the
organized action related to free starters for every person from Ukraine. This starter
included a free package of 500 min and 10 GB for 30 days and required the person
interested in showing their residence card or passport at the sales point [39].

During the Ukraine war crisis, a group of companies emerged that, after approxi-
mately two months of the war, still did not declare the withdrawal of their brand from
the Russian market. This group included Leroy Merlin, Auchan, and Nestle. In April
2022, the opinions of internet users about these companies were critical. These brands
were regularly boycotted on the internet, and previous customers of these businesses
stopped purchasing products from their offerings [6]. The consequences of not leaving
the Russian market, for example, affected the Leroy Merlin brand. Internet users were
calling for a continuous boycott of this company on the internet, and social media users
formulated a special hashtag, #boycottleroymerlin, calling for the cessation of using
the services offered by this company. Newer graphics appearing on the internet showed



232 M. Grzanka and A. Strzelecki

the disapproval of social media users. The Russian market was not abandoned by the
Auchan hypermarket chain either. As a result of the companies’ approach to the events
taking place in Ukraine, a petition was issued by the National Boycott of Leroy Merlin,
calling for the dismissal of the Polish management of the Leroy Merlin and Auchan
chains [11]. Internet users described these companies as being cowardly and unworthy
of imitation. Strikes were being organized under the stationary stores of the companies,
calling for help for the Ukrainian community and the withdrawal of brands from the
Russian market. Like with the company Leroy Merlin, the company Auchan tried to
alleviate the tense situation it is facing. On March 11, 2022, the Polish branch of the
company informed the social media site Facebook about the assistance organized for the
Ukrainian community and declared that it has no influence on the decision of the parent
company regarding the conduct of business in the Russian Federation [4]. In view of
the expression of solidarity with Ukraine, the company hoped for a gradual easing of
the consumer boycott. The effect of the message shared online was the opposite, and
approximately twelve thousand negative reactions and comments directed at the Leroy
Merlin Company were recorded under the published post [27].

4.2 Survey Study Group

The respondents were asked about their attention given to businesses’ online activity dur-
ing the war crisis in Ukraine and its impact on brand posts on social media. The survey
items are presented in Tables 1, 2, 3, 4 and 5. Of the total number of respondents, 63 indi-
cated paying attention to companies’ posts during the war, with 36 showing significant
interest. On the other hand, 31 respondents stated that they did not pay attention to these
posts, and one person explicitly ignored business posts during the war. Additionally, 19
respondents were uncertain and chose the “Difficult to say” response (Table 1).

Table 1. Respondents’ assessment of posts by brands on social media during the war in Ukraine

Statement Answer

No Rather not Difficult to say Rather yes Yes

I pay attention to
the actions taken by
companies in social
media during the
war in Ukraine

0.6% 20.7% 12.7% 42% 24%

I notice a change in
the posts published
by brands on social
networks as a result
of the war in
Ukraine

1.3% 18.7% 14% 40.6% 25.4%

The respondents observed both the actions taken by companies on social media
during the war crisis in Ukraine and the changes in their posts. Of the respondents, 63
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and 36 definitely noticed a difference in the behavior of brands on social media dur-
ing the war. Only 32 respondents did not perceive any changes in the companies’ social
media posts followingRussia’s aggression againstUkraine.Additionally, 19 respondents
found it challenging to provide a clear answer to this question (Table 1). Furthermore,
the war in Ukraine led to the emergence of numerous negative consumer opinions about
specific brands on the internet. Among the surveyed respondents, 104 individuals con-
firmed seeing criticism directed at companies on social media in relation to the ongoing
war in Ukraine. Conversely, 46 respondents did not notice any negative opinions about
companies on the internet concerning the war’s impact on the Ukrainian community
(Table 2).

Table 2. Opinions of users about companies on social media during the war crisis in Ukraine

Statement Answer Count

I notice negative opinions about companies appearing
in social media during the time of war crisis in Ukraine

Yes 69.3%

No 30.7%

I comment on content posted by companies’
relationship on social media with the war in Ukraine

Yes 9.3%

No 90.7%

During the war in Ukraine, respondents noticed negative comments about companies
on socialmedia, but they rarely shared their ownopinions or comments about brandposts.
Only 14 respondents confirmed commenting on content posted by companies on social
media regarding the war in Ukraine. On the other hand, 136 respondents stated that they
did not express their views on the internet about the actions of companies during the war
crisis in Ukraine (Table 2). The respondents were also asked to provide their opinions
on companies’ social media activity during the war in Ukraine. A significant number
of respondents (98) believed that brands should not engage in standard activity, 21 had
different views, and 31 marked the response as “difficult to say” (Table 3).

The respondents unanimously agreed that businesses should deliver continuous
updates on socialmedia regarding their actions in response to the ongoingwar inUkraine,
including providing material and financial aid to refugees. This view was shared by
the majority, with 97 respondents expressing this opinion. Additionally, 108 respon-
dents believed that businesses should support Ukraine on social media, while only 12
disagreed with this statement (Table 3). The surveyed individuals also believed that
businesses should provide social media information about the withdrawal of Russian
products from their own offerings—123 responses of this type were given. According
to the respondents, it is important for companies to involve their brand’s consumers in
actively helping Ukraine and its refugees. Companies should also pay more attention to
comments made about posts by brands on social media, especially during the ongoing
crisis in Ukraine (111 responses). As claimed by the respondents, businesses should feel
obligated to help the Ukrainian community and appeal for help among the followers
gathered on social media networks (96 responses) (Table 4).
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Table 3. Respondents’ assessment of statements about companies on social media and the war
in Ukraine

Statement Answer

No Rather not Difficult to say Rather yes Yes

During the war in
Ukraine, companies
should not conduct
standard activity in
social media

34.7% 30.7% 20.6% 10% 4%

Companies should
inform via social
media about the
current actions of the
brand taken in the era
of the war crisis

4.6% 12.7% 18% 40% 24.7%

Businesses should
show support for
Ukraine on social
media

2.7% 5.3% 20% 37.3% 34.7%

Table 4. Respondents’ assessment of the statements regarding the actions of brands during the
war in Ukraine

Statement Answer

No Rather not Difficult to say Rather yes Yes

Companies should
inform on social
networks about the
withdrawal of Russian
products from its own
offer

2.7% 4.7% 10.6% 34.7% 47.3%

Companies should pay
attention to comments
posted by followers on
social networks during
the war crisis in
Ukraine

4% 6% 16% 35.3% 38.7%

Companies should
involve followers in
aid for Ukraine

5.3% 6.7% 24% 40.6% 23.4%

The survey respondents showed a keen interest in the support demonstrated by com-
panies on social media for Ukraine. Of the respondents, 104 expressed concern and
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engagement with this issue. The respondents were aligned in their demand for busi-
nesses to provide assistance to Ukraine, but not all respondents were discouraged from
purchasing products from brands that did not take decisive action regarding the war
in Ukraine. The responses were divided regarding the question of purchasing products
from brands that lacked solidarity with Ukraine. Fifty-eight respondents indicated that
they would still purchase products from such brands, while 51 respondents held the
opposite opinion. However, the responses were almost evenly distributed regarding con-
sumer reluctance to purchase products from companies that did not criticize Russia’s
aggression against Ukraine. For this question, 53 respondents answered affirmatively,
while 72 respondents had a negative response. Furthermore, a decisive majority of the
respondents expressed their intention to continue following the social media profiles
of brands that do not show support for Ukraine, with 100 respondents confirming this.
However, 28 respondents found it challenging to provide a definitive answer, and 22
respondents were prepared to stop following such businesses on social media (Table 5).

Table 5. Respondents’ assessment of the statements about the war in Ukraine and the activities
of brands online

Statement Answer

No Rather not Difficult to say Rather yes Yes

I pay attention to the support
shown in social media by
companies for Ukraine

8,7% 11,3% 10,7% 40,6% 28,7%

No firm action by the
company in the relationship
with the conflict in Ukraine
discourages the purchase of
products of a given brand

20% 28% 16,7% 20% 15,3%

I will resign from following
the profile of a company in
social media that does not
show support for Ukraine

35.4% 31.3% 16.7% 9.3% 5.3%

I will resign from buying
products of a specific brand
that is not in solidarity with
Ukraine

16.7% 22% 27.3% 22% 12%

5 Discussion

The study addressed issues related to the change in brand image management due to the
war crisis in Ukraine and the new reality that modern businesses had to find themselves
in. The study of the activities of businesses and brand image management in social



236 M. Grzanka and A. Strzelecki

media was based on a developed questionnaire survey that was made available on social
media portals. One hundred fifty people participated in the study, expressing their own
opinions on social media and their impact on brand image, even in the face of the war
crisis in Ukraine. The analysis focused on the behavior and views of modern consumers
in relation to the actions taken by companies on social media.

During the war crisis in Ukraine, businesses sought to provide assistance to their
eastern neighbors and ensured support for refugees both materially and financially. The
responses confirmed that consumers pay close attention to the activities of companies on
social media, and these actions significantly impact the brand perception of customers.
The surveyed individuals base their opinions on the products offered by brands and the
reputation of the companies on the opinions of other users. In addition, due to Russia’s
aggression toward Ukraine, respondents experienced a significant change in the themes
of posts published on social media and encountered more negative comments directed
toward contemporary businesses. These negative comments are mainly directed toward
companies that have not yet decided to withdraw their brand from the Russian market
and have not withdrawn Russian products from their own offerings (as of the date of the
survey). Respondents confirmed that, in their opinion, businesses should not conduct
their usual activities on social media during the ongoing war crisis in Ukraine, and
some of those surveyed replied that they would refrain from purchasing products from
a company that is not supportive of Ukraine.

We have found the following answers to the research questions. Thewar inUkraine in
2022 had a significant impact on socialmedia and brandmanagement, as companieswere
required to take a side in the conflict and express their views on social and political issues.
This led to a change in theway that companies conducted their socialmedia activities and
communicated with their customers (Research question 1). During the war in Ukraine
in 2022, companies’ social media posts changed as they were required to take a side
in the conflict and express their views on social and political issues. Many companies
also limited their social media activity or changed the way they communicated with
their customers to show their support for Ukraine (Research question 2). Users’ attitudes
toward companies’ social media engagement changed during thewar in Ukraine in 2022,
as they began to expect companies to openly address social and political issues and share
their views on the actions of the Russian state. Social media users also demanded that
brands withdraw from the Russian market and show their support for Ukraine through
their engagement with companies on social media (Research question 3).

The results from the survey confirm the actions observed in the social media review.
When a company decided to leave the Russian market, it was generally viewed posi-
tively. Respondents mostly commended such decisions. However, on the other hand, if
a company chose not to leave the Russian market, it faced negative feedback from social
media users. This observation was also supported by the data from the study.

Brand management during a war crisis is strongly related to management on social
media during a crisis [5]. Social media crisis management involves taking steps to mit-
igate the negative impact of a crisis on companies’ reputation and relationships with
stakeholders and has the following managerial implications [21]. First, brand manage-
ment during a crisis involves monitoring social media platforms. Keeping an eye on
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social media platforms is crucial for identifying and responding to potential crisis situ-
ations [9]. Social media monitoring tools can be used to track mentions of a brand and
alert individuals to any negative or potentially crisis-causing content. This allows the
brand to assess the situation and take appropriate action quickly.

Second, the response needs to be made quickly. When a crisis arises, it is important
to respond quickly to mitigate any negative impact on the brand’s reputation. This helps
to demonstrate that the brand is at the top of the situation and is taking it seriously. A
timely response also allows us to provide information and address any concerns that
stakeholders may have [53]. Third, communication needs to be transparent. In a crisis
situation, it is important to be open and transparent in brand communication. This helps
to build trust with stakeholders and shows that brand is taking responsibility for the
situation. A brand would like to avoid trying to hide or downplay the issue, as this can
often do more harm than good [36].

Fourth, if appropriate, it can be helpful to offer solutions or take steps to resolve
the crisis. This finding shows that a brand is actively working to address an issue and
helps to demonstrate its commitment to solving problems. It may also help to reassure
stakeholders that the brand is taking the situation seriously and is working to fix it [54].
The fifth way is to use social media to improve brands’ advantages. Social media can
be a powerful tool for crisis management, as it allows brands to quickly and easily
communicate with a large audience. Brands could use these tools to share updates and
information about the crisis as well as to provide support to stakeholders. A brand can
also use social media to address any concerns or questions that stakeholders may have
[43]. Sixth, it is important to have a crisis management plan in place before a crisis
occurs. This approach will help brands respond more effectively and efficiently when a
crisis does arise. A crisis management plan should outline the steps that a brand will take
to identify and respond to a crisis, as well as the resources and personnel brand needed
to manage the situation effectively [38].

6 Conclusions

This research has shown that the start of thewar inUkraine in 2022 significantly impacted
the way that brands managed their social media presence and interacted with their cus-
tomers. Companies that had previously not shared their social or political views on social
media were required to take a side in the conflict and faced criticism from consumers
if they did not support Ukraine. Consumers began to expect brands to openly address
social and political issues and demanded that companies show support for Ukraine or
withdraw from the Russian market. This led to a decrease in advertising on social media,
as well as a suspension of business by some companies. However, there were also com-
panies that remained active on social media and sought to address the war crisis through
actions such as aid campaigns and money collections. The war in Ukraine ultimately
changed the way that brands communicated with their customers and conducted their
social media activities.

There are several limitations to consider. The first is the time period. The study
focuses on events that occurred in 2022, which may not be representative of the current
state of social media and brand management. The second is geographical scope. The
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study focuses on the impact of the war in Ukraine on social media and brand manage-
ment, which may not be applicable to other countries or regions. The third is the causal
relationship. The study suggested that the start of the war in Ukraine caused changes
in the way brands managed their social media presence, but it is not clear if this was
the only factor that contributed to these changes. Other factors, such as changes in con-
sumer behavior or the adoption of new social media platforms, may also have played a
role. The fourth group includes data sources. The study relies on data from social media
platforms such as Facebook, Instagram, and Twitter, which may not be representative of
the entire population or all social media activity. The fifth factor is the sample size. The
study does not specify the sample size of the companies analyzed, so it is not clear how
representative the findings are of all companies that were active on social media during
the war in Ukraine. Finally, the study is focused on the specific context of the war in
Ukraine, so it is not clear how applicable the findings are to other situations or contexts.

Future research could explore the long-term effects of the war in Ukraine on brand
management on social media. It would also be interesting to compare the responses of
different types of companies to the war conflict and how their social media strategies
were impacted. Additionally, further research could examine the impact of other signif-
icant global events on the way that brands use social media to communicate with their
customers.
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Auchan. https://www.dlahandlu.pl/detal-hurt/wiadomosci/aktywisci-domagaja-sie-dymisji-
polskich-zarzadow-leroy-merlin-i-auchan,107660.html. Accessed 25 Nov 2022

12. Geissler, D., et al.: Russian propaganda on social media during the 2022 invasion of Ukraine.
EPJ Data Sci. 12(1), 35 (2023). https://doi.org/10.1140/epjds/s13688-023-00414-5

13. Gever, V.C., et al.: Comparing the effect of social media-based drama, music and art therapies
on reduction in post-traumatic symptoms among Nigerian refugees of Russia’s invasion of
Ukraine. J. Pediatr. Nurs. 68, e96–e102 (2023). https://doi.org/10.1016/j.pedn.2022.11.018

14. Golovchenko, Y.: Fighting propaganda with censorship: a study of the Ukrainian ban on
Russian social media. J. Polit. 84(2), 639–654 (2022). https://doi.org/10.1086/716949

15. Grzanka, M., Strzelecki, A.: Change of brand management in social media during the Russia-
Ukraine war: findings from Poland. In: Ganzha, M. et al. (eds.) Proceedings of the 18th
Conference on Computer Science and Intelligence Systems, pp. 253–258. Warsaw (2023).
https://doi.org/10.15439/2023F3585

16. ING Polska: Wasza pomoc i zaangażowanie chwytają za serce! Zebraliście już ponad 5 mln
zł na pomoc Ukrainie. My – zgodnie z obietnicą. https://www.facebook.com/INGPolska/pho
tos/a.147932405240208/5395147673851962/. Accessed 01 Apr 2022

17. InPost.pl: Pomoc dla Ukrainy – transport produktów samochodami InPost. https://inpost.
pl/aktualnosci-pomoc-dla-ukrainy-transport-produktow-samochodami-inpost. Accessed 25
Nov 2022
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Abstract. Digitalization is transforming the world of work completely. With the
evolution of the recruitment process in the digital era, organizations are increas-
ingly embracing innovative strategies to attract and engage candidates effectively.
A suitable tool for this purpose is the use of Gamification. Gamification focuses
primarily on generation Y and Z, because they grew up in the age of digitalization.
This study uses a qualitative empirical research approach according to Mayring
and is based on a detailed literature review. The research design relies on expert
interviews with Human Resource (HR) professionals who provide insights into
the practical implications of integrating Gamification into the recruitment process.
Companies that implementGamification benefit froman improvement in employer
attractiveness, an increase in applicant quality and the optimization of processes to
achieve higher efficiency. At the same time, the implementation of Gamification is
associated with a number of obstacles. The requirements for digitization and data
protection are becoming more complex for companies. In addition, Gamification
can be particularly off-putting for older applicants, making it difficult to define a
suitable target group. This study delves into the multifaceted realm of Gamifica-
tion within the recruiting landscape, investigating its opportunities and obstacles
amid the ongoing wave of digitalization. The collected data generated through
interviews will be analyzed and evaluated. Based on the results, eleven hypothesis
concerning the positive and negative influences of Gamification in recruitment are
derived.

Keywords: Gamification · Digitalization · Recruiting · Recruiting Process ·
Potentials · Obstacles · Qualitative Study · Literature Review · Expert Interviews

1 Introduction

Wrong decisions in the recruiting process can cause excessive costs for companies. For
this reason, it is necessary to introduce a process that efficiently selects suitable can-
didates. To achieve this, recruiters can use different tools and methods. One relatively
new tool, which is not very advanced, especially in German companies, is the use of
Gamification. Playing games in a business context is still fairly new. Especially, the use
of Gamification in Recruiting is still unfamiliar to many companies [2]. In general, the
recruitment process is about identifying and classifying the potential of human resources
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for hiring staff and using this knowledge in an effective way [6]. Recruiting is a con-
tinuous process and is divided into five phases: Planning human resources, defining the
strategy, evaluating recruitment sources, implementing recruitment methods and strate-
gies, as well as feedback and monitoring. The objective is to identify and select the most
suitable candidates for the advertised job position. A well-planned and well-structured
recruitment process is essential for a company to acquire high-quality applicants [19].
Also, large organizations such as PwC, Google, L’Oréal, the US Army and the British
Intelligence Service already utilize gamified tools [1]. The current literature does not
contain any research studies that have dealt intensively with the different opportunities
and obstacles of Gamification, especially in the process of recruiting. This qualitative
study is intended to formulate hypotheses that will be verified in a quantitative study in
the next step. The aim is to close the research gap in the current literature. First a litera-
ture review is conducted to explain the concept and present Gamification as a recruiting
tool. The potential target group is identified as well as the benefits and challenges that
have been summarized from the literature. It is followed by a detailed description of the
methodology and the findings of the research study. Finally, the study results have been
compared and discussed with the findings from the literature research.

2 Literature Review

Playing is exciting,motivating and has a positive effect on teamwork. Playing is an essen-
tial part of human nature and has become a growing trend in society. Game elements,
consciously and unconsciously, accompany people’s private and working environments.
They primarily aim to increase the motivation for a variety of activities in order to max-
imize the quantity and quality of the corresponding activity’s output [18]. The research
question has not been answered exactly in the literature until now. Only a small number
of studies can be used to derive possible benefits and challenges, which are described in
the literature research.

2.1 Concept of Gamification

Gamification is one of themost significant developments of the 21st century and includes
new technological developments such as big data, robotics, artificial intelligence and
advances in computing [9]. But until now, there is still no standardized definition that
describes the termGamification universally. Different opinions exist regarding themean-
ing of this term. For the first time, the term “Gamification” was used by several players at
the end of 2010. Today, the definition is still very controversial, and many game design-
ers and user experience designers utilize alternative terms such as “Gameful Design”
or “Gamefulness” [3]. The definition by Deterding is currently the most popular one,
because it describes Gamification as the use of game design elements in a non-game con-
text [4]. Huotari and Hamari (2012) disagree with Deterding’s definition, as they believe
that the focus should be more on the user’s experience. They describe Gamification as a
process in which opportunities for playful experiences are added to a service in order to
support the overall value creation of users [10]. Werbach (2014) redefines Gamification
as a process that makes activities more game-like. According to this definition, it is not
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necessary to define a point where the designed system transitions into Gamification, such
as in Deterding’s definition [20]. Seaborn and Fels (2015) understand Gamification as
the selective integration of gaming elements into an interactive systemwithout a finished
game as a product. For this reason, it is not possible to determine whether a particular
empirical system is just a gamified application or only a game without referring to the
intentions of the designers or the experiences and actions of the players [4, 5]. In the
context of this research, the definition of Deterding is used, as it is the most widespread
term, and the recruiting process involves the use of game design elements in a non-game
context.

2.2 Gamification as a Digital Recruiting Tool

Due to the close connection between Gamification and recruiting, the term “Recrutain-
ment” has emerged,which is frequentlymentioned in the literature. Recrutainment refers
to the fusion of cognitive assessment methods, aptitude assessment and gamification ele-
ments, which are integrated into a company’s recruiting process [14]. Gamification is
used to make job interviews more engaging, interactive and successful. This automated
method is used in practice to evaluate an applicant on a comprehensive level and assess
their ability to perform the required job role in the required manner [16]. The concept
of Gamification is an interaction between psychology and user experience design [6].
The idea behind this is to create a game-based solution that has several challenges that
are relevant to the vacant job position. For this reason, the recruitment game must give
a realistic impression of the position type and the pre-selection process [16]. Special
game techniques are used to increase the engagement and enjoyment of employees in
a specific game environment. The mechanisms used are directly linked to the availabil-
ity of a specific reward. For example, if the players complete a task in a limited time,
they receive a reward depending on the level of difficulty. This makes Gamification an
effective tool for influencing and motivating potential job candidates [7]. Employees’
basic needs are addressed through the use of Gamification, such as receiving a reward,
the desire for success, striving for superiority in competitions, or projecting a certain
self-image and increasing their own popularity [12]. Gamified (online) assessments are
one possibility for personnel selection. In a gamified assessment, applicants are exposed
to a game-like environment or a virtual world. The virtual world can look like a real
working environment, and the employees can be represented by avatars. In this way,
job-relevant behaviors are triggered in situations that could also occur in a real work-
place. Gamified assessments or Serious Games do not necessarily have to represent a
realistic, work-related scenario. Gamification can be integrated into the recruitment pro-
cess in two ways: Either as a one-to-one assessment of employees or as an extension
of existing situational tests by adding game elements. By integrating game elements
into the selection process, it is possible to reduce cheating to improve the quality of the
information provided by applicants and the predictability of job performance. At the
same time, transparency, fun and interaction are encouraged [23]. In addition, the game
elements can be integrated into psychometric tests, to test situational awareness and to
better assess the soft skills of applicants [13].
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2.3 Potential Target Groups of Gamified Recruiting Processes

Based on their knowledge of advanced technologies and computer skills, people can be
classified into specific generations. On the one hand, there are the “Baby Boomers”.
This generation includes everybody born between 1946 and 1964. Generation X was
born between 1964 and 1976, and Generation Y between 1977 and 1994. Generation Z
consists of all those born since 1995 [22] and is also known as “Digital Natives”. They
represent the first generation that grew up completely with digitalization. From an early
age, this generation played on their parents’ smartphones and notebooks. Dealing with
digitalmedia and technology is a normal part of their daily lives. The previousGeneration
Y, on the other hand, only came into contact with new technologies in their childhood or
adolescence.But theywere able to acquiremedia skills through the development of social
networks like Facebook. Both generations are clearly different in their communication
behavior. While the communication of Generation Z is more online, the communication
of Generation Y is a mixture of online and in-person [21]. However, both generations
like to use modern technologies and spend a lot of time on social networks. In that
context Gamification might be a promising recruiting strategy for this target group. It
can attract numerous potential applicants to the company [17]. Many companies face
with the issue that they still using recruitment methods specific to Generation X and
Generation Y. These methods mainly include personality tests, tests of logical thinking,
attitude tests and mental capabilities, as well as a personal interview. These recruitment
measures are no longer up to date for Generation Z. This means that the HR department
will have to deal more and more with new recruiting tools in the future [22].

2.4 Benefits and Challenges of Gamification

The most important role of the recruiter is to identify talents and ensure that the can-
didate’s skills match closely with the company’s requirements and culture. The use of
Gamification during the recruitment process has several benefits [11]. Gamified recruit-
ing tools can help to increase the attractiveness of the application process and the com-
pany itself for potential candidates. The aim is also to win more younger applicants and,
at the same time, achieve better candidate results. In this way, the applicants who fit
best into the company environment can be selected [14]. For candidates from Genera-
tion Y and Z in particular, it is an exciting opportunity to show their skills [22]. The
competition within the game keeps applicants hungry for more and motivated to achieve
the maximum score/reward in the game to quickly reach the next level. Gamification
allows companies to attract and engage a variety of applicants, in addition to other types
of recruitment. From an HR perspective, evaluating the skills and qualifications of a
large talent pool after the game is a possibility to select only the best ones who have
successfully shown their suitability and value to the organization [10]. The use of Gam-
ification also allows the company to test specific skills and competences, such as time
management, creativity and innovative thinking, before a hiring decision is made. In
this way, unsuitable applicants can be easily identified at the initial stage, which can
speed up the whole recruiting process. Companies benefit from being able to predict an
applicant’s potential performance in the intended position using a gamified personnel
selection tool. In contrast to other recruiting methods, such as traditional personality
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tests, Gamification allows for more targeted statements about the personality and behav-
ior of a potential candidate. With traditional personality tests, there is a high probability
that candidates will change their behavior by giving suitable answers to the recruiters’
questions. Game elements and virtual games make it more difficult for applicants to
fake or embellish their behavior in the recruiting process. This improves the authentic-
ity of the test participants and contributes to a more reliable prediction of potential job
performance [8]. A challenge is that Gamification is perhaps only a short-term trend.
Gamification opponents argue that it is also pointless to turn everything into a game.
The tricky thing is that a reward system like Gamification initially promises to increase
engagement. In the short term, this is true. In the long term, employees will only conduct
a certain activity because of the reward. While people do lots of things voluntarily and
out of their own motivation, companies use Gamification to control intrinsically moti-
vated behavior with extrinsic rewards. This only achieves the opposite. The Extrinsic
incentives cause intrinsic motivation to be undermined, and activities are only carried
out because of potential rewards and not out of real interest in the company [23]. Another
obstacle is that Gamification addresses a specific target group. For generations like the
“Baby Boomers”, this type of recruiting process is a rather challenging experience that
discourages them from participating [22].

The opportunities and obstacles identified during the literature research are presented
within the framework in Fig. 1.

Fig. 1. Framework based on Literature Review.

3 Research Methodology

This empirical investigation is based on a qualitative research design (see Fig. 2). The
literature research has shown that there are less specific research works on the benefits
and obstacles of Gamification in recruiting for applicants and companies. Only publi-
cations on Gamification in general or in relation to the field of Human Resources have
been published. Because the topic plays, an important role, especially in today’s age
of digitalization, this study aims to close this gap. Semi-structured expert interviews
were conducted to collect relevant data. These data were transcribed and coded using
the software MAXQDA. This allowed the development of hypothesis and the derivation
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of a hypothesis model. The creation of the hypothesis model forms the framework for
subsequent quantitative research, in which the hypotheses can be verified. The results
were interpreted and discussed with the findings from the literature review.

Literature 
Review and 
Conceptual 

Model

Data 
Collection 

using Expert 
Interviews

Data 
Analysis

Interpretation 
and 

Discussion of 
Results

Fig. 2. Research Design.

3.1 Data Collection

Using the knowledge gained from the literature research, expert interviews are used for
the data collection. First, it is explainedhow the target groupwasdefined, and anoverview
of all interview participants is given. After that, the structure of the questionnaire is
explained in more detail. In order to avoid overlaps and errors, two pre-tests were carried
out before the interviews started. Afterward, the steps for acquiring participants and
conducting expert interviews are described in more detail (see Fig. 3).

Target Group Questionnaire Pre-Test
Conducting 

Expert 
Interviews

Fig. 3. Process of Data Collection.

The target group for the interviews includes HR experts which have already imple-
mented Gamification in their recruiting process and HR Consultants, who are offering
Gamification solutions for recruiting processes. Participants from different functional
domains were interviewed to attain a more comprehensive understanding of the situation
and to mitigate individual biases. The survey was limited to German companies, and
in total, 11 semi-structured interviews were conducted. The participants in this study
consist of five female and six male interviewees. They were between 36 and 55 years
old and had an average of five years of experience with Gamification. The following
Table 1 gives a summary of all interview participants.

The questionnaire consists of 33 questions, which have been divided into five cat-
egories. Because the literature research did not provide any specific findings about the
benefits and obstacles of using Gamification in the recruiting process, the questions were
formulated in a way that the experts could answer as openly and freely as possible in
order to obtain the maximum amount of relevant information.

During the first section of the interview, the experts answered demographic questions
such as gender, age, academic background and some questions about the company. In
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Table 1. Overview of Interview Participants.

Industry Sector Professional Field Academic Background Gender Age

HR Consulting CEO Managing Director Business Administration Male 49

HR Consulting CEO Business Administration
and Economics

Male 40

HR Consulting CEO Business Graduate Male 52

IT Consulting HR Employer Branding Int. Management Female 36

IT Consulting Recruiting Director Diploma Psychology Female 51

IT Consulting HR Employer Branding Business Administration Female 55

Transport/ Logistics Head of Recruiting Diploma Psychology Female 47

Industrial Solutions Head of int. Recruiting Int. Recruiting Male 36

Automotive Director HR for USA and
EU

Business Economist Male 36

Consumer Goods CEO Business Administration Male 36

Construction Industry Head of HR Management Female 37

the second section, they were asked about the “status of digitalization” in their company
in general and then specifically about the recruitment process. The third section contains
several questions about the “recruiting process”, focusing on the area of personnel selec-
tion and digitalization in the recruitment process. The challenges in recruiting during
the pandemic were addressed in section four “Changes in the recruiting process due to
the coronavirus pandemic”. The final section dealt with “Gamification in the recruiting
process”. The practical experience of Gamification in HR was surveyed here. The ques-
tionnaire was developed to identify important framework conditions for the introduction
ofGamification, aswell as possible opportunities and obstacles. Before the questionnaire
was sent out to the participants, a pre-test was carried out to check the comprehensibility
of the questions and eliminate overlaps in content. The pre-test proved to be successful,
so no subsequent adjustments had to be made to the questionnaire. The data collection
took place from January 2022 to February 2022. LinkedIn was used to acquire partici-
pants. The response rate was very low. Only 11 out of 134 contacted experts agreed to be
interviewed. This shows that the topic of Gamification is currently rarely implemented,
especially in small and medium-sized companies, as not many enterprises are famil-
iar with this new type of recruitment. Through their participation in the interview, the
experts wanted to contribute to advancing research in this area. The questionnaire was
sent out a few days before the interview to give the participants the possibility to prepare
themselves. For the interviews, the experts were interviewed via the platform Zoom
and digitally recorded. The duration of the interviews was between 40 and 75 min. The
answers were later transcribed, coded and analyzed in the original German language.
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3.2 Data Analysis

After the data collection was completed, an analysis of the gathered data was carried
out in order to present the results using a hypothesis model. The recorded audio files
were transcribed using theMAXQDA transcription program.MAXQDA is a supporting
software program for qualitative research that is especially well suited for the transcrip-
tion and analysis of interviews. During the transcription, care was taken to make sure
that all personal data were completely anonymized. The transcription was done in the
original German language. Only non-verbal speech elements were omitted. Ambigu-
ous passages, e.g., due to background noises, were eliminated, and the existing dialect
was translated into the written German language. After transcribing the semi-structured
interviews, the data was analyzed usingMayring’s coding method for building inductive
categories.

The coding process was divided into five steps. At the beginning, all transcripts were
reviewed one after the other, and statements were paraphrased. Codes and subcodes were
defined and then assigned to the respective text sections. If a text section could not be
assigned to any of the existing codes, a new code was created. In this way, the codes
were expanded step by step. After the first four transcripts were coded, the first reduction
process took place, in which the existing codes were combined into categories. After
that, the coding process was completed, and the second reduction process started after
the last transcript. This involved checking again whether any codes could be combined
into categories. Finally, the category systemwas checked again. This includes testing the
initial source material and verifying whether the established category system suitably
reflects what the interviewees stated during the interviews (see Fig. 4).

Paraphrase statements

Define codes and, if necessary, subcodes

Assign codes and expand them if necessary

Summarize codes into categories

Review the category system

Fig. 4. Coding process for creating inductive categories.

A total of 525 codes were generated from all 11 interviews. These codes were
summarized in the last step of coding into 473 codes. The generated code segments
were used to present and describe the results. In addition, the codes are also used to
underline important statements from the interviews with meaningful citations.
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4 Research Findings

Consistently following the coding process, the identified codes have been grouped into
11 categories. Five categories represent the opportunities, and six categories represent
the challenges of Gamification in the recruiting process. The results are illustrated in a
hypothesis model (see Fig. 5).

Fig. 5. Hypothesis Model.

4.1 Opportunities of Gamification

ProcessEfficiency. The consensus amongmost experts is thatGamification offers time-
saving benefits by streamlining processes and automating tasksmore efficiently. Initially,
integrating Gamification into recruitment may require additional effort. However, as the
same positions are filled repeatedly, standardization occurs, minimizing the extra work-
load. One expert suggests that the effectiveness of Gamification is evident in process
efficiency. This effectiveness can be observed over a prolonged interaction between the
company and the applicant, allowing time for assessing candidate suitability without
undue pressure. Moreover, integrating real-company challenges into the game allows
applicants to demonstrate problem-solving skills. Utilizing tools such as Gamification
to target large groups of applicants with similar profiles can result in a cost reduction.
The adoption of Gamification in mass processes with scaling potential pays off quickly.
In this scenario, recruiting costs are reduced as the involvement of managers or special-
ists is not necessary anymore. Additionally, gamified approaches can help minimize the
subsequent costs associatedwith hiringmistakes. Gamification has an accelerating effect
due to standardization and automation. Some experts stated that a faster decision-making
contributes to this. Additionally, the feature of pre-selection accelerates the process as
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well. According to the interviews, Gamification serves the purpose of an application
funnel. In mass applications, performance diagnostics lead to a faster preselection. The
company can provide certain answers to the applicants to prioritize more effectively
which candidates are invited for a personal interview. Mostly, it saves the companies
from screening many application documents as well as conducting unnecessary inter-
views. Gamification in recruiting involves standardization, automatization, and more
effective preselection. As a result, companies can design their recruiting processes more
efficiently.

H1: Gamification has a positive impact on process efficiency in the recruiting
process.

Trustworthy Process. Since Gamification is the packaging of suitability diagnostics,
it provides a more objective basis for evaluation. Nearly every expert stated that fairness
is included in the consideration of applicants by lowering recruiting bias. The fact that
each applicant knows they must overcome a hurdle increases fairness. Competencies are
captured in away that ensures equal opportunities.Most experts agreed thatGamification
provides transparency in recruiting, because of its objectivity. This is most evident in the
applicant’s qualifications and performance. Therefore, the results achieve transparency
in the decision-making process. However, many experts have stated, that transparency
only exists when there is enough data from which to draw comparisons. To ensure
transparency on the applicant side, a report is required, which includes information about
the skills, the selection criteria and the progress achieved. Another requirement is a clear
communication about the process flow. Gamification in recruiting involves objectivity
through transparent qualifications and performance. The exclusion of recruiting bias
ensures fairness.

H2: Gamification has a positive impact on a trustworthy process in the recruiting
process.

Employer Attractiveness. The consensus among most experts is that Gamification
contributes to enhancing the company’s image. Currently, it provides an opportunity
to differentiate oneself from competitors through innovation. This allows the company
to position itself as a forward-thinking digital employer, thereby increasing motiva-
tion among prospective employees. The interactive nature of gamified tasks creates a
candidate experience that positively impacts potential applicants. Furthermore, the tar-
geted approach of gamified assessments appeals to specific demographic groups, serving
as a marketing tool to attract a larger pool of applicants. Introducing Gamification in
recruiting creates a candidate experience and digital presence that strengthens employer
branding.

H3:Gamification has apositive impact on employer attractiveness in the recruiting
process.

Additional Impressions. One opportunity of Gamification is the proof of certain qual-
ifications. Most interviewees agreed that different competencies can be verified, depen-
dent on the adaptation of the gamified assessment. In this context, stated competencies
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can be compared with those that actually exist. Furthermore, gamified assessments are
also suitable for identifying the cultural fit and competence for a job. Regarding the
action behavior, concentration and attention span can be evaluated, which allows con-
clusions about the psychological security of the applicant. Regardless of oral expression,
the results showed that additional skills and hidden talents can be captured. The appli-
cant’ skills are presented in a separate way. Gamification creates immersive situations
that engage the capacities of the brain. The applicant has no time to think, but must act
spontaneously. The gamified tasks provide information about the action competence as
well as personality traits. Overall, the behavior of the applicant is more significant. In the
interviews, there is an agreement that Gamification provides the packaging for a realis-
tic job preview. The use of virtual reality in the presentation of the job offers a realistic
self-assessment for the applicant. Gamification promotes the accuracy of expectations
by experiencing and assessing a workday. The applicant is assured of the job require-
ments, the workplace and the company’s products. Most experts claim that Gamification
significantly minimizes the risk of termination after hiring. The interviewees mentioned
that Gamification could be used to identify the cultural fit of the applicant. At the same
time, the candidate gets the chance to assess the company environment. The organization
can derive the cultural characteristics from the employer value proposition and prove
them. Furthermore, Gamification is also capable of splitting the cultural fit into subcul-
tures with the required team competencies for singular target groups. Companies can
implement Gamification in recruiting to test certain qualifications and offer a realistic
job preview in advance.

H4: Gamification has a positive impact on additional impressions in the recruiting
process.

Quality of Applicants. The use of Gamification in self-assessment is most effective.
The risk of making the wrong decision is reduced for the company and the applicant.
Therefore, the majority of interviewees favor Gamification in career orientation to show
the applicant which job is suitable. In addition, there is clarity of expectation, because the
applicant actively engages with the job. The transparency of the required skills encour-
ages self-selection. The findings show that Gamification is especially suitable at the
beginning of the recruiting process. In the sense of pre-selection, it can be applied as
early as the job advertisement. As a result, only those who are suitable for the job will
apply. Experts agree that Gamification can filter out qualifications in advance. A certain
level of qualification is assumed, and if job candidates do not reach it, they are not consid-
ered further. A more efficient pre-selection is achieved since the skills do not have to be
tested again later. Gamification is an authentic self-assessment, which leads to dropouts
and thus to a better pre-selection. The experts mentioned that Gamification increases the
motivation through various factors. When used as a marketing tool, it increases moti-
vation to apply. Furthermore, motivation is increased through active engagement in the
game. The gamified journey increases appreciation because the applicant has to make
an effort and is confronted with new challenges. Motivation is also achieved through a
target-group-oriented approach. Due to the attractive design of the gamified elements,
applicants go through a candidate experience that offers active testing and benchmarks.
All interviewees agree that candidate experience motivates the applicants’ motivation
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to work for the company. The application of Gamification in recruiting offers clarity to
expectations and authentic self-assessment. Hence, wrong decisions are reduced.

H5:Gamification has a positive impact on the quality of applicants in the recruiting
process.

4.2 Obstacles of Gamification

DissuasiveEffects. Ashared concern for all intervieweeswas possible dropouts by suit-
able candidates due to gamified elements implemented in a recruiting process. Therefore,
Gamification could have a considerable dissuasive effect on candidates. In this context, it
was frequently stated thatGamification constitutes as an additional hurdle for candidates,
and there might be a limited willingness to put that additional effort into a recruiting
process. In consideration of the ongoing shortage of specialists in some work fields,
the point is made that the risk of losing suitable candidates due to additional hurdles
to competing companies with less extensive recruiting processes, might be too high for
some companies and therefore further hampers the use of Gamification in recruiting.
Moreover, it is mentioned that there are some reservations from candidates regarding
the scientific respectability of gamified elements in recruiting, and their reflection on
the overall company could consequently present a deterrent effect for some candidates.
In addition to that, it is mentioned that some dropouts might also be related to a fear
of failing the gamified elements. The level of personality that especially comes with
digital Gamification could result in candidates feeling unappreciated and, as a result,
dropping out of the process. The challenge, presenting itself, might be finding a balance
in Gamification that does not have a dissuasive effect on the recruiting process.

H6: Dissuasive effects have a negative impact on Gamification in the recruiting
process.

Requirements. Almost all interviewees agree that data protection regulations result in
a high level of requirements for Gamification in recruiting. Only one interviewee states
that data protection regulations need to be met in any recruiting process, and the imple-
mentation of Gamification does not add additional requirements towards data protection
regulations. However, data protection regulations require clear communication with the
candidates as well as communication with colleagues from intertwined departments.
Within the scope of international recruiting processes, it is mentioned that it might be
especially challenging since data protection regulations vary between countries. Many
interviewees state that a certain level of digitalization is required for implementing Gam-
ification in the recruiting process. Moreover, one interviewee states that the pressure of
digitalization might even be the reason that Gamification receives increasing popular-
ity in recruiting. The level of digitalization required is also imperative for integrating
the collected data into existing systems and its further used in building a talent pool.
Furthermore, it is vital to have automated processes in place to efficiently manage the
high number of candidates taking part in a gamified recruiting process. For this reason,
a certain degree of digitization is required to ensure success. In addition to that, all
interviews have stated that Gamification in recruiting always requires personal rights.
Consequently, a gamified recruiting process is required to always uphold personal rights
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policies, including clear communication with candidates. In German companies, the
implementation of gamified elements in a recruiting process requires the approval of
the work council. Whereas some interviewees suspect that this does not represent an
additional challenge, more interviewees pointed out the opposite. Some more conser-
vative companies might be especially wary of all things regarding digital processes,
including Gamification. To receive the approval of the work council, it has been men-
tioned that the work council should be involved early in the decision-making process,
and the idea needs to be presented deliberately and cautiously, taking possible negative
attitudes into consideration. Because of these conditions, one interviewee thinks that the
implementation of Gamification in recruiting might be easier in smaller companies like
Startups without the additional challenge of getting the approval of the work council and
a generally more open attitude towards innovation. Gamification in recruiting involves
a multitude of legal, organizational and systematic requirements, particularly regarding
data protection, digitalization, personal rights, and the approval of the work council.
These requirements might present themselves as a challenge, that companies might not
want to face, and therefore decide against Gamification in recruiting.

H7: Requirements have a negative impact on Gamification in the recruiting
process.

Justified Utilization. All interviewees agree that the use of Gamification needs to be
justified by valid utilization. Furthermore, most interviewees mentioned the connection
between the gamified test and the future work, which validates the method of testing
for the candidate. If the validation of using Gamification is not apparent, organizations
must communicate the thoughts behind the implemented method to justify its use. In
this context, some interviewees fear that Gamification might be used as an entertainment
tool without having any actual validation or meaning. Moreover, there might not be a
one-size-fits-all solution, and Gamification needs to fit the target group as well as the
job field. If that is not given, using Gamification might have a negative effect on the
recruiting process. In addition to that, the use of Gamification needs to reflect the orga-
nizational structure and the overall modernness of the organization. Having a modern
recruiting approach with implemented Gamification elements, but a bureaucratic, out-
dated organizational structure, paints the wrong picture of the organization and therefore
could result in a frustrated candidate. In this context, the use of Gamification is neither
valid nor justified. Lastly, the quality of the gamified elements plays a part in a validated
use of Gamification. Gamified elements that are of poor quality might convey the wrong
image and wrong intent. These factors need to be considered to make Gamification
valid and therefore, justify its implementation. All interviewees agreed that implement-
ing Gamification into a recruiting process takes a lot of effort. In addition to time, this
effort also involves excessive costs, especially in the implementation stage. There also
might be more effort when Gamification is applied in regard of interface work, addi-
tional evaluation work, additional administrative efforts or additional reporting work.
A shared apprehension is the justification of described high effort. Many interviewees
suspect that Gamification is only worth the effort, when a certain number of candidates
take part in the same process. One interviewee assumes that it is only worthwhile for
bigger mid-sized enterprises or enterprises with resources to either develop themselves
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or buy fitting gamified elements. Although, another interviewee points out that owner-
managed mid-sized enterprises might be more willing to put in that extra effort than
bigger enterprises. Moreover, Gamification in recruiting might only be justifiable if it is
profitable as well. Finding that limit when Gamification is justified in its effort presents
a challenge for organizations. Therefore, to justify Gamification in recruiting the use
needs to be valid and the effort put in needs to be reasonable for organizations.

H8: Justification of utilization has a negative impact on Gamification in the
recruiting process.

Fitting Target Group. Most of the interviewees explain that Gamification might be
more fitting for a younger generation of candidates. This is based on a possible higher
gaming affinity of younger generations that grew up as digital natives. For the same
reason, they might feel more comfortable in a digital Gamification setting than older
generations would. Questioning the fit of Gamification for all job levels, most inter-
viewees see more potential in using Gamification for recruiting junior positions, like
trainees, interns or young professionals. However, it is also stated that since profession-
als and other higher positions also have a higher salary, it might be more economical
to invest in Gamification for higher positions. Regarding the use of higher positions,
it is nonetheless declared that higher levels also require a high level of Gamification
quality. Furthermore, it has been mentioned that implementing Gamification for single
positions, which can usually be found further up the hierarchy, is difficult. Lower levels
often include more candidates and might be more suitable for Gamification from an
economic viewpoint. Only a few interviewees stated that it does not depend on the job
level at all. In this context, there might not be only one target group for Gamification
regarding job levels, but distinctions between the levels need to be considered. Regarding
the use of Gamification in different fields of work, it is mentioned multiple times that
it might work best in job fields that involve a high level of numerical or technological
understanding. In particular, IT is often listed as a job field with high potentials for
Gamification, including jobs like data scientists or developers. However, it is mentioned
that there is no distinction between academics and non-academics when using Gami-
fication. In addition to that, it is stated that Gamification might not work as well for
job fields with a high rate of repetitive work or for blue-collar workers. So, there might
be only a few fields of work that fit as a target group for Gamification. Multiple text
passages talk about a certain personality type that Gamification might work better for.
This personality type has a preference for gaming, is motivated by gamified elements,
and is likely to be found in gamers or chess players. It might further involve personality
traits like performance or power orientation. Gamification can only be successful when
a suitable target group is established. Companies might be challenged by finding a target
group that fits for Gamification in recruiting. Age differences, distinctions between job
levels, suitable fields of work, and even certain personality types need to be taken into
consideration when trying to find the right target group.

H9: Target group fitting has a negative impact on Gamification in the recruiting
process.
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Restricted Outcomes. Gamification in recruiting usually occurs in a digital setting. In
this context, it is mentioned multiple times that digital processes have boundaries that
reflect Gamification. The fear is that, by losing one dimension in a digital setting, you
only get limited results from digital Gamification. Next to facial expressions and ges-
ticulations, senses could give additional insights on a candidate, might be restricted in
digital settings. In addition to that, it is pointed out that a sense of chemistry might be lost
and candidates might have limited insights into the workplace, leading to poor decision-
making on both sides based on less information. Furthermore, technological issues could
have a negative impact on a gamified recruiting process, and more innovation might be
needed to assure life-like settings that do not limit the results of Gamification. Theoret-
ically, Gamification can be used to test a variety of competencies, such as methodical,
professional or social competencies. Most interviewees agree that not all these com-
petencies can be adequately tested with gamified elements. Methodical competencies
might be easier to evaluate in a gamified environment, and some potential is also seen in
testing professional competencies. Especially challenging might be testing social skills
in a gamified setting. High demands are placed on Gamification in order to be able to
test social skills such as potential in group settings, extensive tests over a longer period
of time, or working with avatars. Gamification is limited by digital settings and is unable
to replace some interpersonal insights that result from more personal settings. Further-
more, Gamification might not be able to test all relevant competencies of candidates,
only delivering limited results. The challenge, presenting itself, might be utilizing the
potentials of Gamification within those limits.

H10: Restricted outcomes have a negative impact onGamification in the recruiting
process.

Ethical Issues. Ethical questions are discussed in all parts of business, andGamification
is no exception. Possible benefits for younger candidates in a gamified environment or
implementing Gamification only for younger positions might raise issues regarding
possible ageism. Another possible issue for the ethical utilization of Gamification might
be accessibility for candidates with disabilities, like vision-impaired candidates. It has
also been pointed out multiple times that there might be some underlying developer
bias that presents unethical means. The values and attitudes of the person developing
the gamified elements could be incorporated into the Gamification itself. This might be
sustained by limiting courses of actionwithin gamified elements. Furthermore, it is stated
that algorithms autonomously deciding about a candidates’ fate, could be prescribed as
unethical. Lastly, a minimal relation to actual work assignments might also be unethical.
Therefore, the challenge of implementing Gamification in recruiting is ensuring ethical
utilization.

H11: Ethical issues have a negative impact on Gamification in the recruiting
process.

5 Discussion of Findings

Gamification provides some opportunities as well as obstacles regarding its implementa-
tion in the recruiting processes of companies. Likewise, potential applicants can benefit
from gamified recruiting processes on the one hand and, on the other hand, are facing
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new challenges, that must be overcome to get the offered job position. To implement
Gamification successfully, it is necessary to fulfill a multitude of legal, organizational,
and systematic requirements, particularly regarding data protection. Furthermore, it is
essential to ensure a certain level of digitalization, which is required for implementing
Gamification in the recruiting process. Implementing Gamification takes a lot of effort.
In addition to time, this effort also involves high costs. To justify the effort, it must be
established that gamified tests are scientifically valid and designed for a specific target
group. Regarding the economical viewpoint, Gamification is appropriate for selecting
candidates from many applicants. When developing gamified tests for recruiting pro-
cesses, itmust be ensured that underlying developer bias is excluded.As already emerged
from the literature, the interviews also showed that Gamification is particularly suitable
for younger applicants who have a higher affinity for games. This conclusion was also
reached by J. Koivistro and J. Hamari [15]. Furthermore, the benefits of Gamification in
recruiting are highly promising. ThroughGamification both sides involved in the recruit-
ing process can benefit from the added information given about the applicant and the
vacant position. This leads to a better fit and a higher quality of suitable candidates, while
simultaneously reducing fluctuation. In addition, this also promotes the opportunity for
better self-selection by the candidates. When Gamification is already implemented in
the recruiting process, even time savings can be generated, due to automated processes,
accelerated decision-making and better pre-selection. If gamified tests are valid and
follow a standardized process, Gamification can increase objectivity, due to the higher
volume of collected data, which are considered during the evaluation. Gamification in
recruiting processes can be used as a tool to increase themotivation of applicants, through
active engagement of the candidates and a playful way to convey content alongside the
recruiting process. The candidate experience can even lead to a higher attractiveness of
the process and can have a positive effect concerning the employer branding of compa-
nies. Amodel of the opportunities and obstacles of Gamification in the recruiting process
was developed, based on empirical data from German-speaking experts using the con-
tent analysis method, according to Mayring. The generated data show some important
influencing factors like process efficiency, data protection, target groups, expenditure
of cost and time, as well as the quality of applicants. Experts in the HR and Gamifica-
tion environments have mentioned all of these factors repeatedly. Therefore, they can
be considered as a good basis for the model. To extend the current scientific view of
opportunities and obstacles of Gamification in recruiting, current researchers can use
these results additionally. Comparing the hypothesis model from the expert interviews
with the framework from the literature research, it can be clearly seen that the research
on this topic was very limited. But in this empirical study, a comprehensive model was
developed that includes the constructs from the framework identified at the beginning.
Companies can benefit from this research by evaluating their level of digitalization and
their personal fit for Gamification in their recruiting processes. Furthermore, this model
can help to identify potential applicants based on their specific requirements and indi-
vidual target groups. Besides looking at the opportunities of Gamification, this research
demonstrates equally challenging aspects of Gamification, which can have a negative
impact on the recruiting processes of companies.
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6 Conclusion

First it can be determined that there are also obstacles for using Gamification in recruit-
ing. It depends on the individual circumstances of a company whether Gamification is
suitable and worthwhile, because not all professional groups and company sizes are well
suited for this tool. Smaller companies, which have problems attracting employees due
to high employee fluctuation, will not use Gamification to screen potential job appli-
cants. The integration into the recruiting process is also associated with certain costs
and efforts. Gamification will probably become more and more established in medium-
sized and bigger companies in the next few years. Finally, it can be said that neither
the opportunities nor the obstacles dominate. Opportunities for a company arise from
an accelerated, more cost-effective and trustworthy process, a higher attractiveness of
the company to candidates, additional impressions about applicants that would not be
possible through a normal job interview and a higher quality of applicants. Obstacles
include deterrent effects, especially for older applicants who are not familiar with tech-
nology, the high requirements for data protection and digitalization in the company, and
justified utilization. Furthermore, it is difficult to address the right target group. There is
the problem of ethical issues, and there are restricted outcomes.

This study will help companies that already use Gamification in their recruiting
process to better understand and avoid obstacles. It is also intended tomotivate companies
that have not yet used gamification to integrate this tool into their recruiting process and
offer an attractive application process for a younger target group. At the same time,
the digitalization of the recruiting process enables companies to reduce costs for time-
and cost-intensive standard tests. Gamification developers are given the opportunity to
further optimize the tool based on the findings.

As this qualitative research focuses on a limited sample of experts, it is important to
acknowledge certain limitations in this study. It is evident that not all German-speaking
experts from different countries were included. The sample encompassed a range of per-
spectives from experts across different industries to ensure the reliability of the gathered
information. Nevertheless, to validate this qualitative method utilizing Mayring’s app-
roach, a model validation using a representative quantitative method is necessary. The
influencing factors identified in this study could serve as a suitable starting point for such
validation. Expanding the evaluation of this model across multiple countries and explor-
ingvarious aspectswould present an excellent opportunity for future research.Within this
framework, conducting a detailed investigation of individualGerman-speaking states and
comparing German-speaking countries with others in the EU or internationally would be
particularly interesting. In addition, only applicants from the Generation Z target group
can be asked about the advantages and obstacles of gamification from an applicant’s
perspective.
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Abstract. Agile approaches originated in software development. Due to their
various advantages, they are being applied to many different industries and func-
tions. Meanwhile, organizations face extreme challenges and obstacles in their
Agile transformations and implementations. One of the major factors causing
these challenges and obstacles relies on people related factors. As one of the crit-
ical human factors in Agile, Agile Mindset impacts all facets of behaviors and
activities. Nevertheless, Agile Mindset-related matters are disregarded by several
organizations and literature that focus on concrete and industrialized products of
Agile. Motivated by this gap, we aimed to provide a thorough investigation of the
research on Agile Mindset-related literature and modeled the obtained results by
using Glaser’s Six C’s Grounded Theory coding family. Therefore, we aimed to
provide a comprehensive insight into the Agile Mindset construct, which is new
yet essential, required but hard to acquire, challenging to observe but important
to notice, and cheap to disregard but at an excessive cost.

Keywords: Agility ·Mentality ·Mind-set · Being agile · Systematic Literature
Review · SLR

1 Introduction

Attracted by its various advantages, organizations are transforming and facing extreme
challenges in adapting toAgile [13, 14, 19, 54],mostly andmainly caused by the involved
actor’s mindset [16, 19, 64]. Humans are always one of the key elements that have a
direct impact on their organizations and accomplishments of initiatives [11, 13, 19].
They are responsible for implementing Agile, regardless of the tools, methodologies, or
frameworks used [32, 54]. Weinberg briefly states: “No matter how it looks at first, it’s
always a people problem” [61].

An increasing number of researchers have started to focus on internal aspects and the
human side of agility [19]. Even though people-related issues’ relevance and importance
are evident in Agile adoptions, they are still largely disregarded by organizations [13, 19,
41, 54]. Similarly, the literature onAgile continues to emphasize engineering viewpoints,
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methods, and processes [31, 50] rather than the aspects pertaining to people. In addition
to that, the industrialization effects driven by the Agile marketing and selling Agile™
products and “Fake Agile” to organizations have caused to prevent organizations from
properly understanding the real and market-independent agility [7, 23, 31]. As a result,
Agile teams are more commonly doing Agile rather than being agile [31].

The mindset which is one of the most important human factors reflects individuals’
beliefs, assumptions, perceptions, conventions, attitudes, and conceptions, [3, 63]. It
has an inherent impact on systems, processes, and tools that people design and use. It
affects how people behave [55], make decisions [3], think, believe, and act [35], and
consequently molds how organizations operate [3]. People bring their (agile) mentality
to organizations, processes, and tools they design [49]. These all make it an important
subject to research. Owing to its importance, the construct of mindset and its underlying
major roles and implications are the subject of research in several fields, including
information systems and beyond [45].

Agile Mindset, which prioritizes people, sits at the core of Agile [13, 21, 59], as
Agile is mainly regarded as a social process [38]. Agility is often referred to as having an
agile mindset [13, 34]. When compared to any technique, process, certification, system,
platform, or organizational structure, Agile Mindset occupies a unique space [42, 64].
Targets cannot be attained by directly applying any Agile approach or without a mental
shift [27]. Beyond the prescribed set of processes, methods, and rituals, the path to
agility should begin with developing an appropriate and correct Agile Mindset, the spirit
of agility [44, 64]. An agile culture should be built on an Agile Mindset [13]. “Without
the right mindset, the methods are often adapted in an incorrect way and lose their
purpose” [34]. Methods and practices can only lead to a shift in a degree of agility, and
they alone do not guarantee being agile [16, 31, 34, 36, 57]. Consequently, living the
key values, principles and mindset of agility is necessary for Agile organizations which
are viewed as living systems, in information systems and beyond [13, 31, 34, 38, 57].

However, a lot of teams and organizations struggle to create an atmosphere that
supports people’s development of an Agile Mindset [55, 60]. Some Agile teammembers
state that developing an Agile Mindset is the most challenging when moving to an agile
company and they encounter several difficulties in fostering the development of an Agile
Mindset [10, 17, 28]. Even more, it remains unclear what is meant by having an Agile
Mindset and how the state of having Agile Mindset can be achieved [34].

Therefore, it is essential to look at the Agile Mindset construct that is concerned
with significant application challenges and holds great importance in the field of infor-
mation systems and beyond. Considering that research on this subject is still in its initial
stages as of right now [19], this need becomes the driving force behind our study that
attempts to provide a thorough investigation of the research by conducting a literature
review and delivering results via a modeled view. Thus, our research objective (RO) is
to investigate Agile Mindset-related literature and to model the results obtained from
the literature by using Glaser’s Six C’s Grounded Theory coding family [24]. To have
a more comprehensive representation of the construct and to provide it with additional
inputs from a wider range of disciplines collected from every field, we preferred to go
beyond software development, which heavily utilizes this construct.
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This paper extends the conference paper [52]. The previous conference paper
addresses the indicators, importance, definitions, characteristics, elements of Agile
Mindset, activities for developing it and future directions of research on the topic. It
also discusses the demographics of publications. The following are the major points
that this paper broadens and deepens the conference paper: (1) The 82 Agile Mindset
components found in the six research sources [19, 42, 43, 45, 55, 59] before in the
previous conference paper were not elaborated there but now all such items have been
investigated thoroughly in this work. (2) We revised our literature data extraction pro-
cess according to the updated research objective. Accordingly, some of the previously
included studies in the conference paper were excluded and some of those that were
excluded in the previous study were included in this work (3) We extended our literature
review by replaying our search procedure for recently published papers, which resulted
in adding three new identified sources into the final set (4) We need to learn more about
how Agile Mindset items contribute to Agile Mindset and how they are related to one
another [19]. To do this, we utilized one of the theoretical coding families of grounded
theory that is the Six C’s, as the most pertinent theoretical code among others for con-
ceptualization of the presence of Agile Mindset, unlike in the previous conference paper
stating the results without any links between them. This coding family describes a cat-
egory in terms of its Causes, Context, Contingencies, Consequences, Covariances, and
Conditions dimensions and aids in the production and interpretation of the results [24].

In the rest of the paper, we give background information on the topic in Sect. 2.
The research design overview, together with the research objective, paper selection and
data extraction and synthesis procedure are covered in Sect. 3. The results are presented
in Sect. 4. Section 5 delivers the discussions of our results. We present the study’s
conclusions and limitations in Sect. 6.

2 Background

2.1 Process of Agility

According to [48], Agile process begins with an expected or unforeseen, predicted, or
unpredictable trigger, like any other process. The trigger could be an impending change,
a realized change, or a requirement to generate necessary actions in anticipation of a
potential change. Sensing and anticipating are the next steps. Diagnosing, filtering, and
interpreting input data happens after detecting and anticipating the change [62]. After
that, the entity decides what kind of answer to get ready for. The next action is to create
a change as a response. In proactive activities, this stage occurs initially; in reactive
behaviors, it occurs after the change occurs. Deliberately providing no response at all is
also possible. The prepared response is put into action in the final phase. An organization
might not be agile if it cannot sense and act promptly and appropriately [62], or when it
senses and acts incorrectly or not rapidly enough which could be catastrophic for agility
[5]. This definition indicates that the Agile process is heavily relied on human aspects
and has a great deal of cognitivist, consciousness, and predictivity-related aspects from
people. Because of this, dealing with critical thinking, decision-making, comprehension,
and perception aspects that produce the most important asset in this process, the output,
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is critical to investigate and focus on. Those aspects are closely related to Agile Mindset
of individuals.

2.2 Agile Mindset

Dictionaries define mindset as a mental and established set of attitudes, a cognitive
understanding and interpretation of the environment, and a person’s way of thinking
and opinions [3, 8, 39]. Agile mindset is a particular personal attitude, way of thinking
and behavior of both individuals and teams [44] embracing change, learning and self-
development, with the goal of achieving a state of being agile [45, 53]. As “a way
of thinking about things” [39] and “a person’s way of thinking and their opinions”
[8], it emphasizes collaboration among team members and adaptability to changing
environments to be a high-performing team [55] which is necessary for the organization
to survive in a changing marketplace [53].

Agile Mindset is an abstract, vague, intangible, and latent (invisible) construct, thus,
difficult to measure, even to observe, and demonstrate [3, 17, 21, 23, 46], which makes
the transformation and training of it the most difficult part [21, 23]. Thus, it is hard to
prove and show when the transformation and training of it is successful. Even though,
as an intangible and invisible asset, it influences various visible aspects [21], such as a
successful Agile transformation [3].

AgileMindset is a soft and dynamic asset, resource, and capability and a kind of trig-
ger that can influence various tangible assets of organizations [3, 19, 21]. It is inherently a
psychological, socio-cultural, and human-related matter [45, 46, 59]. Like other human-
related assets, it presents complex interactions of social, cultural, and psychological
perspectives of individuals with other people. This makes it challenging to understand,
substitute, and emulate [3]. The nature of it also creates challenges for organizations in
terms of finding and developing their Agile Mindset as an individual endeavor [3, 34].

Being abstract, vague, intangible, latent (invisible), and difficult to observe, and
demonstrate construct [3, 17, 21, 23, 46], it is challenging to define Agile Mindset.
Like the definitions of the term agility that have no consistent, complete, precise, and
agreed definition yet [48], the current situation regarding the definitions ofAgileMindset
remains unclear regarding what Agile Mindset is on various levels and perspectives [19,
34, 45]. Another issue with the previous Agile Mindset definitions is that people use
different terms other than mindset to describe similar or identical constructs, such as
Agile culture [45]. Regarding the key features of Agile Mindset, the most used source
is the Agile Manifesto [6], exemplified in the study of [45], although the manifesto does
not include a reference to mindset but just a certain overlap with the Agile Mindset
construct [15, 23, 45]. Moreover, [23] proposes going beyond the manifesto and not
solely relying on it for Agile Mindset in this regard.

2.3 Other Constructs Related to Agile Mindset

Agile leadership focuses primarily on empowering individuals in organizations to take on
responsibility through a bottom-up strategy that includes transparency, leading, encour-
agement, inspiration, motivation, emotional intelligence, a shared vision, and collective
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decentralized decision-making [13, 53]. Agile workforce mostly concerns with behav-
iors, attitudes, and prerequisites of a workforce that is or is becoming agile and entails
proactive, adaptive, and resilient behaviors of employees [53]. Agile people are those
who have aptitude, know-how, and skills to proactively seek opportunities and who can
quickly adjust to changing circumstances [53]. The Growth mindset theory of Carol
Dweck [18] is related to Agile Mindset by some Agile practitioners. By focusing on
the learning process, it reveals how a growth mindset rather than a fixed mindset can
improve performance of individuals, foster self-esteem, and lead to accomplishment.

2.4 Grounded Theory and Six C’s Model of Glaser

Grounded Theory (GT) is the systematic generation of theory from data analyzed by
rigorous qualitative research method developed by sociologists Glaser and Strauss [12,
24]. With GT, we can investigate social interactions and behaviors, particularly in areas
of inquiry that have not been thoroughly examined previously including those of Agile
teams [30]. The goal ofGT is to produce a theory,which is an integrated set of hypotheses,
by continuously comparing data at progressively higher abstraction levels [30].

As soon as some data is gathered, the data analysis process, known as coding in GT,
can start [30]. There are two types of coding in GT: Substantive coding and Theoret-
ical coding. The substantive codes are “categories and properties of the theory which
emerges from and conceptually images substantive area being researched [24]. Theoret-
ical codes “implicitly conceptualize how the substantive codes will relate to each other
as a modeled, interrelated, multivariate set of hypotheses in accounting for resolving the
main concern” [24].

The Six C’s coding family [24] is one of the common structures of theories that
Glaser classifies as theoretical coding families used in GT. According to Glaser [24], the
Six C’s coding family describes a category in terms of its six dimensions (each starting
with the letter C) encapsulating the core category at the center that is the “main theme” or
“main concern or problem” [24]. Context refers to the setting and ambiance of the study.
Condition outlines prerequisite factors [30] to manifest the consequent core concept
[24]. The cause-consequence axis often stands out as a closely related duo in studies as
causes that lead to the occurrence of the core category and outcomes or effects of its
occurrence. The idea of contingency asserts that the concept depends on the contingent
elements to occur [24]. Study [30] describes it as the moderating factors between causes
and consequences. Covariance refers to correlations between various categories when
one category changes with changes in another category [30].

3 Research Design

This research process has been undertaken as a Systematic Literature Review (SLR)
based on the guidelines proposed by Kitchenham et al. [33]. The following section
describes the implementation of this SLR. The research process starts with defining the
research objective. After defining the search objective and searching in the Scopus and
Web of Science (WoS) digital libraries, we gathered 1954 potentially relevant publica-
tions. For scanning the retrieved studies, we developed and applied inclusion/exclusion
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criteria and obtained a final pool of twenty-one sources. In addition, the references in
the identified twenty-one studies were examined (backward snowballing) and two other
related study were added. Finally, twenty-three studies were identified. After extracting
the data from the sources, the obtained data were coded (Level 1/L1) and then grouped at
Level 2 (L2) according to the model used. The results of this study were then analyzed,
and the findings were discussed. The remainder of the section concerns the research
objective, publication selection process, and data extraction and synthesis.

3.1 Research Objective

This study aims to review studies that focus on Agile Mindset. Thus, we set the main
goals related to our research 1) identify the studies which focus totally or partly on
Agile Mindset and 2) analyze and synthesize the studies’ relevant results. We raise and
investigate the research objective accordingly. Based on the research objective, we have
maintained some contents from the previous conference paper and removed some data
in the analysis stage. The removed data regards the definitions, characteristics of Agile
Mindset, publication demographic-related data including country of authors, publication
year, publication venue, authors’ affiliation type, and paper citation, and future direc-
tions for research. We used the remaining data to identify the Six C’s dimensions [24].
We thereby started by investigating the relevance of Agile Mindset from the data for
different contexts, conditions, causes, consequences, contingencies, and covariance to
address insights, which are necessary for organizations to build effective surroundings
and concrete activities to achieve Agile Mindset for individuals. Consequently, we have
identified our research objective (RO) as “to investigate Agile Mindset related literature
and to model the obtained results from the literature by using Glaser’s Six C’s Grounded
Theory coding family”.

3.2 Publication Selection Process

The search process is the same as that conducted in the previous conference paper [52].
It follows the main procedure in [33] and as detailed out in Table 1, it includes Scopus
and Web of Science (WoS) with the identified search strings, without any filter in the
year range to gather a full overview. Based on the scope of this study, the search string
is without any “population” related keyword referring to the application area, to access
the largest population set of data.

The initial list obtained included duplicate records. After removing them, a total
number of 1954 distinct peer-reviewed studies were reached. Based on the scope and
context of our study, for the selection of papers, the propositions of inclusion criteria
(IC) and exclusion criteria (EC) were specified and applied to those papers. The papers
in English and fully or partially focusing onAgileMindset in any field from conferences,
workshops, journals, and book-chapters were included. Duplicate and extended papers
and those not accessible by the authors were excluded.

During the application of inclusion/exclusion criteria, the papers were examined
according to the procedure detailed in the previous conference paper [52] and the renewed
RO in this study to identify whether they were within our scope. Every Agile practice,
value, and principle is supposed to be theoretically and practically related to Agile
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Table 1. Search strings and libraries.

Library Place Search strings Number of Initial Results Number of Selected

Scopus TITLE-ABS-KEY TITLE-ABS-KEY (“be* of
agil*” OR “be* agil*” OR
“agile mindset” OR “agile mind
set” OR “agile mind-set” OR
“agile mind” OR “agile mental”
OR “agile mentality” OR
“mental agility” OR “agility
mindset” OR “agility mind set”
OR “agility mind-set” OR
“agility mind” OR “agility
mental” OR “agility mentality”)
OR TITLE ((“be” OR being OR
becom* OR became) OR
(mind* OR mental*) AND
agil*) AND
( LIMIT-TO (DOCTYPE, “cp”)
OR LIMIT-TO (DOCTYPE,
“ar”) OR
LIMIT-TO (DOCTYPE, “ch”))
AND
( LIMIT-TO (LANGUAGE,
“English”))

1706 21

WoS All Fields (“be “ OR being OR becom*
OR became) AND agil* (Title)
OR (mind* OR mental*) AND
agil* (Title) OR (“be* of agil*”
OR “be* agil*” OR “agile
mindset” OR “agile mind set”
OR “agile mind-set” OR “agile
mind” OR “agile mental” OR
“agile mentality” OR “mental
agility” OR “agility mindset”
OR “agility mind set” OR
“agility mind-set” OR “agility
mind” OR “agility mental” OR
“agility mentality”) (All Fields)
and English (Languages) and
Article or Proceeding Paper or
Book Chapters (Document
Types)

1105 15

Snowballing References – – 2

Total in Distinct 1954 23

Mindset. Considering this, the content was excluded if it was not explicitly related to
Agile Mindset in the paper. Regarding the search place and taking our inclusion criteria
IC2 into account, we searched in meta-data and titles instead of the full texts. Finally,
twenty-three papers were identified as relevant.
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3.3 Data Extraction and Synthesis

The data extraction and synthesis process by applying detailed and thorough exam-
inations of the relevant studies and the quality assessment to validate the quality of
the selected candidate papers by ensuring each paper was of adequate standard were
done according to the procedure detailed in the previous conference paper [52] and the
updated RO in this study. We revised our literature data extraction process according
to the updated research objective. Accordingly, some of the previously included studies
in the conference paper were excluded and some of those that were excluded in the
previous study were included in this work. No studies existed lower than the threshold
score and no elimination regarding the quality assessment was done. This is most likely
due to the venue of publications being well-qualified and generally well-known.

Our study uses a content analysis method. We used a specific version of content
analysis, thematic content analysis. Content Analysis in general includes three stages:
selection of the focal texts, coding the texts, and interpreting the results of the coding [1].
The common steps in the processing of coding include transcription, coding, and cate-
gory creation [14]. Transcription is the process of converting what is obtained through
interviews, observations, audio recordings, or field notes into text [14]. Regarding tran-
scription, we used the papers’ contents. For coding and category creation, we used the
method proposed by Glaser [24]. This GT method provides a three-level coding process
yielding categories at the end.

In our case, the raw data was extracted from the sources as-it-is, and then put into an
Excel file. Then those raw data were coded (L1). During this stage, it is seen that some
raw data items can serve for multiple L1 codes, then they are duplicated under different
L1 codes. Those codes were then grouped into L2 according to the model used. During
this grouping into L2, it was possible that some items were included in more than one
category in terms of their meanings (for example, the increase in performance could
be both a cause and a consequence). In this case, the context and meaning in which
the original study used the relevant item were considered. If such an insight was not
expressed and could not be inferred from the study directly, then the closest category to
which the relevant item would be suitable was selected by the authors. Our study has
been shaped around a main phenomenon (Agile Mindset) from the outline, rather than
focusing on discovering an emergent main phenomenon. Thus, the Level 3 item in our
model refers to Agile Mindset which is the main concept.

4 Findings

We present the results and findings of this SLR study concerning the identified RO. As
a result of our SLR, we identified relevant studies as [3, 6, 13, 16, 17, 19, 21, 23, 25, 26,
34, 37, 38, 42, 43, 45, 46, 53, 55–57, 59, 64].

After reaching the list of identified papers, the data from each paper were collected
as described in the Research Design section resulting in 282 items achieved. These items
were then coded into 96 distinct items (L1). These L1 items were then classified under
Six C’s (L2) categories, according to their descriptions. As a result of this process, the
obtained tree is depicted in Fig. 1 (by using “https://miro.com” application) bearing

https://miro.com
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items names (L1), items’ number of occurrence in the sources, L2 categories derived
from those items and L3 category (Agile Mindset in our case).

According to the results, the contexts of the studies include information technology
with ten papers at the top, General (with no specific domain stated) with seven papers,
Human Resource Management and Leadership with four papers, Project Management,
Management, Enterprise Agility and Teaching and Education with one paper each. This
distribution shows, again, Agile is popular in the Information Technology discipline,
meanwhile, it has started to spread to other management areas as well.

Agile Mindset is a necessary condition for putting Agile into practice, but we can
only talk about its existence in conditions that require changes in attitudes, actions, and
behaviors of individuals as reflections. It reminds us that Agile Mindset is not sufficient
for being agile [3]; the existence of an Agile Mindset should activate people and cause
some things to emerge.

Numerous studies have discussed the causes of having an Agile Mindset and its
role in achieving a variety of outcomes. Those causes include competitive advantage
to survive in a changing marketplace, especially when responses to crisis are needed,
shift to agility, employee orientation such as onboarding for newcomers, attainment
of enterprise agility, assisting team members in increasing positive behaviors, project
success, productivity and performance of Agile teams, and responsibility, and scaling
Agile.

When it comes to the consequences that may reflect the existence of Agile Mind-
set, having an Agile Mindset supports having a people, customer, value and solution
orientation, and changes in thinking. Agile Mindset affects individual and team-related
dimensions such as self-governance, leading to less hierarchies and more empowered,
cross-functional, and self-organizing individuals and teams, having more responsibility,
courage, high motivation, and collaboration. For individuals, it opens more avenues for
creativity, innovation, curiosity, experimental willingness, emotional intelligence, hav-
ing an open mind towards change, criticism, others, and an Agile way of working and
open, mutual, and transparent, and direct communication.

From the process-oriented viewpoint, having anAgilemindset encourages incremen-
tal and iterative development, effective and long-term application of Agile approaches,
continuous adaptation, flexibility, and adjusting agile practices according to the specific
needs and contexts. All these are needed because there is no “book of truth” for how to
be agile [46]. Consequently, after these all, it brings more influencing power to inspire,
facilitate, lead, and direct people, productivity, performance, project success, possessing
an appropriate culture, better management methods and approaches, and competitive
advantages to organizations that may require challenge the status quo. It facilitates the
transition to agility with a holistic view and awareness of surroundings and others.

Nevertheless, Agile Mindset is an abstract, vague, intangible, and latent (invisible)
construct, thus, difficult to measure, even to observe, and demonstrate [3, 17, 21, 23,
46], which makes the transformation it the most difficult part [21, 23]. Agile mindset
transformation and development is not a clear, straightforward, and painless process.
For reasons like these, organizations and teams experience difficulties or fail to enable
an Agile Mindset of individuals [60]. One of the main reasons for this is that the transi-
tion between causes and consequences is contingent upon several factors, independent
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of context. Thus, we assert that Contingency factors have a determining effect on the
relationship between Causes and Consequences.

The contingent factors include strategic, management, leadership, personal qual-
ifications, process, communication, transformation, and behavioral aspects. From the
strategic perspective, it demands value, goal, solution, and customer orientation. For
behavioral habits, it requires changing behaviors, reflecting on actions, making quick
and correct decisions, proper intent, continuous learning, getting, and providing feed-
back, continuous improvement, creativity, innovation, focus, taking risks, proactive view,
trust, empathy, respect, taking responsibility, equality, pragmatism, authenticity, possi-
bility thinking, curiosity, experimental willingness, attention to details, continuous adap-
tation, teamwork, sharing and collaboration. Although it is difficult to observe, not only
the outcomes of the behaviors but also the person’s intentions should be considered.
Agile Mindset also demands open, mutual, and transparent, and direct communication.

In terms of personal qualifications, certain qualifications, prerequisites, and atti-
tudes are critical for people to have. They include having an open mind towards change,
criticism, others, and newways ofworking.Other personal qualifications include attitude
of inquiry, positive attitude, commitment, self-confidence, self-respect, determination,
motivation, courage, resilience, sincerity, willingness to take initiatives, resourcefulness,
a sense of pride, assertiveness, mental flexibility, honesty, emotional intelligence, and
humility.

From the process point of view, Agile mindset requires a holistic view, aware-
ness of surroundings and others, role elasticity, flexibility, incremental and iterative
development, continuous delivery, steady pace, simplicity, and quality.

A supportive environment, management and leadership providing people orien-
tation, acquired people with agility orientation, equality, shared understanding, sense
of security, a nurturing culture across the organization and empowering the teams and
individuals are critical. This calls for no hierarchies, cross-functional and self-organizing
teams, teamwork, and leading Agile Mindset transformations by the management.

In Agile Mindset transformations, ensuring an accurate understanding of the need
for agility, perception management, respect for the nature of transformation, team-
specific caring during the transformations, providing permanent training and coaching,
progress observation are mentioned.

5 Discussions

The study’s findings demonstrate that there should always be a driving factor behind
Agile and Agile Mindset transformations, which is the motivation behind the question
“Why”. “Why” should be the first question to ask, before the question “How” or “What”.
The transformations also ought to be based on people. It is important to acknowledge the
human factors and their transformations. The human-centered transformations should
also be supported by mutual and transparent communications across the organization.
Especially while transforming to Agile Mindset, organizations need to be persistent
and patient. It is crucial to organize the transformation well and observe results of it in
practice and behaviors of individuals and teams including the leaders. It is required to
allow people and teams to create their space and freedom. Therefore, it should be normal
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and even expected for practices of teams to go beyond the classical Agile methods such
as Scrum [40]. Like in every transformation, the leaders should first be transformed, and
their support should be obtained.

Humans, with their equally sophisticated talents, are faced with managing the com-
plex world of reality and its contextual changes. Processes, documentation, and plans
are examples of human-made proxy entities that are unable to compensate either reality
or human capabilities. Thus, as one of the most powerful attributes of people, a person’s
mindset is something that organizations and leaders should and will always invest in.

According to our results, individual personalities have a unique place and capacity
to support Agile Mindset. To investigate what kinds of companies and individuals are
better equipped to apply Agile Mindset, it would be fascinating to integrate studies on
Agile Mindset with research on personality, social elements [34], and experiences and
maturity of practitioners [45, 46]. It is recommended that practitioners and managers
should pay greater attention to candidate selection processes, with a particular emphasis
on personality traits, cognitive abilities, beliefs, and attitudes toward change by applying
proven tests and customized interviews used to evaluate these qualities [53]. Moreover,
agility could be emphasized in job advertising to draw applicants with more Agile
personalities and mindsets [53]. Further research should be done on job rotation, job
expansion, and job enrichment initiatives in agile organizations [47].

Like in the job-related flexibility forms, investing in the invisible—that is, the
flexibility that fosters agility—is equally essential. Static structures, team utilization,
and other inward-looking technical debt issues are examples of factors that should be
examined in addition to the outward-looking viewpoint to the customer.

We note that internalizing the Agile values and principles is essential to becoming
agile [57], as recognized by the Agile community and practitioners. TheAgileManifesto
[4] andmany others underline the importance of people and human factors [9]. However,
it seems from our study that the increased interest in Agile in the academic field focuses
more on tangible entities like practice, method, and frameworks; the addiction of Agile
to the concrete has been proven again. Numerous studies have been conducted to explore
the technical aspects of agile development even though such aspects are on the “less
valuable side” of the Agile Manifesto. The interesting thing is how little attention has
been paid to the social facets of agility and Agile Mindset [19]. Thus, it is obvious that
further research is necessary to examine the “soft aspects” of Agile including Agile
Mindset.

Many elements found in our study associated with Agile Mindset remain at the
practical level. Instead of investigating the Agile Mindset itself, there is a focus on ele-
ments circling around and relating to it. In this sense, the sociological and psychological
dimensions of Agile Mindset have not yet been explored. This may be because Agile
emerged from engineering fields such as software and manufacturing sectors, not from
social sciences. However, there are novel studies that go beyond these areas in terms
of context. We think that there will be more studies towards these dimensions of Agile
Mindset in the future. Although the “What” about Agile Mindset has mainly emerged,
it would be beneficial to make room for more studies on “How” and even “Why” they
should be achieved.
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Value and collaborating with clients who are closest to the point to represent value
are the cornerstones of having an Agile Mindset. As a result, the goal is to be as close as
possible to customers, who are more aware of their needs and demands. Being close to
customers means that customers and end users are real owners and users of systems to
be developed, which serves as a reminder to keep the focus on customers, value, quality,
and goal at the center.

As the similarities at the level of practices increase and Agile practices equalize
across different organizations, it will become more difficult to distinguish between a
successful Agile transformation from an unsuccessful one. In this and all other similar
cases, the distinguishing feature will be about the change in value orientation, value
production, and focus on goals by individuals, teams, and organizations. Agility, and
Agile Mindset should serve a greater purpose—value creation—rather than encourag-
ing aimless behaviors [51]. Otherwise, agility may become a matter of “How”, rather
than serving for a greater whole (What) and purpose (Why). Regarding the question
“How”, after a while, when Agile practices will be largely equalized for organizations,
organizations will make a difference with people [2] and with their mindset, not with
practices, but with the value creation. Thus, the focus on the people side and having a
proper Agile Mindset will be more important and the predefined practices will have less
place in the future [23], which requires the intellectual capabilities of people’s minds to
make practices evolve more originally and organically.

Like development in every context, it is important to nurture the question “Why”
for the development of Agile Mindset. Every stakeholder who is or will be affected by
the change should understand the benefits and rationale behind the change, and they
should participate in the transformation processes [17]. Therefore, individuals, teams
and organizations should understand “Why” Agile and Agile Mindset is needed, to
internalize the agile values, principles, and practices. For instance, teams should get an
explanation of why each respective agile practice is helpful and should be implemented
to comprehend the vision and rationale behind using an agile way of working [34].
Even though this reason of “Why” can be reasonable for organizations, it should be
meaningful and reasonable for the individuals as well (the goals of the organizations and
the individuals cannot always be aligned by default).

Keeping this “Why” in their heads, people should adjust practices when needed and
combine them with existing elements. Since reality frequently changes based on the
context, it is necessary for each distinct practitioner to establish a space appropriate for
their context and tomold their own agilitywithin it [51]. Agile transformations in general
and Agile mindset-specific transformations in organizations are an individual activity
as well as a collective one. Therefore, every part in organizations should take a holistic
view and awareness of surroundings and others, have open, mutual, and transparent, and
direct communication, and collaboration with others.

The results show that changing one’smindset to one that ismore agile is a challenging
process that calls for perseverance and hard work. Managing Agile Mindset transfor-
mation requires meticulous, careful, patient, time demanding and complicated leading
and management that needs a strong will [53]. It must be carried out in an agile way
and concentrate on all aspects of change. During it, adequate coaching, training, trans-
formation progress observations, team-specific caring, perception management, shared
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understanding, and respecting for the nature of transformation especially in terms of
the duration are required. Team dynamics, current situation and way of working should
be considered [34]. Structural approaches in Agile mindset transformations also indi-
cate using the classical controlling, redirection, and monitoring activities specific to
individuals and teams.

Evenwhile physical actsmaybe seen,we still need tofigure out how to developAgile
Mindset or how to observe the minds of people by measuring it [19] to make sure that
people are fully immersed in Agile Mindset [17], especially when considered that there
are not enough studies to measure Agile Mindset in the literature [19]. Organizations
should take down the obstacles standing in their paths to having aproperAgileMindset by
the individuals [19]. Further research is required to determine the various stages at which
achieving an Agile Mindset can occur, ranging from the individual to the organizational
levels [19, 45].

Having anAgileMindset is not enough; people should reflect theirmindset in actions.
This is also a unique learning process for individuals and teams. Companies should
set up expensive, drawn-out, ongoing endeavors (the contingencies) for individuals
to have Agile Mindset. For instance, individuals should establish habits of continuous
learning, constant feedback, and continuous progress, among other ongoing initiatives.
Thus, every distinct person, team, and organization should evaluate the benefits, costs
and drawbacks of adopting an Agile Mindset to identify their ideal levels. Specifically
speaking for the drawbacks side, for instance, investigations about whether an overly
AgileMindset detracts from performance [3], quality or other factors may beworthwhile
to study. Even in the initial stages of the Agile Mindset transformations, organizations
might allow for a drop in performance.

While some itemsofAgileMindset that are discussed in this study are unquestionably
beneficial in the absolute sense (such as continuous improvement), some others have
trade-offs that must be considered (even though it has not been encountered much in our
review). For instance, while cross-functionality lowers communication costs by bringing
the required skills togetherwithin the teamand facilitating quick decisions, self-sufficient
(!) teams erode their capabilities overall due to potential alienation of surroundings,
which poses a risk to teams operating in a multi-team environment [51]. A focus on
agility without a focus on resilience might lead employees to experience increased stress
and perform less well as a result [53]. It also serves as a kind of reminder that firms
should possess a variety of capabilities (such as resilience, quality, sustainability, etc.)
in addition to agility and find a balance between them [29]. Agile Mindset ought to be
combined with other constructs in a holistic network [19] while achieving a desired and
planned level of it, at a relatively excessive cost. This difficult aspect of Agile Mindset
adds to its power; it gives organizations independence and a “safe place” away from the
“Agile marketplace”.

We conclude that possessing the right Agile Mindset has certain causes and advan-
tageous consequences. Reaching such consequences, though, comes at a cost. Agile
Mindset is one of the aspects of Agile that is difficult to internalize in organizations
[23, 38]. It takes a new way of thinking to adopt it, which makes it difficult to unlearn
long-standing habits and adopt new ones [58]. Changing the mindset of employees and
management appears to be more difficult than simply implementing Agile practices,
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which is simpler [34]. Agile mindset initiatives may thus need a significant investment
of time,money, and services [53]. Putting anAgile culture in placewith anAgileMindset
will take considerable time, patience, and effort, requiring a wide range of discussions,
iterations, and a strong will [53].

The findings indicate that for employees to build an Agile Mindset to cope with
changing environments, appropriate leadership and management mindset approaches
are necessary. The outcomes demonstrate once more how much leaders have an impact
on Agile Mindset initiatives by being role models and establishing a supportive envi-
ronment including physical facilitations for meeting rooms and offices, as well as socio-
psychological aspects to support Agile Mindset developments, explorative activities,
risk-taking, and independent thinking. Throughout a bi-directional (from the top-down,
from bottom-to-top) transformation [57], leaders should be role models [34, 57], ambas-
sadors [53, 57], problem solvers [53], core values installers [53], and invest in coach-
ing, training, learning, building, and measuring Agile Mindset. They should empower
employees to make their decisions and cocreate change [57]. As a result, we must iden-
tify the roles that leaders, talent acquisition and development, and people management
play in implementing target-oriented programs and provide means for actors to cultivate
an Agile Mindset [13, 19]. Important insights into the attitude of Agile leaders and their
impact on organizations are also required [19].

One of the things people need during their learning process to face the complexity is
the courage to change, including changing oneself. They also need to feel comfortable
and have a reasonably high tolerance provided by their leaders for making mistakes for
their personal safety. This necessitatesmutual respect and trust across the organization.
Respect promotes collaboration, opens avenues of communication, and permits taking
risks. Respect ensures that every individual has a suitable and secure space for learning
and experimentation. Courage is necessary to motivate to take risks and veer off course
to adjust along the way.

Individuals with an Agile Mindset are expected to align their mindset with Agile
practices since these practices themselves embody an Agile mindset too. For instance,
as a practice, a large amount of development is broken down into smaller functional
increments with iterative development in conjunction with frequent delivery. This helps
to better understand functionalities that customers demand, control risk, and obtain early
feedback from clients and end users. Iterative development also promotes learning and
experimentation. Because the system to be developed can produce small steps forward,
it can expand organically as needed to adjust to changes. People with an Agile Mindset
frequently employ inquiry, observation, improvement, learning, learning from mistakes
and feedback loops to learn more about reality. People with an Agile Mindset must
embrace these agile techniques to reap their benefits. Seeing such distinct behaviors and
methods in practice can serve as a reliable gauge of an individual’s Agile Mindset.

Agile processes and people are additionally equipped with quick and accurate infor-
mation. Information in Agile should circulate swiftly both within and between the
teams to move quickly and accurately. To be quick, self-organizing and cross-functional
teams are ideal for Agile teams. Cross-functionality along with self-organization brings
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required capabilities closer and together, lowering the cost of communication and trans-
fers to enable quick actions for a variety of complex scenarios. To be accurate, communi-
cation is facilitated by transparency. Learning is supported by communication including
communication with the developed solution itself. Furthermore, communication with
shared goals fosters collaboration and teamwork. As a result of this, quick and accurate
information that is updated, rectified, accelerated, and shared to gain experience and
generate innovative ideas brings more agility.

The act of puttingAgile practices into practice is quite easy compared to changing the
mindset ofmanagement and individualswhich ismuchmore challenging [34].Assuming
that they are put in practice successfully, Kuhrmann et al. [36] investigated how different
agile practices and approaches were used and how much agility was influenced by
them in software engineering fields. They discovered a minimal correlation between the
application of specific agile techniques and a project’s level of agility. Consequently,
they conclude that other factors must influence the level of agility. Thus, examining the
impact of Agile Mindset and studying the covariance correlations for each item in the
model we propose would be beneficial.

Researchers and practitioners alike recognize the importance of adopting an Agile
Mindset. Despite its well-known significance, Agile Mindset is susceptible to being
overlooked in favor of more visible, commercially viable Agile practices. Even if it is
undertaken with solid intention, with proper guidance and specific suggestions to make
it happen, the process of changing the mindset appears to be far more challenging.

One of the most fundamental reasons why Agile transformation is difficult(!) to
achieve may be the desperate attempt to transform institutions and people without trans-
forming their mindsets. It is a matter of curiosity whether a better result would have
been achieved regarding Agile if some of the investments in the practices and the econ-
omy surrounding it had been made on people, values, principles, and mindset instead of
these (certification, method trading, etc.). But at least we are sure of this; Investments
made in the same way will not take organizations that have reached a saturation in the
field of practices much further. It becomes evident that the primary success factor and
prerequisite for developing Agile is the people-related matters, team members’ personal
prerequisites and attitudes [34]. Thus, it would be beneficial to give the human related
elements (e.g., personality traits) more attention since projects may be improved by
concentrating on the individuals engaged in the process [34].

In addition to the mind, the heart of people with intentions (in other words ethical
and moral values) posing potential paradoxical values, unique interests, a dialectical
nature of culture, and conflicting orientations [20] is significant. Despite this, it was
surprising not to encounter this phenomenon in such a subject that focuses on people.
Similarly, we have seen extremely limited attention to dimension of experience, even
though experience is especially important formanaging the demands of a complexworld.

When it comes to the investigated studies including the term Agile Mindset, like the
results from the study of [45] and [49], in our work we have also realized that most of the
excluded studies use andmention the termAgileMindset as a “fixed term”without actual
definitions, descriptions, elaborations, investigations, details, or explanations. Most of
these articles look upon Agile Mindset as a prerequisite [34], one category among many
[16], or as a necessary condition for putting Agile into practice.
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For many people and companies, Agile Mindset represents a completely new way
of thinking [38] or a box that has not been opened yet; how the state of having an Agile
Mindset can be achieved is described by limited studies [34]. When considering the
underestimated position of Agile Mindset in literature and its new developing progress,
it is recommended and worth researching the construct in terms of practice and theory. It
appears that much remains to be discovered about this subject. In our study, our goal was
to create a comprehensive representation of Agile Mindset through a model. Utilizing
the data from most of the well-known studies on the topic to date, we hoped to make the
analysis comprehensive and complimentary. Additionally, we hope that the results can
guide in transformation processes of Agile Mindset.

There are too many social, psychological, emotional, and individual aspects at play
about this topic rather than a clear path to success [34, 37]. For further studies, in the initial
stages of the research on this topic, it is recommended to consider studies that examine
mindset in a broad sense and benefit from findings of related fields of study. Further
research in the fields of learning (as opposed to teaching), cognitive science, behavioral
science, andmultidisciplinary studieswill likely be needed to advance this still-emerging
construct. In this way, for instance, lessons from historical accounts of notable mindset
transformations can also be applied to studies of Agile Mindset development, providing
motivation and direction.

Working with an Agile mindset presents certain challenges because almost every-
thing that is related to Agile is impacted by people, and nearly everything related to
people is influenced by the mindset. As a result, it is challenging to identify boundaries
for Agile Mindset. Such boundaries need to be clarified using scientific and system-
atic approaches. For instance, such a clarification might make a distinction between the
external variables (environment, leaders, processes, etc.) and the internal components
of the Agile Mindset of individuals (goal, personality, motivation, etc.). Furthermore, a
differentiation between individuals who may possess an Agile Mindset in the future and
those who already possess it can also be considered.

As a result, it is a matter of question to see what trajectory the construct of Agile
Mindset, which is new but necessary, necessary but difficult to obtain, difficult to observe
but should be observed, easy to ignore but at an excessive cost, will follow.

6 Conclusions and Limitations

Beyond the prescribed set of practices that guarantee no assurance for successfully imple-
menting Agile methods, firstly individuals require an Agile Mindset. Even implemented
in a successful manner, there are certain basic constraints to the practices provided by
the Agile methods. This requires correct understanding and locating the Agile mindset
before the practices. Interestingly, the construct of Agile Mindset is underestimated in
the literature, even though numerous research and individuals have acknowledged its
significance. Most of the research involving Agile Mindset uses it as a fixed term, thus,
it would appear necessary to further dissect the construct which is worth researching in
terms of practice and theory. We need more knowledge and wisdom beyond stating that
Agile Mindset is important and required for various aspects.

In our study, we aimed to deal with the Agile Mindset construct comprehensively,
by using sources from many disciplines. We aimed to unbox this construct by providing
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comprehensive data from the literature modeled within the Six C’s model by Glaser
[24]. Our research incorporates the data currently accessible in the literature on Agile
Mindset and offers a model that encompasses all this data, making it simple to acquire
pertinent facts at one time and providing guidance on how to develop an Agile Mindset
based on the model’s recommendations. In the future, we will study further development
and measurement of Agile Mindset for individuals in organizations.

The procedures used in our study and the nature of our study have limitations in
severalways.Many items stated as contingencies in the study could alsobe a consequence
of Agile Mindset. For instance, although trustworthy relationships are necessary and
supportive of Agile Mindset, their existence is also a result of Agile Mindset. The
obtained Consequences can also provide inputs to the model as Contingencies. We
included these items in our analysis under only one category where we think they are
prevalent to keep the model simple. Our study also does not purport to be exhaustive or
finished to offer a list, model, or framework for cultivating an Agile Mindset, either in
its entirety or in part.

Limitations of search terms and search engines coverage can lead to an incomplete
set of primary sources obtaining only those written in English and the peer reviewed.
A single researcher extracted the data from the included studies. The data obtained
from the sources is prone to bias. Also, the values of the quality assessment criteria
are subjective but based on field experience. Moreover, the primary studies’ results are
context-dependent and have thereby limited generalizability. Agile mindset is a strong
and abstract construct that touches on a wide range of topics. Because of this, even
though it subtly influences many aspects, such data is ignored if this effect is not clearly
linked to Agile Mindset in the studies. However, when these processes were unclear, a
consensus session was applied with the first and second authors. To ensure the reliability
of our study, the entire pool of the sources was analyzed carefully, and the data were
reviewed, extracted, and synthesized in iterations according to the research protocol and
guidelines applied. However, since most of the research in the literature ignores the
outcomes of Agile and many beneficial consequences of agility are hypothesized [53],
the validity of data used in our study from the identified sources needs to be evaluated.
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Luţan, Elena-Ruxandra 164

M
Madeja, Nils 205

N
Nicolas, Damien 23

O
Ozkan, Necmettin 261

P
Piasecki, Adam 183
Preisig, Heinz A. 23
Prinz, Niculin 93
Probierz, Barbara 183

R
Riedinger, Constanze 93

S
Strzelecki, Artur 224

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2024
E. Ziemba et al. (Eds.): FedCSIS-ITBS 2023/ISM 2023, LNBIP 504, pp. 283–284, 2024.
https://doi.org/10.1007/978-3-031-61657-0

https://doi.org/10.1007/978-3-031-61657-0


284 Author Index

T
Turpin, Marita 141

V
Van Belle, Jean-Paul 141

W
White, Martin 71, 119
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