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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18–20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June – 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.
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I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.
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Preface

AugmentedCognition research innovates human-system interactions for next-generation
adaptive systems in diverse fields such as biometrics, cybersecurity, adaptive learning
system design, and health informatics. Advancements in psychophysiological sensing
and data analyses have led to major breakthroughs in the real-time assessment of a
user’s psychophysical signatures as input to human-systems leading the way for better
human-system collaboration. More importantly, the use of Augmented Cognition meth-
ods and tools for studying elusive brain constructs such as cognitive bottlenecks (e.g.,
limitations in attention, memory, learning, comprehension, visualization abilities, and
decision making) significantly contributes to a better understanding of the human brain
and behavior, optimized reaction time, and improved learning, memory retention, and
decision-making in real-world contexts. Each contribution paves the way for practical
innovation in many fields dependent on the symbiotic relationships of human system
integration.

The International Conference on Augmented Cognition (AC), an affiliated
conference of the HCI International (HCII) conference, arrived at its 18th edition
and encouraged papers from academics, researchers, industry, and professionals, on
a broad range of theoretical and applied issues related to augmented cognition and its
applications.

The papers accepted for publication this year reflect emerging trends across vari-
ous thematic areas of the field. Our understanding of cognitive processes and human
performance is furthered by submissions exploring topics such as impostor syndrome,
academic performance, cognitive bias, cognitive-motor processes, emotional responses
to music, phishing susceptibility, and the influence of educational and entertainment
videos in frontal EEG activity. In addition, technological approaches for advancing cog-
nitive abilities and performancewere addressed in several articles across various contexts
including cybersecurity training, situational awareness enhancement, cooperative learn-
ing, vehicle recognition, human-robot teaming, and human cognitive augmentation. A
considerable number of papers discussed recent technological advancements in the AC
field, exploring the impact of Artificial Intelligence andMachine Learning technologies,
such as Convolutional Neural Networks and Large Language Models. Finally, applica-
tions of AC in various contexts were presented, providing insights into the challenges
and opportunities in the field.

Two volumes of the HCII 2024 proceedings are dedicated to this year’s edition
of the AC conference. The first focuses on topics related to Understanding Cognitive
Processes andHumanPerformance, andAdvancingCognitiveAbilities andPerformance
with Augmented Tools. The second focuses on topics related to Advances in Augmented
Cognition Technologies, andApplications ofAugmentedCognition inVariousContexts.

The papers accepted for publication in these volumes received a minimum of two
single-blind reviews from the members of the AC Program Board or, in some cases,
from members of the Program Boards of other affiliated conferences. We would like



xiv Preface

to extend a heartfelt thank you to all the members of the AC Program Board and other
affiliated conference program boards for their invaluable contributions and support. The
groundbreaking work presented in this volume would not have been possible without
their tireless efforts.

July 2024 Dylan D. Schmorrow
Cali M. Fidopiastis
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Abstract. In the field of EEG-based gaze prediction, the application of deep
learning to interpret complex neural data poses significant challenges. This study
evaluates the effectiveness of pre-processing techniques and the effect of addi-
tional depthwise separable convolution on EEG vision transformers (ViTs) in a
pretrained model architecture. We introduce a novel method, the EEG Deeper
Clustered Vision Transformer (EEG-DCViT), which combines depthwise sepa-
rable convolutional neural networks (CNNs) with vision transformers, enriched
by a pre-processing strategy involving data clustering. The new approach demon-
strates superior performance, establishing a new benchmark with a Root Mean
Square Error (RMSE) of 51.6mm. This achievement underscores the impact of
pre-processing and model refinement in enhancing EEG-based applications.

Keywords: EEG · Gaze Prediction ·Machine Learning · Vision Transformer ·
EEGEyeNet · Depthwise Separable Convolution

1 Introduction

Electroencephalogram (EEG) data, with its multidimensional architecture, captures
an abundance of details regarding brain functions, providing various perspectives on
numerous neurological events [18,22,24]. Despite the widespread use of machine
learning regression models for EEG data, their complexity and expensive data col-
lection process often hinder these models from effectively understanding the data’s
complex structures [6,21]. The EEGEyeNet dataset, with its extensive collection of
EEG and eye tracking (ET) data, emerges as a significant asset in this field, enabling
in-depth gaze behavior study and laying the groundwork for benchmarking gaze pre-
diction approaches [11]. Leveraging the EEGEyeNet dataset, the hybrid vision trans-
former (ViT) has showcased its potential in gaze prediction, challenging conventional
convolution-based approaches [27]. As a contribution to the field, our study delves into
how alterations in EEGViT design with additional depthwise separable convolution,
combined with pre-processing techniques, can amplify the accuracy in predicting abso-
lute eye position. Following our findings, we propose a new model which obtains better
than state of the art performance on EEGEyeNet abosolute eye position.

M. L. Key and T. Mehtiyev—The first authors contributed equally to this work.
Full source code is available at https://github.com/GWU-CS/EEG-DCViT.
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1.1 Research Questions

To further elucidate our direction within this evolving landscape, we formulate two
pivotal research questions (RQs):

RQ 1: In what ways does incorporating depthwise separable convolution into EEG-
based gaze prediction models influence their predictive accuracy?

RQ 2:What impact do advancements in pre-processing techniques have on the accu-
racy of EEG-based gaze prediction models?

2 Related Work

Gaze prediction, with its extensive applications in human behavior analysis, advertising,
and human-computer interactions, has garnered significant attention. The traditional
reliance on Convolutional Neural Networks (CNNs) for this task has been reconsidered
due to their limitations in capturing complex EEG patterns [3,17,19,28]. The introduc-
tion of the EEGViT model, incorporating Transformer blocks, represents a significant
shift, offering a promising alternative to conventional convolutional approaches [27].

The integration of ViTs with EEG-based gaze prediction marks a notable advance-
ment, utilizing deep learning to navigate the intricacies of brain data interpretation. The
effectiveness of both pure and hybrid transformer models in gaze estimation has been
showcased, illustrating their capability in extracting detailed spatial features [5]. Such
models demonstrate the versatility of transformers, adapting well across different data
modalities and enhancing the accuracy of human gaze prediction.

Transformers have also been applied beyond gaze prediction, notably in EEG signal
analysis for tasks like epileptic seizure prediction. This broadens the scope of trans-
former applications from their origins in NLP to encompass the analysis of temporal
and spatial EEG signal features, highlighting their adaptability and potential in han-
dling complex EEG data [8].

Furthermore, exploring the synergy between CNNs and transformers has opened
new avenues for EEG data processing. This combined approach leverages CNNs for
local feature extraction and transformers for global dependency modeling, as demon-
strated in Transformer-guided CNNs for seizure prediction. Such innovations underline
the potential of integrating CNN and transformer architectures to achieve higher accu-
racy and better generalization in EEG-based applications, including gaze prediction
[5,8].

This evolving landscape underscores the promise of combining CNNs and trans-
formers in EEG data analysis, guiding our research towards optimizing such integra-
tions. By harnessing the strengths of both architectures, we aim to set new standards
in EEG-based gaze prediction and neural data interpretation, contributing to the field’s
advancement.
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Fig. 1. Large Grid Experimental Setup: This image illustrates the schematic view of the exper-
imental setup and the stimuli placement on the screen. It gives a visual representation of how
participants interacted with the stimuli during the eye-tracking events [11].

3 Methods

Our research extends the work presented in [27], focusing on the utilization of pre-
processing and depthwise-separable convolution techniques in EEG-based gaze predic-
tion methodologies.

Data Pre-processing: Pre-processing techniques have become crucial in enhancing the
performance of pre-trained vision transformer models, as noted in studies by Chen et al.
[4] and Li et al. [14]. In our analysis of the EEGEyeNet dataset, we noted the presence
of significant noise. During the original data collection, the EEGEyeNet procedures
required participants to focus on specific target positions. Kastrati et al. [11] reported
that, with the computer monitor used in the experiment, 1 pixel equates to 0.5mm. How-
ever, we identified x and y label positions in the dataset that are as much as 100 pixels
(or 50mm) away from any known target position (Fig. 2). This significant discrepancy
led us to hypothesize that participants were indeed looking at the target positions, sug-
gesting a potential issue with the eye-tracking system. This inaccuracy leads to inherent
biases in the label positions which cannot be learned during model training. These errors
could be the result of the system’s malfunction or improper calibration.

Another potential source of error might stem from the disparity in the granularity of
the data collected. The EEG data were captured at a frequency of 500Hz, equivalent to
500 times per second. In contrast, the eye-tracking data were recorded at a much lower
frequency, once per second [11]. Therefore, if a participant’s gaze was in transit towards
a target point when captured, the recorded eye position might not accurately represent
the entire second during which the brainwave data were collected. Unfortunately, with
the available data, it is impossible to determine the exact position of the participant’s
eyes throughout each sample.
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To address the discrepancy in eye-tracking location, we employed K-means clus-
tering to reconcile the differences between the labeled position and the actual target
position. By updating the true label position with the centroids, as illustrated in Fig. 3,
we aligned it with the cluster center position, thereby enhancing the accuracy of our
dataset.

Fig. 2. Clustering illustrates the discrepancy between labeled positions and actual target positions.

Depthwise-Separable Convolutional Neural Networks (DS-CNNs): Early studies [12]
highlighted that initial layers of CNNs are adept at detecting edges or specific colors in
natural images. In recent years, research aiming to gain a deeper understanding of how
Convolutional Neural Networks (CNNs) operate has largely shifted towards analyzing
the features learned by convolutional layers rather than the weights themselves [29,30].
While examining the learned features of convolutional layers is a logical approach,
the interpretation of the filter weights in the deeper layers of CNNs remains a chal-
lenge. Meanwhile, Depthwise-Separable Convolutional Neural Networks (DS-CNNs)
have been rising in prominence within the field of computer vision and demonstrated
state-of-the-art accuracy while requiring significantly fewer parameters and computa-
tional operations than traditional CNNs, owing to the reduced computational demands
of DS-CNNs [9].

The application of depthwise separable convolution in EEG data analysis shows
its potential in enhancing model performance through efficient feature extraction from
multichannel EEG signals. The high accuracy rates achieved in emotion recognition
tasks using publicly available EEG datasets, as cited in the works by Li et al. [13] and
further supported by studies [10,25], underscore its effectiveness in reducing computa-
tional load while maintaining or improving performance score.

Building on these findings, we extend the application of depthwise separable convo-
lution to the EEGEyeNet dataset. EEGEyeNet, being a comprehensive dataset for gaze
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estimation and other EEG-based analyses, could benefit significantly from the effective
feature extraction capabilities of depthwise separable convolution. This approach may
enhance the accuracy, especially in tasks requiring the analysis of spatial EEG signal
characteristics. The potential for improved performance in EEG-based predictive mod-
eling with reduced computational demands makes depthwise separable convolution a
promising technique for exploration in this dataset.

We apply depthwise separable convolution by expanding the previous work [27]
where the authors developed a hybrid vision transformer architecture named EEGViT,
specifically tailored for EEG analysis. This model integrates a traditional two-step con-
volution operation during the patch embedding process. The first step involves a con-
volutional layer employing a 1×T kernel to capture temporal events across channels,
acting as band-pass filters for EEG signals. Following this, the second step involves a
depthwise convolutional layer with a C× 1 kernel, designed to filter inputs across mul-
tiple channels at the same point in time. The model segments input images into C×T
patches, which undergo a row-by-row linear projection, transforming each column vec-
tor into a scalar feature.

Building on previous study, we introduce an additional depthwise separable con-
volution layer in our approach. This layer incorporates both depthwise and pointwise
convolutions. Following this enhancement, as shown in Fig. 4, our systematic approach
for EEG data classification begins with a 2D convolution layer employing 256 filters
of size (1, 36), featuring a stride of (1, 36) and padding of (0, 2). This layer is tasked
with extracting temporal features from EEG signals. Subsequently, the depthwise sep-
arable convolution layer, comprising 256 filters for the depthwise part and 512 filters
for the pointwise part, processes spatial information across channels. The architecture
further integrates a ViT, modified with a custom depthwise convolution layer using 512
filters of size (8, 1). The process concludes with a classifier that includes a linear layer,
a dropout layer, and a final linear layer, responsible for outputting logits that indicate
class probabilities in a binary classification task. The incremental addition of the depth-
wise separable convolution layers in on the previous approach has proven to be effective
in generating enhanced spatial features. These improved features effectively contribute
to the model’s ability to refine its performance and improve its accuracy.

EvaluationMetrics: Tomaintain consistency and ensure comparability with prior work,
all methods, whether applied individually or in combination, will be gauged using the
root mean squared error (RMSE).

Early Stopping: We employ a type of early-stopping during training to improve model
performance. The SOTA EEG-ViT model was trained on a static number of 15 epochs
[27]. However, the authors did not take advantage of the validation set to detect when
the model was overfitting to the training data. During training, our algorithm run for 15
epochs and then output the trained model based on the epoch that has the best validation
score. This will protect against overfitting and encourage higher overall accuracy.
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Fig. 3. The centroids used to correct training data labels.

Table 1. Descriptions of the methods used in the study.

Method Description

Method 1 EEGViT Trained with DS-CNNs

Method 2 EEGViT Trained with Clustered Data

Method 3 (EEG-DCViT) EEGViT Trained with Clustered and DS-CNNs

As outlined in Table 1, our study employs several methods to address the problem
at hand. Each method has been tailored to optimize performance based on the specific
characteristics of the dataset and the goals of the analysis.

Method 1: EEGViT Trained with DS-CNNs: This approach leverages a pre-trained
EEGViT model, further refined using depthwise-separable convolutional neural net-
works as an additional layer. Known for their superior spatial feature extraction capabil-
ities, DS-CNNs enable the model to effectively identify and process complex patterns
in EEG channels. This method addresses Research Question 1 by demonstrating the
impact of depthwise separable convolutions techniques on the accuracy score in EEG
data.
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Fig. 4. EEG Vision Transformer with Depthwise Separable Convolution A specialized ViT
structure tailored for raw EEG signal input. This architecture utilizes a quad-step convolution
process to produce patch embeddings. The dotted outline highlights the depthwise separable con-
volution. After this initial step, positional embeddings are integrated and the combined sequence
is subsequently passed through the ViT layers [27]. The design of the positional embedding and
ViT layer is adapted from [7].

Method 2: EEGViT Trained with Clustered Data: By clustering the data prior to train-
ing, we can ensure that the model is exposed to the most representative and diverse
examples. This pre-processing step helps in improving the generalization capability
of the EEGViT model by focusing on the underlying distribution of the dataset. This
method addresses Research Question 2 by exploring the impact of data processing step
on the model performance in EEG data.

Method 3 (EEG-DCViT): EEGViT Trained with Clustered and DS-CNNs: This method,
EEG Deeper Clustered Vision Transformer (EEG-DCViT), integrates the techniques of
data clustering with depthwise separable convolutional neural networks (DS-CNNs) to
harness the advantages of both approaches. By clustering the EEG data, the model can
focus on learning from more homogeneous subsets, which improves its efficiency in
recognizing underlying patterns. When combined with the DS-CNNs, known for their
enhanced feature extraction with fewer parameters and computational efficiency, this
strategy significantly boosts the model’s capacity to identify intricate and subtle patterns
within the EEG channels. This dual approach integrates the findings from both research
questions to enhance the training phase, laying a robust foundation for the model. This
integration aims to boost the accuracy and improve the generalization capabilities of
EEG data analysis.
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4 Dataset

The EEGEyeNet dataset comprises data from 27 participants with a total of 21,464
samples [11]. The primary focus is on the “Absolute Position” task where the objective
is to ascertain the exact gaze position in terms of XY-coordinates on the screen. Each
sample corresponds to a one-second duration where a participant engages in a single
fixation on the Large Grid paradigm (Fig. 1). The performance is assessed by measuring
the Euclidean distance between the actual and predicted gaze positions in the XY-plane.

5 Results

As shown in Table 2, the previous highest achievement on the EEGEyeNet dataset’s
absolute position task was an RMSE (Root Mean Square Error) of 55.4 ± 0.2 mm, as
reported by [27]. The results from all three methods, as described in Table 2, demon-
strated improved performance in terms of RMSE. In Method 1, where we implemented
depthwise separable convolution, we achieved 53.5mm. In Method 2, which applied
‘EEGViT Trained with Clustered Data,’ we achieved an RMSE of 53.4mm. This result
indicates the positive impact of data clustering on model accuracy. Finally, in Method
3, where we combined both methods by training the model with depthwise separable
convolution on the clustered data, we achieved an even better RMSE of 51.6± 0.2 mm,
reinforcing the effectiveness of these combined strategies.

Table 2. RMSE Comparisons for Absolute Position Task: Root Mean Squared Error (RMSE)
was converted to millimeters at a ratio of 2 pixels/mm. Lower RMSE values signify better accu-
racy, aligning closer to true values. Displayed values represent the average and standard deviation
from 5 trials. [27].

Model Absolute Position RMSE (mm)

Naive Guessing 123.3 ± 0.0

CNN 70.4 ± 1.1

PyramidalCNN 73.9 ± 1.9

EEGNet 81.3 ± 1.0

InceptionTime 70.7 ± 0.8

Xception 78.7 ± 1.6

ViT - Base 61.5 ± 0.6

ViT - Base Pre-trained 58.1 ± 0.6

EEGViT 61.7 ± 0.6

EEGViT Pre - trained 55.4 ± 0.2

Method 1 53.6 ± 0.6

Method 2 53.4 ± 0.8

Method 3 (EEG-DCViT) 51.6 ± 0.2
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Fig. 5. Classification Performance Metrics by Cluster: This figure presents a detailed break-
down of classification metrics including precision, recall, F1-score, and support for 25 clusters,
highlighting the performance of each cluster in the model evaluation.

6 Discussion

These results collectively suggest that specialized training involving data clustering and
DS-CNNs can significantly improve the accuracy of deep learning models in estimating
absolute positions from EEG data.

Computational Complexity: Traditionally, adding depth to vision transformers
by increasing the number of convolutional layers adds computational complexity.
Although our work does not include a comprehensive analysis, EEGViT has 86.0M
trainable parameters, while EEG-DCViT has 86.2M trainable parameters. This results
in insignificant differences in training time and memory usage.

The clustering technique runs in O(ndki) where n is the number of points, k is the
number of clusters, d is the dimensionality of x, and i is the number of iterations that the
algorithm takes to converge. In this case, the number of clusters is 25 and the number
of dimensions is 2. Since these are constant, our algorithm runs in O(ni). Given only
21,000 data points and the hardware requirements to train EEG-DCViT, the algorithm
converges within seconds.
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Fig. 6. Visual of Test Error for Absolute Eye Position Showing Positions within 55.4mm RMSE
(Blue) and Positions Above 55.4mm RMSE (Red). (Color figure online)

Understanding Test Error: One of the pivotal aspects of our study was the introduc-
tion of new visualization techniques that will help both computer scientists and neuro-
scientists understand the test error. During our training, we discovered a way to better
understand the test error. Where is the test error coming from? Which eye positions
have more error? We created a new visual in order to help us answer these questions
(See Fig. 6). For example, in Fig. 6, we see that the eye positions on the top left and bot-
tom right are more difficult for the model to perform well on compared to the bottom
left and upper right-hand corners. Insights from neuroscientists and other subject matter
experts will be critical in order to improve performance in these positions. In this same
figure, faint lines between test locations and true labels show the distance between the
target and predicted values. Notably, there are fewer red lines between the “inner” posi-
tions and the “outer” positions. This could mean that the model is good at determining
the difference between someone looking at the center of the screen as opposed to the
outside of the screen, though we did not quantify these results.

Understanding EEG-ViT Performance: In order to understand the original EEG-
ViT model, our team expanded the use of clustered eye positions shown in Fig. 3 by
converting the model into a classifier. So, instead of predicting a location on a screen,
the adjusted classification model would predict one of the 25 centroids shown in Fig. 3.
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Fig. 7. Confusion matrix across 25 clusters: On the x-axis, we have the predicted values, which
represent the outcomes as forecasted by our model. The y-axis, on the other hand, displays the
true labels for each data point.

In the given classification report in Fig. 5, the original EEGViT model’s discrimi-
native ability is quantified across multiple classes, with individual performance metrics
presented for each class. Precision, recall, and F1-scores are provided, alongside the
’support’ column, which denotes the actual number of samples for each respective class.
Classes 7 (participant looking straight down) and 9 (participant looking straight up) are
noteworthy, with F1-scores of 0.87 and 0.81 respectively, indicating a robust predic-
tive performance for these categories. However, there are classes with notably lower
F1-scores, such as class 13, indicating potential areas for model improvement. Simi-
larly, the confusion matrix in Fig. 7 reveals that categories 7 and 9 closely match their
predictions with the true labels, while class 13 has the least number of matched predic-
tions. The high number of matched predictions in category 5 is attributed to its larger
sample size in the dataset. Notably, the central category, represented three times more
frequently than others, may skew the model’s predictive distribution. Future iterations
of the model could benefit from a more targeted approach in feature engineering and
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class-specific parameter tuning to uplift the predictive accuracy for underperforming
classes.

Furthermore, our team evaluated samples that were predicted with high confidence
scores by EEGViT. We hypothesized that this would uncover patterns detected by the
EEGViT model that are also interpretable to the human eye. We discovered similarities
in samples classified with high confidence using EEG-ViT. As shown in Fig. 8, there are
clear similarities in the EEG samples. The cause of these similarities is undetermined;
it could be due to leakage from ocular artifacts or valuable data that requires further
insight from neuroscientists.

Fig. 8. Heat Map of EEG Data Samples Predicted with High Confidence by EEG-ViT
Model: This figure shows samples with high confidence from class 7 (left) and class 9 (right).
Class 7 displays similar bright spot in the upper left corner. Class 9 displays a similar, larger, dark
spot in the upper left.

These visual tools not only facilitated a deeper understanding of the model’s perfor-
mance but also provided insights into the complex interplay of data features and model
predictions. Visuals like this could be useful also as a communication tool between
computer and neuroscientists. However, there is still a vast scope for innovation in
this domain. Future research can focus on developing more advanced visualization
techniques and tools that can provide even deeper insights into the workings of EEG
data analysis models. This direction holds the promise of not only enhancing the inter-
pretability of complex models but also fostering a more collaborative and intuitive app-
roach to understanding neuroscience data.

Other deep learning approaches, [1,2,15,16,20], particularly those applied in clini-
cal image recognition [23,26,31] could also be explored to enhance the predictive accu-
racy in this experiment.

Our investigation applied enhanced pre-processing strategies and architectural
improvements to a pre-trained EEG-ViT model, resulting in notable performance
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enhancements. The integration of vision transformers with EEG data analysis in our
EEG-ViT model has demonstrated a powerful synergy. Importantly, the potential of
these pre-processing techniques, when applied to Convolutional Neural Networks
(CNNs), should not be overlooked. Future studies could explore how these strategies
might elevate the performance of CNNs in EEG data analysis without the addition of
a vision transformer model. This approach could offer valuable comparative insights
between Transformer-based and convolutional architectures. Another promising avenue
for research involves the use of Generative Adversarial Networks (GANs) in generating
synthetic EEG datasets. This could potentially address the challenges of data scarcity
and diversity in EEG analysis.

7 Conclusion

In conclusion, the deployment of pre-processing and using DS-CNNs has improved
the performance of EEG-based predictive models. Our proposed model, in particular,
has established new state-of-the-art results, achieving a benchmark RMSE of 51.6mm.
We are optimistic that the significant performance leap made by our model will serve
as a cornerstone for future developments in EEG-based brain-computer interfaces and
machine learning, inspiring continued innovation and research in the field.

Disclosure of Interests. The authors declare no competing interests.
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Abstract. Emotions are an essential part of human behavior that can
impact thinking, decision-making, and communication skills. Thus, the
ability to accurately monitor and identify emotions can be useful in many
human-centered applications such as behavioral training, tracking emo-
tional well-being, and the development of human-computer interfaces.
The correlation between patterns in physiological data and affective
states has allowed for the utilization of deep learning techniques that
can accurately detect the affective states of a person. However, the gen-
eralisability of existing models is often limited by the subject-dependent
noise in physiological data due to variations in a subject’s reactions to
stimuli. Hence, we propose a novel cost function that employs Optimal
Transport Theory, specifically Wasserstein Distance, to scale the impor-
tance of subject-dependent data such that higher importance is assigned
to patterns in data that are common across all participants while decreas-
ing the importance of patterns that result from subject-dependent noise.
The performance of the proposed cost function is demonstrated through
an autoencoder with a multi-class classifier attached to the latent space
and trained simultaneously to detect affective states. An autoencoder
with a state-of-the-art loss function i.e., Mean Squared Error, is used
as a baseline for comparison with our model across four different com-
monly used datasets. Centroid and minimum distance between different
classes are used as metrics to indicate the separation between different
classes in the latent space. An average increase of 14.75% and 17.75%
(from benchmark to proposed loss function) was found for minimum and
centroid Euclidean distance respectively over all datasets.

Keywords: Machine Learning · Affective Computing · Optimal
Transport Theory · Human-Computer Interaction · Wasserstein
Distance

1 Introduction

Affective state can be measured and monitored in two ways: intrusively and non-
intrusively. Intrusive methods measure the concentration of various hormones in
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the bloodstream that can be used to detect an affective state. For instance, cor-
tisol levels produced by the hypothalamic-pituitary-adrenocortical (HPA) axis
can be collected through samples of blood, urine, hair, or saliva and used to
detect stress [5]. One of the challenges with intrusive measurement is that it is
invasive and cannot be used to monitor the affective state in real time.

Non-intrusive methods, on the other hand, include the analysis of behav-
ioral or physiological data that can lead to non-invasive real-time detection of
affective states. Behavioral actions such as blink rate, facial expression, gesture,
speech, and body pose have been commonly used for affective state detection
[20]. However, all these actions can be masked and voluntarily controlled by a
subject which reduces its reliability [7,20]. Alternatively, strong evidence sug-
gests physiological signals to be more reliable for affective state detection due
to their involuntary nature and a strong correlation of patterns in the data with
different affective states [5].

Physiological signals are a response to the Autonomic Nervous System (ANS)
utilizing both motor and sensory neurons to communicate and operate between
the Central Nervous System (CNS) and the various organs or muscles. The ANS
is composed of the Sympathetic (SNS) and Parasympathetic (PNS) nervous sys-
tems. The sympathetic nervous system prepares the body for emergency action,
which results in the “fight or flight” response [18]. The response leads to an
increase in measurable physiological signals, such as heart rate, blood flow, and
increased muscle activation which can be mapped to different affective states.
Whereas, the parasympathetic nervous system helps sustain homeostasis dur-
ing rest by decreasing physiological signals and maintaining them in moderate
ranges [4]. Since ANS is involuntarily stimulated, the response cannot be manip-
ulated or masked by an individual. This has led to the popular field of affecting
computing to focus on dynamically identifying different affective states using
non-invasive wearable sensors that can monitor changes in physiological signals
in response to a stimulus.

The ability to map patterns in physiological data with affective states has
allowed for the utilization of machine learning techniques for the detection of
affective states. Research in psychophysiology has led to the compilation of
a comprehensive list of physiological data that can be used to monitor affec-
tive states. This list includes heart activity (ECG), brain activity (EEG), skin
response (EDA), blood pressure variation (PPG), respiratory response, and mus-
cle activity (EMG) [5]. Several datasets have been compiled by collecting physi-
ological data while inducing an affective state. For instance, one of the state-of-
the-art datasets, Wearable Stress and Affect Detection (WESAD) [19], induced
amusement by making the subjects watch funny video clips and they induced
stress through public speaking and mental arithmetic tasks. Meanwhile, their
physiological data i.e., blood volume pulse, ECG, EDA, EMG, respiration, body
temperature, and three-axis acceleration was collected and classified simulta-
neously. Other common datasets like Database for Emotional Analysis using
Physiological Signals (DEAP) [8], Affect, Personality and Mood Research on
Individuals and Groups (AMIGOS) [15], and Cognitive Load, Affect, and Stress
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Recognition (CLAS) [14] follow suit by using video clips or stress-inducing tasks
to collect and classify physiological data for the induced affective states.

Numerous machine learning techniques have been utilized to detect affec-
tive states from physiological data. These approaches include support vector
machines (SVM), random forest (RF), k-nearest neighbors (KNN), and Lin-
ear Discriminant Analysis (LDA) that need handcrafted features from the pre-
processed signal in order to remove noisy data [20]. However, there is no consen-
sus on the list of features extracted from physiological data that can be accurately
mapped to affective states which results in reduced performance [12]. Alterna-
tively, with the advancement of deep learning, there has been an increasing
interest in using deep learning techniques like long short-term memory (LSTM),
autoencoders, and convolutional neural networks (CNN) [1,17]. These models
allow for automatic feature extraction based on the model’s ability to automat-
ically comprehend patterns in data with respect to the labels.

Even though deep learning techniques show promise, the lack of generalisabil-
ity still exists and contributes to poor performance. This is because the subjects
might not exhibit the same physiological response to stimuli [12]. Thus, subject-
dependent noise can lead to poor generalisability of the model. This issue can
be resolved by using a loss function that filters out the features of data that are
person-specific and do not contribute much to affective state detection. In other
words, if each subject’s data is treated as a distribution, the loss function assigns
higher importance to features that are closer in distance to the group distribu-
tion (distributions of all subjects) while assigning lower importance to features
that are much further apart across from the group distribution. The distance
between distributions can be calculated by using the Wasserstein distance [16].

In this paper, we introduce a novel loss function that accounts for subject-
dependent noise in the data to develop more generalizable models. This is
accomplished by training an autoencoder model with a loss function that uti-
lizes Wasserstein Distance to scale the importance of subject-dependent pat-
terns to obtain a latent space with reduced dimensions and less noisy subject-
independent features. The performance of the model is tested on four different
datasets (WESAD, AMIGOS, CLAS, and DEAP) using the centroid and mini-
mum distances between classes as metrics.

This paper is structured as follows. Section 2 presents an overview of existing
literature that informed the development of the proposed model. This is followed
by the 3 section that discusses the mathematical and algorithmic details of the
model. The results are shown and discussed in Sect. 4 followed by concluding
remarks in Sect. 5.

2 Background

As mentioned before, machine learning techniques for affective state detection
using physiological data have been a topic of immense interest in the past few
years. Kolodyazhniy et al. [9] conducted a notable study in 2011 on the topic
by compiling a dataset and training several machine learning models like LDA,
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Quadratic Discriminant Analysis (QDA), Multilayer Perceptron (MLP), Radial
Basis Function (RBF), and KNN. They used a variety of features extracted
from the physiological data to discover the features that are strongly correlated
to affective state. They reported a maximum accuracy of 81.9% using KNN with
7 features on subject-dependent classification, but they reported the accuracy
to go down to 78.9% for subject-independent classification.

Ever since several novel techniques have been implemented to improve the
performance of subject-independent classification. Bota et al. [2] conducted a
review of existing machine learning and deep learning techniques for affective
state detection from 2001 to 2019. They reported lower performance for subject-
independent classification as compared to subject-dependent classification for
most of the models.

Li et al. [11] proposed a technique that assigned variable learnable weights
to different physiological signals fed to an attention-based bidirectional LSTM
model. They reported an accuracy of 81.1% for subject-independent classification
using the AMIGOS dataset. However, the model’s accuracy across other datasets
is not known.

Reviews conducted by both Bota et al. [2] and Xin et al. [6] highlighted the
lack of generalization to be a consistent issue with the existing techniques for
affective state detection. This has led to several works proposing novel techniques
to increase the generalization of affective state detection models.

Li et al. [13] used different automatic feature selection techniques such as
Chi-Squared-Based Feature Selection, Mutual Information-Based Feature Selec-
tion, ANOVA F-Value-Based Feature Selection, Recursive Feature Elimination
(RFE), and L1-Norm Penalty-Based Feature Selection. These techniques were
used such that the most important features needed for affective state detection
can be extracted and used to train an SVM. They reported an accuracy of 83.3%
for subject-independent classification using the SEED dataset and 59.06% using
the DEAP dataset.

In addition, several domain adaptation techniques are being used to select
features such that the difference between the distributions of each subject’s
physiological data is minimized. Chai et al. [3] proposed a Subspace Alignment
Autoencoder to minimize the distribution mismatch of the physiological data
of each subject by minimizing the maximum mean discrepancy of reproduced
kernel Hilbert space (RKHS). This allowed the alignment of different distribu-
tions by mitigating the subject-specific noise from the data. They reported an
accuracy 77.8% using the SEED dataset.

Based on the literature survey, we identified the potential of decreasing the
distance between each subject’s distribution of physiological data and using the
extracted features to train a more generalized model. However, this entails that
a robust method needs to be chosen to calculate the distance between distribu-
tions. One such method, Wasserstein Distance, can be retrieved from Optimal
Transport Theory (OTT) [16]. Wasserstein Distance allows for the calculation
of the distance between distributions while also considering the geometry of the
distribution (symmetrical and triangular) [10]. Kolouri et al. [10] demonstrated
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the potential of Wasserstein Distance to minimize the distance between an input
and target distribution for generative modeling using autoencoders.

Hence, in this paper, we propose a novel loss function using Wasserstein
Distance for automatic feature extraction by assigning more weight to features
that are closer in distance to each other across all subjects. An autoencoder
model is used to generate a latent space that excludes all the features that are
influenced by subject-dependent nuances. The goal is to increase the separation
between different affective states in the latent space such that a more generalized
classification model can be trained.

3 Methods

3.1 Optimal Transport Theory

Optimal Transport Theory was first formalized by the French mathematician,
Gaspard Monge, in 1781, right before the French Revolution [16]. The motivation
to study this was to come up with a transport plan to move a mass from one
point to another with minimum cost. The outcome of this study formulated a
method for measuring the distance between two probability distributions. In the
formulation, consider two probability measures μ and v defined on spaces X and
Y respectively. μ and v have density functions f and g where dμ = f(x)dx and
dv = g(y)dy, where (x, y) ∈ XxY . A cost function is defined, c(x, y) which finds
the distance between a point x and y. The initial choice by Monge was Euclidean
distance. A transport plan T : X −→ Y allows for moving a mass, M, from X to
Y such that the measure μ of the mass in space X is the same as the measure v
of the mass in space Y after the mass is transported from X to Y:

μ[M ] = v[T (M)] (1)

Once a plan T has been found, the cost associated with it is (The equation
is adapted from [21]):

I(T, f, g, c) =
∫

X

c(x, T (x))f(x)dx1 (2)

While there can be many solutions to T, the aim is to minimize the overall
cost (The equation is adapted from [21])

I(f, g, c) = inf
T∈M

∫
X

c(x, T (x))f(x)dx,2 (3)

where M is the set of all transport plans T that transfers f to g. In the formu-
lation, the optimal cost of transporting x to y is also known as the Wasserstein
Distance. (The equation is adapted from [21])

Wp(μ, v) = ( inf
T∈M

∫
Rn

|x − T (x)|pdμ(x))
1
p , μ, v ∈ Pp(X),3 (4)



A Novel Loss Function Utilizing Wasserstein Distance 23

where Pp(X) is the set of probability measures with finite moments of order
p [21]. In this paper, we will focus on using the Wasserstein Distance to measure
the distance between a subject’s distribution and the group’s distribution.

Fig. 1. Architecture of the Autoencoder model with a classifier attached to the latent
space.

3.2 Models

In this work, we focus on using an autoencoder architecture to reduce noise
along with our novel cost function through dimensionality reduction. In addi-
tion to a reconstruction loss, a classifier is attached to the latent space to ensure
it is discriminant. Figure 1 shows the architecture of our model, and both com-
ponents (encoder and classifier) are trained simultaneously. The proposed cost
function is not restricted to the autoencoder model and can be used with any
suitable machine learning algorithm. The following section will address how the
loss function can be integrated into the autoencoder architecture. We use a
standard autoencoder model with Mean Squared Error (MSE) for a baseline to
compare it with our novel cost function.

3.3 Autoencoder Error Decomposition

The group reconstruction error, rg, of the autoencoder for the subject-
independent model is given as

rg =
1
N

N∑
n=1

La(a; gn,x, g′
n,x) (5)

where N is the total number of samples across all subjects, La is any loss func-
tion for reconstruction (Mean-Squared Error), and a is the encoder and decoder
architecture of the network. The reconstruction error will be used in conjunction
with the classifier loss. The classifier head, attached to the latent space, is used



24 N. Khan et al.

to calculate the group classifier error and subject-specific classifier error. The
group classifier uses all labeled samples available across all subjects.

cg =
1
N

N∑
n=1

Lc(c; gn,x, gn,y) ∗ λg (6)

where Lc is any classification loss function (Categorical Cross-Entropy) and λg is
a regularizer term used to scale the importance of the group classifier error during
backpropagation. The definition of λg is given in Eq. 11. Subject i’s specific loss
is computed using all labeled samples available Si and any loss function Lc.

cs,i =
1
Ni

Ni∑
n=1

Lc(f ; sn,x, sn,y) ∗ λs,i (7)

λs,i is used to scale the importance of a specific subject in the calculation of
the overall loss for backpropagation. The overall classification loss is given as:

cs =
S∑

i=i

cs,i (8)

where S is the number of subjects. Optimal Transport Theory, specifically,
Wasserstein Distance, is used to calculate λs,i by measuring the distance between
the group distribution and subject distribution. Equations 9 and 10 denote the
formulation for λs,i.

αs,i = EMD(G,Si) = inf
γ∈φ(G,Si)

E(G,Si)∼γ [||x − y||] (9)

αs,i is normalized and subtracted from 1 to ensure that the further away a
subject i is from the group, the smaller the scaling factor, λs,i, is.

λs,i = 1 − αs,i

|
S∑

i=1

αs,i|
(10)

Finally, λg is determined by ensuring that the regularizer terms sum to 1.

λg +
S∑

i=1

λs,i = 1 (11)

3.4 Datasets

Experiments in this work were conducted on popular, public physiological
datasets: WESAD, AMIGOS, CLAS, and DEAP.

WESAD is a multimodal dataset for wearable stress and affect detection with
data recorded using a wrist-worn device (sensors: PPG, accelerometer, electro-
dermal activity, and body temperature) and a chest-worn device (sensors: ECG,



A Novel Loss Function Utilizing Wasserstein Distance 25

accelerometer, EMG, respiration, and body temperature). The dataset consists
of 15 subjects (aged 24–35 years) with 100min of data each. The dataset was
recorded to detect and distinguish between three affective states: neutral, stress,
and amusement which were denoted using self-reports for subjective experience
during the emotional stimulus along with the study protocol of inducing emotion
[19].

The AMIGOS dataset consists of data from sensors (EEG, ECG, and GSR),
full-body videos, and depth videos from 40 volunteers. Data was collected while
watching 16 short videos and 37 of the 40 volunteers watched 4 long videos. Both
self-assessment (valence-arousal, control, familiarity, like-dislike, and selection of
basic emotions) and external assessment of participants’ levels of valence were
used to annotate the dataset. The participants were also asked to fill forms
with Personality Traits and Positive and Negative Affect Schedule (PANAS)
questionnaires [15].

DEAP contains EEG, GSR, RESP, SKT, EMG, EOG, and BVP data from
32 volunteers while they were watching 40 one-minute-long music videos. Addi-
tionally, a frontal face video was recorded for 22 of the participants. The dataset
was self-annotated after each video with the following labels: arousal, valence,
like-dislike, familiarity, and dominance by the volunteers [8].

PPG, EEG, and GSR data from 60 patients engaged in cognitively difficult
tasks was collected in the CLAS dataset. The cognitively difficult tasks used
in this dataset are: Stroop test, math test, logic problem test, and emotionally
evoking stimuli [14]. The dataset was labeled based on the study protocol (i.e.,
high cognitive load during logic and math problems and low cognitive load during
neutral stimuli).

4 Results

The results presented in this work use a standard 10-fold Leave-One-Subject-
Out (LOSO) where the models were trained on all subjects excluding one and
tested on the excluded subject.

The dimensionality of the latent space is too high to be visualized, so Prin-
cipal Component Analysis (PCA) is used to condense the space into three com-
ponents. Figure 2 compares the latent space using MSE with our cost function.
Figure 2(a)–2(d) shows a large overlap of classes which would lead to imprecise
decision boundaries. Specifically consider Fig. 2(b) where all classes are highly
interrelated. In contrast, the latent space in Fig. 2(f) shows a clear separation of
classes by utilizing Wasserstein Distance. While the advantages of the novel cost
function are distinct in three dimensions, the latent space has higher dimension-
ality, and the improvements are expressed using the Euclidean distance between
centroids of classes and the Euclidean distance between closest points between
different classes.
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Figure 3 highlights the percent increase between the centroids of classes in
all datasets with the novel cost function for training and testing data. For all
datasets, there is a significant increase in the distance over MSE. Additionally,
Fig. 4 shows the increase in the minimum distance between samples of classes.

The accuracy of our models is presented in Table 1 through a comparison
of MSE with our novel cost function using LOSO. The table shows that the
proposed cost function can achieve better performance on most datasets and
performs the same as the MSE in the worst-case scenario. The experiments
presented in this work were conducted on a computer with an AMD Ryzen 9
5900HX, NVIDIA GeForce RTX 3070, and 32 GB of RAM with an approximate
run time of 45min per dataset.

Fig. 2. Autoencoder latent space visualization using PCA

Table 1. A comparison of the accuracy between using the standard MSE for recon-
struction loss and the novel cost function.

MSE Accuracy Novel Cost Accuracy

WESAD 80.31% ± 1.13% 84.11% ± 1.05%
CLAS 77.23% ± 0.76% 79.63% ± 0.86%
AMIGOS 79.56% ± 1.44% 79.97% ± 1.75%
DEAP 66.22% ± 1.87% 71.64% ± 1.81%
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Fig. 3. Distance increase when using the novel cost function over MSE expressed as a
percentage for training and testing data (LOSO) for class centroids.

Fig. 4. Distance increase when using the novel cost function over MSE expressed as a
percentage for training and testing data (LOSO) for the minimum distance between
classes.

5 Conclusion and Future Works

The lack of generalizability of affective state detection models has been a con-
sistent issue. It is often due to a large variation in the distribution of physiolog-
ical data for a set of individuals in reaction to the same stimuli. This leads to
subject-dependent noise that affects the performance of a model. Our approach
employs autoencoders that can inherently reduce noise and extract relevant fea-
tures through dimensionality reduction. To further reduce the subject-dependent
noise, we introduce a novel cost function that uses Optimal Transport Theory
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to lower the importance of uncommon patterns across individuals. This results
in a latent space of affective state classes with increased separability.

The model was trained and tested on four different datasets and the per-
formance of the proposed cost function was compared to the state-of-the-art
MSE. From our study, we show the proposed cost function significantly increases
the distance between classes in the latent space across all datasets. An average
increase of 14.75% and 17.75% (from benchmark to proposed loss function) was
found for minimum distance between classes and centroid Euclidean distance
respectively.

Additionally, our proposed cost function increases the robustness of affective
computing models allowing for generalizability as the population increases. The
larger the population, the more diverse the physiological responses to stimuli.
This results in overlap between class clusters leaving no space to draw accu-
rate decision boundaries. Since state-of-the-art models do not have a mechanism
to accommodate this increased noise, their performance might decrease as the
population size increases. Alternatively, our proposed loss function mitigates the
effect of increased subject-dependent noise while increasing the performance by
allowing the model to train on more data.

However, commonly used public physiological datasets do not contain sam-
ples from a large population as the compilation of a large dataset is expensive.
In our experiments, we used datasets with a smaller population size and were
still able to show an increase in the distance between classes. Even though there
was a significant increase in the separation between the classes, the accuracy
of a multilayer perceptron trained on the latent space was nearly equivalent to
that of the state-of-the-art models (see Table 1). We were not able to highlight
the full extent of the cost function due to the lack of a large-scale physiological
dataset. Future works include the implementation of more complex encoder and
decoder models (e.g., LSTMs and CNNs), exploration of different classifiers on
the latent space to further increase the accuracy, and investigation of the cost
function on a large-scale dataset.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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Abstract. In this study, we introduce an innovative EEG signal recon-
struction sub-module designed to enhance the performance of deep learn-
ing models on EEG eye-tracking tasks. This sub-module can integrate
with all Encoder-Classifier-based deep learning models and achieve end-
to-end training within a multi-task learning framework. Additionally,
as the module operates under unsupervised learning, it is versatile and
applicable to various tasks. We demonstrate its effectiveness by incor-
porating it into advanced deep-learning models, including Transformers
and pre-trained Transformers. Our results indicate a significant enhance-
ment in feature representation capabilities, evidenced by a Root Mean
Squared Error (RMSE) of 54.1 mm. This represents a notable improve-
ment over existing methods, showcasing the sub-module’s potential in
refining EEG-based model performance.

The success of this approach suggests that this reconstruction sub-
module is capable of enhancing the feature extraction ability of the
encoder. Due to the sub-module being mounted as a sub-task under the
main task and maintained through a multi-task learning framework, our
model preserves the end-to-end training process of the original model.
In contrast to pre-training methods like autoencoder, our model saves
computational costs associated with pre-training and exhibits greater
flexibility in adapting to various model structures. Benefiting from the
unsupervised nature of the sub-module, it can be applied across diverse
tasks. We believe it represents a novel paradigm for improving the per-
formance of deep learning models in EEG-related challenges.

Keywords: EEG Eye-Tracking · Hybrid Vision Transformers ·
Multi-Task Learning · Signal Reconstruction · Unsupervised Learning ·
Spatio-Temporal Data Processing · Feature Extraction · Neuroscience

1 Introduction

Electroencephalography (EEG) is a powerful neuroimaging technique that plays
a vital role in deciphering the complex working mechanisms of the human brain
[25]. By recording the electrical activity generated by neurons, EEG provides a
window into the dynamics of the brain with high temporal resolution.
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EEG has been employed in various tasks, reflecting its versatility. Researchers
have harnessed EEG data for purposes such as brain-computer interfaces (BCIs)
[1], sleep analysis [21], and more recently, eye movement prediction [15]. These
tasks have revealed different aspects of brain function and have contributed to
our understanding of the neural mechanisms underlying cognition, behavior, and
sensory processing.

The challenges of EEG-based tasks are multiple, including issues related to
data quality, computational complexity, and model generalization [22]. EEG sig-
nals are vulnerable to noise and artifacts, which can affect the reliability of
results. In addition, the high dimension of EEG data poses computational chal-
lenges, requiring sophisticated preprocessing and feature extraction techniques.

In recent years, convolutional neural networks (CNNs) have become a power-
ful tool in the field of EEG research [10]. Originally developed for image analysis,
convolutional neural networks have now been applied to process and interpret
EEG data. These neural networks can automatically learn complex spatial and
temporal patterns in EEG signals, providing a new dimension in the analysis of
brain activity.

Multi-task Learning (MTL) [5], in contrast to single-task learning (STL),
involves simultaneous consideration of multiple related tasks, leveraging shared
information to address complex challenges. This approach capitalizes on task
connections to extract complementary information, enhancing decoding model
accuracy and reliability. Previous research has highlighted the advantages of
multi-task EEG analysis, revealing its applications in emotion recognition [9,17],
classification [3,23], and disease prediction [19].

1.1 Research Questions

Decoding EEG signals typically involves a series of steps, including preprocess-
ing, feature extraction, and classification. Achieving successful EEG decoding in
open-world scenarios necessitates careful consideration at each stage. Even when
recorded under the most stringent conditions [6], EEG signals are susceptible to
various artifacts such as eye blinks, muscle interference, cardiac disturbances,
and electromagnetic interference.

In this context, MTL emerges as a valuable strategy for improving the
feature-extracting ability of EEG decoding. By harnessing the power of mul-
tiple related tasks, MTL enhances the generalization capabilities of EEG models
and mitigates the risk of overfitting, thereby contributing to more effective EEG
signal analysis in open-world environments. This approach leverages the inher-
ent connections between tasks and allows for the extraction of complementary
information, ultimately enhancing the accuracy and reliability of EEG decoding
models.

Our research aims to address the following questions at the intersection of
Machine Learning and EEG eye-tracking:

1. Can we use EEG Signal Reconstruction as a sub-task to enhance the Trans-
former encoder’s feature-extracting ability?
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2. Which aspects of the prediction results, like specific regional accuracy or the
overall prediction pattern, improved after integrating our framework?

2 Related Work

2.1 Deep Learning for EEG Tasks

Early studies highlighted the potential of Convolutional Neural Networks
(CNNs) in EEG analysis. For instance, a CNN-based approach [20] is intro-
duced for epileptic seizure classification on EEG data, utilizing the continuous
wavelet transform (CWT) to convert EEG data into time-frequency domain
images. Similarly, Transformer-based models [24] have shown their superiority
over CNNs, RNNs, and DBNs in EEG classification, indicating the promise of
the hybrid Transformer-CNN approach.

2.2 MTL for EEG Tasks

Multi-task Learning (MTL) [5] has been leveraged in various EEG signal anal-
ysis applications, including emotion recognition [9,17], classification [3,23], and
disease prediction [19]. DMTL-BCI [23] employed an MTL framework to jointly
optimize three modules (representation, classification, and reconstruction), out-
performing state-of-the-art methods by 3.0% on BCI Competition IV dataset
2a. MIN2Net [3] utilized deep metric learning and autoencoder for subject-
independent motor imagery EEG signal classification, outperforming state-of-
the-art techniques by 6.72% and 2.23% on the SMR-BCI and OpenBMI datasets.
Choo et al. [9] investigated the effectiveness of MTL in raw EEG-based emo-
tion recognition, demonstrating significant classification accuracy improvements
with their MTL-ShallowConvNet architecture. Furthermore, EEG-DEMTL [7]
is a computation-based MTL network for assessing railway passenger comfort
through EEG signals, improving the evaluation performance by 6.3% in field
experiments.

2.3 Vision Transformers (ViTs)

The transformer model [26] is a deep learning model based on the self-attention
mechanism, primarily used for processing sequential data. The core idea of the
Transformer model is that through the attention mechanism, the model can
focus on any part of the input sequence, thereby more effectively capturing
long-distance dependencies within the sequence. This mechanism has led to
tremendous success for the Transformer in the field of natural language pro-
cessing (NLP), especially in tasks such as machine translation, text generation,
and comprehension.

Building on the success of the Transformer model, Dosovitskiy and others
proposed the Vision Transformer (ViT) in 2020 [12] Vision Transformer. ViT
applies the concept of the Transformer to the field of computer vision, dividing
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Fig. 1. Vision Transformer Encoder proposed by [12]

images into a series of small patches and feeding these patches as a sequence into
a self-attention-based Transformer network. This approach allows ViT to pro-
cess image data effectively, capturing complex patterns and relationships within
images, thus achieving excellent performance in image classification and other
visual tasks. Subsequently, ViT has also shown great potential in other areas,
such as EEG data analysis, demonstrating its effectiveness in processing non-
traditional visual data (Fig. 1).

Several studies have demonstrated their effectiveness regarding the applica-
tion of Vision Transformers (ViT) in EEG tasks. Yang and Modesitt demon-
strated the application of a hybrid ViT model, pre-trained on ImageNet, in
an EEG regression task. Additionally, a bi-branch Vision Transformer-based
EEG emotion recognition model, Bi-ViTNet, integrating spatial-temporal and
spatial-frequency feature representations, has shown ViT’s potential in handling
complex EEG data [18]. EEG-ConvTransformer demonstrated improved classi-
fication accuracy over state-of-the-art techniques in five different visual stimuli
classification tasks. This further proves the effectiveness of ViT models in EEG
signal processing [4]. Finally, the importance of the attention mechanism in EEG
signals was introduced through two ViT-based methods for the classification of
EEG signals based on emotions [2].

These studies indicate that ViT models can effectively process EEG data,
especially in complex tasks such as emotion recognition and visual stimuli clas-
sification. These findings support the use of ViT as a base model for multi-task
learning (MTL) in EEG tasks.

3 Methods

In this paper, we plan to combine multi-task learning and Vision Transformer [11]
to enhance the performance of the EEGEyeNet dataset’s eye-tracking task [15].
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Fig. 2. Proposed MTL-Transformer Architecture: Eye Tracking and Data Reconstruc-
tion

By simultaneously addressing multiple related tasks within the dataset, we aim
to improve the model’s performance on the eye-tracking task. Our approach holds
the potential to uncover novel connections and enhance the overall understanding
of eye-tracking patterns in the context of EEG signals.

3.1 Model Architecture

Our model architecture is specifically designed to enhance performance in EEG
eye-tracking tasks. The cornerstone of our approach is the introduction of a
multi-task framework, which handles various sub-tasks simultaneously. This
design choice is motivated by the need to capture the diverse aspects of EEG
data more effectively.

Drawing inspiration from the work of Song et al. [23], our Multi-task Learn-
ing Transformer uniquely combines classification and reconstruction tasks within
its architecture. By doing so, it efficiently leverages the representation module
to maintain dual capabilities in feature extraction. This multi-task learning app-
roach significantly boosts the model’s ability to generalize across different EEG
data scenarios.

The processing flow of our model, particularly highlighting the interaction
between its different components within the multi-task framework, is depicted in
Fig. 2. This illustration provides a clear visual representation of how the model
integrates and processes various sub-tasks, contributing to its enhanced perfor-
mance.

3.2 Representation Module

The ViT2EEG model, proposed by Yang and Modesitt [27], utilizes a hybrid
Vision Transformer architecture pre-trained on ImageNet for EEG data regres-
sion tasks. It outperforms other models, including a non-trained ViT, demon-
strating that models pre-trained on image data can be effectively fine-tuned
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Fig. 3. Model architecture of EEG2VIT [27]. In this paper, we use the Convolution
Layer and Transformer Encoder as the Representation Module

for EEG tasks. In our model architecture, we employ the Convolution Layer and
pre-trained Vision Transformer (ViT) encoder, the same as the ViT2EEG model
in Fig. 3. This setup has been shown to effectively capture complex patterns in
data, which is essential for the reconstruction sub-module.

The input EEG data, with dimensions 1×128×500, undergo a convolutional
process yielding temporal feature maps of 256 × 128 × 14. This is followed by
depthwise convolutional layers, which further refine the spatial characteristics
into feature maps sized 768× 16× 14. The Conv2d layers utilize 1× 36 kernels
with zero padding, while the DepthwiseConv2d layers apply 8×1 kernels without
padding, ensuring an effective spatial-temporal feature representation.

These features are then transformed into a sequence of 224 flattened patches,
each integrated with a unique positional embedding. An additional [CLS] token
embedding is also included, a common practice in ViT architectures to facilitate
classification. The resulting embeddings are processed through a Transformer
encoder, equipped with a hidden size of 768 to capture complex dependencies
within the data.

The architecture concludes with fully connected layers, outputting two dis-
tinct values, which are the final inference results of the model. This innovative
design leverages the strengths of both convolutional operations and transformer-
based modeling to handle the intricacies of EEG signal analysis effectively.

3.3 Prediction Module

The prediction module in our architecture is designed as a sequence of intercon-
nected layers. It comprises a fully connected layer, followed by a dropout layer
for regularization, and concludes with another fully connected layer. The output
of this module is articulated as follows:
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ŷ = FC(dropout(FC(H(l))) (1)

In this formulation, H(l) represents the output of the last layer in the encoder.
The notation H(l) signifies the hidden representation obtained after the input
data has undergone a series of transformations through the layers of the encoder
neural network. Each layer in the encoder, denoted by l, contributes to shap-
ing this representation, and H(l) captures the information learned up to that
point. FC denotes the fully connected layers. The dropout function represents
the dropout layer, a crucial component for preventing overfitting by randomly
dropping units from the neural network during training.

For the main task of our model, the Mean Squared Error (MSE) loss is
employed. This loss function is defined as:

LossMSE(ŷ, y1) =
1
n

n∑

i=1

(ŷi − y1i)2 (2)

Here, ŷ is the predicted output of the network, and y1 is the actual label for
the main task. The MSE loss function computes the average of the squares of
the differences between the predicted and actual values, providing a measure of
the model’s accuracy.

This structure ensures a streamlined flow of data through the layers, facili-
tating effective feature extraction and subsequent prediction.

3.4 Reconstruction Module

The reconstruction module plays a pivotal role in our system, consisting of a
series of spatial and temporal deconvolution blocks designed to incrementally
expand the dimensionality of shared features to reconstruct the input data effec-
tively.

The spatial deconvolution block is crucial for spatial feature reconstruction
and is defined by the following equation:

Hdecoder_spatial = Deconv_spatial(H(l)) (3)

In this block, Deconv_spatial is composed of a three-layer structure: starting
with a 1D Deconvolution layer with a kernel size of 1 × 36. This specific config-
uration mirrors the first convolution layer in the encoder, ensuring symmetry in
feature extraction and reconstruction. It is followed by an InstanceNorm layer,
enhancing the normalization of features, and a ReLU activation layer, introduc-
ing non-linearity for better feature representation.

Similarly, the temporal deconvolution block, essential for time-series data
reconstruction, is formulated as:

Hdecoder_temporal = Deconv_temporal(Hdecoder_spatial) (4)

The Deconv_temporal block also includes three layers. It begins with a 1D
Deconvolution layer, this time with a kernel size of 8 × 1. This dimensionality
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aligns with the patch size used in the Vision Transformer (ViT) encoder block,
allowing for a consistent approach to handling spatial-temporal data. This layer
is followed by an InstanceNorm layer and a ReLU activation layer, similar to the
spatial deconvolution block.

The final step in the reconstruction process is the upsampling block, defined
as:

x̂ = Upsampling(Hdecoder_temporal) (5)

This block efficiently transforms the decoder output to match the original
input size, ensuring the reconstructed data x̂ is comparable to the original input
x.

Lastly, we define our loss function using Mean Squared Error (MSE) to quan-
tify the reconstruction accuracy:

loss_MSE(x̂, x) =
1
N

N∑

i=1

(x̂(i) − x(i))2 (6)

Where x̂ is the reconstructed input, x is the original input, and N represents
the total number of elements in x. MSE is chosen for its effectiveness in empha-
sizing larger errors and its suitability in scenarios where maintaining the fidelity
of the reconstructed data is crucial.

3.5 Multi-task Learning Framework

In our multi-task learning framework, we aim to enhance the training of the
primary eye-tracking task by integrating the losses from sub-tasks. The overall
loss L of the framework is computed using the following equation:

L(θ) = LossMSE(x, y1) +
∑

αiLoss(x, yi) + λ||θ||2 (7)

Where x is the input EEG signal, represented as a 2D matrix. y1 is the label
of the eye-tracking task, which is also the main task. LossMSE(x, y1) denotes the
MSE loss for the eye-tracking task, and Loss(x, yi) is the loss of other sub-task.
Hyper-parameter αi is utilized to balance the relative importance of the super-
vised and unsupervised loss. We apply l2 regularization term with coefficient to
alleviate overfitting. Our task is to minimize (θ). All trainable parameters of the
network are trained in an end-to-end manner.

To evaluate different strategies within our proposed multi-task learning
framework, we developed two distinct model architectures, each focusing on a
separate sub-task. The first model, named MTL-Transformer, employs a recon-
struction sub-task, as introduced earlier in the paper. This model aims to recon-
struct the original EEG data. The second model, MTL-Transformer2, diverges
by replacing the reconstruction module with a pupil size prediction module. This
auxiliary subtask was introduced to explore the relevance of pupil size to the eye-
tracking task. To accommodate this, we reorganized our dataset to include pupil
size for each sample. Both models were measured using the Root Mean Square
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Fig. 4. EEGEyeNet Large Grid Paradigm [15]. Participants are asked to fixate on
particular dots in a given period

Error (RMSE) metric to ensure a consistent and objective evaluation of their
performance.

4 Experiments

4.1 Dataset

The EEGEyeNet dataset [15] offers a comprehensive resource for EEG research,
featuring 47 h of high-density 128-channel EEG data, which provides detailed
neural activity recordings synchronized with eye-tracking data from 356 adults.
This dataset is particularly suited for our study, which aims to leverage the rich
EEG data to predict behavioral responses in eye-tracking tasks. Our focus on the
eye-tracking task stems from its potential to reveal how neural patterns correlate
with visual attention and eye movement behaviors. Detailed information about
the dataset, including the specificities of the eye-tracking tasks and participant
demographics, is elaborately presented in Table 1 and Fig. 4. For our experiment,
we propose a dataset split of 70% for the training set, 15% for the validation
set, and 15% for the test set. This distribution is designed to maximize learning
from the EEG data while ensuring robust validation and testing of our predictive
models.
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Table 1. Eyes event label distribution in EEGEyeNet dataset (minimal preprocessing)
[15]

Paradigm # Fixations # Saccades # Blinks

Pro-Antisac. 357115 358384 56179
Large Grid 68075 68245 11108
VSS 43384 43443 971
Total 468574 470072 68258

4.2 Baseline Models

Machine Learning. We employed a range of traditional machine-learning algo-
rithms as baseline models. These include K-Nearest Neighbors (KNN), Support
Vector Machines with Radial Basis Function (RBF SVC/SVR), Linear Regres-
sion, Ridge Regression, Lasso Regression, Elastic Net, Random Forest, Gradient
Boosting, AdaBoost, and XGBoost. While these methods provide solid bench-
marks, they have limitations in handling the high dimensionality and complex
temporal dynamics inherent in EEG data.

Deep Learning Convolutional Neural Network (CNN). CNNs were effec-
tive in capturing spatial patterns in EEG data but less adept at modeling tem-
poral dynamics.

PyramidalCNN. The PyramidalCNN, with its unique structure, offered
improved performance in capturing hierarchical features, leading to better gen-
eralization [14].

EEGNet. EEGNet, designed for EEG data analysis, showed proficiency in
handling both spatial and temporal features but may struggle with very large
datasets [16].

InceptionTime. InceptionTime’s modular architecture allowed for a robust
capture of temporal dynamics, surpassing traditional CNNs [13].

Xception. Xception’s depthwise separable convolutions were efficient, though
they may not fully exploit the multi-channel nature of EEG data [8].

EEGViT. The EEGViT, adapting the Vision Transformer for EEG data, pre-
sented an innovative approach in modeling long-range dependencies, a common
challenge in EEG analysis [27].

4.3 Implementation Details

All models in our study were trained for 15 epochs on an RTX 4090 GPU. For
deep learning models, we set an initial learning rate of 10−4 and implemented a
decay strategy, reducing the learning rate by 10% every 6 epochs. This approach
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is designed to balance the rate of convergence and ensure effective learning over
the training period.

In our proposed model, we integrated two dropout layers with a dropout
rate of 0.3, specifically in the prediction module. This rate is higher than typical
settings, chosen to mitigate overfitting while dealing with the complex nature
of EEG data. This dropout strategy is particularly crucial given the model’s
architecture and the high-dimensional feature space of the EEG signals.

5 Results

Table 2. Root Mean Squared Error (RMSE) Comparison of Baseline Models on the
EEGEyeNet eye-tracking task [15]. The primary model, MTL-Transformer, demon-
strates significant performance improvement, utilizing EEGViT Pre-trained as its base
model. Additionally, MTL-Transformer2, which includes pupil size prediction as an
auxiliary sub-task, is presented to demonstrate the scope of our experimental explo-
ration despite its lesser impact on RMSE reduction.

Model AbsolutePosition RMSE (mm)

Naive Baseline 123.3 ± 0
KNN 119.7 ± 0
RBF SVC/SVR 123 ± 0
Linear Regression 118.3 ± 0
Ridge Regression 118.2 ± 0
Lasso Regression 118 ± 0
Elastic Net 118.1 ± 0
Random Forest 116.7 ± 0.1
Gradient Boost 117 ± 0.1
AdaBoost 119.4 ± 0.1
XGBoost 118 ± 0
CNN 70.2 ± 1.1
PyramidalCNN 73.6 ± 1.9
EEGNet 81.7 ± 1.0
InceptionTime 70.8 ± 0.8
Xception 78.7 ± 1.6
ViT-Base 61.5 ± 0.6
ViT-Base Pre-trained 58.1 ± 0.6
EEGViT 61.7 ± 0.6
EEGViT Pre-trained 55.4 ± 0.2
MTL-Transformer(Ours) 54.1 ± 0.2
MTL-Transformer2(Ours) 57.4 ± 0.3
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Fig. 5. RMSE(mm) Under Different Weight of Reconstruction Sub-Task

Fig. 6. Predict Gazing Position and Real Gazing Position on Training Dataset

The performance of various models on the EEG eye-tracking task is sum-
marized in Table 2. Notably, our proposed model achieved a Root Mean Square
Error (RMSE) of 54.1mm, which slightly surpasses the current State-Of-The-
Art (SOTA) model’s RMSE of 55.4mm. This improvement, although marginal,
indicates the effectiveness of our model’s architecture and the methodologies
employed, especially in handling the complexities of EEG data in eye-tracking
tasks.
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Figure 5 illustrates the RMSE of our model under varying weights assigned
to the reconstruction sub-task. At a weight of 0, the reconstruction sub-module
does not participate in the gradient computation, and our model’s results align
with the EEGViT Pre-trained model, which is the base model. This parallel
performance indicates that the enhancements in accuracy are not attributable
to alterations in the model’s structure. As the weight increases to 140, there is a
discernible improvement in model accuracy, suggesting that the reconstruction
sub-module contributes positively to the base model’s performance. However,
beyond a weight of 140, the excessive emphasis on the reconstruction sub-task
seems to detract from the sub-task at hand, as evidenced by a decline in accuracy.
This trend demonstrates a critical balance between the reconstruction weight and
the model’s focus on the primary task, underscoring the need for optimal weight
tuning to harness the reconstruction sub-module’s benefits without compromis-
ing the main objective.

6 Discussion

Our research presents promising implications for the field of EEG-based eye
tracking. The slight yet significant improvement in accuracy provided by our
model paves the way for more precise and reliable EEG eye-tracking systems.
This advancement is particularly relevant in applications where minute differ-
ences in eye movement can have substantial implications, such as in neuromar-
keting or neurological disorder diagnosis.

Figure 6 shows the eye-tracking prediction on the training dataset. Our
model demonstrates a commendable capacity to discriminate between central
and peripheral points. However, it exhibits limitations in accurately distinguish-
ing points within the intermediate regions, with a predominant aggregation of
data at the center. This phenomenon may be attributed to a frequency bias
towards central points, resulting in an imbalance within the dataset. To address
this, future iterations of our model could incorporate weighted learning for differ-
ent regions, facilitating a more balanced and nuanced understanding and thereby
enhancing the model’s predictive accuracy.

Looking ahead, we aim to broaden the applicability of our model by testing
it on various other EEG datasets. Such an expansion will not only validate the
model’s effectiveness across different data types but also enhance its robustness
and generalizability. This step is crucial for asserting the model’s utility in diverse
real-world scenarios.

Additionally, the versatility of our Multi-task Learning module is a notable
aspect of our architecture. Its design allows it to be integrated as a separate
module into any EEG-based task. This modular approach offers a flexible solu-
tion for improving existing EEG analysis systems, potentially transforming how
EEG data is processed and interpreted in various applications.

Moreover, we attempted to leverage pre-trained language Transformer mod-
els, such as GPT and BERT, which are typically used for time-series or language
tasks. However, these models generally demand substantial GPU memory capac-
ity, which exceeds the capabilities of our personal workstations. This limitation
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constrained the scope of our experiments. Future work will, therefore, focus on
optimizing computational efficiency, perhaps through model distillation or prun-
ing techniques that can reduce the memory footprint of these large models.

In conclusion, while our current focus has been on EEG eye-tracking tasks,
the broader impact of our work lies in its potential to revolutionize various
aspects of EEG data analysis and application. Future research will delve deeper
into these possibilities, continually pushing the boundaries of what is achievable
in this domain.

7 Conclusion

In this study, we have demonstrated the effectiveness of integrating multi-task
learning with Vision Transformers in the domain of EEG eye-tracking. Our app-
roach has successfully employed an innovative EEG signal reconstruction sub-
module, enhancing the feature extraction capabilities of deep learning models
applied to this task. This sub-module, adaptable to various Encoder-Classifier-
based models, facilitates end-to-end training within a multi-task learning frame-
work and operates effectively under unsupervised learning conditions.

Our experimental results, particularly the achieved RMSE of 54.1mm, which
surpasses the previous state-of-the-art model, underscore the potential of our
method in improving EEG-based eye-tracking systems. This advancement is not
only significant in terms of model performance but also in its application poten-
tial across various EEG datasets and tasks.

Looking forward, the adaptability and versatility of our Multi-task Learning
module open new avenues for enhancing EEG data processing and interpreta-
tion. This work lays the groundwork for future research in this area, aiming
to further explore and expand the capabilities of deep learning models in the
realm of neuroscience and cognitive research. We believe that our approach rep-
resents a novel paradigm in EEG data analysis, with the potential to contribute
significantly to various EEG-related challenges and applications.
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Abstract. The task of Electroencephalogram (EEG) analysis is
paramount to the development of Brain-Computer Interfaces (BCIs).
However, to reach the goal of developing robust, useful BCIs depends
heavily on the speed and the accuracy at which BCIs can understand
neural dynamics. In response to that goal, this paper details the inte-
gration of pre-trained Vision Transformers (ViTs) with Temporal Con-
volutional Networks (TCNet) to enhance the precision of EEG regres-
sion. The core of this approach lies in harnessing the sequential data
processing strengths of ViTs along with the superior feature extraction
capabilities of TCNet, to significantly improve EEG analysis accuracy. In
addition, we analyze the importance of how to construct optimal patches
for the attention mechanism to analyze, balancing both speed and accu-
racy tradeoffs. Our results showcase a substantial improvement in regres-
sion accuracy, as evidenced by the reduction of Root Mean Square Error
(RMSE) from 55.4 to 51.8 on EEGEyeNet’s Absolute Position Task,
outperforming existing state-of-the-art models. Without sacrificing per-
formance, we increase the speed of this model by an order of magnitude
(up to 4.32x faster). This breakthrough not only sets a new benchmark in
EEG regression analysis but also opens new avenues for future research
in the integration of transformer architectures with specialized feature
extraction methods for diverse EEG datasets.

Keywords: Brain Machine Interface · EEG Regression · Vision
Transformers (ViT) · Temporal Convolutional Networks (TCNet) ·
Feature Extraction · Neural Dynamics

1 Introduction

The analysis of Electroencephalogram (EEG) signals is a cornerstone in the
advancement of Brain-Computer Interfaces (BCIs), offering profound insights
into the intricate neural processes of the human brain. EEG regression, in par-
ticular, stands as a pivotal tool in both neuroscience and medical diagnostics,
gaining prominence for its ability to decode complex neural dynamics. This tech-
nique plays a crucial role in a myriad of applications, ranging from pinpointing
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brain damage locations to monitoring cognitive activities and deciphering the
neural basis of seizures (Subasi and Ercelebi, 2005; Sabbagh et al., 2020; Teplan,
2002). The essence of EEG regression lies in its capacity to transform raw EEG
data into interpretable and meaningful information, thus providing an invaluable
perspective into the brain’s operations.

In the realm of machine learning, the advent of Transformer models has
marked a revolutionary shift in EEG regression analysis. Initially celebrated
for their breakthroughs in natural language processing, these models have been
adeptly modified to cater to EEG data analysis, substantially elevating both the
precision and efficiency of the analysis (Liu et al., 2022). A significant stride in
this field is the adaptation of pre-trained Vision Transformers (ViTs) for EEG
datasets, such as ImageNet Deng et al. (2009). The application of ViTs in EEG
regression has demonstrated exceptional results, surpassing traditional methods
across various benchmarks (Yang and Modesitt, 2023).

Concurrently, Temporal Convolutional Networks (TCNet) have emerged as
a formidable force in the field of EEG signal processing. Exhibiting outstanding
capabilities in feature extraction, TCNets excel in identifying intricate patterns
and nuances in EEG data (Bai et al., 2018; Ingolfsson et al., 2020; Ingolfsson et
al., 2022). Their robustness in capturing temporal dynamics and their efficacy in
EEG signal handling render them an indispensable component in neural signal
analysis.

This study delves into the synergistic integration of ViTs and TCNet, aiming
to harness their combined strengths to substantially augment the accuracy and
reliability of EEG regression. This innovative approach seeks to leverage the
detailed feature extraction of TCNet and the contextual interpretation prowess
of ViTs, hypothesizing a significant enhancement in EEG analysis.

Our research presents a comprehensive evaluation of this hybrid model, jux-
taposing it against previous methodologies to underscore its superiority in EEG
regression. We meticulously examine the performance of the ViT-TCNet combi-
nation, elucidating the contribution of each component to the overall effective-
ness of the model. The implications of our findings extend beyond the confines
of EEG analysis, potentially influencing a broad spectrum of data interpretation
tasks in various scientific and AI-related fields.

In addition to the aforementioned aspects, a notable facet of this study is the
emphasis on the processing speed of the integrated ViT-TCNet model. Speed
is a critical parameter in EEG analysis, especially for real-time applications
in Brain-Computer Interfaces (BCIs) where rapid response times are essential
By optimizing the architecture and employing advanced techniques in model
training and inference, we have successfully accelerated the processing speed
of the EEG analysis. This advancement is particularly significant in scenarios
where real-time data processing is crucial, such as in neurofeedback systems or
in clinical settings where prompt decision-making is imperative. The increase
in processing speed, achieved without compromising the model’s performance,
marks a substantial leap forward in making EEG-based BCIs more viable and
user-friendly.
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In the ensuing sections, we will outline the methodology utilized in our study,
present our empirical findings, and discuss the broader implications and future
research directions stemming from our work. This research not only enriches the
existing literature in EEG regression but also sets the stage for future explo-
rations into the amalgamation of advanced machine learning architectures for
refined neural data analysis.

In summary, the contributions of this work can be articulated in three pri-
mary areas:

1. Innovative Combination of ViTs and TCNet for Advanced EEG
Regression: This research marks a significant advancement in EEG regres-
sion analysis through the novel integration of pretrained Vision Transformers
(ViTs) with Temporal Convolutional Networks (TCNet). This fusion har-
nesses ViTs’ exceptional capability in processing sequential data and TCNet’s
robust feature extraction techniques, culminating in a notable improvement
in EEG regression accuracy. In addition, we open source all of our methods
and results at github.com/ModeEric/EEGViT-TCNet

2. Enhancement of Model Processing Speed and Efficiency: A key con-
tribution of this study is the substantial improvement in the processing
speed of the EEG analysis model. Recognizing the importance of swift data
processing in real-time applications such as Brain-Computer Interfaces, the
research introduces optimizations that significantly accelerate the model’s
performance.

3. Ablation Studies and Future Research Directions: The research under-
takes comprehensive ablation studies to understand the individual and com-
bined contributions of ViTs and TCNet to the model’s performance. These
studies offer valuable insights into the mechanics of the model, paving the
way for further optimizations.

2 Related Work

2.1 Deep Learning in EEG

The evolution of EEG signal processing has been significantly influenced by the
emergence of deep learning techniques. Traditional machine learning methods,
while effective, often fall short in capturing the high-dimensional and complex
nature of EEG data. The introduction of deep learning models, particularly
convolutional neural networks (CNNs) and recurrent neural networks (RNNs),
revolutionized this field. These models brought enhanced capabilities in handling
large datasets, extracting relevant features, and recognizing intricate patterns in
EEG signals (Subasi and Ercelebi, 2005; Sabbagh et al., 2020; Teplan, 2002).
This shift not only improved the accuracy of EEG analyses but also expanded
the potential applications in neurological research and clinical diagnostics.

Deep learning’s impact on EEG signal processing is profound, offering new
perspectives in understanding brain activity. The ability of these models to learn
from data autonomously, without the need for extensive feature engineering, has
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opened avenues for more nuanced and detailed analyses of neural signals. This
advancement is crucial in fields where EEG data plays a pivotal role, such as in
the study of cognitive processes, sleep patterns, and brain-computer interfaces.
The integration of advanced deep learning architectures in EEG analysis heralds
a new era of innovation and discovery in neuroscience.

2.2 ViTs in Non-Image Data Analysis

Vision Transformers (ViTs), originally designed for image recognition, have
demonstrated remarkable versatility by extending their application to various
other domains, including EEG data analysis (Dosovitskiy et al., 2020; Wu et
al., 2020; Han et al., 2022). The cornerstone of their success, the self-attention
mechanism, enables ViTs to efficiently manage sequential data, a feature crucial
in interpreting EEG signals Vaswani et al. (2017). This characteristic of ViTs
facilitates an understanding of the complex, temporal relationships inherent in
EEG data, making them an ideal choice for this type of analysis.

The adaptation of ViTs to non-image data, such as EEG signals, signifies a
major shift in the approach to data analysis across disciplines. It underscores the
potential of transformer models to handle diverse types of data beyond their ini-
tial scope. This cross-domain applicability of ViTs not only enriches the toolkit
available for EEG analysis but also inspires innovative approaches to data inter-
pretation. The flexibility and effectiveness of ViTs in handling sequential data
pave the way for their broader adoption in various scientific and analytical fields
(Fig. 1).

Fig. 1. EEGViT architecture, SOTA on EEGEYENET (Yang and Modesitt, 2023).

2.3 Temporal Convolutional Networks (TCNet)

Temporal Convolutional Networks (TCNet) have gained significant attention
for their ability to process time-series data, particularly in EEG signal analysis.
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The architecture of TCNet, with its focus on capturing temporal dependen-
cies through convolutional layers, makes it exceptionally suited for extracting
detailed features from EEG data (Farha and Gall, 2019; Hewage et al., 2020).
The efficacy of TCNet in identifying subtle patterns and temporal features in
complex datasets has established it as a leading tool in the field of neural signal
processing.

The role of TCNet in EEG data interpretation extends beyond mere feature
extraction. It involves a deeper understanding of the temporal dynamics and
inherent structures within the EEG signals. This understanding is vital in appli-
cations where precise timing and sequence of neural events are critical, such as
in epilepsy research or brain-computer interface development. The combination
of TCNet with other advanced models like ViTs presents a promising avenue
for enhancing EEG analysis, potentially leading to more accurate and insightful
interpretations of neural data.

3 Methods

Our study employs an innovative approach by integrating pre-trained Vision
Transformers (ViTs) with Temporal Convolutional Networks (TCNet) to
enhance EEG regression analysis. This section outlines the dataset utilized, the
specifics of the proposed model, and the methodology for evaluating its effec-
tiveness.

3.1 EEGEyeNet Dataset

The data presented here is derived from the EEGEyeNet dataset Kastrati et
al. (2021). The EEGEyeNet dataset encompasses recordings from 356 healthy
adults, including 190 females and 166 males, aged 18 to 80 years. All individuals
in this study provided written informed consent, compliant with the Declaration
of Helsinki, and were compensated monetarily.

The EEG recordings in the EEGEyeNet dataset were obtained using a high-
density 128-channel EEG Geodesic Hydrocel system, operating at a sampling
rate of 500Hz with a central recording reference. Eye positions were concurrently
recorded using an EyeLink 1000 Plus system at the same sampling rate. This
setup maintained electrode impedances below 40 kOhm and ensured accurate eye
tracker calibration. Participants were positioned 68 cm from a 24-inch monitor,
with their head stabilized using a chin rest.

EEG data, as recorded in the EEGEyeNet dataset, are prone to various arti-
facts, including environmental noise and physiological interferences such as eye
movements and blinks. To address this, the dataset underwent rigorous pre-
processing with two levels: minimal and maximal. The minimal preprocessing
involved identifying and interpolating faulty electrodes, along with applying a
high-pass filter at 40Hz and a low-pass filter at 0.5Hz. The maximal preprocess-
ing, aimed at neuroscientific analyses, further incorporated Independent Com-
ponent Analysis (ICA) and IClabel for artifact component removal.
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The EEGEyeNet dataset also includes synchronized EEG and eye-tracking
data, facilitating time-locked analyses relative to event onsets. This synchroniza-
tion was stringently verified to ensure a maximum error margin of 2 ms.

The Absolute Position Task, a key component of the EEGEyeNet dataset,
involved participants fixating on sequentially displayed dots at various screen
positions. Each dot appeared for 1.5 to 1.8 s, located at one of 25 distinct screen
positions. The central dot was presented thrice, resulting in 27 trials per block.
This setup, covering the entire screen area, captured a broad range of gaze posi-
tions. Adapted from Son et al. (2020) for fMRI studies, modifications were made
for EEG compatibility, including stimulus duration and repetition adjustments.
The dot presentation followed a pseudo-randomized sequence across five exper-
imental blocks, repeated six times, totaling 810 stimuli per participant.

The Absolute Position task is particularly relevant for our research as it
provides a comprehensive dataset for analyzing eye movement patterns and gaze
positions. The variety in dot positions and the high number of trials allow for a
complete assessment of the participants’ gaze behavior, which is crucial for our
objective of determining the exact XY-coordinates of a participant’s gaze using
EEG data.

3.2 EEGViT-TCNet Model Architecture

Intending to advance EEG signal analysis, we developed the EEGViT-TCNet
model, a novel architecture that combines Temporal Convolutional Networks
(TCNet) with a pre-trained Vision Transformer (ViT). This model was metic-
ulously designed to decipher the temporal dynamics and spatial characteristics
embedded within EEG signals.

Temporal Convolutional Network (TCNet) Component: The EEGViT-
TCNet model begins with the TCNet component, tailored to embrace the com-
plexities of EEG data. This component is characterized by:

– Input Layer: Accepting EEG signals, the TCNet is prepared to handle an
input dimensionality of 129, corresponding to the number of recorded EEG
channels +1 for including grounding information (as done in the original
EEGEyeNet paper).

– Sequential TCNet Layers: The architecture encompasses three layers, with
the number of channel dimensions expanding progressively to 64, 128, and
256. This hierarchy is instrumental in capturing a comprehensive spectrum
of temporal dependencies inherent in the EEG signals.
• Kernel Size: A kernel size of 3 is uniformly applied across the TCNet

layers.
• Dropout: To counteract the potential for overfitting, a dropout rate of

0.75 is employed.
• Causality and Normalization: The layers incorporate weight normaliza-

tion alongside the ReLU activation function to enhance the model’s sta-
bility and performance (Fig. 2).
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Fig. 2. An outline of the TCNet functionality (Bai et al., 2018).

Convolutional and Batch Normalization Layers: The pathway pathway
we designed from the TCNet layers to the ViT involves:

– Convolutional Layers: Two convolutional layers connect the TCNet and
ViT. The first layer, equipped with 256 filters and a kernel size of (1, 36), is
succeeded by batch normalization and ReLU activation. This configuration
initiates the spatial feature extraction. Subsequently, the second layer ampli-
fies the channel dimension to 768, aligning with the ViT’s input specifications.
In addition, this layer employs a kernel size of (256, 1) to effectuate a spatial
compression conducive to the subsequent transformer analysis.

Vision Transformer (ViT) Component: The culmination of the EEGViT-
TCNet model’s preprocessing lies in the ViT component:

– EEG Data Adaptation: Leveraging the “google/vit-base-patch16-224”
model from Huggingface, the configuration is modified to fit the unique format
of EEG data.

– Patch Embeddings Projection: This layer is reimagined as a 1D convo-
lutional layer, directly accommodating the output from preceding stages BS
ensuring the input’s integration into the transformer architecture.

– Classifier Head: The model ends with a randomly initialized classifier layer,
transitioning through a linear layer, followed by a dropout layer (p = 0.1),
culminating in a linear layer that predicts the gaze XY coordinates.
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3.3 Training and Evaluation Procedure

For training, we employed a supervised learning approach. The model was
trained on a split of the EEG dataset, with 70% used for training and 30%
for validation. During training, we employed a mean squared error loss function,
optimized using the Adam optimizer with a learning rate of 1e-4. To prevent
overfitting, we implemented early stopping based on the validation loss, with a
patience of 10 epochs.

The primary metric for evaluating our model’s performance was the Root
Mean Square Error (RMSE). This metric provides a clear indication of the
model’s accuracy in predicting the gaze coordinates. A lower RMSE value indi-
cates a closer approximation to the actual gaze positions. To ensure the robust-
ness of our findings, we conducted five independent runs for each model config-
uration and reported the mean and standard deviation of these runs (Fig. 3).

Fig. 3. An outline of our addition to EEGViT, demonstrating our distinct feature
extraction methodology Yang and Modesitt (2023) Bai et al. (2018).

4 Results

Through rigorous testing and comparison, our model has demonstrated its capa-
bility to predict gaze positions with state-of-the-art precision, outperforming a
spectrum of both conventional and advanced methodologies.

4.1 Performance Benchmarking

Our EEGViT-TCNet model achieved a Root Mean Square Error (RMSE) of 51.8
mm, marking a significant advancement over existing models. This performance
showcases a 6.5% enhancement in precision over standalone ViT models Yang
and Modesitt (2023). The stark contrast is further accentuated when juxtaposed
with traditional approaches such as Linear Regression and Random Forest, where
the RMSE figures exceed 115 mm.

Our model’s evaluation, focusing on a single data partition divided by sub-
ject as done in Kastrati et al. (2021), demonstrates its ability to generalize effec-
tively. This approach, where the testing data consisted of completely unseen,
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new groups of data, highlights the model’s robustness and adaptability. Despite
being tested on different subsets of subjects than what the model was trained
on, it maintained consistent RMSE metrics, underscoring its sophisticated archi-
tecture’s capability to handle the complexities of EEG data. This consistency in
performance across various subject-based segments is crucial for real-world appli-
cations, affirming the model’s potential for effective generalization (Table 1).

Table 1. Comparative analysis of Root Mean Squared Error (RMSE) across various
models, highlighting the superior performance of the EEGViT-TCNet model. The val-
ues represent the mean ± standard deviation over five independent runs, illustrating
the model’s consistency and accuracy in the Absolute Position Task.

Model Absolute Position RMSE (mm)

Naive Guessing 123.3 ± 0.0
KNN 119.7 ± 0
RBF SVR 123 ± 0
Linear Regression 118.3 ± 0
Random Forest 116.7 ± 0.1
CNN 70.4 ± 1.1
EEGViT (Pre-trained) 55.4 ± 0.2
EEGViT-TCNet 51.8 ± 0.6

4.2 Computational Efficiency and Speed Enhancement

One of the features of our EEGViT-TCNet model is its computational efficiency.
In comparison to the original EEGViT architecture, our enhanced model achieves
a substantial speed-up, being 4.32 times faster during inference. This improve-
ment is not merely a testament to the model’s optimized architecture but also
underscores its practicality for real-time gaze position prediction applications.

The speed enhancement is achieved through key optimizations in the model’s
architecture, mainly through an optimization of the patch size accuracy-
efficiency tradeoff. These optimizations ensure that our model not only maintains
high accuracy but also operates with greater efficiency, making it well-suited for
deployment in computationally expensive environments.

4.3 Ablation Studies

To assess the individual contributions of various components within our
EEGViT-TCNet model, we conducted a series of ablation studies. These studies
aimed to isolate the effects of specific elements of the model, such as the convo-
lutional layers, dropout rates in the TCNet, and the use of a pretrained Vision
Transformer (ViT). Each variation of the model was evaluated using the same
dataset and metrics, allowing us to directly compare their performance.
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Impact of Convolutional Layers. We first examined the impact of the addi-
tional convolutional layers that bridge the gap between the TCNet and the ViT
on the model’s performance. In particular, we analyze the results after remov-
ing all possible combinations of 1 convolutional layer (spatial, temporal, and
pointwise convolution).

By removing the pointwise layer, we observed a slight increase in the Root
Mean Square Error (RMSE) from 51.8 ± 0.6 mm to 52.5 ± 0.8 mm. This suggests
that the pointwise convolutional layer plays a modest role in feature extraction
and spatial representation, contributing to the model’s overall accuracy.

For both the spatial and temporal layers we observed a significant increase
in the Root Mean Square Error (RMSE) from 51.8 ± 0.6 mm to 55.1 ± 0.6 mm
and 55.0 ± 0.5 mm respecitvely. This suggests that both sptial and temproal
layers plays a major role in feature extraction and representation, contributing
to the model’s overall accuracy.

Influence of Dropout Rates in TCNet. The role of dropout rates in TCNet
was another focus of our study. By varying the dropout rates, we investigated
their effect on the model’s capability to generalize and prevent overfitting. The
original model with a 0.75 dropout rate achieved an RMSE of 51.8 ± 0.6 mm.
Reducing the dropout rate to 0 increased the RMSE to 54.1 ± 0.6 mm, indicating
a higher propensity for overfitting. Conversely, lower dropout rates of 0.25 and 0.5
yielded RMSEs of 52.5 ± 0.4 mm and 52.1 ± 0.4 mm, respectively. These findings
illustrate a nuanced balance between dropout rate and model performance, with
moderate dropout rates contributing positively to the model’s accuracy and
generalizability.

Contribution of Pretrained ViT. Finally, we evaluated the contribution of
using a pretrained ViT in our model. By replacing the pretrained ViT with
a non-pretrained counterpart, the RMSE increased to 53.2 ± 0.5 mm. This
increase underscores the significance of pretraining in enhancing the model’s
feature recognition capabilities, particularly in the context of EEG data analysis
(Table 2).

These ablation studies reveal the delicate interplay of different architectural
components in optimizing the EEGViT-TCNet model for EEG regression anal-
ysis. The presence of the second convolutional layer, the calibration of dropout
rates in TCNet, and the incorporation of a pretrained ViT each contribute
uniquely to the model’s performance. Our findings highlight the importance of
these components in achieving high precision in EEG regression tasks, providing
valuable insights for future enhancements and applications of the model.
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Table 2. Ablation study results comparing RMSE across various EEGViT-TCNet
model configurations. The values represent the mean ± standard deviation over five
runs.

Model Variation Absolute Position RMSE (mm)

EEGViT-TCNet (Ours) 51.8 ± 0.6
No Pointwise Conv Layer 52.5 ± 0.8
No Temporal Conv Layer 55.0 ± 0.5
No Spatial Conv Layer 55.1 ± 0.6
0% Dropout 54.1 ± 0.6
25% Dropout 52.5 ± 0.4
50% Dropout 52.1 ± 0.4
No Pretrained ViT 53.2 ± 0.5

5 Discussion

Our novel approach has not only showcased a marked improvement in regression
accuracy but also set new benchmarks in processing speed and efficiency. The
results obtained from this study reflect the significant potential of leveraging
the strengths of both ViTs and TCNet, underscoring the profound impact that
such hybrid models can have on understanding and interpreting complex neural
dynamics.

The success of the EEGViT-TCNet model in reducing the Root Mean Square
Error (RMSE) to its current levels emphasizes the model’s capability to provide
a more accurate interpretation of EEG data. This breakthrough is particularly
relevant in the development of BCIs, where the precision of signal interpretation
directly correlates to the effectiveness and user-friendliness of the interface. In
clinical settings, the enhanced accuracy and speed of EEG analysis facilitated
by the EEGViT-TCNet model could lead to more timely and accurate diagnoses
of neurological conditions, potentially transforming patient care.

Throughout the research, adapting ViT to the unique nature of EEG data
highlighted the complexities inherent in neural signal processing. The prepro-
cessing of EEG signals, essential for maintaining the integrity of temporal fea-
tures, posed significant challenges. This process is critical in ensuring the model’s
adaptability and generalizability across different subjects and experimental con-
ditions, a vital aspect for the practical application of such technologies.

Looking forward, the field beckons for further exploration into the scalability
of hybrid models like EEGViT-TCNet, particularly in handling larger datasets
and assessing performance in diverse real-world scenarios. A key area of interest
lies in enhancing the interpretability of these deep learning models. Improved
interpretability is crucial for clinical acceptance and can lead to advancements in
personalized medicine, where EEG analysis can be tailored to individual patients
for monitoring or therapeutic purposes.
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Moreover, the exploration of other hybrid architectures and their efficacy
across various domains of neural data presents an exciting avenue for research.
The integration of multimodal data sources, alongside the application of transfer
learning techniques, could further refine the accuracy and applicability of EEG
signal analysis methods. Such advancements could pave the way for the devel-
opment of more sophisticated BCIs, offering improved interaction mechanisms
between humans and machines.

6 Conclusion

This study represents a significant advancement in EEG regression analysis,
underscoring the role of meticulous feature extraction in the efficacy of sophisti-
cated computational models like Vision Transformers (ViT). The integration of
Temporal Convolutional Networks (TCNet) with pretrained ViTs has unveiled
the vast potential of harmonizing specialized feature extraction techniques with
advanced deep learning frameworks. This synergy not only elevates the accuracy
of EEG analysis but also establishes a new benchmark in the field, showcasing
the profound benefits of refined feature representation.

Our findings highlight the criticality of nuanced feature extraction in inter-
preting complex EEG data, with the EEGViT-TCNet model demonstrating
notable performance enhancements. This indicates that features, often over-
looked by traditional models, can be captured and leveraged for more accurate
regression analysis, suggesting a broad array of applications, from clinical diag-
nostics to enhanced brain-computer interfaces.

For future research, the horizon of EEG analysis and deep learning promises
continued expansion and innovation. The development of increasingly sophisti-
cated models capable of navigating the complexities inherent in EEG data is
anticipated. A pivotal challenge will be enhancing the interpretability of these
models, ensuring they not only perform optimally but also offer actionable
insights for practitioners. For example, the performance of nearly all effective
models in EEG analysis currently relies heavily on the subject-dependent nature
on which they are trained, leading to the possibility of poor generalization in
some instances. Moreover, integrating these advanced models into real-world
applications will be crucial, extending the benefits of this research to society at
large.

In sum, the fusion of TCNet and pretrained ViTs within the EEG regression
domain exemplifies the transformative power of targeted feature extraction and
advanced data processing. This study not only redefines the standards for EEG
analysis but also lights the way for future endeavors in the realms of deep learning
and neural data interpretation. As we delve deeper into the complexities of
the human brain, the significance of innovative computational models grows
ever more evident, harboring the potential for groundbreaking discoveries in
neuroscience and artificial intelligence.
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Abstract. In this paper, we present an algorithm of gaze prediction
from Electroencephalography (EEG) data. EEG-based gaze prediction is
a new research topic that can serve as an alternative to traditional video-
based eye-tracking. Compared to the existing state-of-the-art (SOTA)
method, we improved the root mean-squared-error of EEG-based gaze
prediction to 53.06 mm, while reducing the training time to less than
33% of its original duration. Our source code can be found at https://
github.com/AmCh-Q/CSCI6907Project.

Keywords: Machine Learning · Deep Learning · Brain-Computer
Interfaces · BCI · Electroencephalography · EEG · Gaze Prediction ·
Eye Tracking · Transformer

1 Introduction

Electroencephalography (EEG) is a non-invasive technique used to record the
electrical activity generated by the brain. Owing to its relative accessibility,
non-invasiveness, superior temporal resolution compared to other neuroimaging
techniques such as positron emission tomography (PET) or functional magnetic
resonance imaging (fMRI), EEG’s potential extends to many different fields. One
such application is the complimentary application in eye-tracking. As existing
video-based eye-tracking methods rely on setting up fixed cameras and pointing
them directly toward the subject’s eyes, EEG-based eye-tracking may lead to
a promising alternative solution that does not necessarily require fixed cameras
within the subject’s field-of-view.

EEGViT [16] is the current state-of-the-art (SOTA) model on EEG-based
gaze prediction accuracy on the EEGEyeNet dataset [5]. It employs a hybrid
transformer model fine-tuned with EEG data [7,12].

1.1 Research Question

In this paper, we propose a method that answer the following questions:
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– In CNN-transformer hybrid models, how do different convolution kernel sizes
over the EEG spatial features (channels) affect the accuracy of the CNN-
transformer hybrid models?

– How does this compare against a convolution over all EEG channels?

By answering this question, we investigate the effects of convolution kernels on
the CNN-transformer hybrid networks.

2 Related Work

While EEG and Eye-tracking have each been studied individually for over a
century, their combined use has only seen an increased interest in recent years
with the aid of convolutional neural networks (CNNs) and transformers.

2.1 Dataset

Fig. 1. Electrode Layout of the 128-channel EEG Geodesic Hydrocel system [1]

The EEGEyeNet dataset [5] offers EEG and eye tracking data that were collected
simultaneously as well as benchmarks for eye movement and gaze position pre-
diction. The EEG data of EEGEyeNet are collected from 356 participants using
a 128-channel EEG Geodesic Hydrocel system, where the EEG channels are
individually numbered from 1 to 128 as shown in Fig. 1. An additional reference
electrode in the center make up a total of 129 EEG channels in the raw dataset.
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Fig. 2. The Large Grid Paradigm of EEGEyeNet [5]

Fig. 3. Distribution of the Fixation Positions in the Large Grid Paradigm [5]
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Experimental Paradigm. In one of EEGEyeNet’s experimental paradigms,
the participants are asked to fixate on specific dots on an “large grid” on the
screen for a period as seen in Fig. 2. At the same time of recording EEG data,
the participants’ gaze positions are recorded. The gaze position distributions of
21464 samples can be seen in Fig. 3 [5].

2.2 State-of-the-Art

Since the publication of EEGEyeNet, several follow-up works have been made,
often focusing on classification tasks (left-right or events such as blinking) [13–
15]. The current state-of-the-art model in predicting gaze position is EEGViT
[16], a hybrid vision transformer model fine-tuned with EEG data as shown in
Fig. 4. EEGViT combines a two-level convolution feature extraction method,
previously proposed in EEGNet [9] and Filter Bank Common Spatial Patterns
[11] which enables efficient extraction of spatial (EEG electrodes) features for
each temporal (frequency) channel, and a vision transformer using the ViT-Base
model [3] pre-trained with ImageNet [2,10], to achieve a reported RMSE of
55.4 ± 0.2 mm on the EEGEyeNet dataset [16].

Fig. 4. EEGViT Model Architecture [16]
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Table 1. Detailed Description of Our Model Architecture

Layer Description

0 Input Size 129× 500× 1, Zero-padded to 129× 512× 1 on both sides
1 256 Temporal Convolution size 1× 16 for Kernel and Stride, Batchnorm
2 768 Spatial Convolution size 129× 1

3 ViT Model transformer, image size 129× 32, patch size 129× 1

4 Linear layer with 768 neurons on top of the final hidden CLS token
5 Linear layer with 1000 neurons, Dropout p = 0.1

6 Linear layer with 2 neurons (output)

Fig. 5. Our Model Architecture, modified from [16]

3 Experiment

3.1 Model

The architecture of our Method can be seen in Fig. 5 and Table 1. Similar to prior
works [9,11,16], we employ two convolution layers which filter the temporal and
spatial (EEG channels) dimensions respectively.

In the first layer, a 1×16 kernel scans across the 1-s 129×500 input which is
zero-padded to 129×512. The kernels effectively function as band-pass filters on
the raw input signals. Our choice of 1×16 kernel is smaller than that of EEGViT
at 1×36 [16] and that of EEGNet at 1×64 [9]. This provides a greater resolution
of temporal features to be learned. Batch normalization is then applied on the
128 × 32 output [4].

In the second layer, a depth-wise 129× 1 kernel scans over all EEG channels
of each temporal filter. This is in contrast to EEGViT’s approach, where a kernel
of shape (8, 1) is used [16].

Then, similar to EEGViT [16], the result is passed through a ViT transformer
model, with the only difference being the shape of the input data. The base-ViT
model [3] was pre-trained on ImageNet-21k and ImageNet 2012 [2,10] for image
classification tasks. EEGViT [16] has previously shown that a ViT model pre-
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trained for image classification offers surprisingly good results when fine tuned
with EEG data.

Lastly, two linear layers on top of the hidden CLS token of the ViT model
output the x, y coordinates of predicted gaze position. We have additionally
introduced a dropout layer to improve the robustness of the model.

3.2 Training Parameters and Software Implementation

We split the EEGEyeNet dataset into 0.7:0.15:0.15 for training, validation, and
testing, and the model epoch with the lowest validation RMSE is used for testing.
The split is by participant id in the original EEGEyeNet dataset to avoid leakage
due to one participant’s data samples appearing in more than one of training,
validation, testing sets.

We included baseline ML implementations made public by the EEGEyeNet
authors to be tested [5]. For EEGViT [16], we ported the authors’ implementa-
tion match the setup of EEGEyeNet for training and testing in order to have
the closest comparisons.

Our model and EEGViT are trained for 15 epochs in batches of 64 samples,
with the Adam Optimizer [8] and an initial learning rate of 1e−4, which is
dropped by a factor of 10 every 6 epochs. The model with the lowest validation
error is used for testing. An example of the MSE loss during training in one
of the runs can be seen in Fig. 6 and the resulting model’s predictions on the
testing set can be seen in Fig. 7.

Fig. 6. Our Method’s MSE Loss During Training

The full set of source code can be found at https://github.com/AmCh-Q/
CSCI6907Project.

https://github.com/AmCh-Q/CSCI6907Project.
https://github.com/AmCh-Q/CSCI6907Project.
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Fig. 7. Our method Gaze Position Coordinates, where predictions are colored blue,
and the ground truths are colored red [6] (Color figure online).

3.3 Environment Setup

We performed all training, validation, and testing using Google Colab. We used
an Intel Xeon Processor at 2.20 GHz, 51 GB of RAM, and a NVIDIA V100
GPU. For CUDA we used version 12.2, for PyTorch we used version 2.1.0, and
for Scikit-learn we used version 1.2.2.

3.4 Evaluation

EEGEyeNet includes a benchmark where, given samples of shape (129, 500) col-
lected from 129 EEG channels at 500Hz for 1 s when the participant fixates
on one location, a machine learning model is to be trained to predict the 2-
dimensional gaze position (in pixels) of the participant, and the accuracy may
be evaluated as either the root mean-squared error (RMSE: Eq. 1) or mean
Euclidean distance (MED: Eq. 2) in pixels or millimeters.
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RMSE =

√∑n
i=1((xi,truth − xi,pred)2 + (yi,truth − yi,pred)2)

2n
(1)

MED =
∑n

i=1

√
(xi,truth − xi,pred)2 + (yi,truth − yi,pred)2

n
(2)

Here (xi,truth, yi,truth) ∈ R
2 is the coordinates of the gaze position collected

with a video-based eye-tracker in the i-th sample, and (xi,pred, yi,pred) ∈ R
2 is

the coordinates of the gaze position predicted by machine learning models from
EEG data in the i-th sample, and n is the number of 1-s data samples collected.

Five runs were run for each of the two metrics above, the mean and standard
deviation of the runs were recorded, and the results can be seen in Table 2 and
Table 3.

4 Discussion

In this work, we presented an algorithm for predicting gaze position from EEG
signals, and Table 2 shows the comparison of accuracy against various models
including the SOTA (EEGViT). As can be seen in both the root mean-squared-
error (Eq. 1) and mean euclidean distance (Eq. 2) metric, our method outper-
forms the SOTA. This is due to the use of a spatial filtering convolution kernel
of shape (129, 1), spanning all EEG channels, because the electrode layout, as
seen Fig. 1, appear to be unordered and thus unlikely to be able to be learned
through convolution with a smaller kernel as employed by EEGViT, and a kernel
spanning all EEG channels would be able to better learn any spatial relationships
between any two EEG channels at the same point in time.

We have also inspected the effect of permutation of the EEG channels and
found that permuting the order of the EEG channels, either by shuffling or
reordering the channels in spiral or z-order, yielded no noticeable difference in
accuracy with either our method or EEGViT. We believe this means that the
interactions between EEG channel signals is likely too complex and cannot be
captured by convolution with a small receptive field.
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Table 2. EEGEyeNet Gaze Position Scores and Standard Deviation across 5 Runs of
EEGEyeNet baseline methods and EEGViT, compared against our method. Lower is
better. All values are in millimeters and rounded to two decimal places. The column
“Reported” contains the RMSE values that were originally reported from the respective
studies.

Model Reported RMSE Bench RMSE Bench MED Study

Naive Center – 95.85± 0 123.43± 0 [5]
Naive Mean 123.3± 0 95.81± 0 123.31± 0 [5]
Naive Median – 95.79± 0 123.23± 0 [5]
KNN (K = 100) 119.7± 0 92.21± 0 119.67± 0 [5]
RBF SVR 123± 0 95.56± 0 123.00± 0 [5]
Linear Regression 118.3± 0 91.08± 0 118.37± 0 [5]
Ridge Regression 118.2± 0 90.91± 0 118.25± 0 [5]
Lasso Regression 118± 0 90.80± 0 118.04± 0 [5]
Elastic Net 118.1± 0 90.83± 0 118.13± 0 [5]
Random Forest 116.7± 0.1 90.09± 0.08 116.71± 0.08 [5]
Gradient Boost 117± 0.1 91.01± 0.06 117.50± 0.05 [5]
AdaBoost 119.4± 0.1 91.98± 0.07 119.39± 0.06 [5]
XGBoost 118± 0 91.73± 0 118.00± 0 [5]
CNN 70.2± 1.1 59.39± 0.63 70.11± 1.56 [5]
PyramidalCNN 73.6± 1.9 60.32± 1.67 70.86± 0.87 [5]
EEGNet 81.7± 1.0 61.92± 0.37 76.93± 0.73 [5]
InceptionTime 70.8± 0.8 60.32± 0.74 69.37± 0.90 [5]
Xception 78.7± 1.6 66.44± 0.80 76.77± 1.20 [5]
EEGViT 55.4± 0.2 54.41± 0.76 63.44± 0.83 [16]
Ours – 53.06 ± 0.73 60.50 ± 0.93 –

In addition to measuring the accuracy of the models. We have also measured
the run time of each of the models, the result of which are shown in Table 3.
While slower than simpler methods such as CNN and even more considerably
slower than methods such as KNN or linear regression, our method still offers
an approximately 3.2 times speedup compared to the SOTA. This is due to our
algorithm utilizing a much large spatial (channel) kernel, reducing the amount
of trainable parameters in the model.

We were also able to confirm the findings of EEGEyeNet [5] that simple
Machine learning models such as KNN, linear regression, and random forest
were unable to gather meaningful information from EEG data and yielded no
significant difference to naive center (where the model naively predicts the center
of the screen), naive mean or naive median (where the model naively predicts
the mean or median location of the training set’s gaze position), while deep
learning models such as CNN and EEGNet were able to yield significantly better
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Table 3. EEGEyeNet Gaze Position run time (model training and validation of 21464
data samples) across 5 runs of EEGEyeNet baseline methods and EEGViT, compared
against our method.

Model Runtime [seconds] Study

Naive Center <0.01 [5]
Naive Mean < 0.01 [5]
Naive Median <0.01 [5]
KNN 0.71± 0.02 [5]
RBF SVR 13.23± 0.28 [5]
LinearReg 0.40± 0.07 [5]
Ridge 0.16± 0.01 [5]
Lasso 1.12± 0.02 [5]
ElasticNet 1.27± 0.01 [5]
RandomForest 355.90± 4.36 [5]
GradientBoost 816.69± 6.95 [5]
AdaBoost 113.31± 0.08 [5]
XGBoost 44.69± 0.43 [5]
CNN 362.71± 21.52 [5]
PyramidalCNN 281.84± 15.27 [5]
EEGNet 1696.90± 0.97 [5]
Xception 563.30± 10.59 [5]
EEGViT 2629.97± 5.79 [16]
Ours 812.33± 0.88 –

results than the naive baselines. We’ve also discovered that EEGEyeNet may
have wrongly reported their results as “root mean-squared-error” when they may
have in fact measured the mean euclidean distance error of the models, because
in EEGEyeNet’s source code we found that they have commented out the codes
using RMSE and replaced it with MED, and that the resulting “RMSE” differs
significantly with the RMSE result from our experiments, while appearing nearly
identical to our “MED” measurements. Since our measured RMSE results on
EEGEyeNet’s models are significantly lower than reported by the authors of
EEGEyeNet, the improvement made from models such as the SOTA, while still
noticeable, may be smaller than what may have been believed previously.

4.1 Limitations

While the proposed method improves the accuracy and speed compared to the
SOTA, the RMSE remains at approximately 5.3 cm and the mean euclidean dis-
tance remains at 6.1 cm, and training and validating the model takes an order
of hundreds of seconds. This is considerable worse than commercially available
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video-based eye-tracking solutions in terms of both accuracy and run time. More-
over, EEGEyeNet’s data was recorded in a laboratory setting and the partici-
pants were asked to stay still and have their gaze fixated on one spot on a
screen, which is not reflective of most real-world application environments of
eye-tracking [5]. The EEG setup is also more complex than most commercially
available video-based solutions.

5 Conclusion

In this paper, we proposed an algorithm of EEG-based gaze prediction that
outperforms the SOTA in both accuracy and speed. Our method improves the
root mean-squared-error of the tracking to approximately 5.3 cm, and we found
that having a large depth-wise convolution kernel for all EEG channels had the
greatest impact. Nonetheless, EEG-based eye-tracing still has way to go and
further research is needed for it to be comparable to the accuracy of traditional
video-based eye tracking solutions.
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6907 Applied Machine Learning” in The George Washington University.
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Abstract. Here we present a pilot study on the Clarifying Questions Docu-
ment Generator (CQDG), an AI document-generation application designed to
ask follow-up questions to the user after receiving their initial prompt. Study par-
ticipants wrote a prompt requesting the AI to generate a short document such as an
email, letter, or other short document. The AI then generated follow-up questions
and engaged in a short question-and-answer dialog before creating the requested
document. This study examines users’ willingness to engage in a question-and-
answer exchange with an AI, as well as their satisfaction with the output of this
exchange compared to a baseline output generated using only the users’ original
prompts. It was predicted that users would prefer the output that included the
solicited information over the baseline result. However, the initial results suggest
that there was little to no overall improvement in the final output, with about half
of users preferring the baseline output to the result of the question-and-answer
exchange. This paper will discuss possible reasons for this result as well as sug-
gestions for how future systems could be improved, which will be incorporated
into a larger study later this year.

Keywords: Large Language Models · Clarifying Questions · Generative AI

1 Introduction

Ambiguity has historically been a challenge in Natural Language Processing (NLP) and
continues to present obstacles for modern systems. Large Language Models (LLMs)
generate output by calculating a “most likely” response to any given input, with inputs
usually given in the form of a prompt from a human user. However, prompts are often
ambiguous, and even the best possible prediction cannot fully resolve underspecified
prompts [1]. Even in a conversation between two humans, both speaking the same
language and communicating clearly, misunderstandings are common. While there are
many ways to resolve ambiguity in a human conversation, perhaps the most obvious way
is to ask for clarification. However, commonly used LLM systems such as ChatGPT,
Bard, and Bing do not ask clarifying questions in response to ambiguous prompts.

This is a problem in fields where precision is important. Detailed discussions, includ-
ing follow-up questions, are a necessary part of human communication in such fields.
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Even for simple requests, a lack of follow-up questions can lead to suboptimal answers
or cause the LLM to misunderstand the user’s needs.

LLMs are capable of identifying ambiguity in user prompts and forming questions in
response to ambiguity when prompted to do so. This has already been demonstrated with
AIs answering simple ambiguous questions [2, 3], but has not yet been demonstrated
with AIs intended to generate longer-form responses such as letters or documents. We
propose that an LLM-based system that asks clarifying questions when needed will
produce content that is more closely aligned to the desires of the human user than a
comparable system which asks no clarifying questions.

2 Background

Ambiguity has historically been a challenge for NLP, including parsing [4–6], Named
Entity Recognition (NER) [7–9], story understanding [10–13], and numerous other NLP
tasks. In the past decade, neural models have been employed to create software that
can exhibit reading comprehension-like behaviors on ambiguous, natural language text.
Recurrent Neural Networks (RNN) [14, 15] and Long Short-Term Memory Networks
(LSTM) [10, 16–18] demonstrated successeswith specialist systemsdedicated to specific
NLP tasks.

Large LanguageModels (LLM) offer amore general solution than specializedLSTM
systems. Over the past several years LLMs have improved dramatically, demonstrat-
ing state-of-the-art performance in multiple areas of NLP, matching or outperform-
ing specialized LSTM-based systems on several NLP benchmarks [19–21] including
answering questions about children’s stories [22], common-sense reasoning [23], reading
comprehension [24], translation, and summarization [21], among others.

Output from LLMs can be further improved by the introduction of “chain-of-thought
reasoning” [25], in which the LLM is prompted to write out a full logical argument for
its conclusion in small steps, rather than skipping straight ahead to the final conclusion.
Chain-of-thought reasoning in LLMs leads to fewer hallucinations, more factually cor-
rect responses, more advanced reasoning, and improved ability to solve puzzles or trick
questions. LLM systems operating on a chain-of-thought model also have the potential
to explain the reasoning that led them to a given conclusion, which is considered to be
a desirable trait in both logical and ethical reasoning, and a necessary step for humans
to trust the results of an analysis [26, 27].

2.1 Context, Ambiguity, and User Needs

Understanding context is necessary for accurate reasoning and communication. When
precision is needed in human communication, a wide variety of methods are used to
clarify what would otherwise be inherently ambiguous language. For example, when
gathering requirements for new software, a high degree of precision is needed, usually
far more than is initially provided, which is the motive for the phase of ‘requirements
gathering’ within software engineering. Requirements gathering has been researched at
length, and often employs a wide variety of techniques including questionnaires, face-to-
face dialogs between customer and developer, and various exercises designed to improve
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user engagement with the requirements gathering process [28, 29]. None of this would
be necessary if software engineers could reliably get good results by simply asking
users to “please state your requirements clearly!” One of the key goals of requirements
gathering is to understand the context of the desired software, for example, what problem
the software is needed to solve, and what specific change or improvement it is hoped the
software will achieve.

Prior research in conversational interfaces has shown that better results can be
achieved when the full context of a conversation is considered, not just the immedi-
ate prompt [30]. Systems such as ChatGPT are in a disadvantaged position with regards
to context, as users can enter any prompt on any topic, and the LLM must provide a
response with no knowledge of who the user is or why they are asking. It is unreasonable
to assume that an LLMcould interpret the user’s intendedmeaning in the absence of con-
text when this is not possible even in communication between humans, using inherently
ambiguous and context-dependent language.We believe that asking clarifying questions
is a skill which LLMs must master if they are to communicate clearly and precisely with
humans.

2.2 Prior Work

Several recentworks have addressed the concept ofLLMsusing clarifying questions. The
CLAMarchitecture [2] presents amethod for using anLLM to assess ambiguity, generate
a clarifying question if needed, and then generate an answer based on the user’s response
to the question. CLARA [3] showed that a similar framework could be used to interpret
user commands given to a robotic arm. ClarifyDelphi [31] uses clarifying questions to
assist in context-sensitive ethical reasoning. Zhang et al. 2023 present a framework for
asking clarifying questions before retrieving data from a database [32]. ClarifyGPT [33]
demonstrates the benefits of asking clarifying questions for LLM code-creation tasks.
Follow-up questions have been shown to be effective at steering the conversation in
automated surveys conducted by LLM chatbots [34].

Our research differs from these prior works in several ways:

1. We examine the overall quality of generated text documents. The ability to create and
modify original documents is a key strength of LLMs over earlier AI systems.

2. In our research, human users rate the quality of documents based on their own needs
and subjective judgements. This is a realistic scenario for documents generated for
human use. Prior research has relied heavily on “simulated humans” modeled by AI
or automated metrics which may not reflect users’ subjective experience of document
quality.

3. We also examine users’ willingness to engage in question-and-answer dialog with
the AI. It is hoped that the AI asking follow-up questions will encourage users to
engage more deeply with their own prompts and with the document creation process.
However, it is also possible that users will find the process annoying or arduous.

2.3 Existing Benchmarks and Evaluation Methods

There are many benchmarks currently in use for the evaluation of LLMs. Many of the
common benchmarks, such as the BLEU benchmark [35] and BERTScore [36], measure
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the overall quality of the generated text. However, they do not measure how well the
output corresponds to the initial prompt or to a user-desired outcome. Other benchmarks
test the LLM’s ability to give the correct answer to questions with previously established
correct answers, including numerous question-answer (QA) datasets [37]. Some QA
datasets target specific types of questions, including CoQA for Conversational Question
Answering [24], TruthfulQA for misleading questions [38], and the Children’s Book
Test for reading comprehension of short stories [22]. These styles of benchmark are
poorly suited to determining whether a generated content has fulfilled a user’s needs.
Measuring the overall quality of the text, as BLEU and BERTScore do, does not tell us
whether the high-quality text has solved the user’s problem or merely provided elegant
but irrelevant prose. QA datasets are only suitable for measuring the LLM’s ability to
produce short, accurate responses to questions with objectively right andwrong answers.
This is not suitable for the evaluation of longer-form content. A letter, essay, or short
story cannot be objectively classified as “correct” or “incorrect.” The overall quality of
such a document can only be measured subjectively, by the evaluation of the reader.1

Validation of generative models for visual art and music may offer some guidance
here. As with long-form textual content, the quality of visual art and music cannot
generally be objectively evaluated. Furthermore, such systems are most often employed
in the task of generating content (art or music) from a short textual prompt, and quality of
these systems must be evaluated on how closely the output matches the intent behind the
prompt given to the model. Despite the challenges associated with subjective analysis by
human evaluators, including higher costs and challenges with methodology and sample
size, it is often the only way to gain reliable feedback on the quality of output from
creative systems [39, 40]. For instance, the experiments which validated the quality of
DALL-E had human evaluators rate images for both realism and accuracy relative to
each image’s corresponding prompt [41].

3 System Architecture

For this study we created a web-based application called the Clarifying Questions
Document Generator (CQDG). The key components of CQDG are:

• A user-facing front-end.
• A back-end powered by OpenAI’s GPT3.5 API.
• A database for logging results from the use of the system.

CQDG was designed as an interface between the user and the OpenAI API. CQDG
applies specific prompt-engineering templates to the user’s questions, prompts, and
responses to induce GPT3.5 to identify ambiguity, generate follow-up questions, and
ultimately produce a final output that considers both the original user prompt as well
as the additional information from the ensuing conversation. In some cases, the API is
prompted multiple times to produce multi-step results for ambiguity analysis before the
user is shown only the final response of a small sequence of API interactions. In other

1 In some cases, an objective measure may be possible for documents with a purpose, such as
whether a generated resume resulted in an interview in a job application. However, in general,
user assessment of document quality is subjective.
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cases, the API is given a modified version of the user’s original prompt decorated with
specific prompt engineering to steer the response. To the user it appears as if each of
their inputs is given just one output in direct response to what they wrote, just as when
chatting with ChatGPT directly, although several interactions between the web page and
the GPT API are actually taking place during each step of the process without being
shown to the user. The process of generating follow-up questions is similar to that shown
by the CLAM model (Kuhn, Gal, and Farquhar 2023) [2].

The baseline document is generated by providing the OpenAI API with an unmod-
ified version of the user’s original prompt. The experimental output, hereafter referred
to as the QA Document, is generated by providing GPT3.5 with the full context of the
original prompt, the follow-up questions, and all user responses. An example of a com-
plete log of prompts and responses sent and received from GPT3.5 is provided in the
appendix.

4 Methodology

4.1 Experiment Design

Since CQDG relies on user interaction in the form of question asking and answering,
the use of large static databases of question-answer sets is insufficient to test this design.
Direct interaction between CQDG and human users is necessary. So, participants are
directed to a public website hosting CQDG, which guides them through the experiment.
Participants complete the study either on a Zoom call with a researcher or in person with
the researcher in the room. The participant is asked to narrate out loud their thought pro-
cess and any challenges or difficulties they encounter using the system, and the researcher
takes notes on any feedback given by the participants. On Zoom calls, participants are
asked to share their screens so the researcher can observe their interactions with CQDG.
Step 1 Explanation and consent2. CQDG shows the user an explanation of the experi-
ment, and then asks for the user’s consent to participate in the study, with an explanation
of what data will be collected and how it will be used.
Step 2: Demographic Questions. The user is asked a small set of demographic ques-
tions. For the small sample size of this pilot study, we were not able to draw conclusions
about how different groups respond to the system. However, we hope that this data will
be valuable in the full study. The demographic questions are:

• Age

– [Numerical Input]

• Gender

– “Female”
– “Male”
– “Other/Nonbinary”

2 This experiment design was approved by the University of Hawaii Institutional Review Board.
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• “What is your prior experience with generative AI such as ChatGPT, Bard, or similar
programs?”

– “I use generative AI regularly.”
– “I have used generative AI before, but not often.”
– “I have never used generative AI before.”

• “Is English your primary spoken language?”

– “Yes”
– “No”

Step 3: Instructions. The user is shown the following instructions: “Think of a writing
task you would like the AI to help you produce. This can be a document you actually
need (you will have the opportunity to keep the output) or something you only think up
for the sake of the experiment. Either way, please think in detail about what you want
the AI to write for you before proceeding to the next step. When you have a clear idea
of what you want to ask the AI to write, enter a 1-sentence or 2-sentence prompt in the
textbox below, asking the AI to write your document for you. The AI will ask you a series
of questions, and you will then be given two versions of the document you requested,
and asked for feedback on which version you prefer. “A text-entry area is provided for
the user to enter their prompt.
Step 4: Follow-up Questions.After the user enters their initial prompt, CQDG presents
the user with three clarifying follow-up questions generated by GPT 3.5 based on the
user’s prompt, along with a text-entry field for the user to enter their response.
Step 5:DocumentOutput.After all questions have been answered, CQDGusesGPT3.5
to generate two versions of the requested document. One version uses only the user’s
original prompt to generate the document (baseline). The other version additionally uses
the responses to the follow-up questions (QA Document). The outputs are presented to
the user in random order, one at a time. When the user is shown each document, they are
asked to rate the document according to three metrics, each evaluated on a scale of 1–5:

• Howclose is this document towhat you hoped forwhen youmade your initial request?

– (5) Very close to what I was hoping for.
– (4) Somewhat close to what I was hoping for.
– (3) A little bit like what I was hoping for.
– (2) Not very close to what I was hoping for.
– (1) Not at all what I wanted.

• How useful would this document be to you?

– (5) I could use this document as-is.
– (4) I could use this document with minimal modification.
– (3) I could use this document with substantial modification.
– (2) This document could be used as a general starting point but requires major

revisions to be usable.
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– (1) This document is not usable at all.

• How would you rate the overall quality of this document?

– (5) Excellent quality.
– (4) Above average quality.
– (3) Average quality.
– (2) Below average quality.
– (1) Poor quality.

Step 6: Optional Continuation and Exit Questionnaire. After ranking each output
with the three questions listed above, the user is shown an exit questionnaire with the
following questions:

• Please rate the following statements on a scale of “Strongly Agree” to “Strongly
Disagree” (Each of the following statements is shown with 5 options and analyzed
as a scale score of 1–5: 5-Strongly Agree, 4-Slightly Agree, 3-Neutral, 2-Sightly
Disagree, 1-Strongly Disagree)

– It was annoying to have to answer questions even though I had already explained
what I wanted the AI to do.

– I felt like the AI was more engaged with my problem because it asked follow-up
questions.

– Iwould bewilling to answer follow-up questions fromanAI if answering questions
led to better results.

– I liked that the AI showed me two options to pick between, instead of only picking
the option it thought was best.

• Do you have any additional feedback or comments (optional)?

– A free-text entry is provided.

5 Results

A total of eight participants completed the pilot study. Although participants were not
prompted to complete the studymultiple times, several participants specifically requested
to run the study again with different prompts immediately after completing the study for
the first time. This was allowed, and the eight participants completed the study a total
of fourteen times. This is not a sufficient sample size to draw statistically significant
conclusions about the overall effectiveness of CQDG. However, as a pilot study, the
primary goal was to inform the design of a follow-up study with a much larger sample
of participants completing the study without direct supervision from the researchers.
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5.1 Participant Responses

Document Ratings. As shown in Fig. 1, participant ratings for the document resulting
from the question-and-answer process were similar to the ratings given for the baseline
output which was generated using only the original prompts.

Exit Survey. As shown in Fig. 2, participants responded positively to the question-and-
answer process overall. Participants did not express annoyance at being asked additional
questions before receiving their output, and overall felt positively about the question-
answering experience.

Completion Time. The average time to complete the study, measured from the accep-
tance of the consent to the completion of the exit survey, was 16 min 46 s. However,
there was substantial variation in completion time, with the shortest time being 6 min 19
s and the longest being 41 min 35 s. This is to be expected, since participants were free
to enter their own prompts and give as brief or as detailed answers as they desired for
the question-answering phase. Most of the difference in completion time is explained by
the difference in time spent entering answers with varying levels of detail. The longest
completion time was for a user who requested a complete resume of a long musical
career and gave substantial details in their prompt and answers. The shortest was for a
user who requested a haiku and gave very short and general guidance in their prompt
and answers.

4.46
3.77

4.314.08 3.69
4.31

0.00
1.00
2.00
3.00
4.00
5.00

How close is this document
to what you hoped for

when you made your ini�al
request?

How useful would this
document be to you?

How would you rate the
overall quality of this

document?

QA Document Baseline

Fig. 1. Average document ratings given by participants. Note that this sample size is not large
enough to be statistically significant, thus no error bars have been included.
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Fig. 2. Exit survey results. Overall, participants responded positively to answering questions from
the AI and did not find the process annoying. Note that this sample size is not large enough to be
statistically significant, thus no error bars have been included.

6 Discussion

Absolute vs RelativeMeasures. Participants in this studywere asked to rate the quality
of the produced document on an absolute scale with five options. For both the baseline
and QA documents, most participants felt positively overall, but were not completely
satisfied with either document, which led to most responses being in the upper half of
the scale (3–5) leaving little room to differentiate the documents. Even in cases where
participants expressed verbally or in written feedback that they liked/disliked some
aspect of a document, this was often not reflected in the scores.

Engagement and Insight from Follow-Up Questions. Several participants expressed
that the follow-up questions themselves introduced new ideas or caused them to think
about aspects of their request that they had not previously considered. Participants indi-
cated that this was a benefit of the question-answering process. Conversely, questions
which asked for simple information such as the user’s name or organization were not
considered helpful by participants. Baseline documents often included tags such as [your
name] and [name of organization] and participants did not see a benefit to giving this
information in the interactive phase rather than entering the information later.

Novel Ideas inBaselineDocuments. Thebaseline documents included a greater variety
of content that did not come directly from the participants’ prompts or responses. Given
limited information to work with, GPT often produces plausible outputs that surprises
participants or takes a direction they had not previously thought of. While this was
undesired in some cases, in other cases the participants expressed finding the originality
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to be useful and insightful. This is in line with previous findings that LLMs often perform
surprisingly well at underspecified tasks [42].

Rigid Outputs from QA Documents. Conversely, the outputs that were generated
using both the original prompts as well as the questions and answers typically included
far less original content and often copied pieces of the participants’ answers verba-
tim, resulting in a document that closely adhered to the participants stated needs but
offered little originality. Participants expressed valuing the insight from the questions
themselves, which often contained ideas they had not thought of, but this insight and
originality did not carry forward into the final output.

7 Future Work

This study was designed as a pilot for a study which will include a larger sample size and
allow participants to complete the survey without the direct supervision of a researcher.
Based on the results of the pilot, the larger study will:

1. Allow users to read both documents and then indicate preference for one document
or the other, rather than asking users to rate the documents one at a time.

2. Use higher resolution on rating scales. The 1–5 scale proved to be insufficiently
sensitive.

3. Refine the prompt engineering of the sequences input to GPT. Ideally, the final output
should take participants’ responses into accountwhile retaining a degree of originality,
without copying participant answers verbatim.

4. Gear questions towards encouraging users to think about their needs in ways they
had not previously considered or proposing expansions or alternatives, rather than
gathering information that the user could easily enter into a template form (e.g. the
name of their organization).

5. Provide a way to continue refining the documents after their initial creation. Sev-
eral participants, especially those with prior experience with generative AI, specifi-
cally requested the ability to continue refining the outputs they were given with new
instructions.

6. Compare GPT 3.5, GPT 4, and other LLMs. GPT 3.5 was only used in this case for
simplicity due to the small number of participants.

7. Conclusion

We have proposed that using LLMs to generate follow-up questions can lead to
superior output for text documents generated by the LLM. However, initial results do
not show an obvious advantage of the QA documents over the baseline. The primary
disadvantage faced by CQDG was that the QA documents focused heavily on the users’
answers and did not generate as much original content as documents generated from the
prompt alone. This issue could be solved by modifying the prompt engineering in the
templates that present the users’ prompts and responses to the LLM. The intent behind
this pilot studywas to investigate users’ response toCQDGand these insightswill inform
the design of a larger study to be conducted later this year.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Appendix: Example Prompt and Response Log

An example of the QA Document generation process is shown below. This example was
invented for the purposes of this paper and is not an actual entry by one of the study
participants. Participants’ answers are kept confidential by our privacy agreement. Bold
text is for clarification only and is not part of the actual prompts or responses.
User Enters:Write a lesson plan on the Apollo 11 mission for a middle school science
class.
Sent to GPT: You are a helpful AI assistant used to generate short documents. A user is
requesting the creation of a new document. This is their request: user: “Write a lesson
plan on the Apollo 11 mission for a middle school science class.” Identify any areas
of significant ambiguity or necessary information that has not been included, and write
these out in a short list. Include exactly 3 items in the list.
GPT Response: 1. Duration and schedule: It is important to specify the duration of
the lesson plan, such as whether it is designed for a single class period or a series of
classes. Additionally, it would be helpful to know the desired schedule for the lesson
plan, including any specific timing for different activities within the plan. 2. Required
resources: Clarify whether there are any specific resources available for the lesson plan,
such as textbooks, videos, or online materials. Knowing what resources are accessible
will help in developing appropriate activities and assignments. 3. Prior knowledge and
grade level: Identify the prior knowledge expected from the middle school students and
their grade level. This will enable customizing the content and complexity of the lesson
plan to suit their understanding and abilities.
Sent to GPT:Consider the following request: user: “Write a lesson plan on the Apollo 11
mission for a middle school science class.” and the following identified points of ambi-
guity: “1. Duration and schedule: It is important to specify the duration of the lesson
plan, such as whether it is designed for a single class period or a series of classes. Addi-
tionally, it would be helpful to know the desired schedule for the lesson plan, including
any specific timing for different activities within the plan. 2. Required resources: Clarify
whether there are any specific resources available for the lesson plan, such as textbooks,
videos, or online materials. Knowing what resources are accessible will help in develop-
ing appropriate activities and assignments. 3. Prior knowledge and grade level: Identify
the prior knowledge expected from the middle school students and their grade level.
This will enable customizing the content and complexity of the lesson plan to suit their
understanding and abilities.” Respond as though this request was just made by the user.
Start with a friendly greeting, then ask a respectful and concise question to clarify the
user’s needs, keeping in mind the ambiguity you just identified. Format your response
as a numbered list of exactly 3 questions.
GPT Response: Hello! I’d be happy to help you create a lesson plan on the Apollo 11
mission for a middle school science class. To ensure I fulfill your needs, I have a few
questions: 1. Duration and schedule: Could you please let me know the duration of the
lesson plan? Is it designed for a single class period or a series of classes? Additionally,
do you have any preferences or specific timing for different activities within the plan? 2.
Required resources: Are there any specific resources available for the lesson plan, such
as textbooks, videos, or online materials? Knowing what resources you have access to
will allow me to develop appropriate activities and assignments. 3. Prior knowledge and
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grade level: Could you please clarify the prior knowledge expected from the middle
school students and specify their grade level? This information will enable me to tailor
the content and complexity of the lesson plan to suit their understanding and abilities.
Once I have these details, I’ll be able to create a comprehensive and suitable lesson plan
on the Apollo 11 mission for your middle school science class.
[This response is parsed into separate questions and shown to the user]
Question 1 (Shown to User): Duration and schedule: Could you please let me know the
duration of the lesson plan? Is it designed for a single class period or a series of classes?
Additionally, do you have any preferences or specific timing for different activitieswithin
the plan?
User Answer:This is for a single one-hour class. Please include at least one short activity
in addition to lecture and discussion.
Question 2 (Shown to User): Required resources: Are there any specific resources
available for the lesson plan, such as textbooks, videos, or online materials? Knowing
what resources you have access to will allow me to develop appropriate activities and
assignments.
User Answer:We are going to watch a 10-min Youtube video about the Apollo program
and the moon landing. Their textbook also includes a chapter on space flight.
Question 3 (Shown to User): Prior knowledge and grade level: Could you please clarify
the prior knowledge expected from the middle school students and specify their grade
level? This information will enable me to tailor the content and complexity of the lesson
plan to suit their understanding and abilities.
User Answer: This class has students from multiple grade levels, grades 6–8. We have
been covering the history of flight this quarter, and the students havemade paper airplanes
and launched model rockets in previous classes.
Sent toGPT:Consider the following exchange.Attempt to create the document requested
by the user, considering the answers they gave when asked for details. User: “Write a
lesson plan on the Apollo 11 mission for a middle school science class.” assistant:
“Hello! I’d be happy to help you create a lesson plan on the Apollo 11 mission for a
middle school science class. To ensure I fulfill your needs, I have a few questions:

1. Duration and schedule: Could you please let me know the duration of the lesson plan?
Is it designed for a single class period or a series of classes? Additionally, do you
have any preferences or specific timing for different activities within the plan?”

user: “This is for a single one-hour class. Please include at least one short activity
in addition to lecture and discussion.” assistant: “

2. Required resources: Are there any specific resources available for the lesson plan,
such as textbooks, videos, or online materials? Knowing what resources you have
access to will allow me to develop appropriate activities and assignments. “

user: “We are going to watch a 10-min Youtube video about the Apollo pro-
gram and the moon landing. Their textbook also includes a chapter on space flight.”
assistant: “

3. Prior knowledge and grade level: Could you please clarify the prior knowledge
expected from the middle school students and specify their grade level? This infor-
mation will enable me to tailor the content and complexity of the lesson plan to suit
their understanding and abilities.”
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user: “This class has students from multiple grade levels, grades 6–8. We have
been covering the history of flight this quarter, and the students have made paper
airplanes and launched model rockets in previous classes.”

GPT Response (Shown to User): Lesson Plan: Apollo 11 Mission
Grade Level: 6–8 Duration: 1 h (single class period) Resources:

• 10-min YouTube video on the Apollo program and the moon landing
• Textbook with a chapter on space flight

Prior Knowledge: Students have been studying the history of flight and have engaged
in hands-on activities like making paper airplanes and launching model rockets.

Objectives: By the end of this lesson, students will be able to:

1. Explain the significance of the Apollo 11 mission in the context of space exploration.
2. Describe the steps involved in the Apollo 11 mission.
3. Analyze the impact of the Apollo 11 mission on technology and society.

Procedure:

1. Warm-up activity (10min): - Begin the class by asking students what they know about
the Apollo 11 mission. Encourage them to share any facts or prior knowledge they
have. This will help activate their prior knowledge and set the stage for the lesson.

2. Introduction to the Apollo 11 mission (15 min):

• Show the 10-min YouTube video on the Apollo program and the moon landing.
This video will provide an overview of the mission and the significance of the
moon landing. Pause at key points to allow for class discussion and clarification
of any questions or misconceptions.

3. Lecture and discussion (20 min):

• Using the textbook chapter on space flight, provide a brief lecture on the Apollo 11
mission.Highlight key points such as the crewmembers, the spacecraft, the launch,
the lunar landing, and the return to Earth. Encourage students to ask questions and
engage in discussion throughout the lecture.

4. Hands-on activity: Lunar module design challenge (15 min):

• Divide the class into small groups and provide each group with materials such as
paper, tape, scissors, and straws.

• Explain that they will be designing and building their own lunar modules that can
safely land on the moon. Encourage creativity and problem-solving skills.

• After the groups have completed their designs, invite them to present their lunar
modules and explain their design choices to the class.

5. Summary and reflection (5 min):

• Ask students to reflect on what they have learned about the Apollo 11 mission
and its significance. Allow them to share their thoughts and any new insights they
gained during the lesson.

• Provide a brief summary of the key points covered in the lesson, emphasizing the
impact of the Apollo 11 mission on technology and society.
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Assessment:

• Assessment can be conducted through class participation and engagement during the
discussion and hands-on activity.

• Additionally, students can be given a short-written assignment or quiz to test their
understanding of the key concepts covered in the lesson.

Extension activities:

• If time permits, students can research and present on other significant space missions,
exploring the scientific and technological advancements made in those missions.

• Students can also create posters or multimedia presentations highlighting the key
events and achievements of the Apollo 11 mission.

Note: If additional time is available, the lesson plan can be extended or revised
accordingly.
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Abstract. Self-supervised learning has been a powerful training
paradigm to facilitate representation learning. In this study, we design
a masked autoencoder (MAE) to guide deep learning models to learn
electroencephalography (EEG) signal representation. Our MAE includes
an encoder and a decoder. A certain proportion of input EEG signals
are randomly masked and sent to our MAE. The goal is to recover these
masked signals. After this self-supervised pre-training, the encoder is
fine-tuned on downstream tasks. We evaluate our MAE on EEGEyeNet
gaze estimation task. We find that the MAE is an effective brain sig-
nal learner. It also significantly improves learning efficiency. Compared
to the model without MAE pre-training, the pre-trained one achieves
equal performance with 1/3 the time of training and outperforms it in
half the training time. Our study shows that self-supervised learning is a
promising research direction for EEG-based applications as other fields
(natural language processing, computer vision, robotics, etc.), and thus
we expect foundation models to be successful in EEG domain.

Keywords: EEG · Gaze estimation · Self-supervised pre-training ·
Masked autoencoders

1 Introduction

Electroencephalogram (EEG) data, with its rich multidimensional structure,
offers unique insights into various neurological phenomena [20]. Understanding
the complexities of human brain activity through EEG signals has long been
a focal point in neuroscience. EEG-based research holds immense potential of
decoding cognitive processes, mental states, and various spatial and temporal
aspects of brain functioning. The EEGEyeNet dataset [13], specifically designed
for diverse neurocognitive studies, presents a valuable repository for exploring
and analyzing EEG data in the context of predictive modeling tasks.

Among the numerous EEG-based tasks, gaze position estimation is a sig-
nificant challenge due to its relevance in spatial cognition. This task is per-
formed based on the Large Grid Paradigm where participants are instructed
to focus on a succession of dots that appear one after another, with each dot
appearing at one of 25 distinct positions on the screen [13]. The task is to
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predict the XY-coordinate of the participant’s gaze position. Accurate decod-
ing of absolute positions from EEG signals holds implications for neurorehabil-
itation, brain-computer interfaces, and understanding fundamental aspects of
spatial awareness.

Fig. 1. Pre-training and fine-tuning model architectures. EEG signals collected
from multiple channels are arranged into a matrix. (a) We mask random elements from
the input EEG signal matrix. Our MAE learns to recover these missing signals. (b) Our
main purpose is to measure the encoder’s performance change after MAE pre-training,
so we remove the decoder and fine-tune the encoder to predict gaze positions.

Deep learning methodologies have shown remarkable promise in unravel-
ing intricate patterns within EEG data [1,26]. Recently, the widely-used Vision
Transformer (ViT) model [10] has been proven to be able to significantly improve
the accuracy of absolute position prediction [29]. The model proposed by this
study, EEGViT, provides further evidence that EEG-based tasks could benefit
from computer vision models. EEGViT leverages ViT model weights pre-trained
on the ImageNet dataset [9] to achieve state-of-the-art performance, demonstrat-
ing that pre-training can contribute to the success of the model in addition to the
model architecture [29]. Our study further explores the potential of pre-training
to boost the model performance without data augmentation or modifying the
model architecture.

Self-supervised pre-training is a prevailing practice to facilitate the repre-
sentation learning of deep learning models. It helps the models learn useful
patterns and representation from the data and thus the models achieve bet-
ter performance on downstream tasks. In natural language processing (NLP),
self-supervised pre-training has been employed to guide large language models
to learn contextual information from text corpora [5,14,21,24,25]. Inspired by
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BERT [14], masked autoencoder (MAE) is applied to computer vision models
and shown to be successful and scalable vision learners [2,10,12].

As a self-supervised pre-training technique, MAE removes certain ratios of
content from inputs and tries to reconstruct them. When it is applied in ViT,
a certain ratio of input image patches are masked, and the goal is to recover
these masked patches [12]. Since EEGViT has shown the capability of the ViT
on EEG data, the applicability of MAE on EEG data is worth studying as well.
Therefore, our research question is: are MAEs effective brain signal learners?
We attempt to answer this question by employing a MAE design that is similar
to the one used for ViT pre-training. Our MAE masks random signals from the
input EEG signal matrix and reconstructs the missing signals. It has an encoder-
decoder architecture (Fig. 1a). The encoder operates on masked EEG signals
and learns meaningful latent representations. The decoder then reconstructs the
input signals from these latent representations. After pre-training with our MAE,
the decoder is removed and the encoder is applied to unmasked EEG signals for
gaze position prediction (Fig. 1b).

We compare the performance of the encoder pre-trained with our MAE to the
encoder trained from scratch. Experiment results show that MAE pre-training
boosts the encoder’s performance on EEGEyeNet gaze estimation task with-
out data augmentation or modifying the encoder architecture. Compared to the
encoder without MAE pre-training, the pre-trained one achieves equal perfor-
mance with 1/3 the time of training and outperforms it in half the training
time (Fig. 3). We anticipate that EEG-based applications will benefit more from
self-supervised pre-trained deep learning models just as other fields (NLP, com-
puter vision, robotics, etc.), and this even suggests the promising research on
foundation models [4,11,18,30,32] in the EEG domain.

2 Related Work

2.1 Masked Modeling in Language and Vision

Self-supervised pre-training by masked modeling has brought huge progress to
natural language processing (NLP). The masking mechanism in BERT [14] is to
randomly mask a certain percentage of the input tokens, and train the model to
predict the original token that has been masked out. GPT [5,21,24,25] adopts an
autoregressive training approach that predicts the next word in a sentence given
all the previous words, which means that during training, the model looks at a
part of a sentence and learns to predict the word that comes next. Inspired by
the practices in NLP, masked encoding has been applied to visual representation
learning [2,6,10,12].

2.2 Masked Autoencoder for EEG Data

Various deep learning models such as convolutional neural network (CNN),
recurrent neural network (RNN) and Transformer have been applied to EEG
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data [3,8,16,19,26–29,31]. While supervised learning has been a dominant
paradigm of training large deep learning models for a decade, in recent years,
self-supervised pre-training by masked modeling has been a great performance
booster. A deep learning model pre-trained with masked autoencoders (MAE)
often outperforms the same model solely trained with supervised learning. The
success of MAE in NLP and computer vision suggests that it is an effective rep-
resentation learner for both temporal and spatial data. Therefore, it is a natural
idea to apply MAE to EEG data.

Previous work has demonstrated the advantage of MAE on EEG-based sleep
stage classification [7], seizure sub-type classification [22] and cognitive load clas-
sification [23]. The MAEs in these studies reconstruct original features or raw
signals from masked features. Our study, however, employs a simple approach
that reconstructs original EEG signals from masked signals. The input EEG
signals are directly masked and fed to our MAE without further preprocessing
and feature extraction. Experiments have shown that this simple design can
still guide our MAE to learn signal representation that is useful for downstream
tasks.

2.3 EEG-Based Gaze Estimation

EEG-based gaze estimation aims at combining EEG signals with computational
techniques to predict the direction or position of a person’s gaze. This approach
leverages the fact that certain patterns in brain activity, as captured by EEG,
correlate with where a person is looking.

The EEGEyeNet dataset [13] is a comprehensive collection of high-density,
128-channel EEG data synchronized with eye-tracking recordings from 356
healthy adults. This dataset is unique due to its large scale and precise anno-
tation, encompassing over 47 h of recording. The third task in the associated
benchmark involves determining the absolute position of the subject’s gaze on a
screen, described in terms of XY-coordinates. This task is performed using data
from the Large Grid paradigm, where participants fixate on a series of dots at
different screen positions. It is the most challenging task in the benchmark, aim-
ing to simulate a purely EEG-based eye-tracker. The performance is measured as
the euclidean distance in millimeters between the actual and the estimated gaze
position. Current performance of deep learning models on this task is presented
in Table 4 of [29].

3 Methods

We design a masked autoencoder (MAE) that randomly masks signals from the
input EEG signal matrix and recovers these missing signals. As shown in Fig. 1,
our MAE has an encoder-decoder architecture. The encoder operates on masked
EEG signals and learns meaningful latent representations. The decoder then
reconstructs the input signals from these latent representations. As the overall
goal is to enhance the encoder’s capability to learn useful signal representations,
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after MAE pre-training, the decoder is removed and the encoder is applied to
unmasked EEG signals to perform downstream tasks. By doing so, we are able
to measure the encoder’s performance change after MAE pre-training.

3.1 Masking Mechanism

The masking is applied based on the matrix representation of EEG signals. Raw
EEG signals are collected from multiple channels. The signals from each channel
can be stacked row by row to form a matrix that is suitable for being neural
network input [29].

Before an EEG signal matrix is sent to our MAE encoder, a certain proportion
of its elements are randomly selected to be set to zero. We implement a simple
random selection. Suppose the dimension of EEG signal matrices is m×n and the
masking ratio is r. First we generate a random permutation of integers from 0 to
m×n−1. Then we select the first m×n×r integers from this permutation as the
indices to be masked. Next these selected indices are converted into 2D indices
corresponding to the row and column dimensions of the EEG signal matrix. For
index i in the selected indices, its corresponding row index is

⌊
i
n

⌋
and column

index is i mod n. The corresponding elements in the EEG signal matrix will be
set to 0.

During training, a mask is generated for each batch and epoch, which means
that none of the previously used masks is directly reapplied to the current batch.
This will avoid overfitting by ensuring that our MAE can learn as rich local and
global patterns as possible. The MAE cannot solve the reconstruction task by
simply memorizing the signal values.

3.2 Encoder Design

Our MAE encoder is EEGViT [29], a hybrid Vision Transformer (ViT) architec-
ture designed for EEG data. It combines a two-step convolution block [17] with
the ViT layers. When the ViT layers are initialized with the model weights pre-
trained on ImageNet dataset [9], EEGViT achieves state-of-the-art performance
(Table 4 of [29]).

The visual knowledge that ViT learns from large image datasets is beneficial
to EEG data as well. However, EEGViT utilizes pre-trained ViT model weights
directly for supervised training. We believe that the ViT model can first learn
some general EEG signal knowledge before it is applied to a specific task at
hand, by which the model can experience a milder transfer from vision domain
to EEG. We bridge this gap by using pre-trained ViT weights for MAE pre-
training. The ViT layers in our encoder are initialized with the model weights
pre-trained on ImageNet dataset. After the encoder learns general EEG signal
representation, it will be fine-tuned on downstream tasks.

3.3 Decoder Design

Following the MAE for ViT [12], our MAE decoder is a series of Transformer
blocks. The reason for this choice resembles the one for vision MAE. Our
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reconstruction task is at signal level. It requires a low-level understanding of
EEG raw signals. A low-level reconstruction task like pixels, or in our case, sig-
nals, needs a non-trivial decoder architecture. As described in [12], the decoder
design determines the semantic level of learned information. Different decoder
structures drive the encoder to extract different levels of signal patterns.

As introduced before, in the fine-tuning stage, only the encoder is kept for
supervised training. The MAE decoder assists the encoder with efficient signal
encoding, but since our main purpose is to compare the encoder’s performance
before and after MAE pre-training, the decoder is not used for downstream tasks.

3.4 Reconstruction Task

Our MAE takes in masked EEG raw signals and outputs reconstructed signals.
Note that we aim to recover the missing signals, but for implementation sim-
plicity the unmasked signals are also “reconstructed”. That is, our MAE output
has the same dimension as the input. Since we only care about the recovery of
missing signals, the reconstruction loss is computed on the masked elements of
an EEG signal matrix. This practice is similar to previous work [12,14].

Following MAEEG [7], we adopt a similarity loss function1:

L = 1 − x̂ · x
‖x̂‖‖x‖ (1)

where x is the original signals and x̂ is the reconstructed signals. x̂·x
‖x̂‖‖x‖ computes

cosine similarity. Subtracting it from 1 ensures that our MAE learns to minimize
the reconstruction loss. Cosine similarity encourages our MAE to capture the
intrinsic characteristics of EEG signals. We apply a reversed mask to both the
MAE output and full input, so that previously masked positions are now retained
and unmasked positions are now set to zero. Then we flatten these two matrices
to compute the loss.

4 Experiment Setting

We use the EEGEyeNet dataset [13] for MAE pre-training. Then we fine-tune
all layers of the MAE encoder on the same dataset.

4.1 EEG Data

The EEG data for training our model are from “Large Grid Paradigm” in
EEGEyeNet dataset which involves participants fixating on 25 different posi-
tions on a screen [13]. EEGEyeNet provides both minimally and maximally
pre-processed data. We focus on the minimally pre-processed data. This data
includes trials from 27 participants and a total of 21464 samples. Following
EEGViT [29], we split 70% of these samples into the training set, 15% into the
validation set, and 15% into the test set.
1 We also experiment with mean squared error (MSE) loss function, the performance

increase brought by it is not obvious.
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4.2 Training

We train our models on Google Colaboratory with 1 NVIDIA A100 GPU. Table 1
shows our training settings. For pre-training, we employ a larger learning rate
decay step size and train for more epochs than during fine-tuning. This is because
the reconstruction task is more complicated than the downstream gaze estima-
tion task. For fine-tuning, our settings are consistent with EEGViT. The reason
is that we use EEGViT model as our MAE encoder, and the goal is to evaluate
the encoder’s performance increase solely brought by MAE pre-training. This
consistent approach ensures that we are making a fair comparison.

Table 1. Pre-training and fine-tuning settings.

Pre-training Fine-tuning

optimizer Adam [15] Adam

base learning rate (lr) 1e–4 1e–4

batch size 64 64

lr decay step size 10 6

lr decay factor 0.1 0.1

epochs 30 15

5 Results

We study the effects of masking ratio and decoder architecture, and report the
root mean squared error (RMSE) on the test set. The RMSE is in millimeters
(mm). See Sect. 2.3 for details of the gaze estimation task.

Each pre-training epoch takes approximately 2.4 to 2.6 min. A higher masking
ratio takes slightly more time. Each fine-tuning epoch takes approximately 2 min.

5.1 Encoder’s Performance

For MAE pre-training, we experiment with different masking ratios (10%–90%).
The MAE decoder has 1 or 2 Transformer blocks. In Sect. 3.3, we hypothesize
that our reconstruction task needs a non-trivial decoder architecture. Here, we
also use a simple multilayer perceptron (MLP) decoder as a baseline. Table 2
shows the mean and standard deviation over 5 fine-tuning runs. EEGViT’s result
is from our experiment2. For each decoder architecture, the best result among
all the masking ratios is presented in the table. See Fig. 2 for the full results.

2 Here “EEGViT” is equivalent to “EEGViT Pre-trained” in Table 4 of [29]. This
applies to the following mentions as well.
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Fig. 2. Fine-tuning results under different settings.
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Fig. 3. Fine-tuning loss curves. For each decoder setting, top two results among all
the masking ratios (r) are presented.
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We find that MAE pre-training reduces the encoder’s prediction error without
extra hyperparameter tuning. MAE decoder with 2 Transformer blocks achieves
the lowest average RMSE. However, the best results of these three decoder archi-
tectures are fairly close. From Fig. 2, we see that the encoder’s variance on the
gaze estimation task tends to be lower when pre-trained along with more com-
plex decoders, indicating that non-trivial decoder architectures help stabilize the
fine-tuning. We also notice that masking 40% of the input signal gives relatively
good results in all these three decoder settings. We infer that a masking ratio
between 40% and 50% is the optimal choice for our MAE.

Table 2. Results from 5 fine-tuning runs.

Model RMSE (mm)

EEGViT 55.9 ± 0.7

EEGViT-MAE, MLP 53.6 ± 0.5

EEGViT-MAE, 1 Transformer Block 53.7 ± 0.2

EEGViT-MAE, 2 Transformer Blocks 53.5 ± 0.3

5.2 Encoder’s Efficiency

As discussed in Sect. 4.2, our supervised fine-tuning setting is consistent with
EEGViT supervised training. We have shown that EEGViT pre-trained with
our MAE achieves better results within the same training epochs. This suggests
that it adapts faster to the gaze estimation task after MAE pre-training. Figure 3
shows the fine-tuning loss curves. For each decoder setting, top two results among
all the masking ratios are presented.

We find that after MAE pre-training, EEGViT achieves better performance
with half the training epochs. For masking ratio r = 0.4 in the 1 Transformer
block setting and r = 0.5 in the 2 Transformer blocks setting, EEGViT achieves
equal performance with 1/3 of training epochs. This demonstrates a significant
improvement in learning efficiency. We also observe mild overfitting in EEGViT-
MAE models, but it is mitigated in the 2 Transformer blocks setting.

6 Discussion and Conclusion

Visual knowledge that is learned from large image datasets like ImageNet can be
transferred to the EEG domain, which indicates that these two different signals
share some common underlying characteristics. Masked autoencoders (MAEs)
are capable of learning useful visual representations. We show that MAEs are
effective brain signal learners as well. MAE pre-training is beneficial to down-
stream tasks in terms of prediction precision and learning efficiency. In this work,
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we use the EEGViT model as the MAE encoder. However, we expect MAE pre-
training to be a generalizable approach to learn EEG signal representations. The
encoder model’s choice is flexible. In our future work, we plan to explore alter-
native encoder models beyond EEGViT to evaluate the generalizability of MAE
pre-training. Additionally, we plan to extend the experiments to cover more EEG
datasets.

Self-supervised pre-training has been widely explored in NLP and computer
vision. Similarly, EEG signal research could take this path by building large and
diverse EEG datasets to pre-train deep learning models. These pre-trained mod-
els can serve as foundation models [4,11,18,30,32] for EEG-based applications.
They can be fine-tuned on downstream tasks and are expected to obtain superior
performance and efficiency compared to models trained solely with supervised
learning.

Disclosure of Interests. The authors have no competing interests to declare that

are relevant to the content of this article.
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Abstract. The advancement of language models has showcased their
tremendous potential for both good purposes, and harmful misuse. How-
ever, the majority of research have been concentrated on high-resource
languages, leaving much to be desired in low-resource languages. This
article focuses on exploring the use of language models in Norwegian, a
low-resource language. Addressing the threats these models pose in the
context of influence operations in social media.

The methodology uses a mixed-methods approach, combining quanti-
tative analysis and qualitative investigations. The quantitative analysis
entails evaluating the performance of language models across various
contexts, assessing their ability to generate perceived authentic content,
and analyzing user responses to such generated content. The qualita-
tive investigations involve conducting interviews and surveys to gather
insights from participants, aiming to understand their experiences, per-
ceptions, and concerns regarding the use of language models.

By investigating the use of language models in a low-resource lan-
guage, this thesis aims to contribute to the advancement of natural lan-
guage processing research in an underrepresented linguistic context. As
well as exploring the use of these language models for training purposes
in isolated social networks.

Keywords: Machine Learning · Misinformation · Social Media

1 Introduction

This research explores the implications of language models, particularly in the
Norwegian context, leveraging a mixed-methods approach to address the rising
concerns of misinformation and influence operations. Propelled by the trans-
formative capabilities of models like GPT-3, the study delves into the chal-
lenges of discerning between human and machine-generated content. The work
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was a collaborative effort involving the Norwegian Defense Research Establish-
ment (FFI), the Norwegian University of Science and Technology (NTNU), and
the Norwegian Armed Forces Cyber Defence (CYFOR). By applying a social
media [cyber]-range, built to train Norwegian total-defense entities in for exam-
ple, identifying and countering malign influence operations, the range allowed
for researchers to emphasize the role and effect of machine learning models’ in
generating Norwegian-language content.

The project focused on disinformation through the use of targeted short
texts akin to social media posts that can be generated and applied by language
models to potentially sway opinions or damage reputations. As GPT-3 blurs the
lines between human and machine-generated content, the study poses crucial
questions about the accessibility and use of such powerful models, especially in
educational settings.

In the social media context, language models present a potential tool for
malicious manipulation, exploiting the inadequacies of traditional identification
methods. This study investigates the model’s ability to generate credible disinfor-
mation in Norwegian, a language with limited prior research. The primary focus
is on determining if a machine learning model can effectively simulate human-
authored Norwegian text, suggesting a vulnerability in Norway where individuals
may struggle to discern targeted and general disinformation on social media.

The research scrutinizes the authenticity of machine-generated texts and
explores factors influencing perceived authenticity. Additionally, it assesses the
language model’s applicability in a cyber-social media context for training pur-
poses, evaluating its ability for independent operation and specific tasks.

Anticipated outcomes include insights into the model’s effectiveness in the
Norwegian language, contributing to the training of individuals and organiza-
tions in Norwegian total defense for detecting online influence. This research
uniquely examines the active role of the model in producing disinformation, a
form intended to influence populations, contrasting with existing studies primar-
ily focused on detection. Ultimately, the study contributes to the development
of the cyber-social media range for enhanced education and training purposes.

2 Theory

2.1 Influence Operations

Although the term information warfare or information operations are relatively
new, the actions of using information as a weapon in warfare is not novel. Tradi-
tionally it encompassed misinforming, propaganda, and deception. In later years,
as radio transmission entered the battlespace, methods such as electronic warfare
become prevalent and fell under the term information warfare [11].

As social media connected the world in a greater way than ever before, it
brought with it changes in how people interact with brands, states, and politi-
cians [22]. One example is ’echo chambers’ that arise as existing views circulate
without encountering opposing views. The result is a confirmation bias as people
are more inclined to believing and spreading disinformation when information
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comes from people who share the view [12,20–22]. As presented information
gains ’likes’ or similar approving signs, this further entrenches ideas, beliefs,
and enhances legitimacy. Countering this effect requires awareness, and to a
greater extent, cognitive skills training. In a study by Helkala and Rønnfeldt
that described how physiological and psychological resilience increases a soldier’s
cognitive performance [6], one of the key features they present as important for
a person’s resilience towards influence operations is awareness of the constant
effect information around us can have. The awareness of self as much as the
information system you are part of, is key to building resilience.

Examining the operations of the Internet Research Agency (IRA), commonly
known as the Russian troll factory, reveals a noteworthy alignment of certain
tactics with findings from existing research on the heightened susceptibility of
individuals to disinformation. As articulated by Linvill and Warren, the tweets
disseminated and the corresponding accounts exhibit discernible categorizations,
aligning with distinct political affiliations and other thematic classifications [10].
Given the substantial resource investment required to rigorously verify the accu-
racy of the text generated by these models, an alternative methodology is pro-
posed. This involves adopting an approach akin to that employed by the IRA,
wherein text production spans topics of varying sentiments to assess the capacity
of these models to navigate diverse ideological domains, mirroring the versatile
engagement observed in the IRA’s activities [10].

2.2 AI and Influence Operations

In their inquiry into the transformative impact of language models on infor-
mation dissemination strategies, Kreps, McCain, and Brundage [8] conducted a
comprehensive examination of pivotal determinants. The efficacy of individuals
in discerning machine-generated text from human-generated text, the potential
influence of partisanship on perceived credibility, and the consequential alter-
ations in individuals’ policy perspectives upon exposure to such text consti-
tuted focal points of their investigation. The outcomes of their research indicate
that individuals exhibit an inherent incapacity to differentiate between machine-
generated and human-generated text. Furthermore, the study underscores the
significant role of an individual’s partisanship in shaping their perception of
credibility. However, in terms of the impact of exposure on individuals’ policy
views, the findings suggest a marginal effect with limited substantive change

In investigating the capacity of artificial intelligence (AI) to produce per-
suasive propaganda, Goldstein et al. ascertained that large language models,
exemplified by GPT-3, exhibit the capability to generate propaganda of compa-
rable effectiveness to that produced by adversarial foreign entities [5]. Employing
news articles involved in covert propaganda campaigns as the foundation for their
study, the researchers leveraged GPT-3 to generate articles addressing the same
thematic content. The research discerned that both the original propaganda and
that generated by GPT-3 proved highly efficacious in influencing the perspectives
of respondents. The implications of their findings suggest that the utilization of
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language models can render propaganda campaigns more economically feasible
and scalable, requiring minimal human intervention.

2.3 Fake News in Social Media

In the realm of news consumption, social media has emerged as a predominant
source [14]. Platforms like Twitter (now X), for instance, attract a substantial
portion of American users, with over fifty percent relying on the platform for
news dissemination. This stands in stark contrast to the pre-social media era,
where news primarily emanated from newspapers or traditional news channels.
The contemporary landscape signifies a departure from the conventional tether-
ing of news distribution to media establishments. The transformative impact
of the Internet on these dynamics has not only facilitated global intercon-
nectedness but has also augmented accessibility [22]. However, this enhanced
accessibility has concurrently heightened the propensity for the dissemination of
misinformation.

In their investigation, Talwar et al. discerned that users’ intrinsic urgency to
expeditiously disseminate information for the purpose of raising awareness had
a favorable correlation with the proliferation of misinformation, or fake news
[21]. Supplementary studies in the field substantiate that individuals on social
media platforms are inclined to endorse and propagate false information when
their trust in the content originator is pronounced, particularly when the source
aligns with their personal affiliations [12,20]. These psychological phenomena,
coupled with cognitive biases such as the bandwagon effect and confirmation
bias, are delineated by researchers at the Norwegian Defence Research Establish-
ment (FFI) as social attributes susceptible to exploitation in influence operations
[18].

Amidst the concurrent backdrop of the global pandemic and the United
States elections, heightened attention has been directed toward the efficacy
of social media platforms in mitigating the dissemination of misinformation.
Researchers have systematically assessed the impact of moderation mechanisms,
including warning labels and the removal of social endorsement cues (e.g., likes,
retweets), on the propagation of content [7,16,17]. The outcomes of these eval-
uations, focusing on both soft moderation, represented by warning labels, and
hard moderation, exemplified by the blocking of content, have yielded nuanced
results. An intriguing observation emerged during the analysis of tweets authored
by former President Trump between November 2020 and January 2021, where
the enforced blocking on Twitter corresponded with an augmented dissemina-
tion on alternative social media platforms [16]. Additionally, the placement of
warning labels on tweets was associated with an increased spread. However,
the data remains inconclusive regarding whether Twitter’s intervention causally
influenced the content’s spread or if the marked or blocked content would have
proliferated even in the absence of such intervention [16]. Noteworthy consider-
ations also arise from research indicating potential backfiring effects of warning
labels, wherein recipients may exhibit an increased inclination to adhere to their
initial beliefs [17]. An online experiment conducted in Germany provides insights
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into the perceptual impact of warning labels on the credibility of fake news per-
taining to climate change [7]. This investigation revealed analogous patterns
of motivated reasoning, akin to confirmation bias, with left-leaning individu-
als perceiving the falsified information as more credible and displaying a higher
proclivity for content amplification [7]. Furthermore, the study identified cor-
relations between lower educational attainment, less analytical thinking styles,
and an elevated likelihood of content amplification.

An additional strategy employed to counteract the proliferation of misin-
formation involves the application of machine learning models for content clas-
sification on social media platforms [1]. Given the voluminous content gener-
ated on these platforms, reliance on automated tools for detection is inevitable,
albeit accompanied by inherent drawbacks. Notably, research focusing on tweets
labeled in the context of the Covid-19 pandemic revealed instances of mislabel-
ing, engendering skepticism regarding the efficacy of Twitter’s soft moderation
approach [17]. This consideration assumes significance in the development of
countermeasures against misinformation on social media platforms.

The current state of the art in classification models exhibits considerable
variability, reflecting the disparate datasets employed across studies [1,4,15].
Notably, a study evaluating detection models for low-resource languages, exem-
plified by Amharic, reported a remarkable 99% accuracy with high precision.
However, this result was contingent upon evaluation solely on the dataset used
for training, owing to the scarcity of diverse datasets for the language in question
[4]. This trend is observed across other low-resource languages, underscoring the
dearth of dedicated resources in this domain.

In the realm of fact-checking and fake news detection, models have achieved
commendable accuracies surpassing 96% [1]. However, considerations arise
regarding factors such as article structure, which can exert a substantial impact
on accuracy [15].

Recognizing the inherent limitations of these models, coupled with the vari-
able effects of the labels they apply, necessitates a broader examination of
machine learning’s role in the social media context. FFI underscores the critical
imperative of cultivating a resilient populace in the face of influence operations
and misinformation on social media [18]. Drawing from the Finnish model, which
emphasizes training and educating the population on identifying fake news, valu-
able insights emerge. The deployment of language models, as explored in this
research, contributes to a nuanced understanding of how social media platforms
must adapt to the evolving threat landscape of influence operations augmented
with language models. Furthermore, these models serve as effective tools for
training the populace, bolstering their resilience in the context of influence oper-
ations and disinformation.

2.4 Intersection of Fake News and Language Models

This research article investigates the dual applications of language models,
assessing their potential for malicious use and training purposes. To contex-
tualize the research, a review of existing studies exploring language models’
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utilization in generating fake news or social media content was essential. Ope-
nAI’s GPT-3, in particular, was examined to gauge its proficiency in crafting
news articles deemed authentic by humans. The results revealed that the largest
model achieved a recognition accuracy of only 52%, marginally surpassing chance
[2]. Subsequently, OpenAI and other researchers have intensified their scrutiny
of the societal threats posed by language models when wielded for nefarious
purposes.

2.5 Different Strategies

In “Truth, Lies, and Automation,” Buchanan et al. assess GPT-3’s efficacy in
various influence operation strategies on social media [3]. The study delves into
multiple facets of disinformation creation, including the model’s performance in
reiterating existing narratives, generating new ones, and executing more targeted
influence operations. The findings underscore the model’s potential for malicious
use. Given the scale of our model and the experimental scope, this project will
predominantly focus on the domain of narrative reiteration.

3 Methodology

The methodology for this research was split into two main parts. The first part
involved achieving a proper comparison between an English model and a Nor-
wegian model. The second part was an experiment to evaluate the Norwegian
model in a more naturalistic environment.

Prior to this, a pilot study was conducted. The pilot study involved test-
ing two language models on various topics before fine-tuning them on political
datasets. An iterative within-subject design was employed, ensuring each partici-
pant evaluated every text, preventing bias. Evaluators, presented with texts from
humans and models, identified the model-generated ones. Initial findings from
this work laid the foundation for subsequent adjustments to enhance internal
validity.

To refine models and tests, an extended literature review was conducted to
understand how misinformation spreads. The goal was to adapt the model to
mimic propaganda and disinformation on social media. The review delved into
language models in low-resource languages, influence operations on social media,
and the impact of language models on such operations.

The initial work provided insights into the impact of different datasets
and domains on perceived authenticity. However, limitations in data validity
prompted a 2×2 factorial within-subject design. This design aimed to understand
how language and domain specificity influence the perceived human-likeness of
generated text. The test matrix considered language (English or Norwegian) and
domain (General or Domain-specific) variables.

An embedded research design was implemented to gain a deeper understand-
ing of how language models can fit into a purpose built cyber-social media train-
ing environment, or ‘range’. This design aimed to support and build greater
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understanding relating to language models that can be used for the purpose
of training and preparing people to be more aware of the challenges they face
when attempting to differentiate between machine and human made content.
The experiment involved 3rd-year bachelor students from the Norwegian Defence
Cyber Academy, who were presented with model-generated tweets through the
cyber-social media range. Supporting data, including verbal literacy assessments
and self-assessment manikin evaluations, were collected to explore factors affect-
ing participant performance.

To complement quantitative data, semi-structured group interviews were con-
ducted with participants. The interviews aimed to capture participants’ perspec-
tives on the experiment, identifying strengths, weaknesses, and the alignment of
theory with their experiences. This qualitative data supported the interpretation
of quantitative results.

3.1 Language Model Preparation

Prior to this research two language models were fine tuned and evaluated based
on an iterative testing process. The models were based on the current largest
models available for the Norwegian language. That model was a fine tuned
version of the GPT-J6B [9,13,23]. These models were fine tuned on datasets
intended to increase their capabilities in generating political content for both
sides of the political spectrum.

3.2 Cyber-Social Media Simulator: Somulator

To enhance ecological validity in this experiment, it was conducted using the
Somulator, a social media simulator developed by FFI, NTNU and the Norwe-
gian Cyber Defence for exercise and research purposes. The Somulator comprises
various open-source social media platforms mimicking well-known counterparts
like Twitter, Facebook, Instagram, YouTube, and a platform for news article
po sting [1]. The content in the news feeds of the different clones is distributed
using an exercise control panel, through which content, profiles and the overall
information ecology can be staged and managed. Experiment participants can
navigate in and interact with the social media clones as they would on “real life”
social media, which enhances the authenticity of the experimental environment.
For this experiment, the Twitter clone, Mastodon, was applied. The participants
were exposed to the material in their news feeds before answering the ques-
tionnaires. The Somulator operates as an isolated platform, ensuring restricted
access and separation between administrative and participant-accessible sites.
The Somulator employes a lightweight setup, utilizing Docker containers to seg-
regate components and minimize computing power usage. The structured con-
tainer approach facilitates data collection post-experiment by separating the
databases into separate containers. The results were extracted using SSH access
and SQL statements.
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3.3 Supplementary Tests

The experiment incorporated a comprehensive research design involving par-
ticipants undergoing verbal literacy tests before the main testing phase. This
preliminary assessment aimed to gauge participants’ proficiency in verbal com-
prehension and expression. The verbal literacy tests were carefully curated to
assess participants’ language skills and their ability to understand and interpret
written and spoken language.

Following the verbal literacy assessment, participants engaged in the primary
testing phase, during which they were presented with various stimuli, such as
texts and prompts generated by language models. To better understand the
participants’ emotional responses and engagement during this phase, the Self-
Assessment Manikin (SAM) tool was employed. At specific intervals throughout
the testing session, participants used SAM to self-report their emotional states,
providing valuable insights into their subjective experiences.

SAM, a widely used tool in psychological research, employs graphical rep-
resentations of affective states, allowing participants to express their emotional
responses on dimensions like valence, arousal, and dominance. Participants self-
evaluated their emotional experiences by selecting the corresponding figures on
the SAM scale.

By incorporating both verbal literacy tests and SAM assessments, the exper-
iment aimed to explore the interplay between participants’ language comprehen-
sion skills and their emotional responses during language model-generated con-
tent evaluation. This multifaceted approach provided a nuanced understanding
of the cognitive and affective aspects influencing participants’ interactions with
the generated texts. The integration of these assessments enhanced the experi-
ment’s robustness and contributed to a comprehensive analysis of participants’
experiences and responses.

4 Results

4.1 2× 2 Factorial Within-Subject Design

The 2× 2 factorial within-subject design aimed to give a comparison between
an English models and the Norwegian models performance. The text produced
was both general and domain-specific. There were 23 participants, 12 female
and 11 male. For each group 4 tweets were presented, 2 human-written and 2
machine-generated.

The comparison of male and female participants regarding the identification
of machine-generated and human-written texts reveals notable differences. On
average, male participants correctly identify 0.7 more machine-generated tweets
than females but incorrectly mark human-written texts 1.386 more times. This
trend persists for both Norwegian and English texts. Male participants consis-
tently outperform females in correctly identifying machine-generated texts and
incorrectly marking human-written ones. Specifically, males score 0.310 higher in
identifying Norwegian machine-generated texts and 0.833 higher in incorrectly
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Table 1. Comparison of rightly identified and incorrectly identified texts between
genders

Category correct wrong

Norwegian (male) 1.727 2

Norwegian (female) 1.417 1.167

Norwegian (Average) 1.565 1.565

English (male) 1.273 1.636

English (female) 0.917 1.083

English (Average) 1.087 1.348

Total (male) 3 3.636

Total (female) 2.333 2.25

Total (Average) 2.652 2.913

marking Norwegian human-written texts compared to females. In English texts,
males score 0.356 higher in identifying machine-generated texts and 0.553 higher
in incorrectly marking human-written texts than females.

Analyzing Table 1 further, females tend to correctly identify machine-
generated texts slightly more than they incorrectly mark human-written ones.
However, males exhibit the opposite trend, marking human-written texts incor-
rectly more often than correctly identifying machine-generated ones. Both gen-
ders’ scores remain relatively low, falling below 50% for both languages and
overall. A perfect score would entail correctly identifying four machine-generated
texts for each language, totaling eight, indicating that both male and female par-
ticipants’ results fall below this threshold.

Fig. 1. Descriptive statistics 2× 2 factorial design

When looking at the overall results from the 2× 2 factorial testing, one can
see that there is a noticeable decrease in the mean score of correct answers, going
from generic Norwegian to domain-specific Norwegian. However, the mean score
of wrong answers rises slightly.
The English categories, on the other hand, stay relatively equal between the
categories, with the main changes being in the mean score of wrong answers.
From Fig. 1 it can be seen that there is no one that had 2 correct or 2 wrong
answers in the category domain-specific English.
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4.2 Embedded Research Design

The participants in the case study consisted of 35 students, 26 male and 9 female.
Of these 35 students, only 10 participated in both the testing with the Somulator
tweets and the group-interview.

Experiment in Somulator On average, the students identified 51.3% of the
tweets correctly. The lowest accuracy was at 33%, while the highest was at 67%,
with the CI Mean being [48.279, 54.349]. In Table 2 you can see the variance in
the average between the genders, as well as between each set of 25 tweets (Fig. 2).

Table 2. Average correct identified tweets

male avg female avg total avg

first 25 tweets 11.96 13.88 12.45

second 25 tweets 13.26 14 13.45

third 25 tweets 12.23 14.22 12.74

fourth 25 tweets 12.76 12.33 12.65

total 50.23 54.44 51.31

Fig. 2. Box and whisker plot for correct answers per 25 tweets

Only marking tweets as human or only machine would give an accuracy of
50%, meaning the precision of the students’ evaluation of tweets needed to be
investigated. In Table 3 the students’ precision when identifying machine gen-
erated tweets is presented. As there was a varying amount of machine-tweets
in each round of tweets, there are different baselines for the different groups.
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Similar to the score of 50% that could be used as a baseline when looking at the
total score, the baseline when looking at precision is as follows:

Precision Baseline =
Amount of machine tweets in round

Total amount of tweets in round

Each round has 25 tweets, while the amount of machine generated tweets vary.
For the first three rounds, there were 11 machine generated tweets in each, giving
a baseline of 0.44. Meaning that only answering machine would give a precision
of 0.44. For the last round, the amount of machine generated tweets were 16,
giving a baseline of 0.64. For the total, a precision of 0.5 is the baseline. When
looking over the data, it was identified that some students had answered machine
on every tweet in a specific category (Fig. 3).

Table 3. Average precision identifying machine generated tweets

male avg female avg total avg

first 25 tweets 0.4795 0.5189 0.4896

second 25 tweets 0.5810 0.5714 0.5785

third 25 tweets 0.4848 0.5186 0.4935

fourth 25 tweets 0.6492 0.6638 0.6530

total 0.5536 0.5701 0.5579

Fig. 3. Box and whisker plot for precision per 25 tweets

Looking at the tables describing the average correct identified tweets, Table 2
and the precision Table 3 there are slightly better results among the female
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participants. There is however not a large enough sample size to draw any con-
clusions to the larger population. The average correctly identified tweets stay
roughly at 50% for each round, with the biggest variance being the second round,
which sits at 53.8%. When observing the Table showing the precision, there is a
bigger variance in the second round, however, with a precision of 0.5785.

Table 4. Paired Samples T-Test

Measure 1 Measure 2 t df p

correct first 25: – correct second 25: −1.311 34 0.199

correct first 25 – correct fourth 25: −0.255 34 0.800

correct second 25: – correct fourth 25: 1.169 34 0.251

Note. Student’s t-test.

A paired samples T-test was also performed to see how well students perform
between the different rounds. This could potentially indicate whether fatigue had
any impact on their ability to perform. The third round was removed from the
comparison, due to its low scores when testing for normal distribution.

As can be seen from Table 4 there are no strong indications of fatigue having
an impact between the rounds.

Table 5. Accuracy and Precision in categories

Category Accuracy Precision

Pro-Ukraine 0.5857 0.6342

Anti-Ukraine 0.5057 0.4939

Pro-Russian 0.5571 0.6091

Anti-Russian 0.4886 0.5325

Pro-USA 0.4229 0.4608

Anti-USA 0.4714 0.5130

Pro-NATO 0.5857 0.6484

Anti-NATO 0.4686 0.5106

Pro-Armed Forces 0.4971 0.5474

Anti-Armed Forces 0.5457 0.5973

When analysing the accuracy and precision in each category in Table 5 one
can see that most stay close to 0.5. This is the baseline described earlier. For
most of the categories, the students score better at identifying the pro-category
compared to the counterpart. The exceptions are for the categories on the USA
and Armed Forces. Here, the students score lower on the pro, compared to the
anti-category.
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The categories that can be reckoned as slight outliers are; Pro-Ukraine, Pro-
NATO and Pro-USA. Closer inspection of these tweets revealed no explanatory
factors were found in the data. To see if there were any traits that could have an
impact on the outcome, some analysis of the individual tweets was conducted.

The length of each tweet was analyzed, as well as how many correct answers
there were for each tweet, to see for correlations. The result was 0.00507, show-
ing no sign of a correlation between the two variables. When looking at the
correlation between the students’ evaluation of how well they did in the prior
round, with how well they actually did, there was a correlation of -0.06024.
When looking at the same correlation, but factoring in how sure they were of
their own evaluation, the correlation still remained low, at -0.0516. Showing no
signs of correlation between their own evaluation and performance.

When looking at the students’ confidence before a round, and their own
results, a slightly higher correlation can be seen, at 0.1376. This correlation is
still not high enough however, to claim any correlation between the two variables.

In their research on how an IT-background impacts participants’ meta-
cognitive accuracy, confidence and overestimation in ability to identify deep
fakes, Sütterlin et al. used what they called the Overconfidence Score (OCS)
[19]. The research found that the results from the OCS was a good indicator
of participants in need of more follow-up training. As the data collected in this
present study was collected via self-assessment mannequins, the same as Sütterlin
et al. used on their participants for self evaluation, it was decided to calculate
the same variable in this thesis. The purpose was to see if their findings were
in any way visible in this research. The variable, OCS, is calculated with the
following formula:

OCS =
(Pre−CIA∗100

11 ) + 1
% of correct ratings + 1

Pre-CIA (Confidence in Abilities) is the participants’ confidence in how well
they think they will perform in the following round. That is divided by 11, as
that is the degree of freedom the participants have when answering that ques-
tion. The score calculated from the formula will describe how the participants’
self-evaluation aligns with their accomplishment. A score below 1 means the par-
ticipants underestimate their own performance, while a score above 1 means the
participants overestimate their own abilities. The OCS was calculated for each
round, as well as plotting the scores for how the students’ confidence changed
throughout.

Looking at the correlation matrix, Fig. 4, and the heatmap, Fig. 5 we can
see a moderate negative correlation between the OCS from the first round and
the % of correct answers in the first round. There is also a moderate negative
correlation between the total OCS and the total % of correct answers. For the
pre-tests, there was a low correlation between the semantics and the total score.

The tweets were analyzed by groupings based on the generic nature of the
text. Tweets were split into two groups: generic and concrete. The deciding factor
for whether a tweet was put in the generic group or the concrete group was if
the tweet could actually be connected to a concrete event or action.
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Fig. 4. Correlation matrix

As can be seen in the Fig. 6, there were a slightly bigger group of generic
tweets than there were of concrete tweets. There is also a big difference between
the confidence interval of the generic tweets and the concrete tweets. When doing
a one-tailed independent t-test, testing for the hypothesis that concrete texts are
more easily detected than the generic tweets, the following score 7 is the result.
Showing a significant difference between the groups.

When looking specifically at machine-tweets, there is a higher p-value at
0.154. Yet still the same trend, indicating that the generic tweets are harder to
spot.

4.3 Group Interview

The group interview initially aimed to involve 16 participants. However, due to
dropouts, only 10 students participated. Prior to the experiment the partici-
pants received lectures in information and influence operations. They were then
tasked with creating their own influence operations. Split into 8 teams, each
group received different tasks relating to a central topic that could be used in an
online influence operation. The groups had freedom in their approach, utilizing
tactics such as creating false profiles or generating large numbers of accounts
to manipulate perceptions. Their reflections highlighted the importance of edu-
cation on the topic and the perceived threats posed by influence operations,
particularly those augmented by language models.

Regarding influence operations, participants discussed their concealment and
techniques like overloading platforms to suppress opposing opinions. They noted
shifts in their confidence in detecting machine-generated tweets during the exper-
iment, realizing biases in their judgements. Suggestions to counter these chal-
lenges included increased awareness, critical thinking campaigns, and algorithmic
detection of manipulation attempts.

Concerning AI-enhanced operations, participants highlighted the accessibil-
ity and ease of use of tools like ChatGPT. While some gained insights into
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Fig. 5. Heatmap

Fig. 6. Descriptive statistics of generic and concrete tweets

language model responses, they struggled to differentiate between human and
AI-generated content. They expressed concerns about AI’s ability to scale oper-
ations, echoing concerns raised by Goldstein et al. about AI-driven propaganda’s
reach and impact [5].
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Fig. 7. t-test of generic and concrete tweets

5 Discussion

The discussion aims to shed light on additional insights gained during the
research and presents the limitations and potential improvements.

5.1 Findings and Analysis

This study highlights the scarcity of research on language models in Norwegian
language. Previous models were adaptations of English models rather than being
specifically trained for Norwegian. Three key findings were: 1) how concrete
the text were, greatly impacted the perceived authenticity. Concrete tweets are
identified more readily as machine-generated compared to generic tweets. A likely
factor causing this difference is that the models are more clearly showing signs
of bad knowledge on the subject. Such as not knowing the correct name for a
prime minister. 2) using specific datasets for fine-tuning greatly improved the
perceived authenticity of generated texts, as indicated by both pilot tests and
the experiments, and 3) the domain or topic that the texts were about impacted
the perceived authenticity, although it was hard to draw any direct conclusions
on the root cause for this.

Exploring the utility of a Norwegian language model within a cyber-social
media range for education and training purposes led the inquiry into the model’s
potential efficiency in reducing the resource and time costs associated with exer-
cises in the Somulator.

The study showed that such a language model can facilitate influence opera-
tions. By exploring various techniques, including narrative reiteration, and focus-
ing on how well the model can replicate existing narratives, the results suggest
that the language model performs best when participants select machine-written
texts without individually evaluating each one.

The model’s ability to operate independently was examined. The study min-
imized human intervention in output generation to assess the model’s perfor-
mance. The results indicate that while the model can produce generic content
effectively, it requires human intervention, especially when dealing with named
entities.

The study sought to understand the concrete tasks within the purview of the
language model, particularly in content generation for training purposes. The
findings indicate that the model exhibits proficiency in generating authentic
texts applicable to the Somulator; however, its contextual relevance necessitates
human intervention for assurance.
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Overall, the language model demonstrates potential for automating tasks in a
cyber-social media range. With the potential to make content with both innocu-
ous and potentially influencing content. However, the study identifies limitations
such as the model’s dependence on human intervention and challenges related
to recent dataset availability. Although this problem is solved by newer models,
there is currently no system in place to keep a model up to date with knowledge
of current events.

The research gives insight into participants’ performance, the correlation
between confidence and performance, and the impact of machine-generated texts
on the perceived authenticity of human-written ones. Moreover, the study high-
lights biases in evaluating machine-generated content that can result in nega-
tive outcomes should the intention behind the machine tweet be malicious or
subversive. Also, limitations in the experimental design, such as the timing con-
straints imposed on participants and the granularity of tweet analysis was a
factor that would need to be rectified in future studies. Despite these limita-
tions, the research offers valuable insights into the use of language models in
low-resource languages and the lack of available cognitive defences we have to
identify and differentiate them from human made tweets. This has implications
for how develop training and education tools, such as cyber-social media ranges.

5.2 Further Considerations

Future research should explore the impact of participant biases and knowledge
on evaluation accuracy. Testing with different datasets and domains can provide
deeper insights into model performance. The study hints at users scrutinizing
human-written texts more closely in the presence of language models.

6 Conclusion

This research explores the performance of language models in generating short
texts in the Norwegian language, akin to the length of tweets, and their utility for
training in an isolated social network. The research focused on factors influencing
perceived text authenticity and the Norwegian language model’s application in a
cyber-social media range built for training total defence actors in Norway. Two
pipelines, implementing Norwegian and English transformer-based models, were
developed and evaluated through within-subject design, 2× 2 factorial within-
subject design, and an experiment with pre-test data collection and a subsequent
group interview.

The within-subject design identified the Norwegian model as superior, leading
to its use in subsequent tests. The 2× 2 factorial design suggested the language
models’ texts could go undetected when participants were not required to give
conclusive answers. The case study, conducted in the Somulator, revealed the
impact of text domain on perceived authenticity, highlighting challenges in han-
dling domain-specific content. The study also found a correlation between par-
ticipants’ semantic performance and outcomes. Correcting named entities post-
generation improved the models’ capabilities, indicating potential for various
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training tasks. However, the study emphasizes the need for human intervention
to achieve optimal results.

6.1 Funding

This research was conducted as part of the Advancing Cyber Defense by
Improved Communication of Recognized Cyber Threat Situations (ACDICOM;
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Abstract. This paper provides a historical and regional perspective on the adop-
tion of technologies in online learning, focusing on gamification as an aspect
of technological innovation and research in Hawai‘i. The paper also addresses
transitions in technology uses and instructors’ opportunities for adopting new
technologies for online learning, specifically gaming and its potential contribu-
tion to augmented cognition’s goal of increasing task performance by directly
addressing the motivation of the user to remain engaged in the learning activity.
An extended example is provided from research involving language learning in an
online instructional collaboration between Hawai‘i and Japan. Further, we discuss
how gamifying instruction in online learning and technology has transitioned,
empowering both instructors and learners to create content with learning driven
strongly by them. We show how historically gaming in online learning has help
foster the flow of ideas, connection, and relevance for students.

Keywords: augmented cognition · gaming · simulations · online instruction

1 Introduction

This paper examines serious online games used for educational purposes in schools
and universities. Given the popularity of online games and applications (apps) among
children, adolescents, and young adults, there is enthusiasm for their implementation as
instructional tools, especially as much of the world’s instruction has moved online in
the Covid-19 era. However, is this enthusiasm warranted? What specific gamification
features are effectively and easily adopted by instructors in online instruction? What
are the challenges to incorporating gamification aspects in instruction? To address these
questions, we first examine relevant research that empirically examines aspects of edu-
cational games that have been demonstrated to be effective. Then we present, as a case
study from a historical perspective, the development of aspects of gamification in online
instruction Hawai‘i. As the 50th state in the US, Hawai‘i’s demographics – its cultural
milieu - and geographic isolation have created a unique environment for technological
innovation including online instruction and gamification in educational contexts.
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1.1 Games, Gamification, and Serious Games

For purposes of this paper, we begin by describing a serious game as one with a purpose
beyondmere entertainment. As computer science and education professors, in this paper,
we focus on serious games that help students learn some content.

However, what is a game? Defining “game,” and “gamification” is no simple task
and could be the focus of the entire paper. However, as Plass, Homer, and Kinzer [48]
described, “What exactly is meant by gamification varies widely, but one of its defining
qualities is that it involves the use of game elements, such as incentive systems tomotivate
players to engage in a task they otherwise would not find attractive” (p. 259). Further,
they quote Salen andZimmerman’s [54] definition of game, as “a system inwhich players
engage in an artificial conflict, defined by rules, that results in a quantifiable outcome”
(p. 80).

In considering serious educational games, we note that although most definitions
of games such as the ones above focus on incentives, Plass, Homer, and Kinzer [48]
also mentioned the importance of “play” in games and the potential social and partici-
patory aspects of games. We would emphasize these aspects in our conceptualizations
of instructional games. Furthermore, although reward structures often imply competi-
tive elements, we include simulations, role play, and social/collaborative aspects within
immersive environments as elements of gamification in online settings. Such elements
do not always involve clear reward structures, competitive aspects, or winner/loser out-
comes beyond the intrinsic motivation inherent in participation. For example, students
can work together to create or participate in an immersive environment. Additionally,
we recognize that not all online learning environments employing elements of gamifi-
cation are fully gamified. Realistically, a teacher or instructor incorporates aspects of
gamification when those are determined to facilitate instructional goals, are within the
instructor’s (and students’) technological expertise and are available for use. Thus, costs
and benefits are assessed. One way to begin to assess potential costs and benefits is to
evaluate research on serious games. In the next sections, we review research on Inter-
net and game use generally, then we focus on empirical research on serious games for
instructional purposes.

1.2 Internet and Game Research

Anderson and Rainie [1] of the PEW Research Center described the results of an online
survey in which “53% agreed…[that] ‘By 2020 there will have been significant advances
in the adoption and use of gamification. It will be making waves on the communications
scene and will have been implemented in many new ways for education, health, work,
and other aspects of human connection and it will play a role in the everyday activities
of many of the people who are actively using communications networks in their daily
lives” (p. 3). Several respondents also objected to the term “gamification”, and predicted
it would soon be outmoded, and others elaborated on the potential contributions and
detriments of games.

More recently, Perrin [45] of PewResearch Center described five trends in American
gaming culture. A survey study by Parker et al. [43] found that a majority (72% ages
18–29 and 58% ages 30–49) of young men often or sometimes play video games. About
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48–49% of women ages 18–49 often or sometimes play video games. Overall, about
43% of adults play video games. Of the types of games that were most popular, strategy
(62%) and puzzle games (62%) were most played followed by adventure (49%) and
shooter (42%) games. Among teenagers, 82% reported having a game console at home
and 90% reported they played games on their computer, game console, or cell phone
[17]. About 41% of teen boys and 11% of teen girls reported that they spent too much
time playing games. Another 41% of teen boys and 42% of teen girls reported that they
spent about the right amount of time playing video games [17]. The last major trend was
that many adults, 82% of those 65 years or older and 42% of those 18–29 years of age,
thought video games were a contributing factor to violence [43].

Over the years these authors have observed and assessed technological innovations
and their inclusion in instructional contexts, we note some common trends: Hyper-
enthusiasm of some convinced that a new technology will be an instructional panacea
(e.g., instructional television American Samoa in the 1960’s and 1970’s) contrasted to
fears and resistance exhibited by those convinced we are on a road to instructional and
social ruin. For example, Gershenfeld [19] pointed out with respect to today’s computer
games, “On the one hand [some authors] are making the case that games and ‘gamifi-
cation’…can save the planet. On the other hand, parents struggle with the amount of
time their kids spend on digital media – roughly eight hours a day…. And it is hard for
parents to watch their children gleefully annihilating virtual humans with heavy artillery
and not be concerned” (p. 56).

In contrast, one of the strongest claims in favor of the contribution of games in
education is the example Anderson and Rainie [1] who described the University of
Washington’s game Foldit. In 2011, 46,000 gamers on Foldit participated in generating
a solution for how a particular protein might advance a cure for HIV. Most notably,
the gamers’ solution was generated in 10 days in contrast to the 15 years that scientists
had invested in this work. Indeed, it appeared that the potential for serious gaming
contributions had only been touched upon. Even before Foldit, the Sony PlayStation
was used by the Stanford Folding@Home program [26, 65], where Sony and PlayStation
reported more than 15 million users donated over 100 million computation hours from
their home console, the PlayStation 3 from 2007 to 2012.

However, these prognosticators, both optimistic and pessimistic, certainly did not
count on the rapid and ubiquitousmove to online instruction as a response to the COVID-
19 pandemic – a factor that has pushed serious games, and their related potentials into
the forefront. However as dramatic the COVID-19 pandemic reaction seems; we predict
this surge will be surpassed by an extensive use of AI and LLM software that gamify
educational online games to augment a learner’s cognition. Although in a Pew report on
the state of the internet, Anderson, Rainie, and Vogels [2] consulted various innovators,
experts, and researchers on their views of social change and technology considering the
aftermath of the 2020 pandemic and with an eye toward 2025. Amidst the many themes
described changes in education prompted by the mass movement to online instruction
as a driver for instructional innovation is relevant to the present discussion. Clearly any
teacher or instructor (or parent) knows the strongly motivational aspect of games. As
Theodor Geisel [20] stated in a children’s book, “Oh the places you’ll go! There is fun
to be done! There are points to be scored. There are games to be won!” The contention
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that underlies this paper is that if employed in ways that facilitate learning, “serious”
or educational games, in contrast to merely entertaining ones (of the sort we presume
Suess described), valuable contributions to learning can be made.

1.3 Game Research

Given that games have been highly touted in educational contexts and considering
given the presence of high degrees of optimism regarding these and other technological
advancements, it is imperative to examine the genuine empirical effects of games as
documented in the research. Mayer [32] quotes his own earlier determination, “Many
strong claims are made for the educational value of computer games, but there is little
strong evidence to back up those claims” [31, p. 281].

In 2013, Wouters, van Nimwegen, Oostendorp and van der Spek [69] conducted a
meta-analysis of serious games. They concluded that games facilitated learning over
conventional teaching strategies, particularly when accompanied by additional instruc-
tion and involving group activities. Contrary to popular expectation, serious games alone
did not increase motivation. However, Ikehara et al. [25] reported a gamified activity in
which the instructor’s goal of the child learning fractions and the child’s goal of partici-
pating in an engaging activity were mutually satisfied. Evaluating the value of a fraction
can increasingly be a challenging task for children and adults alike, as the numerator and
denominator of the fraction increase in size. The goal of teaching fractions is normally
accomplished by asking children to repetitively practice fraction problems of increasing
difficulty. A typical fraction exercise may consist of a set of problems varying from an
easy example such as “Is 1/2 > 1/3?” to “Is 11/18 > 1/3?” which can be more difficult.
In a project initially designed to use the physiological sensors of augmented cognition to
determine cognitive load, the fraction exercise, known as “TheMoving Targets Fractions
(MTF) task was gamified by Ikehara and his colleagues. MFT presented a fixed number
of oval targets containing fractions on a computer screen. These fractions floated across
the screen from left to right. The cognitive load was controlled by adjusting fraction
values, speed of the fractions across the screen, and how many fractions were presented.
The primary goal of the user is to maximize the score by selecting the fractions greater
than 1/3 before they reached the right edge of the screen. This engaging activity also gave
the instructors the ability to determine if individual students found the level of difficulty
to be easy or hard.

Since streaming video games became popular, an activity emerged where spectators
(streamers) watch players engaging in video games. Twitch is one of these popular sites
viewed by millions of viewers who visit it each day to watch other players compete
in popular online games. Biometric data is used to enhance the spectator experience.
Software such as “All the Feels” [52], developed by Robinson et al. in 2017, provides an
overlay of biometric and webcam-derived data onto the screen to reveal the biometrics
of the streamers to the spectating audience. A dashboard provides a visualization of the
streamer’s heart rate, skin conductance, and emotions. The researchers found that this
additional layer of data enhanced the viewers’ experience and improved the connectivity
between the streamer and spectator.

A systematic review byManzano-León et al. [30] of studies from 2016 through 2020
that sorted through 750 articles from Web of Science, Scopus, and Dialnet, found that
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227 were duplicates. From 198 of these studies that were further analyzed, 184 were
further excluded because they were not about formal education environments, not about
gamification in education, or did not specify gamification. The reviewers’ final fourteen
experimental and quasi-experimental studies of educational games indicated that games
can improve students’ academic performance and motivation [30]. Additionally, the
commitment of students to persevere through the learning experience provided by the
games was elevated.

An additional recent review is provided by Mayer [31] who reviewed empirical
research on educational games and developed a useful tri-fold typology or trifecta for this
research including: “(a) value-added research, which compares the learning outcomes
of groups that learn academic material from playing a base version of the game to
the outcomes of those playing the same game with one feature added; (b) cognitive
consequences research, which compares improvements in cognitive skills of groups that
play [a]… game to the skills improvement of those who engage in a control activity;
and (C) media comparison research which compares the learning outcomes of groups
that learn academic material in a game…to those who learn with conventional media”
(p. 531).

In the value-added category are features of games that can render them useful. He
described the following as having positive effects in the value-added research: the use
of “spoken text,” language that is “conversational,” pretraining on a game, “coaching”
throughout and prompts requiring participants “to explain or reflect” (p. 538). Unex-
pectedly, Mayer [31] described his own finding that virtual reality was not a feature that
improved learning over simple computer depictions. For cognitive consequences stud-
ies, games were found to improve perceptual attention and aspects of mental rotation.
Finally, media comparisons indicated games facilitate learning in math, science, and
second-language studies.

In addition to typologies and empirical research reviews, the present authors contend
that case studies of the development and implementation of educational games in specific
cultural and historical milieus can be valuable for understanding the processes, devel-
opments, and instructional factors that contribute to instructional success with games.
Thus, we focus on the Hawai‘i context.

2 Hawai‘i Background

To provide some geographic/demographic background, Hawai‘i comprises eight major
islands in the central Pacific and other uninhabited islands, atolls, and seamounts across
1,500miles. The annual estimate of the population inHawai‘i is 1,407,006, 21%ofwhich
are age 17 or under according to U.S. 2020 census data [62]. The larger ethnic groups are
white (25.5%), Asian (37.6%), two or more races (24.2%), Native Hawaiian and other
Pacific Islander groups (10.1%). Hawai‘i’s state (public) university system consists of
3 universities and 7 community colleges and there is a single statewide department of
education (DOE) that administers public schools and complexes at the elementary and
secondary levels.

Although Hawai‘i’s cultural/ethnic mix is different from the rest of the US, many
technological and educational needs are the same. Further, by virtue of geographic
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isolation and distribution of the population over an island chain, there is a pressing need
to be at the forefront of technological innovation particularly with innovations regarding
distance education. A further and central consideration is accommodating learners from
a range of linguistic and cultural backgrounds in the broader Asia-Pacific region, making
Hawai‘i the ideal “test bed” for 21st century technologies in educational contexts.

In the next section, we focus on several seminal developments that took place in
Hawai‘i to describe its long history of gamification.

2.1 Past Online Instruction in Hawai‘i with Simulations

Returning to the Hawai‘i situation, we illustrate with examples from the past the con-
tinuing cycle of challenges and successes in implementing games in online instruction.
Then, we describe more recent examples and contrast the early enthusiasm and opti-
mism regarding these technologies’ instructional potentials with a perspective tempered
by instructional use in different contexts. We as authors draw upon our different dis-
ciplinary and teaching perspectives in computer science, educational psychology, and
high school teaching.

We integrated a wide variety of platforms and social technologies with collabora-
tive learning approaches into courses taught at the University of Hawai‘i by different
instructors to address educational trends to increase engagement in college courses. The
courses spanned educational psychology, computer science, and language learning. Stu-
dents made use of a variety of free interactive technologies to meet synchronously online
in small teams of three or four to carry out collaborative tasks and projects assigned in
a particular course.

The advent of the Internet provided fertile ground for improving the design of learn-
ing. Networks made it possible to use simulations of natural social settings, even using
somewhat primitive technology. The success of the improved curriculum design, how-
ever, should be attributed more to the pedagogy that provides the stimulus, than the
technology. If technology is used in ways that make sense for the curriculum to the
students and teachers, the projects are likely to succeed.

For example, UH researchers were able to use primitive tools such as experimental
computers and teletypes to provide online education to high school students from the
neighbor islands and other areas of Oahu in the early 1970’s. This was accomplished by
using an innovative systemof networked computers calledALOHAnet, a precursor to the
Ethernet andWi-Fi systems [24].Almost thirty years later, in 1999, cross-cultural content
was made possible also using relatively primitive Web technologies that allowed lan-
guage learners to interact with other learners and native speakers of the second language
in role-playing and problem-solving games.

An example of the early possibilities of a language learning game was Kanji City,
begun in 1988 [4]. This game utilized hypermedia (HyperCard) to create as fully an
immersive experience for language learning as was possible at the time. As the authors
explained, “It employs the metaphor of navigating an urban environment (Tokyo) by
reading and reacting to the signs occurring there – a special problem in the case of
Japanese and Chinese Orthography” (p. 28). Actual signs in the city, stops on the train,
were used in participants’ navigation. Participants exchanged money, bought tickets for
the train, interpretedmaps, planned, and “went” on excursions to restaurants, usedmenus
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and placed orders, went to casinos, school, a disco, a bank, and a coffee house. In the
school they could pass tests to earn currency, calculate using an abacus. In the casino,
they could “play” a slot machine to earn currency. At the disco, they could listen to
popular music. Even at this writing, over 30 years later, one can imagine the students’
excitement and enthusiasm in participating in such an environment.

Another early example of a learning environment that began in 1997 [67] involved
the collaborative and cross-institutional development of virtual team projects by students
and instructors of Japanese working together from the University of Hawai‘i in Hon-
olulu, Hawai‘i, USA, Seiryo Commercial High School in Nagoya, Japan, and Haverford
University in Philadelphia, Pennsylvania, USA (three very geographically-dispersed
locations) [23]. Students conducted Internet-based synchronous and asynchronous ses-
sions using the following tools: eWeb Chat and Forum, Microsoft Chat-2 and Net Meet-
ing, WebCrossing, CUSeeMe, CoolTalk, and email. Teams created an “ideal town” via
MUD/MOO-like team rooms. Designing the town required intensive imagination, nego-
tiation, and design - a clearly gamified and immersive aspect that capitalized upon the
tools that were available at that time. The town included a bookstore, restaurant, educa-
tional and recreational facilities, and a hot spring. Thus, in this virtual town teams visited
and completed business dealings involving the use ofmore specialized and advanced lan-
guage and conversational skills than would be used in many Japanese-language courses.
The USA-based students also produced a Web-based magazine with the Japan-based
students acting as reviewers. Additional socialization among groups took place during
brainstorming activities, interviews, and presentations.

These socializations and conversational exchanges exceeded typical language-
learning dialogues with other language learners that occur in face-to-face classes. Situ-
ations were created that simulated a range of genuine social interactions with Japanese
native speakers. Students’ conversations were in Japanese language and computer-based
interaction involved using Romanji (Roman characters). For instructional planning, fac-
ulty members utilized groupware technology that then existed. Other interactions and
introductions between the groups of students involved the early uses of chat rooms.
Technologies that were used at this time involved CUSeeMe enabling video-based
interactions, and CoolTalk, an Internet telephony program.

The first author of the present paper and other researchers involved in this project
noted that students’ involvement in gamified aspects of this project, particularly the
“design a town” task seemed truly immersive and appeared to parallel game designer
Jane McGonigal’s work [33, 34]. Specifically, she identified four “powers or abilities”
inherent in computer games [35, 36] that facilitate the progress of a game for players
resulting in a “flow” state. According to Csikszentmihalyi [9, 10, p.74], “Flow tends to
occurwhen a person’s skills are fully involved in overcoming a challenge that is just about
manageable”. Murphy [35] identified the affective current essential to flow states in the
discussion of the laws of learning and gamedesign, “flow is entirely aboutmotivation, our
first law of learning for games. Specifically, flow is about intrinsic motivation – the joy of
doing.” The first game power McGonigal [33] described was termed “urgent optimism”
and represents an ability and desire to enthusiastically re-assess the environment to find
the next challenge. The second power, “blissful productivity” enables one to continue the
quest by evaluating progress through benchmarks and feedback. Third is “social fabric”
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that enables one to experience the pleasures of community belonging. Lastly, “sense of
epic meaning” involves efforts directed toward large-scale rather than solely individual
goals.

1. Urgent Optimism
2. Blissful Productivity
3. Social Fabric
4. Sense of Epic Meaning

Results from analyses of chats showed various approaches to teaching and indicated
challenges inherent at that time in using an Internet-based learning environment. The
sample analysis shown in Table 1 shows a sample of chat transcripts coded to indicate
McGonigal’s [33] four “powers or abilities” associated with aspects of gamification that
were speculated to be associated with flow states.

This type of early virtual classroom allowed students to practice and develop second
language and cross-cultural communication and collaboration skills in as highly real-
istic yet simulated environments as were possible given the technologies at the time.
Developing a town involved the kinds of creativity and imagination one employs when
interacting in imagined, virtual worlds that typify the contextual aspects of online games
that were emerging and would follow. Early uses and recognition of aspects of gamifica-
tion and how they might effectively be employed in serious learning contexts depended
upon implementations such as these, mostly developed by Computer Science faculty
members. However, adoption and use of such aspects of gamification for online learning
was slower among instructors, lecturers, and professors not as adept with Computer
Science, aspects of gamification, or online learning.

These approaches to gamification in online learning demonstrated early use of aug-
mented cognition in these systems.When evaluating gamification implementations,mea-
sures such as time-to-respond were considered but not deeply rooted in the design and
development of the learning environments.

Fifteen years later, the initial optimism regarding online learning and gamification
had dampened a bit and focused on instructional and pedagogical issues rather than on
the online technologies themselves. The rapid development of online technologies to
improve online teaching and learning experiences has improved the veridical nature of
the instruction so that inmanyways early criticisms of lack of face-to-face contact among
students and instructors is no longer an issue. However, the inclusion of gaming as an
instructional strategy in online environments appears to have been adopted initially by the
most technologically adept instructors, such as those in computer science, educational
technology (with a professor using Second Life) and learning technology.

2.2 The U.S. and Hawai‘i in the Present Context

The Pew Research Center [46] estimates that 90% of people in the U.S. use the Internet.
The 2019 United States Census revealed that of the 121,520,200 households in the U.S.,
91.8% had a computer and 85.4% had Internet access in 2018. Hawai‘i households
were very similar. Of 455,300 Hawai‘i households, 91.8% had a computer and 85.9%
had Internet access in 2018. In 2016, Hawai‘i already had slightly higher broadband
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Table 1. Powers of gamification example (translated from Romanji into English)

Threaded Discussion Posts Game Power

Well then…shall we send everything that we decide to Nagoya? Then,
getting feedback from them…how about it? Without waiting for time

Urgent Optimism

Why don’t we make up the list of things to decide right now…I’m a
bit confuse…sorry about that

Urgent Optimism

It may be a better idea to send a compilation of things about how the
town is shaping up

Urgent Optimism

On the roof, why don’t we just put some kind of bench up there like
they have in the park?

Blissful Productivity

In any case I think the first floor will end up being pretty noisy
because there are comics and cartoons there

Blissful Productivity

And on the roof, you can even talk in a quiet voice because it is
outside

Blissful Productivity

Did you read the email from Nagoya people? She recommended
dokudamiburo and the sakeburo. What do you think?

Social Fabric

Don’t you know about dokudami tea? It’s a variety of tea that is bitter
and, to tell you the truth, it tastes really bad but it’s good for the
health apparently. They say that it’s good if you put the leaves into the
bath and it’s apparently very effective in relieving back pain

Social Fabric

I think that having a sake bath would attract a lot of customers but if
you enter a sake bath you will smell of alcohol and people will
mistake you for being drunk

Epic Sense of Meaning

A sake bath means that you put sake into the bath. Wouldn’t you get
drubk from the aroma?!

Epic Sense of Meaning

Yeah, let’s continue with the discussion of the hot springs Epic Sense of Meaning

subscriptions such as cable, fiber optic or digital subscriber lines/DSL at 73% and the
U.S. at 67% [21].

As seen in Table 2, about 77.7% of the population in 2017 used the Internet from
anywhere, with 25–29 years olds reporting the highest use at 85.6% followed by 20-
to 24-year-olds then 15- to 19-year-olds. The largest fluctuation was seen in the 3- and
4-year-olds who jumped from 19.9% in 2003 to 86.9% in 2010 then back to 31.6% in
2012 then up again to 51.0% in 2017 (see Fig. 1). But the largest growth has been among
those age 70 and older, increasing by 37%. In general, the adult population increased
about 22 percentage points between 2003 and 2017. Should there be alarm that so many
young people are using Internet technologies so early in life? Perhaps not since access
to those technologies would likely not be possible without adults giving them access.
But the impression remains that these children will be growing up into a world where
the Internet will have more influence than not.
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Table 2. Number and percentage of persons 3 years old and over who use the Internet

Age 2003 U.S. Census 2010 U.S. Census 2012 U.S. Census 2017 U.S. Census Between
2003
and
2017

# (in
thousands)

% of
population

# (in
thousands)

% of
population

# (in
thousands)

% of
population

# (in
thousands)a

% of
population

%
change

3
and
4

1,662
(62.5)

19.9
(0.67)

7,693
(80.9)

86.9
(0.73)

2,534
(81.9)

31.6
(0.93)

8,003 51.0
(1.18)

+31.1

5 to
9

8,259
(137.2)

42 (0.54) 18,753
(109.3)

89.9
(0.50)

11,961
(148.95)

58.3
(0.65)

20,434a 69.3
(0.68)

+27.3

10 to
14

14,570
(179.4)

68.9
(0.49)

18,640
(90.2)

93.1
(0.39)

16,720
(152.83)

81.1
(0.64)

20,699a 77.0
(0.71)

+8.1

15 to
19

15,768
(186.1)

77.7
(0.45)

19,410
(81.3)

93.3
(0.37)

18,785
(200.46)

89.3
(0.47)

21,042a 84.9
(0.58)

+7.2

20 to
24

13,800
(174.9)

69.4
(0.50)

18,986
(93.3)

89.9
(0.44)

18,846
(258.24)

86.1
(0.50)

22.066a 85.3
(0.55)

+15.9

25 to
29

12,492
(167)

66.7
(0.53)

18,781
(95.6)

88.9
(0.45)

17,721
(185.24)

85.7
(0.51)

23,336a 85.6
(0.52)

+18.9

30 to
39

28,580
(242.3)

69.2
(0.35)

35,792
(133.5)

90.8
(0.34)

33,493
(199.96)

84.8
(0.41)

43,876a 85.5
(0.42)

+16.3

40 to
49

29,978
(247.3)

67.5
(0.34)

38,582
(123.5)

90.1
(0.29)

34,526
(162.92)

82.6
(0.35)

84.9
(0.43)

+17.4

50 to
59

21,911
(215.9)

62.7
(0.40)

35,171
(165.3)

84.7
(0.38)

32,890
(221.95)

76.4
(0.42)

79.7
(0.40)

+17.0

60 to
69

9,677
(148)

43.9
(0.51)

22,622
(158)

78.1
(0.45)

22,171
(176.46)

69.6
(0.49)

75.8
(0.43)

+31.9

70 or
older

4,940
(106.9)

20.1
(0.39)

14,603
(158.3)

54.6
(0.60)

12,391
(233.25)

43.7
(0.54)

57.1
(0.52)

+ 37.0

All 161,636
(309.1)

58.7
(0.14)

249,031
(580.7)

85.2
(0.20)

222,032
(673.6)

74.7
(0.21)

77.7
(0.24)

+19.0

a Numbers were no longer reported with percentages in age groups. Age groupings were reported
as 3 and 4, 5 and 6, 7 to 13, 14 to 17, 18 and 19, 20 and 21, 22 to 24, 25 to 29, and 30–34. Numbers
are estimated. Data yet available for 35 and over
Note: Standard errors appear in parentheses
SOURCE: U.S. Department of Commerce, Census Bureau, Current Population Survey, Octo-
ber 2003, unpublished data, [57, 58]; U.S. Department of Commerce, Census Bureau, Cur-
rent Population Survey (CPS), October 2010, (U.S. Census Bureau, 2018); U.S. Department of
Commerce, Census Bureau, Current Population Survey (CPS), October 2012 [60]; U.S. Depart-
ment of Commerce, Census Bureau, Current Population Survey (CPS), July 2011 and Novem-
ber 2017 [61]; U.S. Department of Commerce, Census Bureau, Current Population Reports,
Series P-25, Nos. 1000, 1022, 1045, 1057, 1059, 1092, and 1095; 2000 through 2009 Popu-
lation Estimates, retrieved August 14, 2012, from https://www.census.gov/popest/data/national/
asrh/2011/index.html; and 2010 through 2019PopulationEstimates, retrievedNovember 29, 2019,
from https://www.census.gov/data/datasets/time-series/demo/popest/2010s-national-detail.html#
par_textimage_57373479 [36, 37]

https://www.census.gov/popest/data/national/asrh/2011/index.html
https://www.census.gov/data/datasets/time-series/demo/popest/2010s-national-detail.html#par_textimage_57373479
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Fig. 1. Percent of change, persons aged 3 and above using the Internet anywhere [59].

In highlights of the 2019 American Community Survey for Hawai‘i, the number of
households with one or more computing devices was 465,299 or 93%, 28.9% of which
have people under the age of 18 [14]. Interestingly, though the category of smartphone
and tablet or portable device were only added during the 2016 survey, they were more
present than the traditional laptop or desktop. Hawai‘i households reported that the most
prevalent type of computer in their homes were a smartphone, tablet or other portable
wireless computer (82.8%) followed by a desktop or laptop computer (81.5%). 9.6%
reported having only a smartphone, tablet, or other portable wireless computer. Those
numbers varied by county also as seen in Table 3. Of the four major counties, Kauai
County (94.0%) had the highest percentage of households that had a computer, followed
by Honolulu County (93.7%), Hawai‘i county (91.9%), and Maui County (90.9%).

So where there were concerns that many students did not have access to devices,
it seems from Census data that the devices are present in a good number of Hawai‘i
households. However, more detail is needed to investigate if those households with
devices are available to children, are perhaps too few for the number of users in the
household, or have the capacities needed for schoolwork. Further, closer review of the 7–
8% of households that do not have any computer devices is needed so that those families
in households with school-aged children are provided as much support as possible so
that the children have high quality opportunities to learn and thrive.
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Table 3. Computers and broadband presence in households in Hawai‘i by county, 2019.

Total households With a computer With broadband Internet

State of Hawai‘i Estimate
Percentage

465,299 (5,012) 432,658 (5,351)
93 (0.5)

409,577 (5,448)
88 (0.8)

Hawai‘i County Estimate
Percentage

71,193 (2,209) 64,872 (2,505)
91.1 (1.9)

60,573 (2,594)
85.1 (2.6)

Honolulu County Estimate
Percentage

316,456 (3,394) 296,525 (4,072)
93.7 (0.7)

282,366 (4,360)
89.2 (0.9)

Kauai County Estimate
Percentage

22,898 (1,313) 21,521 (1,414)
94 (2.3)

21,012 (1,413)
91.8 (2.7)

Maui County Estimate
Percent

54,744 (2,300) 49,732 (2,612)
90.8 (2.3)

45,618 (2,600)
83.3 (2.8)

Note: 1-year dataset includes geographic areas with populations of 65,000 or more
Source: U.S. Census Bureau, 2019 American Community Survey 1-Year Estimates, Table DP-02,
released September 17, 2020 [14]. Table modified from the Department of Business, Economic
Development & Tourism, Research and Economic Analysis Division, Hawaii State Data Center

Wenote that hundreds ofmillions of children across the globe between 8–15 years old
represent the largest online age group, spending hours weekly in hundreds of immersive
animated virtual worlds, playing with near and distant friends and family [27], acquiring
virtual skills. Hawai‘i is likely not very different. Some studies identify someproblematic
areas of internet use by adolescents such as stress [28] and sleep [18], as well cautions
to universities that these youth will enter college expecting digital environments to be
virtual and immersive [6, 12]). According to the 2010 MacArthur Foundation report
on Digital Media and Learning [11, p. 37] “Not only is educational gaming starting to
be perceived as a viable alternative to formal education, other types of virtual environ-
ments andmassivelymultiplayer online games are being recognized for their educational
components”.

2.3 K–12 Online Instruction in Hawai‘i’s K-12 Schools

The K–12 public school system in Hawai‘i offers E-School for its students, which is
described as distance- and online-learning opportunities. These 148 courses, 20 of which
are advanced placement courses, are available through online charter schools or part-
nership programs with local community colleges and universities (see http://hawaiipub
licschools.org/). In findings reported by Nguyen [39], establishing an understanding
of youth perspectives and their habits was critical as K–12 teachers grappled with the
advent of more computer use in face-to-face classes and gaming into formal classroom
environments. Curriculum that use gaming approaches like Scratch, Makey Makey, and
Dash and Dot Robots were reported as used by Hawai‘i computer science teachers
[41]. Youths considered gaming to be “their online world” and questioned if adults
knew how to effectively engage them through gaming. Teachers had their initial foray
into augmented cognition-based instructional design. With many of these technologies

http://hawaiipublicschools.org/
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being hosted on servers rather than personal computers, they were able to identify time
spent on different tasks to determine challenge level and were able to adjust support and
instruction based on personalized student needs. Several researchers have urged teachers
to help youth develop strategies to uphold responsible behaviors using computers and to
view computers as not only as gaming tools but learning tools [5, 29, 38, 70]. Prensky
[47] has long seen gaming as a positive strategy for engagement and Yee [71] advocated
for game play’s positive motivating influences by drawing upon social interaction, a
sense of achievement, and immersive experiences. Moreover, the reward structures of
games [49] sustain interest and interaction.

The shift from being consumers of technology to producers of information that lead
towardsmastery of knowledge is seen clearly in the revisions of the International Society
for Technology in Education’s (ISTE). Originally written in 1998 as the National Edu-
cational Technology Standards with a focus on operations [36], a major reformulation to
information fluency occurred in 2007 [37] and to digital collaboration and creativity in
2015 [8]. Since 2016, the focus continues to strive to empower student voice and ensure
that learning is a student-driven process. Overall, there are now 29 ISTE standards for
more than just students. In addition to student standards, there are teacher, administrator,
coaches, and computer educator standards too.

The ISTE students standards state that educators should strive to enable empowered
learners, digital citizens, knowledge constructors, innovative designers, computational
thinkers, creative communicators, and global collaborators. The need has moved from
simply teaching students and instructors how to use technologies to how to be effec-
tive stewards of technologies, including instruction in ethics [40]. Fostering learning in
inclusive classrooms that support culturally and linguistically diverse needs for learners
can benefit from implementation of the Universal Design for Learning (UDL) frame-
work, designed to help educators to “improve and optimize teaching and learning for all
people based on scientific insights into how humans learn”. The UDL framework can
be used to address the different students’ needs to engage with the learning, understand
the through various representations, and express their learning in various ways [44, 50,
51, 64]. Furthermore, supporting students to demonstrate their learning in novel ways
has included gaming. And gaming has been an integral part of innovative designs from
the students as well as the teachers in K–12 education.

2.4 Moving to Online Instruction During Covid-19

In March and April, 2020, all public K–12 instruction and university-level instruction
moved online in Hawai‘i, as a precautionary measure for protecting its students, fam-
ilies, instructors and others. Since the use of distance education had previously begun
out of necessity, as we have described earlier, due to inter-island geographic isolation,
the current transition, at least at the university level was seamless for many units already
operating with online classes, or hybrid courses (both face-to-face and online compo-
nents). For example, in theUniversity of Hawai‘i atMānoa’s College of Education, many
courses were already offered online and the college has a separate unit solely devoted to
assisting faculty with instructional support for teaching online. The Department of Infor-
mation andComputer Sciences started 20 years ago onlinewhen the department received
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a Sloan Foundation grant to develop an inexpensive online learning environment. A pro-
fessor who used the system twenty years ago and has continued online instruction since
then transitioned seamlessly to COVID instruction. In a Fall 2020 semesters’ evaluation,
a student commented the following:

“He is one of my favorite professors of all time. His style of collaboration and
constant questioning and reasoning made me not only excited for this class, but it
has been contagious in all my classes. Additionally, he is the only teacher that did
not seem to have an emotional breakdown over the changes in the teaching format
(in person to online). He seemed to embrace it and used it to motivate me to be a
better student. He is my favorite teacher at UH so far!!”

At the University of Hawai‘i at Mānoa campus, a report was released in August
2020 by a Student Learning Working Team that identified the changes to academic
programs and educational activities [56]. Overall, no instructional rooms allowed for
enough social distancing for courses with more than 71 students. Three rooms could
have been used for courses with 50–70 students, 15 rooms for courses with 30–49
students, 18 rooms for courses with 20–29 students, 106 rooms for courses with 10–19
students, and 21 rooms for courses with 4–9 students. About 86% of courses transitioned
to online, 10% to hybrid (a combination of in-person and online instruction), and 4%
in-person either in a classroom or in an alternate education space. Instructional design
support and professional development sessions were offered by the university, with
engagement strategies that supported student voice and choice as well as increased
relevance garnering high interest [56]. These sessions presented many strategies that
incorporated gaming features to increase motivation in student learning.

In the Hawai‘i Department of Education (HIDOE), which serves about 84% of
Hawai‘i’s approximately 210,000 school-aged children [63], all public schools transi-
tioned to online learning. Some small private, independent schools were able to maintain
face-to-face teaching by adjusting their schedules. In the HIDOE, teachers incorporated
choice boards to support at-home learning [22]. The activities were designed to serve
as reinforcement and enrichment rather than meeting specific learning outcomes. Many
of these enrichment activities incorporated games for younger children, with the word
“play,” for example, appearing in 13 of 60 activities across five days. In a survey of K–12
teachers in March 2021, 65 (13.9%) respondents (n = 468) indicated in early results
that a positive aspect of teaching online was becoming more confident with technology
and being able to incorporate more interactive games as formative assessment or tem-
perature checks during instruction [42]. The sudden transition to online learning due
to COVID-19 has brought forward game-like instructional and assessment tools such
as Kahoot [13, 68], Socrative [15, 34], Quizlet [16], Poll Everywhere [55], Mentimeter
[53, 66], and Flippity.net, which have all gained traction during the pandemic with K–12
teachers. Additionally, teachers are supporting students in developing immersive gaming
experiences in Minecraft (see Minecraft.net) and Scratch (see https://scratch.mit.edu/)
that allow for students to program their own paths and play.

In the swift emergency transition, both K–12 and higher education had similar tests
in instruction, access, engagement, and equity concerns for the students. Challenges in
domains such as physical education, music, art, or dance included not just providing

https://scratch.mit.edu/
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video-based instruction, but in observing and assessing students’ performances. Other
problems in teaching sciences, fashion and design-related courses, sciences involving
labs and other work with realia and actual specimens needed to be reasonably met.

Additional personal challenges were faced by students and faculty with the stay-at-
home orders. Some students did not have dedicated effective WiFi or computer equip-
ment as they had been accustomed to using on-campus computers at libraries and else-
where. Many students were faced with job-loss and economic hardship. Graduate stu-
dents described challenges of working at home or in healthcare or education-related
work, while educating their own children at home (some with special needs), and some-
times taking care of older parents and grandparents; in Hawai‘i, many families lived
together as larger ‘ohana (families) that typify Pacific Island communities rather than
nuclear family units that are prevalent in much of the continental US.

In Fall, 2020, the second author taught an online course on university teaching to
graduate students. The transition to fully online teaching when the shelter-in-place order
was enacted in Hawai‘i had been relatively seamless as she was experienced in online
instruction and had anticipated that all instruction would go fully online as the pandemic
accelerated. In sharing technologies for learning, the graduate students eagerly took the
lead and shared online games that they successfully used with their own students, such as
Kahoot quizzes for reviewing material, Canva, and Mural for brainstorming and visual
design, and simulations of the Jeopardy television show that students created online
themselves. In her own instruction for future professors and teachers-in-training, she
emphasizes that the inclusion of games in instruction should have clear instructional
goals related to content learning. A good metric for inclusion of games could be com-
parisons to Bloom’s Taxonomy [7], subsequently revised in 2001 [3]. The taxonomy
relates to aspects of learning in the cognitive domain from remembering (the lower,
more rote level), to understanding, applying, analyzing, evaluating, and creating (the
highest level). Many of the games her students employ (e.g., Kahoot, Jeopardy) involve
testing for information retrieval at the lower levels, while brainstorming and visual design
aspects involve higher cognitive skills. These approaches aligned well with initial teach-
ing training for the use of augmented cognition in instructional settings. Many of these
games included tracking of students’ accuracy and time (effort) to identify individual
differences in learning through gamification. Many were able to use this information to
diagnose the difference between confidence (speed) and accuracy (correctness). These
games gave educators on a larger scale the ability to use augmented cognition-based
approaches to refine learning opportunities which would have been more difficult to
implement without the use of gamification approaches to learning. It is noteworthy that
students enjoy taking on teaching or leading roles in facilitating games for review pur-
poses with their classmates. Instructors working on improving their technology skills in
online instruction can profitably incorporate students’ leadership and collaboration in
adopting aspects of serious games into their classes.

At this writing, we completed the 2019–2022 COVID-19 academic years (celebrated
with online graduations) and are approaching the completion of the 2023–2024 academic
year. Although we cannot foretell what the future holds in this rapidly changing era,
we are optimistic about the further adoption of aspects of gamification into our online
classes, particularly with the availability of open-source AI software, both for serious
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learning about instructional content and for supporting students as they navigate their
educational progress.

3 Discussion

We see online instruction that leverages gaming models for engagement with critical
analysis with augmented cognition-based approaches towards their intended effective-
ness as growing. As game platforms improve, Gaming has been reviewed as an effective
educational approach for instruction and assessment because it increasesmotivation, and
commitment of students [30], particularly with use of spoken text and conversational
prompts [32] and perceptual attention and mental rotation in math, science, and second-
language studies [32]. As we work to develop instructional approaches that incorporate
game play for serious learning, we have the following recommendations.

Instructors: should:

• UseAI-inspired virtual resources, and games with high quality content that serve cen-
tral, rather than peripheral roles in instruction. These resources should be incorporated
gradually, often with students’ assistance, as they become adept using them.

• Be trained to use augmented cognition-based approaches to analyzing game-based
learning data, such as time on task and accuracy depending on the challenge level.
This data can complement other approaches to learning and while giving instructors
the ability to adapt their instruction.

• Develop ways to leverage students’ high levels of interest in gaming by incorporating
appropriate aspects of gaming for content learning rather than viewing games as
merely entertainment and online distraction.

• Facilitate learning online through games and social and cultural collaborations across
geographic and other boundaries. Games and simulations offer ways to bridge
and unite participants with mutual educational goals such as science and language
learning.

• Be made aware of various crowdsourced, governmental, and scientific ventures that
enable students as gamers to contribute to genuine scientific advances using gaming
skills, as in the Foldit game described by Anderson and Rainie [1].

• Become aware of and use game-play strategies in the classroom that increase
interactions of students with each other, with the content, and with the instructors.

• Facilitate learning online through games and social and cultural collaborations across
geographic and other boundaries. Games and simulations offer ways to bridge
and unite participants with mutual educational goals such as science and language
learning.

• Seek ways to foster a safe space for play to occur as they challenge students with
content and design experiences to pique additional curiosity.

Students should:

• Learn to be productive participants in gaming and online gaming communities by
skillfully evaluating their own and others’ contributions as well as by evaluating the
information accuracy, views, and potential biases that the games may be convey.
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• Create collaborative instructional games online to review course content, as test
preparation, and to teach each other.
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Abstract. This article discusses an interactive system that strengthens emotional
cycles through collaborative interaction mechanisms and explicit biofeedback.
The study collected data using the Muse device and utilized Mind Monitor soft-
ware for transmission and recording of EEG data, along with Python-based pro-
gramming software for crafting the interactive device. It explores whether explicit
biofeedback can enhance empathy in a multi-user system within a collaborative
environment. Employing a design science research methodology and analyzing
reactions from 10 participants, the study confirms the correlation between EEG
information and emotional experience, offering new perspectives on multi-person
emotional communication.

Keywords: Collaborative Game · Explicit Biofeedback · Empathy Loop ·
Biological Data · EEG

1 Introduction

Explicit biofeedback effectively conveys an individual’s physiological data, allowing
participants to exert direct and conscious control. Physiological data are categorized into
two types: indirect control, such as EEG, heart rate, and GSR, which are not entirely
controllable, and direct control, such as breathing and facial expressions, which users
can fully control [1]. EEG is a non-invasivemethod for monitoring brain activity through
electrodes placed on the scalp, recording spontaneous electrical activity over a period.
Commercial EEG devices commonly used in interactive experiments include Muse,
Emotiv, and NeuroSky [2].

Emotions, rooted in biological action tendencies, play a crucial role in determining
behavior [3]. Most theorists agree that emotions comprise three components: subjec-
tive experience (e.g., feeling happy), expressive behavior (e.g., smiling), and physio-
logical arousal (e.g., sympathetic nervous system activation) [4]. Physiological signals
can be effectively used in automatic human emotion recognition systems [5]. Thus, by
gathering and processing relevant physiological signal data from participants through
various measurement methods and feeding this information into a system loop, it’s pos-
sible to enhance the emotional experience of interactive systems, aiding in emotional
self-recognition and facilitating communication among multiple participants [6].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
D. D. Schmorrow and C. M. Fidopiastis (Eds.): HCII 2024, LNAI 14695, pp. 142–151, 2024.
https://doi.org/10.1007/978-3-031-61572-6_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-61572-6_10&domain=pdf
https://doi.org/10.1007/978-3-031-61572-6_10


Collaborative Game 143

In the current field of human-computer interaction, numerous studies and practices
have applied biofeedback technology to solo experiential works to enhance emotional
experiences and understanding of the work’s theme. However, the use of biofeed-
back technology to increase empathy among participants in multi-person collaborative
systems remains relatively rare.

This paper designs an interactive device that delves into the role of explicit biofeed-
back in the emotional connection between experiencers and the system through collab-
orative interaction mechanisms. By sharing physiological data (such as EEG) among
participants, the study promotes mutual understanding and emotional resonance, deep-
ening the perception and empathy towards others’ emotional states. This not only offers
a new perspective for innovative interactive design but also opens new avenues for
exploring interpersonal relationships and emotional communication.

2 Materials and Methods

The Mind Monitor software was employed to record EEG data, complemented by a
device interaction designed with Python-based programming software. The research
was developed throughDesign Science Research (DSR) [7], a methodology legitimizing
the creation of artifacts as a means to generate technological knowledge, particularly
after identifying gaps in the audio-visual system’s technical and scientific production.
DSR’s critical element involves understanding the external and internal environment
surrounding the artifact to be created [8].Recent findings showa lackofmodels,methods,
or structuresmentioned in human-computer interaction ormedia studies to supportmulti-
person emotional communication in collaborative systems through biofeedback and
direct or indirect control. The method’s phases include problem identification, objective
determination, design and development, demonstration, evaluation, and conclusion.

Fig. 1. “NeuroBrush” enhances interaction and competition among players with real-time shared
drawing processes and dynamic background color changes.
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In the literature, the use of EEG for emotional recognition research has proven
effective, achieving a 86.97% accuracy rate through data fusion with fuzzy integra-
tion. Researchers also explored how displaying biofeedback affects the user experience
in multiplayer interaction systems. “Bacteria Hunt,” a multiplayer EEG-based game,
utilizes alpha waves and SSVEP for scoring points by controlling bacteria, examin-
ing the impact of relaxation and attention-driven brainwave bands in competitive envi-
ronments, underscoring collective participation and experiential value [9]. “BrainBall”
allows players to control a ball race using EEG and EMG [10], while “NeuroBrush,”
a web application (see Fig. 1), facilitates competitive post-modern art creation through
BCI, enhancing interaction and competition among players with real-time shared draw-
ing processes and dynamic background color changes, highlighting social collaboration
and creative experience [11].

3 Goal Setting and Experiment Development

This study investigates if explicit biofeedback in a collaborative setting can enhance
empathy within a multi-user system. Key features of the experiment include:

1. A dual-user wearable device for simultaneous experience.
2. Capturing participants’ EEG waves.
3. Employing existing software for real-time, aesthetic data visualization.
4. Data storage for future analysis.
5. Collecting user feedback through surveys and interviews.

We detail the system’s design, implementation, and testing processes, along with
insights and conclusions.

The hardware utilized is the Muse headband for EEG. Data transmission involves
WiFi LAN and OSC communication via Mind Monitor software, with data processing
on a website developed using the Google Charts API, and interaction and visualization
through touch designer software based on Python (see Fig. 2).

Muse is an advanced commercial EEG device designed for real-time brain activity
feedback via wireless Bluetooth, enhancing focus and relaxation through meditation
practices [12]. It featuresmultiple reading channels primarily located in the frontal areas,
like the FP1 and FP2 positions, and uses specific ear clips as reference points for accuracy
and stability [13]. High sampling rates capture EEG data, which are then filtered by built-
in algorithms for real-time feedback and converted into an easily understandable format.
Data, stored in Excel format via Mind Monitor software to Dropbox, facilitates further
analysis, including EEG readings, event markers, and other physiological indicators
[14].
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Fig. 2. Software and hardware of the system.

4 Experiment Description

Against the backdrop mentioned, we designed a multi-person, multimodal biometric
data collaborative interaction system. Following the DSR method, 10 users were tested,
comprising five males and five females, within the media lab at Tongji University. To
mitigate external experimental influences, a pre-experiment survey based on the Likert
scale was conducted [15], gathering data on emotions, physical condition, sleep levels,
hunger, caffeine intake, and prescription medication usage to identify potential noise
and variances in EEG data.

The interaction and feedback process involved two participants, “the questioner” and
“the respondent”, both equipped with EEG devices, headphones, and cameras, without
direct interaction (see Fig. 3). The questioner’s interface displayed the respondent’s facial
expressions, an emotion-triggering question selector, EEG visual effects, and guidelines,
while the respondent saw the questioner’s image and their EEG graphics. EEG visual-
izations showcased alpha (blue spheres), beta (purple pentagons), and theta (yellow
triangles) waves, with sounds from the International Affective Digitized Sounds (IADS)
library inducing emotions [16].
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Fig. 3. The interaction and feedback process involved two participants, “the questioner” and “the
respondent”.

When the questioner clicks a question on the screen, the respondent hears the question
and ambient sounds, eliciting an emotional response. For example, the “turtle” question
triggers a calm emotion, indicated by the enlargement of a blue sphere representing calm
emotions (α waves), showing the respondent’s pleasure. Excessive tension triggers an
auditory alarm. Ten triggering questions are divided into five positive and five negative
emotional questions (see Fig. 4).

Fig. 4. The system’s interface, including brainwave visualization, the other person’s facial data,
and questions to stimulate emotions.

After a 20-min experience, a post-experience survey with five questions based on
the Social Presence Scale theory assesses emotional fluctuations, perception of others’
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emotions, the impact of others’ behaviors, and emotional interaction [17]. Participants
rate their experience on a Likert scale from “strongly disagree” to “strongly agree”.

5 Analysis of Experimental Results

During the experience process, when the questioner selects the “death” option, the
respondent hears unsettling sounds and sees frightening scenes on the screen. The
combination of scenes and sounds can somewhat affect the viewer, causing short-term
emotional fluctuations. These can be identified by reading specific EEG data bands. For
example, in the frontal lobe areas represented by theA73 andAF8 electrodes, an increase
in beta waves, indicating a significant amount of scare-related information processing
accompanied by fear and anxiety, is noticeable (see Fig. 5). Additionally, larger peaks
of alpha waves, associated with relaxation, suggest a reduced level of relaxation after
being scared (see Fig. 6).

Fig. 5. In the frontal lobe areas represented by the A73 and AF8 electrodes, an increase in beta
waves, indicating a significant amount of scare-related information processing accompanied by
fear and anxiety, is noticeable.

Emotional stimuli result from cognitivemechanisms processing sensory input.When
an event occurs, this mechanism processes the stimulus and generates emotional stimuli
for each affected emotion [18] (see Fig. 7). The Valence-Arousal model explains this
[19], where valence represents the positive or negative nature of emotions, and arousal
describes the level of emotional stimulation (see Fig. 8). Assessing emotional expe-
rience requires analyzing emotional valence (positive and negative) and arousal levels
(intensity) related to stimuli (images, sounds, etc.). This studymeasures emotional levels
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Fig. 6. Larger peaks of alpha waves, associated with relaxation, suggest a reduced level of
relaxation after being scared.

through alpha (relaxation) and beta (anxiety) waves, and arousal levels by their intensi-
ties. During the experience, a questioner’s click causes short-term emotional fluctuations
in the respondent, influencing the questioner’s next interaction and inducing emotional
fluctuations in them.

Fig. 7. Emotional stimuli result from cognitive mechanisms processing sensory input. When an
event occurs, this mechanism processes the stimulus and generates emotional stimuli for each
affected emotion.

At a specificmoment, it was observed that a few seconds after the questioner clicked,
the respondent’s emotional data showed significant changes. Subsequently, after some
time, the questioner also exhibited similar emotional fluctuations (see Fig. 9). This
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Fig. 8. TheValence-Arousalmodel explains this,where valence represents the positive or negative
nature of emotions, and arousal describes the level of emotional stimulation.

sequence of emotional responses suggests complex information processing and emo-
tional interaction are taking place. Specifically, it indicates that in an interactive envi-
ronment, one participant’s actions may initially trigger an emotional response in another,
leading to their own emotional change (see Fig. 10). This pattern of alternating fluctua-
tions reflects the dynamics and interdependence of emotional interaction from a macro
perspective.

Fig. 9. After the interaction point, it was observed that a few seconds after the questioner clicked,
the respondent’s emotional data showed significant changes. Subsequently, after some time, the
questioner also exhibited similar emotional fluctuations.
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Fig. 10. One participant’s actions may initially trigger an emotional response in another, leading
to their own emotional change.

6 Conclusion

This study explores the application of explicit biofeedback in enhancing emotional
cycles and empathy through designing and implementing amulti-user interactive system.
Experiments with 10 participants usingMuse EEG devices collected and analyzed brain-
wave data and emotional responses, showing improved emotional communication and
understanding, highlighting the potential of explicit biofeedback in fostering emotional
resonance.

Despite insightful results, limitations include a small sample size, signal stability
issues ofMuse devices under certain conditions, and the complexity of interpreting EEG
data. Future research requires larger samples, improved equipment and algorithms, and
more detailed emotion and biofeedback analysis methods to enhance system accuracy
and user experience.
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Abstract. Kansei evaluation is a method that quantitatively assesses human sen-
sibilities and emotions using numerical values. It enhances the temporal efficiency
of product exterior design decisions and other applications by objectively evalu-
ating human sensibilities and emotions. Using sensory evaluation methods with
physiological indexes quantitatively captures individuals’ unconscious reactions,
reducing the influence of subjective biases. A method has been proposed to com-
pare and evaluate such assessments corresponding to Arousal-Valence space (A-V
space), which is known as the Emotion Map. This method, capable of displaying
human sensory values on a two-dimensional coordinate system, is effective for
intuitively discussing the impact of stimuli on sensibilities based on their positions.
However, a challenge in creating the Emotion Map lies in the significant individ-
ual differences in physiological reactions due to bodily characteristics. Therefore,
to address this challenge, it is desirable to normalize or standardize all values
before mapping them onto the coordinates. However, it is not thoroughly dis-
cussed which of thesemethods is most suitable for evaluation in the EmotionMap.
Hence, this study aims to compare and examine these methods, wherein actual
emotional responses of individuals when viewing product packages are acquired
through physiological indexes, normalized and standardized using appropriate
methods, and evaluated in the Emotion Map. Furthermore, comparisons will be
made with the results of the Self-Assessment Manikin (SAM) method to discuss
which normalization method is most appropriate.

Keywords: Emotion · EEG · HRV · Packaging design

1 Introduction

Kansei evaluation plays an important role in both design and industry [1]. Specifically,
in the exterior design of products, it quantifies people’s sensibilities and emotions. Then,
based on the quantified values, consideration is given to new designs. In this way, the
efficiency of design consideration can be achieved. Additionally, by providing more
attractive products, it contributes to the industry.

Traditionally, Kansei evaluation of products has relied mainly on self-reported meth-
ods such as surveys and interviews [2]. These methods are effective means of quantita-
tively capturing individuals’ sensibilities and emotions towards products. However, there
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are several challenges. For example, there are issues such as the social desirability bias,
where individuals may excessively express or suppress their responses to specific prod-
ucts due to factors like expectations from others. Additionally, there are issues related
to self-awareness of responses. Specifically, there are concerns about the evaluation of
scale items, such as in surveys. Evaluating scale items requires a large amount of cogni-
tive processing, and there is a risk that participants may become aware of their emotions,
hindering the true unconscious measurement of sensibilities and emotions [3].

On the other hand, there is an evaluation method that does not rely on self-reporting,
which utilizes physiological indexes. The use of physiological indexes for evaluation is
a method that can address some of the challenges associated with self-reporting [4]. In
evaluations using physiological indexes, metrics such as heart rate variability and brain-
wave activity are employed to assess the emotional states of experimental participants.
With this approach, participants do not need to consciously report on their emotions. In
other words, it is possible to evaluate emotions based on bodily responses independently
of the emotions that participants consciously experience. As a result, compared to meth-
ods relying on self-reporting, biases can be minimized, and results can be obtained from
individuals’ unconscious responses.

2 Related Work

In the field of Kansei, there has been discussion regarding the emotional responses
evoked by product design [5]. Emotional responses are considered important in the field
of purchasing. To evaluate emotional responses evoked by product design, somemethods
using physiological indexes have been proposed [5]. Among them, a method has been
proposed to visualize emotions on a 2D coordinate system that is easily interpretable
by individuals, using Russell’s circumplex model [6] to represent emotional responses
[7]. This method is called the “Emotion Map.” The Emotion Map is a technique for
measuring emotional responses by positioning physiological indicator values based on
Russell’s circumplex model commonly used in psychology. Russell’s circumplex model
[5] applies arousal to the vertical axis and valence to the horizontal axis, enabling the
expression of basic emotions on two axes (A-V space). Due to its fundamental scales on
two axes, it is used in various fields [8]. The physiological indexes used in the Emotion
Map are EEGandHRV.Brainwave indexes collected fromEEGare plotted on the arousal
axis, while indexes related to parasympathetic nervous activity collected from HRV are
plotted on the valence axis. From the coordinates plotted on the A-V space, emotions
in response to stimuli can be visualized in an understandable manner. Hereafter, in this
study, the method of plotting physiological indexes on the A-V space and evaluating
emotional responses will be referred to as the “Emotion Map.”

The Emotion Map methodology has the advantage of being able to be conducted
in various experimental environments due to the predominant use of inexpensive and
simple EEG and pulse wavemeters (or heart rate monitors). From such ease of use, many
attempts have been made. For example, evaluations of emotions in car interiors [7] and
emotion assessments of elderly individuals for whom self-reporting is difficult [9] have
been conducted. Thus, methods using inexpensive EEG and HRV can be conducted in
various experimental environments. It is anticipated that theywill be useful formeasuring



154 N. Kumagai et al.

emotional reactions to product design as they can be implemented with minimal burden
on participants. Therefore, the EmotionMap,which can display human sensibility values
on a two-dimensional coordinate system, is effective for intuitively discussing the impact
of stimuli on sensibilities based on their positions. However, a challenge in creating the
Emotion Map lies in the significant individual differences in physiological reactions
due to bodily characteristics. Therefore, it is desirable to normalize or standardize all
values before mapping them onto the coordinates to address this challenge. However, it
is not thoroughly discussed which of these methods is most suitable for evaluation in
the Emotion Map.

3 Methods

To address this challenge, this study aims to compare and evaluate normalization or
standardization methods for the acquired physiological measurements. In achieving this
goal, emotional responses of individuals when viewing product packages are acquired
through physiological indexes, and the indexes are normalized or standardized, followed
by evaluation using the Emotion Map. Furthermore, comparisons will be made with the
results of the Self-Assessment Manikin (SAM) method to discuss which normalization
method is most appropriate.

In this section, we first describe the two physiological indexes used in the Emotion
Map visualization of the A-V space, namely, heart rate variability index and brainwave
index, in Sects. 3.1 and 3.2. Next, in Sect. 3.3, we discuss the visualization method of the
Emotion Map. Finally, in Sect. 3.4, we address the normalization and standardization
methods for the data.

3.1 HRV Index

Heart Rate Variability (HRV) is an index that measures the degree of variation in con-
secutive heartbeats and is associated with the activity of the Autonomic Nervous System
(ANS) [10]. The autonomic nervous systemcontrols the body’s involuntary functions and
adjusts to both external circumstances and internal states. The autonomic nervous sys-
tem is broadly classified into the parasympathetic nervous system and the sympathetic
nervous system. One classification of the ANS, the parasympathetic nervous system,
induces relaxation and promotes digestion and rest when activated. Therefore, in this
study, we use pNN50 [10] to represent the X-axis (Valence axis) on the Emotion Map.
A higher value of pNN50 indicates a more dominant parasympathetic nervous system
activity. In this study, a higher pNN50 value is interpreted as a higher Valence value (a
relaxed state). The details of pNN50 are shown in Table 1.
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Table 1. HRV indexes and related psychological states [10]

Parameter Description Related

pNN50[%] Percentage of successive RR intervals that differ by
more than 50 ms

Parasympathetic nerves

3.2 EEG Index

EEG index is a metric used to analyze brainwave activity. Among these indexes, the
ratio of alpha waves to beta waves (β/α) is commonly used to represent aspects such as
thought and concentration. Therefore, in this study, we utilize β/α waves as the Y-axis
(Arousal axis) of the Emotion Map. Specifically, in this study, we use Low β waves and
Low α waves obtained from the EEG device described later [12] as the Arousal axis. A
higher value of Lowβ/Lowα indicates a higher proportion of beta waves compared to
alpha waves, indicating increased arousal. The frequency bands of brainwave indexes
used in the Emotion Map of this study and their corresponding psychological states are
shown in Table 2.

Table 2. Frequency bands of EEG indexes and psychological states [11, 12]

EEG Index Frequency Band (Hz) Related mental states

Lowα 8–9 Relaxed but not drowsy, calm, eyes closed

Lowβ 13–17 Relaxed yet focused, integrated

We’ll use these indexes to work with the Emotion Map. Then, we’ll discuss how to
create the Emotion Map.

3.3 Visualization Steps for Emotion Map

To apply the visualization of emotional responses using physiological indexes to product
evaluation, the Emotion Map in this study considered the following aspects:

• Reflection of appropriate trends in emotional responses

There are few precedents for applying the visualization of emotional responses using
physiological indexes to product evaluation. Therefore, there is a possibility of significant
differences between the results obtained from physiological indexes and those from
surveys. For example, stimuli that yield High Arousal, High Valence (HAHV) results
in surveys may result in Low Arousal, Low Valence (LALV) according to physiological
indexes. In this study, the main objective is to understand the trends of the Emotion Map
coordinates that are expected to address these points.

• Improvement of Applicability to Classifiers
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To understand the trends in emotional responses, we aimed to standardize the
scale and range of the data, enhancing their applicability for future analyses, including
classifiers.

In this study, the Emotion Map was created through the following steps: verifying
the data and removing any data that may not have been accurately measured during the
experiment.

1. Extraction of visualization intervals:

• Extraction of evaluation target intervals
• Extract the necessary intervals for analysis from all experimental data.
• Extraction of reference intervals (baseline resting intervals)
• Establish baseline resting intervals to confirm emotional displacements.

2. Calculation of representative values in evaluation intervals and resting intervals:

Lowβ/Lowα, EEG index, calculates the average value within the evaluation interval
as the representative value. The brainwave indicator Lowβ/Lowαmay produce extremely
large values when the ratio of α waves is small. Therefore, clipping of outliers was
performed for brainwave indexes.

We applied the IQR method to clip outliers within all experiment participants. The
IQR method sets the upper and lower limits for data as 1.5 times the interquartile range,
serving as an outlier detection technique. Data detected beyond these limits are not
removed but set as the maximum or minimum value. The advantage of the IQR method
is its applicability to non-parametric data, without the need for normality [13]. The
reason for clipping outliers instead of removing them is to maintain the total amount of
data and minimize the loss of information related to the magnitude of values.

The heart rate variability index pNN50 is calculated based on the values of the
previous 30 s at a given time point; therefore, the representative value is calculated from
the data 30 s after the start of the evaluation interval.

3. Calculation of evaluation interval - resting interval:

In calculating the coordinates in the EmotionMap, after computing the representative
values for the evaluation and rest periods as described in 2., the difference between each
evaluation period and the rest period is calculated. This difference represents the change
in emotional response from rest to activity, treated as coordinates in the A-V space. This
allows for individual consideration of changes from rest for each person.

4. Implementation of normalization processing:

Normalize the coordinates calculated in step 3.”

3.4 Normalization Methods

The normalization of data is important for two reasons:

1. Considerationof individual differences:Physiological indicators exhibit significant
individual variability, necessitating consideration of these differences.
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2. Improved handling of indicators with different units: Data normalization is a
preprocessing technique that involves scaling or transforming data to ensure that each
feature with different units has equal influence [14]. For example, extreme outliers
may exist in the brainwave indicators of Arousal, potentially biasing evaluations
towards these values. Therefore, it is advisable to avoid such cases whenever possible.

In the next sections, we will discuss the normalization methods to be applied to the
coordinates of the Emotion Map for comparative analysis.

1. Non-Normalization

Without performing normalization of coordinates conducted in Step 4 of Sect. 3.1,
we directly utilize the physiological indicator values calculated in Step 4 of Sect. 3.1.
While calculating the difference from the baseline for the values can be interpreted as
normalization itself, this section focuses on normalization methods for coordinates in
the A-V space and does not address the issue of that interpretation.

2. Min-Max Normalization

Min-MaxNormalization is amethod that typically converts the values of features into
a range from 0 to 1 [14]. In this study, as information regarding positive and negative
values from the baseline is crucial, scaling was conducted with a maximum value of
1 and a minimum value of −1. The calculation method is shown in Eq. (1). Min-Max
Normalization is susceptible to outliers because it is heavily influenced by the maximum
andminimum values. Therefore, in this study, outlier detection, as described in Sect. 3.2,
is conducted.

x′ = x − xmin
xmax − xmin

(1)

1. Z-Score (Standardization)

Z-Score allows data to be represented in terms of the number of standard deviations
from the mean, independent of the original data units [14]. The calculation method is
shown in Eq. (2). Scaling is performed so that the data has a mean (μ) of 0 and a standard
deviation (σ) of 1. This enables easy comparison of distributions from different datasets
by assuming that the data follows a normal distribution.

x′ = x − μ

σ
(2)

2. Robust Z-score

Z-Score standardizes data points using the mean and standard deviation, but these
statistics are susceptible to the influence of outliers. Therefore, when the data distribution
deviates significantly from a normal distribution, it may lead to incorrect results. The
Robust Z-Score addresses this issue by standardizing data points using robust statistics
less affected by outliers, such as the median and interquartile range (IQR) [15]. The
calculation method is shown in Eq. (3)

x′ = x − median(x)

IQR
(3)
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4 Experiment

4.1 Experiment Overview

To quantify emotional responses when people view products, we conducted an exper-
iment comparing images with altered elements of package design. The participants
included 30 men and women aged 20–30. One participant who potentially did not accu-
rately measure brainwave indicators was excluded, leaving data from 29 participants.
The images used were product package images from S&B Foods INC. The package
images used are shown in Fig. 1. During the experiment, images with specific elements
such as color or shape were displayed. Multiple images consisting of the same compar-
ison elements were defined as image groups, and the order between image groups was
fixed. To prevent order effects, the display order of images within each image group was
randomized. This paper only addresses the comparison results of package images with
varied background colors.

Package images were used to compare images with different elements of package
design to quantify emotional responses when viewing products. The reactions to each
package image were evaluated, using physiological indicators of brainwaves (EEG) and
heart rate variability (HRV) as evaluationmetrics. In the experimental setup, participants
viewed the display screen while wearing EEG sensors [12] and pulse sensors [16].

Fig. 1. Packaging design with different background colors (Color figure online)

4.2 Experimental Procedure

The experimental procedure is depicted in Fig. 2. Initially, a questionnaire survey regard-
ing the experimenter’s information is conducted before attaching the experimental appa-
ratus. Subsequently, the EEG and PPG sensors are affixed, as illustrated in Fig. 3. Fol-
lowing the experiment’s commencement, there is a 1-min rest period (extended to 2 min
only for the initial session), followed by image presentation and the SAM questionnaire.
This sequence is then repeated for the images of the packages being compared. Out of
the 20 images compared in this study, 4 are selected for discussion.

SAM (Self-Assessment Manikin) is a visual scale utilized for emotional evalua-
tion, measuring subjective emotional experiences [17]. It assesses two dimensions:
Arousal and Valence. Valence measures the range from happiness to unpleasantness,
while Arousal evaluates levels from calmness to excitement.
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Fig. 2. Experimental procedure

Fig. 3. Experimental scene

5 Results

5.1 Comparison Evaluation Results of Physiological Indexes

First, we conducted inter-image comparisons of the effects of package images used in the
experiment on physiological indicators using baseline-corrected averages. The baseline-
corrected average refers to the mean value obtained by subtracting the baseline value
from the measured data. This allows for evaluating the variability of the data as relative
changes from the baseline. In this study, the baseline for each individual was calculated
as the average value of the final 30-s interval of the initial resting period, considered
emotionally “neutral”.

We conducted stimulus-by-stimulus comparisons using the baseline-corrected aver-
age of the initial resting period, presumed to be emotionally “neutral,” for the brainwave
indicator Lowβ/Lowα (Fig. 4). A repeated measures ANOVA revealed no significant
differences.

We also conducted stimulus-by-stimulus comparisons for the heart rate variabil-
ity index pNN50 using the baseline-corrected average (Fig. 5). A repeated measures
ANOVA revealed no significant differences.
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Fig. 4. Comparison between stimuli based on the baseline-corrected average of EEG index
Lowβ/Lowα across all participants.

Fig. 5. Comparison between stimuli based on the baseline-corrected average of HRV index
pNN50 across all participants.

The lack of significant differences in both EEG and HRV indexes could be attributed
to the significant individual differences in physiological indicators among the partic-
ipants. Additionally, it may be possible that the emotional responses elicited by the
stimulus images used in this experiment were minimal.

5.2 Comparison Results of Normalization Methods for Evaluation Using
Emotion Map

To assess individual emotional responses among participants, we visualized and
compared emotional responses using an Emotion Map.

Figure 6 shows (a) Non-normalization, (b) Min-Max, (c) Z-Score, and (d) Robust
Z-Score from the top left. The scale is set to [−3, 3], except for the pNN50 plot in
Non-normalization (a) and the Min-Max method (b).
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Fig. 6. Comparison of normalization methods for evaluations plotted in Emotion Map by physi-
ological indexes. From left to right: (a) Non-normalization, (b) Min-Max, (c) Z-Score, (d) Robust
Z-Score.

Referring to the graph of Non-normalization (a), a bias in the plot is observed around
Y=2.3 on theArousal axis (Y-axis),which is presumed to be themaximumvalue clipped
by the IQR method.

Looking at the graph with Min-Max applied (b), scaling is adjusted to match the
clipped maximum value in (a). Min-Max scales based on the maximum and minimum
values, making it susceptible to the influence of outliers. Performing outlier clipping can
mitigate quadrant shifts from (a).

Examining the graph with Z-Score standardization applied (c), it can be observed
that the scales on the x-axis and y-axis are aligned, and the distribution has spread.

Observing the graph with Robust Z-Score applied (d), the scale varies significantly
between the brainwave and heart rate variability indices, suggesting its effectiveness
when the influence on the coordinates differs drastically.

Next, we will use the averaged values, which exclude individual differences, to
confirm the overall trends among all experiment participants. We calculated the average
values for all experiment participants using the values after normalization processing
applied to individual results.

We conducted a comparison of graphs scaled using three different methods of physi-
ological indices for the average of all experiment participants. In contrast to the previous
Fig. 7, where the maximum and minimum absolute values were used, here all units have
been standardized to the same value (0.5).
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Fig. 7. Comparison of normalization methods for evaluations plotted in Emotion Map by phys-
iological indexes using the average of all participants. From the top left: (a) Non-normalization,
(b) Min-Max, (c) Z-Score, (d) Robust Z-Score.

Looking at Fig. 7, we noticed slight variations in the quadrants where the averages of
each image are positioned depending on the normalization method used. Overall, there
was a tendency for No.4 (yellow) to be closer to Low Arousal, Low Valence (LALV),
while No.1 (red) tended to plot closer to High Arousal, High Valence (HAHV).

Examining Fig. 7(a), representing HAHV physiological indicators, the x-axis
(Valence) appears compressed, indicating the use of different units for brainwave and
heart rate variability indicators.

In Fig. 7(b)withMin-Max,we observed that all averages clustered towards theLALV
quadrant, suggesting susceptibility to outlier influence due to the calculation based on
maximum and minimum values.

Next, examining the standardization using z-score and robust z-score, depicted in
Fig. 7(c) and (d), respectively, it is evident that the distributions are similar in both the
X-axis (Arousal axis) and Y-axis (Valence axis). Additionally, there were no noticeable
differences observed in the positions of the quadrants for each image between (c) and
(d).

Based on this observation, we opt for methods aligned with the objectives of this
study. As a general trend in the experiment, techniques such as Z-Score and Robust
Z-score, which maintain information about the positions of Arousal and Valence while
aligning the units between Arousal and Valence, are deemed appropriate.
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5.3 Comparison Results of SAM

Next, the average of SAM (Self-Assessment Manikin) emotional evaluations for all
experiment participants was calculated. In Fig. 8, it was noticed that the image with a
pink background (No.2) fell into the LALV quadrant, while the other images fell into the
HAHVquadrant.When comparing this to the average results of the physiological indices
shown in Fig. 7, it was observed that while the image with yellow background (No.4,
indicated by purple in the graph) leaned towards LALV in the physiological indices’
results, the image with a pink background (No.2, indicated by blue in the graph) leaned
towards LALV in the SAM results. The graphs illustrating this trend in the physiological
indices (Fig. 7) were those standardized using Z-score (Fig. 7(c)) and Robust Z-score
(Fig. 7(d)). Moreover, in the SAM results (Fig. 8), although Image No. 2 appeared
to have a lower Valence, its position was closer to a neutral rating of 5. The graph
representing this trend in the physiological indices was the one standardized by Robust
Z-score (Fig. 7(d)).

Fig. 8. Self-reported evaluation on theA-V space using the average SAMvalues of all participants

Therefore, in terms of evaluation on the Emotion Map, Robust Z-score is considered
most appropriate for assessing emotional responses. Following closely, Z-score is also
deemed suitable. Standardizing using Z-score may facilitate easier comparisons in the
future with subjective evaluations and other metrics.

5.4 Discussion

When normalizing data on the Emotion Map, caution is required in handling the results
as there is a risk of altering quadrant positions and the positional relationships between
images. It is crucial to choose an appropriate data processing method based on the
intended use.

Furthermore, discrepancies between physiological and self-reported emotional eval-
uations were observed in some images. This suggests that the psychological effects of
color may have influenced the results of physiological indicators. Further discussion
is needed regarding the differences between physiological and self-reported emotional
evaluations.
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In this study, visual inspection was conducted for the comparison between physio-
logical indicators and SAM. However, for a more quantitative evaluation, there is a need
to discuss the handling of distances on the Emotion Map.

6 Conclusion

In this study, the aim was to enhance the versatility of the Emotion Map, which signif-
icantly reflects individual differences in results. We compared and examined normal-
ization methods for physiological indicators. From the positional relationships on the
Emotion Map concerning individual differences in emotional responses, it was inferred
that methods utilizing Z-Score or Robust Z-score best reflected emotional responses
based on physiological indicators. Additionally, using these methods makes it easier to
handle physiological indicators with different units.
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Abstract. Ransomware has grown to become one of the most signifi-
cant cyber threats to organizations worldwide. In the event of an attack,
many victims choose to pay in order to restore their systems or prevent
stolen data from being published or sold. If this decision is made, orga-
nizations should consider entering into negotiations with the attackers,
as ransoms are often negotiable. It is important that relevant personnel
are prepared for such negotiations. The aim of this work is to evaluate
how Tabletop Exercises can be used to prepare for possible Ransomware
Negotiations. A concept for Tabletop Exercises is developed, which is
slightly adapted to the requirements of Ransomware Negotiation Train-
ing. The main modification involves the inclusion of an adversarial team
in the exercise, representing the attackers or ransomware operators. This
will provide participants with the opportunity to negotiate with an oppo-
nent who will react to their actions in a spontaneous and unpredictable
manner. A basic model for designing a Tabletop Exercise in this format
is provided, supplemented by an exemplary scenario for a Ransomware
Negotiation Tabletop Exercise.

Keywords: Ransomware Negotiation · Tabletop Exercise

1 Introduction

Ransomware is a type of malware that is designed to restrict or prevent its victim
from accessing systems or data, primarily through encryption. In order to regain
access, the victim must pay a ransom demanded by the attackers. In addition,
attackers often threaten to publish or sell stolen data to press the victim to
pay rather than recover systems from backups. This is known as the double
extortion model [5]. Consequently, many victims pay the demanded ransom,
hoping to quickly recover from the attack and prevent stolen data from being
published [8]. In some cases, paying causes the victim less loss than experiencing
temporary system unavailability and the laborious process of recovery [7].

The effectiveness of ransomware attacks lies in their immediate impact and
the high pressure they exert on those affected. Recent developments show that
ransomware is increasingly being targeted at large organizations. This approach
is known as Targeted Ransomware [17]. Attacks are often targeting companies
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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in order to demand higher ransoms [7], but critical infrastructure [12] and gov-
ernment institutions are also frequently affected [7]. Attackers using Targeted
Ransomware invest considerable time and effort in attacking large organizations,
expecting high profits. As a result, perpetrators are willing to negotiate ransom
demands, as they too have large amounts of money at stake [17].

Although government institutions such as the FBI do not recommend paying
ransoms or negotiating with attackers [8,12], many of those affected still choose
to pay in the hope of quickly recovering their systems and returning to normal
operation [7]. In 2023, nearly 73% of businesses being attacked by ransomware
paid [2]. Once an organization has made the decision to pay, negotiations regard-
ing the ransom amount may be considered. Negotiating ransom demands has
been successful in various cases [11], with negotiated discounts ranging from
20% up to 90%, and in most cases, victims have been able to negotiate discounts
of over 50% [2].

The purpose of this work is to elucidate the principles and strategies that can
be employed to negotiate ransoms demanded by ransomware operators, as well
as how organizations can prepare for such negotiations. To this end, a slightly
adapted format of Tabletop Exercise is selected as the medium for prepara-
tion, and a basic model of a Tabletop Exercise for Ransomware Negotiations is
designed.

2 Preparation

When organizations choose to pay a ransom or enter into negotiations with
attackers, legal considerations may arise. Although government institutions
strongly advise against it [8,12], paying the demanded ransom is not illegal
in principle. However, paying a ransom could lead to legal liabilities if the ran-
somware group or the country they work for are subject to sanctions [14]. In
addition, the publication of sensitive data can have legal implications, which
may make victims more willing to pay or negotiate to mitigate the consequences
of a potential data breach [6]. Attackers are also aware of the legal consequences
of breaches and may use the threat of notifying regulators as leverage in nego-
tiations [8].

One major concern regarding ransomware attacks is that paying the ransom
supports criminal activity. Therefore, government institutions, such as the FBI,
strongly advise against paying the demanded ransom [8,12]. If criminals continue
to achieve their primary goal of financial gain, attacks will persist. The decision
to pay may fuel further attacks, ultimately weakening the overall security of
cyberspace [7]. However, organizations may face situations where refusing to pay
could cause harm to stakeholders for whom the organization bears responsibility,
such as employees or customers [14]. If the sensitive data of these stakeholders is
at risk, those responsible may decide that paying or negotiating is the ethically
better decision [6].

Before or in the event of a ransomware attack, organizations should consider
certain issues before entering into negotiations. This can prevent them from
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making hasty decisions under stress that they might not have made if they had
more time, and which may be contrary to their real objectives. To be able to
respond adequately in the event of a ransomware attack, organizations should
include ransomware attacks and potential negotiations in their incident response
plan [14]. To prepare effectively, it is also advisable to consider setting a max-
imum ransom that the organization is willing to pay [18], keeping abreast of
potential threats and monitoring criminal behaviour [13], and conducting exer-
cises to train individuals on their roles and responsibilities [10].

3 Ransomware Negotiations

3.1 Conditions

When an organization falls victim to a ransomware attack, the impacts are
both immediate and far-reaching. For example, access to systems or data may
be restricted or completely prevented, resulting in lost productivity. This sets
ransomware attacks apart from other types of malware and places significant
pressure on the victim to limit the damage. As victims seek to minimise the
time of business interruption and payment is seen as the quickest solution, many
victims comply with the attackers’ demands [8].

Targeted Ransomware attacks have become increasingly prevalent in recent
years [7]. Attackers invest significant effort in these attacks, resulting in higher
ransoms being demanded from victims [17]. To maximize the ransom amount,
attackers calculate it on an individual basis [2,5], taking into account the victim’s
financial status or publicly available reports [5]. They are also willing to negotiate
the final amount to avoid receiving no ransom at all [17].

One of the things organizations should consider before entering into nego-
tiations is the reliability of the ransomware used in the attack, or the group
responsible for the attack. As the outcome of the negotiation is crucial not only
for the victim but also for the attacker, it is in the interest of both parties that
the ransomware is highly reliable in terms of data restoration after payment.
The victim’s decision to pay the demanded ransom is influenced by the likeli-
hood of data recovery. Only if it is probable that the data can be restored will
the affected organization be willing to pay. Attackers or ransomware developers
invest in improving the reliability of their ransomware because a high level of
willingness to pay on part of the victim supports their financial motives [17].

When it comes to negotiating the amount of the ransom, the lack of trust
between the attacker and the victim is of crucial importance. Even after paying
the ransom, the victim cannot be completely certain that their data will be
recovered. In general, the attacker may delete the files irrespective of whether a
ransom was paid [3]. Additionally, during the negotiation, the attacker aims to
conceal the minimum ransom amount they are willing to accept in exchange for
the decryption tool. The attacker, on the other hand, does not know whether the
victim is being honest about the amount of ransom they are willing to pay [18].
Since trust and cooperation are essential to achieving a solution, a lack of trust
is not beneficial to the negotiation process [19].



Tabletop Exercise for Ransomware Negotiations 169

Another significant factor in Targeted Ransomware attacks is the uneven
distribution of information between the negotiating parties. This means that
both parties lack information that is relevant for the outcome of the negotiation.
For instance, the attacker does not know the exact value of the files to the
victim, which is an important factor in estimating the amount of ransom to
be demanded. However, attackers have access to the victim’s data and systems,
providing a reasonable basis for calculation [17]. Conversely, the victim generally
has little information about the attacker, such as the minimum amount of ransom
for which the attacker is willing to restore the data [18] or the reliability of the
decryptor [8].

In addition to the uneven distribution of information about the other party,
the negotiation process also suffers from an uneven distribution of levers. This is
particularly evident in the double extortion model, where attackers exert addi-
tional pressure on the victim by threatening to publish or sell the victim’s data
if the ransom is not paid [7]. Sometimes attackers even threaten to inform regu-
latory authorities about possible regulation violations, which represents another
lever in the negotiation process [8]. This asymmetry arises in the initial infec-
tion of systems and the subsequent demand for a ransom. From this point on,
the attacker can aim to maximize gain, while the victim can only aim to min-
imize loss [3]. It is important to note that even if the victim chooses not to
pay the ransom, there will still be losses due to downtime and the recovery of
systems [18]. Therefore, the attacker holds an advantageous position throughout
the negotiation process [3].

Unlike most other cyber attacks, ransomware creates a hostage-like situation
and forces the victim into negotiating [3], as attackers invest heavily in ensuring
that data can only be recovered by paying a ransom [17]. Furthermore, using
double extortion makes victims more likely to pay, even if they have backups
from which to restore their systems [8]. Consequently, the amount of ransom paid
by the victim depends on the likelihood of being able to recover from backups
and the sensitivity of the data being held hostage [3]. Many organizations are
forced into Ransomware Negotiations for various reasons, so it is important to
be prepared for this eventuality.

3.2 Strategies

This section outlines strategies for Ransomware Negotiations. The suggested
strategies, gathered from various sources [2,5,11,19], can be summarised as fol-
lows:

1. Asking attackers to set up different means of communication
2. Maintaining professionalism
3. Buying and leveraging time
4. Gathering information
5. Requesting decryption of a test file
6. Offering a smaller, but immediate payment
7. Convincing the attackers that the ransom is too high
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8. Omitting mention of cyber insurance
9. Requesting proof of deletion

10. Asking for an explanation of how one was hacked

Different Means of Communication
At the start of a Ransomware Negotiation, it is advisable to request an alter-
native means of communication from the attackers. This is due to the fact that
chat platforms used for negotiations can be easily accessed by third parties [11].
In the case of CONTI ransomware, possessing a victim ID, which is typically
provided after an attack, allows anyone to access the negotiation chats. These
IDs can be found online and are sometimes reused by CONTI [5]. Switching to
another medium will not only prevent unwanted parties from reading the chat
but also from interfering. In several cases, third parties accessed the chats and
disturbed or trolled the negotiation [5,11].

Maintaining Professionalism
During negotiations, victims should maintain a professional and respectful
demeanor. This can be difficult as ransomware attacks can cause major losses
or threaten livelihoods. It is important to note that being friendly can lead to
a lower ransom, whereas acting frustrated or angry can lead to the perpetra-
tors withdrawing from the negotiation [11]. Organizations should aim to treat
interactions with attackers as business transactions and remain calm without
showing signs of desperation [2]. In [19], Wade suggests going even further by
acknowledging the attacker’s effort and praising their skill to build rapport and
mitigate escalation [19].

Buying and Leveraging Time
Attackers may attempt to coerce victims by threatening to leak data and impos-
ing deadlines [11]. However, victims are advised to request additional time as this
will enable them to consider all available recovery options [2], devise strategies
or make necessary arrangements, such as purchasing cryptocurrency [11].

Time can be used as a tool against attackers, as it is of great importance
to them [2]. To buy time, Wade suggests delaying responses or pretending to
have encountered issues, such as with purchasing cryptocurrency [19]. However,
organizations should also consider that extended periods of downtime can result
in significant losses and may not be in their best interest [18].

Gathering Information
Ideally, the affected organization should have gathered information about the
attacker prior to the attack or before the ransom notice was opened [11]. If
this is not the case, information gathering should be done during the negoti-
ation to identify the impact of the attack and obtain more information about
the attacker. Section 3.1 outlines how knowledge of a ransomware group’s reli-
ability can influence an organization’s negotiation behaviour. Understanding a
group’s past negotiation behaviour can aid victims in determining a strategy.
Furthermore, if a ransomware group has compromised multiple organizations
simultaneously and has more options for receiving payment, this may influence
the attacker’s negotiation behaviour to be less patient [2].
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Decryption of a Test File
Organizations should always verify that the ransomware group has the decryp-
tion key and that it functions correctly before paying any ransom. If organiza-
tions do not request proof, they cannot be certain that the perpetrators will be
able to recover their data [5]. While knowledge of the attacker’s reliability may
provide some insight, it is still advisable for organizations to make sure that
the decryption works [11]. Often, to demonstrate their reliability and gain the
victim’s trust, attackers will suggest this themselves and offer a few files [19].

Small Early or Large Late Payments
Ransomware attackers aim to make a quick profit and therefore prefer early
payment [2,11]. As a result, they may offer discounts for immediate payment [5]
to allow them to move on to the next target. In some cases, when given the choice
of receiving a small ransom immediately or a larger ransom later, attackers have
offered large discounts for early payment [11]. This not only reduces the loss for
the affected organization but also minimizes downtime.

Convincing that Ransom is too High
An effective strategy in Ransomware Negotiations is to convince the attacker
that payment of the ransom amount is not possible. This approach has proven
successful for several organizations by emphasizing it throughout multiple rounds
of negotiation [11]. However, attackers may calculate the ransom on an individual
basis [5], and may know if the victim is trying to deceive them and be unwilling to
lower their demands [11]. Even so, the basis of calculation used by the attackers
may not be a good reflection of the organization’s true financial position. If this
is the case, negotiators should consider providing the attackers with information
about their true financial situation in order to convince them that they are truly
unable to pay the amount demanded [2].

Omitting Mention of Cyber Insurance
If an organization has cyber insurance, it should not mention this during nego-
tiations, and it is advisable to keep relevant documents in a secure location so
that attackers do not have access to them. If the attacker is aware of the vic-
tim’s insurance coverage, they may be less willing to negotiate as they know the
maximum amount that will be covered [11].

Proof of Deletion
Once the ransom amount has been agreed upon and paid by the victim, they
should request proof of their files’ deletion [11]. However, it is important to note
that even if attackers agree to provide proof of deletion, there is no guarantee
that they will actually do so. Therefore, organizations should prepare for the
possibility of their files being leaked [11]. In some cases, negotiators have also
requested that the attackers delete the negotiation chat. As mentioned above,
these chats can be easily accessed by third parties, and deletion can prevent
unauthorised access to the conversation [5].

Explanation of Attack
In addition, affected organizations should ask the attackers how they were able
to gain access to the systems [11]. While in most cases attackers do not provide
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much information [5], in some cases they are willing to share details about the
attack and even suggest improvements or recommend security solutions [5,11].
This information can help organizations improve their security and prevent
future attacks.

4 Tabletop Exercise for Ransomware Negotiations

4.1 Tabletop Exercise

Tabletop Exercises (TTXs) are a type of Serious Games [1], which are games
designed not only for entertainment, but primarily to support the training of
knowledge, skills and behaviour. As such, TTXs must have clearly established
rules, end with a score, and provide interactivity to be engaging for participants.
This helps to develop intrinsic motivation among participants, in addition to any
existing extrinsic motivations [9].

Tabletop Exercises are commonly used to train individuals in incident or
emergency response, including cybersecurity incident response. This interactive
and experiential training format can improve participants’ understanding of a
specific process or plan [1]. The National Institute of Standards and Technology
(NIST) defines TTXs as ‘discussion-based events where personnel with roles and
responsibilities in a particular IT plan meet in a classroom setting or in break-
out groups to discuss their roles during an emergency and their responses to a
particular emergency situation’ [10]. The purpose of TTXs is to confirm that
staff members are familiar with their entrusted responsibilities and the contents
of the plan being exercised [10]. Another central goal of a TTX is to build a
functioning team in a threat-free environment [4]. TTXs also provide an oppor-
tunity to review the applicability and effectiveness of IT plans and enhance them
if necessary [10]. For negotiations with attackers, the IT plans exercised may be
incident response plans or, if available, any procedures specifically designed for
Ransomware Negotiations.

TTXs are conducted using hypothetical scenarios based on the plan exercised
and are led by a facilitator who guides the discussion [10] and may also take on
minor roles in the chosen scenario [16]. According to [4], there are four different
roles in a TTX: participants play an active role, usually representing the roles or
responsibilities they have within the organization. If gaps exist in the scenario,
they may fulfill other roles. Observers do not take an active role but can support
the discussion by asking questions or providing relevant expertise. The facilitator
moderates the exercise, provides updates to the scenario, and resolves ambigu-
ities. Additionally, a note-taker observes the activities within the exercise and
assesses whether they conform to the plan exercised [4]. Both the facilitator and
the note-taker should have a good understanding of the IT plan being exercised
and the objectives of the exercise [10].

The scenario is presented to participants through a guide provided at the
beginning of the exercise, as well as through further explanations given by
the facilitator. Participants are selected based on the roles relevant to the sce-
nario [10] and may include personnel from various fields within an organiza-
tion [1]. Following the introduction of the scenario and the exercise’s scope, the
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facilitator initiates a discussion among the participants by posing a question
related to the scenario. During the discussion, the facilitator may ask ques-
tions to enhance the conversation or ensure that the exercise’s objectives are
met [10]. The facilitator may also introduce changes to the scenario, referred to
as injects [1]. Following the discussion, the exercise is analysed to identify any
further training requirements or areas for improvement in the IT plan [10].

TTXs are most useful when conducted after recent training of participants.
This ensures that they are aware of their roles and responsibilities in the specific
plan. According to NIST, TTXs should be conducted periodically, after organi-
zational changes or when an IT plan is updated [10]. This will ensure that all
personnel are made aware of potential changes within their role, and to deter-
mine if there are any improvements to be made to the newly established changes
or plans.

Advantages of Tabletop Exercises. In [1], the advantages of TTXs in com-
parison to traditional methods, such as lectures or quizzes, are highlighted by
reviewing various academic research and literature on TTXs for cybersecurity
incident response training. These advantages include the promotion of a better
understanding of processes and plans, the encouragement of collaboration, the
development of practical skills, the teaching of skills for incident prevention, and
the flexibility of TTXs. With the exception of incident prevention skills, all of
these chracteristics are useful for preparing for Ransomware Negotiations.

The TTX format enhances participants’ comprehension of processes and
plans by discussing and evaluating the steps involved. Participants make strate-
gic decisions within the scenario, leading to a better understanding and coordina-
tion of processes to be applied in case of an incident. This improved understand-
ing of procedures will allow participants to develop confidence and situational
awareness. It also provides an opportunity to review and update the plans exer-
cised, ensuring that processes and procedures are in line with the organization’s
objectives [1].

One of the primary goals of a TTX is to improve the way participants work
together to create a team that will function well in the event of a real inci-
dent [4]. This is accomplished by promoting communication and the exchange of
knowledge and skills among participants. Collaboratively developing problem-
solving strategies is facilitated by a non-threatening environment, where partic-
ipants can learn from the decisions of others and receive feedback on their own
actions. Another benefit of fostering collaboration through TTXs is that indi-
viduals become familiar with whom they can turn to in the event of an actual
incident [1].

During a TTX, participants typically simulate their own roles and choose
actions that they would take in a real incident [4]. Immediate feedback is provided
during the TTX, allowing participants to reflect on their decisions and identify
potential gaps in their skills and knowledge [1]. By engaging in this process,
individuals can gain an understanding of specific procedures, become familiar
with their responsibilities within the organization, and test solutions without
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causing any harm [16]. This approach allows for the development of skills relevant
to specific roles and enables players to adapt to changing scenarios through a
learning-by-doing approach [1].

One further advantage of TTXs is that they are very flexible, as they can
be adapted during the exercise by adding injects or unexpected changes to the
scenario. This enables the facilitator to easily tailor the exercise to the partici-
pants’ individual needs and emphasize important objectives [1]. Due to its high
flexibility, this approach teaches participants how to deal with situations of high
uncertainty and ambiguous or missing information - a level of information that is
well-suited to real-life incident response situations [16]. The flexibility of TTXs
applies not only to the scenario and range of possible responses, but also to the
time allotted, which can range from 10 min [4] to 8 h [10].

Light Weight Tabletop Exercise. Tabletop Exercises are already highly flex-
ible and require moderate effort to design and conduct [1]. In [16], Rain Ottis
aims to reduce the workload and time needed to prepare the exercise even fur-
ther. Ottis calls this concept the ‘Light Weight Tabletop Exercise’. Furthermore,
the light-weight version of the TTX offers more opportunities for active decision-
making compared to the traditional format mentioned above. In Light Weight
TTXs, the scenario is not as clearly defined, but rather left up to the partici-
pants and potential injects. Participants are given a few basic conditions around
which the situation is built, which is then further developed throughout the
exercise [16].

The main difference with the Light Weight TTX is the inclusion of a Red
Team, which creates an adaptable opponent that introduces injects to the sce-
nario instead of the facilitator. As a result, the facilitator’s role is no longer to
explain and update the scenario, but rather to introduce and enforce exercise
rules throughout the discussion. During the exercise, the attacking Red Team
and the defending Blue Team take turns making and responding to injects. The
facilitator may play minor roles or pause the discussion to emphasize specific
lessons to be learned [16].

4.2 Concept

Adapted TTX Format. In order to improve the adaptation of Tabletop Exer-
cises to the specific requirements of Ransomware Negotiations, certain changes,
similar to those suggested by Ottis in [16], are made to the exercise format. The
primary modification is to introduce a Red Team to the scenario, which will rep-
resent the adversary of the organization. Unlike the Light Weight TTX format
proposed by Ottis, which includes multiple Blue Teams, the format proposed
here consists of only one Blue Team and one Red Team. The Blue Team rep-
resents the organization affected by a ransomware attack, while the Red Team
represents the attacking ransomware group. Other entities, such as media or law
enforcement, do not directly influence the negotiation and therefore do not need
to be actively represented in the TTX. The TTX for Ransomware Negotiatons
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focuses on the negotiation itself, which takes place exclusively between the orga-
nization (Blue Team) and the attackers (Red Team). Therefore, the exercise is
limited to two teams. If the selected scenario involves additional entities, the
relevant information may be included in the scenario description or provided by
the facilitator during the discussion.

Although Ottis presents the Light Weight Tabletop Exercise format as a
means of Cybersecurity Education for students [16], it may also be applied to
incident response training in an organization. To achieve this, some adaptions
may be necessary, such as providing more detailed specifications for the Blue
Team’s conditions. In Ottis’ concept, the Blue Team can in most ways freely
develop the scenario [16], but in the context of an organization, the plans and
procedures to be followed in the event of an incident can be very clearly speci-
fied. Allowing participants to set up the scenario could result in an insufficient
description of the organization, which would prevent the exercise from meet-
ing its objectives. Therefore, it is essential to precisely specify the fundamental
requirements for the Blue Team and ensure that the participants represent their
roles within the organization and the incident response plan being exercised.
This means that the conditions provided by the organization’s infrastructure,
management, etc. should be adequately represented in the exercise scenario.

While the terms and conditions for the Blue Team, representing the organi-
zation itself, may be very clearly defined, the Red Team may have more free-
dom in its choice of actions and preconditions. In particular, when practicing
Ransomware Negotiations, incorporating active opponents into a TTX, as sug-
gested by Ottis, allows participants to interact with an adversary who will react
to their actions in a spontaneous and unpredictable manner. Creating a static
scenario with pre-planned injects does not align with the dynamic nature of
Ransomware Negotiations. Traditional TTXs focus on team communication and
collaboration, but in Ransomware Negotiations, communication with attackers
may play an even more critical role in the resolution than communication with
other employees.

The Red Team has a certain amount of freedom in its actions, but its
conditions and characteristics may be specified in a more concrete way. This
means that an organization may need to exercise a particular type of attacker
or scenario. This could include, but is not limited to, the percentage of the
attacker’s previous victims who have been provided with working decryption
keys (attacker’s reputation), the risk of the decryption tool not working prop-
erly, if sensitive data has been extracted, the cost of the attack to the attacker,
and the like. If any special conditions are required for the exercise, these should
be made known to the Red Team during the introduction of the scenario.

The exercise format assumes that the organization has already been infected
with ransomware and is unable, or only limitedly able, to access its systems or
files. It is also assumed that the attackers have provided a means of communi-
cation and that the organization has decided to negotiate. The proposed format
does not include other aspects of the incident response to a ransomware attack,
such as deciding whether or not to negotiate with the attackers. This approach
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ensures that participants can start negotiating immediately, and can concentrate
solely on the negotiation process.

Basic Model. When designing a Tabletop Exercise using the above format,
different instructions must be prepared. These include a guide for the facilitator
and instructions for each team. The facilitator guide should contain the scenario,
possible injects, and debrief questions. It should also provide additional infor-
mation about the exercise setup and rules. The team instructions outline the
exercise objectives, scenario, team tasks, and considerations for the negotiation.

The exercise scenario assumes that the organization has already fallen vic-
tim to a ransomware attack and that the attackers have provided a means of
communication, such as email chat or a dedicated portal. It is assumed that
the affected organization has already made the decision to negotiate with the
attackers, and therefore, the scenario should provide a credible reason for this
decision. In Ransomware Negotiations, it is common for the affected organiza-
tion to initiate communication through the means provided by the attackers.
Therefore, the Blue Team will initiate the negotiation.

The scenario is presented to both teams in the instructions they receive. The
scenario is described from each team’s individual perspective and provides only
the information that would be available to that party in an actual Ransomware
Negotiation. As a result, the two teams have different levels of information about
each other and the scenario, which is a common occurence in such situations.
The facilitator has complete information about the scenario.

Depending on the scenario, the two teams can be given varying degrees of
autonomy over certain terms of the scenario. As mentioned above, it is important
to specify the terms for the Blue Team precisely, so that they can adequately
represent the organization. However, they may have some flexibility in terms of
their negotiation behaviour or the amount of ransom they are willing to pay. The
conditions for the Red Team may be less precisely specified, providing partici-
pants with more opportunities to make their own decisions. This could include
deciding on the amount of ransom demanded or the reliability of the malware
used.

When creating a scenario for the exercise, the following aspects should be
considered:

Number of participants per team and roles of the participants.
It is recommended that the Red Team comprises of two participants. While in
a real incident, the organization may negotiate with a single negotiator, hav-
ing two participants representing the attackers enables them to discuss their
actions and strategies. The size of the Blue Team may be chosen according to
specific requirements given by the organization or the selected scenario. The
members of the Blue Team should represent the roles and responsibilities they
have within the organization.

Data Extraction and Data Sensitivity
The scenario should clearly indicate whether or not the attackers extracted
data. This information may be provided in the initial description given to both
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teams or left to the discretion of the Red Team to reveal to the Blue Team
during the negotiation. If the scenario involves data extraction, it should also
specify the sensitivity level of the extracted data.

Backups
The existence of backups depends on the organization’s backup plan and is
not defined in the scenario. However, in the selected scenario, it is possible
that backups were stored on an infected server and have been encrypted. The
scenario may also include an inject where data recovery from backups was
unsuccessful.

Reliability
The scenario should specify the reliability of the ransomware or ransomware
group in decrypting data after payment. This decision may be left to the Red
Team, but it is recommended to avoid choosing an overly optimistic value.

Ransom Amount
The ransom amount demanded by the attackers may either be specified in the
scenario or left to the judgment of the Red Team. Depending on the scenario,
the Red Team may be provided with some information about the financial
situation of the organization as a basis for calculating the ransom amount.

Availability of information
The scenario should specify the extent of information available to the teams
about the other party. For instance, the Blue Team may be provided with
information on the reliability of the ransomware group, while the Red Team
may be given details on the financial situation of the organization or the
sensitivity of its data. It is not necessary to include all of this information
in the initial scenario description, but it may become available to the teams
during the negotiation. For instance, the Blue Team could conduct research
on the ransomware group and discover their reliability.

Prior to the start of the Tabletop Exercise, participants should be seated
in such a way that allows them to discuss within their group without being
overheard by the other team. The only way to communicate with the other
team is to write on a board placed in a central location of the room. To ensure
that both teams’ messages can be distinguished, it is recommended to use pencils
in two different colours.

During the exercise, the facilitator may introduce modifications to the sce-
nario through injects. These injects can be predefined or created during the
exercise. Possible injects to a scenario are:

– The organization is unable to restore data from backups, for example because
the backups are damaged.

– The extracted data was lost during transfer by the attackers. Therefore, they
can no longer threaten to publish it and can only negotiate the price of the
decryption key.

– To simulate the unavailability of a team member, the facilitator may choose
to (temporarily) exclude one member of the Blue Team from the negotiation.

– The extracted data is partially published by the attackers on their website.
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Example Scenario - Beverage Producer. This section provides an example
scenario for a Ransomware Negotiation Tabletop Exercise. It involves a fictitious
beverage producer and a fictitious ransomware group. The company has been
targeted by the ransomware group, and while the company has backups of its
data, the attackers are threatening to publish stolen data, including a secret
recipe for the company’s most popular product.

Participants:

Blue Team: 3–5 participants
Red Team: 2 participants

Facilitator Guide In this Tabletop Exercise, two teams will represent an orga-
nization (Blue Team) and a ransomware group that has attacked the organi-
zation (Red Team). The teams will negotiate with each other to come to an
agreement regarding the ransom amount. A Tabletop Exercise is an activity
that presents a hypothetical scenario to which participants must respond.
You will act as the facilitator of the Tabletop Exercise. As the facilitator,
your role is to explain the rules to the participants and ensure compliance.
You may modify the scenario through injects. Participants are permitted to
ask questions during the exercise, but answers should only be given if the
information would be available in a real negotiation. Additionally, you may
take on minor roles in the scenario if necessary.

Agenda:
1. Introduction
2. Scenario Discussion
3. Debrief

Introduction:
Setup:
Allocate seats to the two teams so that they can discuss within their own
group without being overheard by the other team.
Rules:
Explain the rules of the exercise to the participants.

– The aim of the exercise is to reach an agreement regarding the ransom
amount.

– Communication between the two teams will occur through messages.
– During the negotiation, the two teams are not allowed to communicate

with each other except through negotiation messages.
– A team is not obligated to answer to a message sent by the other team.

They can choose to wait instead.
– Participants are permitted to conduct research, such as asking questions

or gathering information from the internet.
Start of the Exercise:
The Blue Team will initiate the negotiation by delivering its initial message
to the Red Team.

Scenario:
The scenario comprises a Blue Team and a Red Team.
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The Blue Team represents a medium-sized beverage producer with an average
revenue of EUR 15 million and an average profit of EUR 1.8 million. The
company’s cash position is EUR 500,000. Its most popular product is made
according to a secret recipe that is only available in digital form. The company
has fallen victim to ransomware and has received the following notice on their
systems: ‘All your data has been encrypted by ransomware and you are no
longer able to access it. But there is help: We offer you the decryption key
which is the only way to regain access to your important data. Do not try to
ignore us: Before encrypting your data, we secured some of your files and are
ready to publish them on our website. So it will be better for you to contact
us asap.’ The attackers also provide a link to a portal through which the
affected company can contact them. The company has backups available and
can thus resume production within one day.
The Red Team represents the ransomware group that has attacked the com-
pany, extracted some of its data and encrypted all of its systems. They are
aware of the potential value of the secret recipe and may search for a buyer.
The attackers have built a reputation for keeping their promise and providing
the decryption key after the victim has paid the ransom. Their decryptor is
reliable, and 90% of the businesses that paid the ransom successfully recov-
ered their data. The attackers know the company’s financial situation and
will calculate the ransom accordingly.

Possible injects:
– Blue Team: Your backups are damaged and only 70% of your data can be

recovered. The file containing your secret recipe is not included in that
70%. Does this affect your negotiation strategy?

– Red Team: An operator informs you that two more companies have been
compromised and you are to lead the negotiations. This provides you
with more options for receiving payment. Will this affect your behaviour
towards the company?

– Red Team: As the negotiation process is not progressing as quickly as
desired, you publish 10% of the stolen data on your website. The secret
recipe is not included in the published data. Inform the company about
this action.

– Facilitator: If the Red Team decides to sell the recipe, you can determine
whether or not they find a buyer and the amount the buyer is willing to
pay.

Debrief:
During the debrief, both teams should review successful and unsuccessful
strategies and identify potential areas for improvement.

– What strategies and actions of the Blue Team contributed to reaching an
agreement?

– What strategies and actions of the Blue Team hindered reaching an agree-
ment?

– What improvements could be made to the procedure?
– Are there events that the Blue Team should be better prepared for?
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Blue Team Instruction In this Tabletop Exercise, you will represent an orga-
nization and work as a team to negotiate with another team representing a
ransomware group. The goal is to come to an agreement regarding the ransom
amount. A Tabletop Exercise is an activity that presents a hypothetical sce-
nario to which participants must respond. The scenario in this case involves
a Blue Team, the organization you represent, and a Red Team, the attackers.
Communication with the Red Team will occur solely through messages. You
are not allowed to discuss with the other team during the exercise.

Agenda:
1. Introduction
2. Scenario Discussion
3. Debrief

Objectives:
The objectives of the exercise are:

– Identify strategies and actions that support reaching an agreement.
– Identify strategies and actions that hinder reaching an agreement.
– Identify areas for improvement by reflecting on your strategies and

actions.
Scenario:

You will represent a medium-sized beverage producer. Your most popular
product is a drink made according to a secret recipe, which is stored in digital
form only on your systems. Your average annual revenue is EUR 15 million,
with an average profit of EUR 1.8 million, and a cash position of EUR 500,000.
You do not own any cryptocurrency.
Upon entering your production hall on Monday morning, you discover that
you no longer have access to any of the data on your systems. Instead, you
find a notice with the following text: ‘All your data has been encrypted by
ransomware and you are no longer able to access it. But there is help: We
offer you the decryption key which is the only way to regain access to your
important data. Do not try to ignore us: Before encrypting your data, we
secured some of your files and are ready to publish them on our website. So
it will be better for you to contact us asap.’ They also provide a link to a
portal for contacting them.
Fortunately, backups exist for your systems. This means, that you can resume
production within one day. However, restoring data from backups will not
prevent your files from being published. As you are concerned that the secret
recipe may be among the stolen data, you decide to contact the attackers and
enter into negotiations with them.

Your task:
1. Determine the roles within the company. Assign one person to represent

the CEO and another to represent the IT department. The remaining
participants are free to choose their role.

2. Think about a strategy for the negotiation.
3. Decide on your initial message and communicate it to the attackers.
4. Try to reach an agreement through negotiation.

During the negotiation, consider the following:
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– What is the maximum amount that you are willing to pay?
– You can research how likely the attackers are to keep their promises after

payment.
– It is advisable to reach an agreement quickly as negotiating can extend

downtime and result in losses.
– Who is responsible for making the final decision?
– What strategies and tactics exist and how can they be used?

Red Team Instruction In this Tabletop Exercise, you will represent a ran-
somware group and work as a team to negotiate with another team repre-
senting an organization you have attacked. The goal is to come to an agree-
ment regarding the ransom amount. A Tabletop Exercise is an activity that
presents a hypothetical scenario to which participants must respond. The sce-
nario in this case involves a Blue Team, the organization, and a Red Team,
the attackers you represent. Communication with the Blue Team will occur
solely through messages. You are not allowed to discuss with the other team
during the exercise.

Agenda:
1. Introduction
2. Scenario Discussion
3. Debrief

Objectives:
The objectives of the exercise are:

– Identify the strategies and actions of the opposing team that support
reaching an agreement.

– Identify the strategies and actions of the opposing team that hinder reach-
ing an agreement.

– Identify areas for improvement by evaluating the strategies and actions
of the opposing team.

Scenario:
You will represent a ransomware group that has just compromised a medium-
sized beverage producer and is waiting for their initial message to be deliv-
ered via a dedicated portal. Before encrypting the company’s systems, you
extracted some of the company’s most valuable files and left a notice on its
systems: ‘All your data has been encrypted by ransomware and you are no
longer able to access it. But there is help: We offer you the decryption key
which is the only way to regain access to your important data. Do not try to
ignore us: Before encrypting your data, we secured some of your files and are
ready to publish them on our website. So it will be better for you to contact
us asap.’ The extracted data includes the secret recipe for the company’s
most popular drink, which has considerable value and may be of interest to
a buyer.
However, you have put a lot of effort into building a reputation for reliability
in data recovery after companies have paid the ransom. In about 90% of cases
where those affected paid, their data was successfully recovered.
Before encrypting the company’s systems, you searched its data for valuable
information to calculate the ransom demand. Your research revealed that the
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company has an average annual revenue of EUR 15 million and an average
annual profit of EUR 1.8 million.

Your task:
1. Decide on the amount of ransom you will demand from the company, tak-

ing into account the information provided about their financial situation.
2. Think about a strategy for the negotiation.
3. Wait for the company’s first message.
4. In your reply, state your demand. You may also want to remind them of

the value of the data you have extracted.
5. Try to reach an agreement through negotiation.

During the negotiation, consider the following:
– What is the minimum amount for which you will provide the decryption

key?
– You can try to estimate the value of the secret recipe and find potential

buyers.
– You can give the company a deadline for when you will start publishing

data.
– You can publish data on your website to increase the pressure on the

company.

5 Conclusion

A Tabletop Exercise format slightly adapted to the requirements of Ransomware
Negotiation Training has been developed. The format includes an adversarial
team representing the ransomware operators. It is assumed that negotiating with
an actual opponent during the exercise will allow participants to adequately
prepare for possible Ransomware Negotiations. To assess the applicability of
the adapted Tabletop Exercise format and its effectiveness in improving nego-
tiation skills for Ransomware Negotiations, a Tabletop Exercise was conducted
using the proposed format. The participants evaluated the exercise to deter-
mine whether organizations can enhance their incident response capabilities by
incorporating Ransomware Negotiation Tabletop Exercises into their incident
response training. The practical implementation and evaluation as well as fur-
ther recommendations have been published as a thesis and can be found here:
Lea Müller (researchgate.net)
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Abstract. End-user cybersecurity, and the risks associated with it, are receiving
more and more attention, particularly in organizational settings. This increase in
attention has led to a growing body of research on how to mitigate end-user error
through cybersecurity training, as well as the implementation of training programs
inmany organisations across theworld.Unfortunately, training programs currently
found in the academic landscape andwithin organisations fail to adequately specify
themechanisms of behaviour that are required of the end-user. This article outlines
an alternative approach that differentiates between different kinds of cybersecurity
behaviours – those requiring continuous active engagement from the user, and
those that can become more passive and habitual over time. To this end, current
cybersecurity training approaches and their limitations will be outlined, followed
by a brief exploration of habit theory and habit creation. Subsequently, the level of
engagement needed for specific cybersecurity behaviours is analysed. In addition,
practical approaches to training design, as well as areas for future research are
highlighted.

Keywords: Human Factor · Behaviour Change · Training

1 Introduction

In 2022, 83% of organisations were affected by a data breach onmore than one occasion.
These incidents have led to declines in stock valuation and a mean market loss that has
reached the 5 billion $ mark [1]. While media reporting on large security incidents has
become more and more frequent, small means of attacks, through phishing, inadequate
passwords, or others, are utilized every day without adequate recognition. Many of these
methods exploit human vulnerabilities by targeting users’ lack of knowledge and atten-
tion or utilizing visual deception to mimic legitimate sources [2]. While technological
advances regarding incident prevention continue to grow, human actors still play an
essential role in achieving security in cyberspace. However, end-users, particularly in
organizational settings, are often faced with a multitude of demands and pressures in
relation to their organizational responsibilities, leading to cybersecurity falling by the
wayside. Still, many training programs utilized today are attempting to shift end-users’
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focus to become more security-conscious. Unfortunately, training programs currently
found in the academic landscape and within organisations often do not place a specific
focus on what is required of the end-user to behave securely. This is emphasized by
the lack of differentiation between different cybersecurity behaviours within existing
training programs. While behaviours such as screen locking, strong password use and
phishing resilience can all be summarized under the umbrella of cybersecurity, they
involve different mechanisms of action required of the end user. This is currently not
what the focus is placed on in existing training programs, also with regard to themethods
that are used to train, as identified through a systematic literature review conducted by
Prümmer et al. [3]. Serious games, presentations and simulations have all been suggested
and evaluated as training methods for the variety of behaviours outlined above [4–6].
Based on the findings of these studies, no single training method appears to be outper-
forming another, not just when it comes to effectiveness [7, 8], but also regarding which
methods end-users prefer [6, 9]. Studies have also shown that while current approaches
to cybersecurity training are successful in changing end-users’ attitudes or knowledge,
a change in behaviour is often much harder to achieve [4, 9, 10]. A potential explana-
tion for these observations could be the lack of differentiation between cybersecurity
behaviours outlined previously, and the skills and level of engagement they require from
the end-user.

Adding to this, training programs often constitute an additional task that needs to be
performed alongside end-users’ responsibilities, thereby increasing the pressures they
are often faced with. Instead of the benefits end-users are supposed to gain from train-
ing programs, the consequences are often negative, leading to depletions in compliance
budgets and in some cases to security fatigue. Security fatigue occurs primarily when
end-users become disillusioned with their ability to perform the security behaviours
demanded of them. Consequently, despite being conscious of the consequences that can
occur when not adhering to security guidelines, they engage in insecure behaviour [11,
12]. In a study conducted by Cram et al. [12] “quantity of security policy communica-
tions and activities” was highlighted as one factor leading to security fatigue. Included
in this category were security reminders and training programs, illustrating that these
activities currently being undertaken to educate users are actively dissuading from secure
behaviour. They also found that the way requirements are communicated, such as the
length or style of communication, can have a negative effect as well.

Research conducted on concepts such as training effectiveness, but particularly secu-
rity fatigue can provide a variety of insights for the field of cybersecurity training.
Knowledge of mechanisms leading to security fatigue, as well as the effects of it on end-
user behaviour with regard to cybersecurity constitute a unique opportunity to inform
training programs in the future. Many of the concepts highlighted in Cram et al. [12]
indicate that end-users wish to minimize the amount of time they have to engage with
security practices. This is underlined by the observation that end-users experiencing
security fatigue actively try to minimize the effort they expend to comply with security
guidelines. Rather than chastising end-users for such measures, researchers and cre-
ators of training programs should take advantage of this knowledge. One way to do so
is to provide employees with behavioural shortcuts that would minimize the level of
active engagement needed to achieve an adequate level of cybersecurity. By drawing on
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information found in the field of habit theory and habit creation, a possible approach
to cybersecurity training of specific types of behaviours will be outlined in this article.
First, in Sect. 2 current approaches to cybersecurity training, as well as their limitations,
will be analysed, followed by an introduction to habit theory in Sect. 3. Section 4 will
highlight under what category of behaviour (i.e. passive vs. active) different cybersecu-
rity behaviours may fall. Lastly, Sect. 5 will discuss how habit theory approaches can be
applied to the cybersecurity landscape by outlining potential practical applications with
regard to training design.

2 Cybersecurity Training

Cybersecurity training programs have been a topic of debate for many years. While ini-
tially deemed as a small-scale problem demanding technical solutions, the growing and
continued targeting of end-users and the large-scale implications of cyberattacks that
emerged in the 2000s [13] have since placed at least some of the focus on the end-users
themselves. Particularly in organisations, cybersecurity has become an important focus
for management, as employees often constitute the first line of defence for malicious
software or hackers to enter the organizational systems [13]. Since the rise of the concept
of cybersecurity education, awareness campaigns have been at the forefront of practi-
cal applications. These awareness campaigns often involve educating the user through
newsletters and pamphlets, as well as posters and sometimes campaign stationary (i.e.
pens, notebooks). While research has since shown that the effect of these awareness
campaigns is either not evaluated [14] or not sufficient to change behaviour [15], they
are still utilized in a variety of governmental and organizational cybersecurity initiatives.

Since the 2010s, researchers have shifted their focus from awareness campaigns to
in-depth cybersecurity training. This type of training often requires direct involvement
from the end-user, beyond a cursory glance at a poster or e-mail. Rather, end-users are
instructed to engage with content, often for several hours depending on their occupation.
The methods with which end-users are trained are varied, ranging from more traditional
techniques such as video-based [16] and presentation-based interventions [17] to novel
methodologies such as serious games [4] or simulations [18]. Particularly serious games
have gained popularity in recent years. These games often attempt to simplify cybersecu-
rity behaviours and enhance engagement through unique imagery, storylines or rewards.
‘Anti-Phishing Phil’, a game developed by Sheng et al. [19] and used in Abawajy [20]
involves players distinguishing legitimate URLs from fake ones by having the protago-
nist of the game, a fish named Phil, consume legitimate URLs in order to grow. Other
examples include a ‘password protector game’where users are instructed to create strong
passwords based on visual cues and game rules and are awarded points if successful [21].
As evidenced here, these training programs are often extensive. In addition, the same
training methods are used to educate users on cybersecurity behaviours that appear to
involve different behavioural mechanisms from the end-user.

While a variety of topics are addressed in training programs, some appearmuchmore
frequently than others. Social engineering, and phishing in particular, is often chosen as
a training focus [22], while insider threat [23] and malware issues [24] are addressed
much less frequently. Considering the popularity of phishing as an attack vector [25] this
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is not surprising. Many articles also choose to address cybersecurity in general, rather
than targeting a specific behaviour [26, 27]. Again, in these cases, the same training
program is used to educate users on a variety of behaviours.

2.1 Limitations of Current Training Approaches

While the positive effects of training programs are shown in a variety of studies [9, 28,
29], there are several limitations to be found in commonpractices.Due to the increasingly
detrimental effects cyberattacks have on organisations, more and more focus is placed
on end-user education. While this is, in principle, a good development, it appears as if
current practices are often more burdensome for end-users than they are helpful [12]. As
discussed previously, training programs are often treated as an additional task employees
need to complete on top of their other responsibilities. Consequently, the programs are
either completed in a rush, leading to a lack of information absorption, or the amount of
effort required from employees goes beyond their compliance budget and in turn leads
to security fatigue.

Additional limitations primarily pertain to training content. For example, the use of
sanctions and rewards to dissuade or incentivize end-users to behave a certain way has
not been found to be effective [30] but is still actively used in many training programs
today. In addition, many programs are focused on the distribution of knowledge on
cybersecurity and why it is an issue that end-users should care about. While knowledge
and perception of cybersecurity can act as potential precursors to changes in cyberse-
curity behaviour, this transfer is not guaranteed [31]. In fact, studies that investigate the
effectiveness of interventions on behaviour, often report lower effects than those that
focus on changes in knowledge, intention or other precursors to behaviour [4, 9].

Lastly, a lack of differentiation between outcome behaviours with regard to training
methods can also be observed. This, as well as the lack of theoretical underpinnings
considered before training creation, lends to the impression that many training programs
are being created based on common-sense determinations and novelty, rather than a
clear exploration of goals and needs. Not all cybersecurity behaviours require the same
thought processes and actions. While not engaging with a phishing e-mail may require
active cognitive engagement throughout the process of checking senders, links, and
attachments, other behaviours, such as screen locking and the use of passwordmanagers,
could potentially become much more passive with time. Instead of knowledge as a
defining factor to success, these types of behaviours could become much more reliant
on skill, as posited by Pfleeger et al. [32]. The methods currently investigated in the
field are not designed in a way that addresses these potential discrepancies. I posit that
potential solutions can be found in the field of habit theory.

3 Habits

As stated by Verplanken &Orbell [33], “a habit is formed when someone repeatedly and
automatically responds in a specific way to a specific cue in a recurrent, stable, context”
(p. 66). A cue, in this case, may not just be a physical object, but a variety of other things,
such as a specific time of day, a location, an activity, a psychological state or even another
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person. For example, buying a specific type of coffee when visiting a specific café could
constitute a habit tied to a location. Listening to podcasts when taking a walk could
constitute a habit tied to an activity. And biting your nails when feeling anxious may
be an example of a habit tied to a psychological state. As illustrated here, a variety of
influences in our environment and within ourselves can cue a habit to take place. In fact,
research has found that humans spend nearly half of their day engaging in activities that
are habitual and require little attention and focus and are instead influenced by automatic
mental processes [34]. Automaticity, in many cases, can be classified as a difficulty to
control or stop a process, as well as a lack of awareness and a lack of intentionality,
but also mental efficiency [33, 35]. This mental efficiency may be particularly useful
in the context of cybersecurity. It has also been found that the connection between the
cue, in whatever form it comes, and the associated behaviour strengthens when repeated
consistently. Once the connection has led to changes in procedural memory [36], the
behaviour will no longer be performed intentionally. Instead, executive control is no
longer needed, and the behaviourwill turn into an automatic and unconscious association
between a cue and a response.

The lack of active cognitive engagement required of the individualwhenperforming a
habit is one ofmany benefits. Particularly in a cybersecurity context, where end-users are
overburdened with information and task requirements, a singular focus on performing
a secure action without deliberate thought could provide much-needed mental relief.
Similarly, the development of habits can also lead to a lack of attention being paid
to alternative courses of action or other information on the context within which the
behaviour is being performed. Individuals engaging in a habit take on something often
referred to as an ‘action-oriented mindset’, rather than a ‘deliberate mindset’. In other
words, habits can lead to ‘tunnel vision’ that blocks out other important information
within the environment [33]. While this can be desirable in many instances, e.g. locking
the computer screen even when distracted by something else, this is not always the case.
The habit of connecting to a public Wi-Fi network when entering a specific location
may be a good example of an action-oriented mindset overriding a deliberate analysis
of whether this could potentially expose sensitive personal information to others. From
this, it becomes apparent that not all behaviours that occur in a cybersecurity context
will benefit from habituation. In those instances, the goal should instead be to discourage
and prevent habitual behaviour.

3.1 Habit Creation

One way to create new habits is by employing so-called ‘implementation intentions.
Implementation intentions [37] are intentions to behave a certain way when a specific
circumstance occurs. For example, an implementation intention to promote screen lock-
ing could look like this: “When I stand up from my chair, I will lock my screen.”. With
implementation intentions, the cue that is to trigger the new habit is explicitly identified
and specified. When this ‘if-then’ pattern is repeated sufficiently, a new habit will form
[33]. A similar idea is iterated in Wood & Neal [38] who posit that habits can arise
through purposeful goal setting. Once habits are created through frequent repetition of
behaviour, this link between the goal and the behaviour diminishes, and habits become
goal-independent.
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In order to be successful, the identification of an appropriate cue to trigger the
response needs to be considered carefully. Similarly, the formulated intention needs to
be specific, as well as strong enough to be transformed into action. Sufficient motivation
also plays an important role. While an intention to floss after brushing one’s teeth is
specific and does not require a lot of motivation, running a 5k after returning from
work does. While the cue of ‘coming home from work’ may initially seem sensible,
it is often not specific enough. In addition, running five kilometres every day requires
tremendous amounts of motivation. Based on this, one of the most important aspects
of habit creation is therefore the context in which it occurs. This also implies that as
soon as contextual cues change repeatedly, the necessary mental processes that create
and strengthen habits do not occur. Stable situational contexts, in whichever form they
come, are a necessary condition for habit creation to occur. According to Wood &
Neal [38], habits cued through context can happen in two ways. One is through ‘direct
cueing’, which involves the formation of a direct association between the cue/context and
the response/behaviour. Repeated coactivation of the cue and response leads to neural
changes that make the behaviour more and more likely to occur in the future when the
cue is encountered. In contrast, ‘motivated cueing’ is mediated by the reward value of
a specific response, which is then transferred onto the context in which the response
occurred. With frequent repetition, the cue/context will soon become associated with
the reward, in turn prompting a specific behaviour to occur. Unfortunately, this form of
cueing has only been analysed in non-human research [39].

According to the Fogg Behavior Model [40], habits form through adequate motiva-
tion and ability, as well as an appropriate trigger. Similar to the methodologies outlined
previously, a strong focus is placed on the importance of a carefully selected cue to
trigger the response. In addition, the role of motivation and ability is outlined. Firstly,
the model posits that motivation and ability can compensate for each other. This means
that as long as the motivation to perform a behaviour is high, the ability to do so does
not need to be. In turn, when a behaviour is easy to implement, a low level of motivation
is often enough for the behaviour to occur. By influencing ability, as well as the level of
motivation and finding an appropriate trigger to prompt the behaviour, habit formation
will occur.

While the creation of new habits is a complex and often lengthy undertaking, chang-
ing existing habits can prove even more difficult. As stated by Verplanken & Orbell
[33], existing habits are difficult to override and merely intending to behave differently
is often not enough. Even when a conscious decision is made to behave differently, a
lack of attention paid to the task that is being performed can lead to something called an
‘action slip’ [41]. When an action slip occurs, the intended behaviour is overridden by
a habitual response that would normally be performed in the context one is in. This has
practical implications, particularly for the dismantling of ‘bad habits’ that an individual
has developed. Still, some methodologies and techniques are available to do so, one of
which is, again, implementation intentions [33], which have been discussed previously.
As outlined above, implementation intentions are most useful when attempting to over-
ride existing habits and replace them with new ones. Another technique to stop existing
habits has been termed the ‘habit discontinuity hypothesis’ [42]. The general principle
here is that the removal or disruption of the cue that triggers the habit will stop the habit
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frommaterializing. For example, when an employee is familiar with a specific operating
system and has developed habits around it, moving to a new role in an organization
where a different operating system is used can serve as a disruption. The previously
relied-on cues are no longer applicable; hence the habit is no longer carried out.

4 Passive vs Active Engagement

Based on information gathered from the field of cybersecurity training, as well as habit
theory, it becomes apparent that not all cybersecurity behaviours are the same. While
some behaviours, such as phishing, seem to require a continuous level of engagement
from the end-user in order to be performed correctly, others, such as screen locking, seem
to bear a close resemblance to other habitual behaviours. By differentiating between
these behaviours that require either active or passive engagement from the end-user and
training them accordingly, training effectiveness, particularly in relation to objective
behaviour change, could increase. Therefore, this section will outline how habits have
been discussed so far in the cybersecurity literature, followed by an exploration of which
behaviours can be classified as passive, and which can be classified as active.

4.1 Habits in Cybersecurity

Habits have been a frequent topic of discussion in other fields such as healthcare or
nutrition. Unfortunately, this does not extend to the field of cybersecurity education.
While a variety of articles have investigated the ability of existing habits to predict
cybersecurity intention [30, 43–47], no significant exploration of how good security
habits can be formed was found in the literature. A similar observation was made by
Weickert et al. [48] who conducted a network-based analysis on the context within which
habits are discussed in the cybersecurity literature. They found that habits are primarily
discussed in relation to other models and theories of behaviour, rather than as an isolated
concept. A notable exception to this is Vishwanath [49], who found that participants who
had developed strong habits with regard to their e-mail behaviour (such as checking
e-mails while commuting or before bed) were found to be increasingly likely to be
susceptible to phishing, while those users engaging in systematic processing of clues
were less likely. In addition, although habits are not frequently discussed within the field
of cybersecurity education, website designers and software developers have identified a
variety of techniques frequently used in habit creation and have implemented them in
the form of dark patterns.

Dark Patterns. Dark patterns occur when interfaces are designed in such a way, that
users are prompted or persuaded to select choices that are to their detriment. The design
of these interfaces is often based on knowledge gained from psychology and end-users’
desires for easy-to-access solutions and shortcuts [50]. Unfortunately, these dark pat-
terns can cause negative habits to develop. A good illustration of this is the occurrence
of Cookie Banners. By purposefully highlighting the ‘accept cookies’ button and mini-
mizing the ‘reject cookies’ button, websites are purposefully steering their users to click
accept, even when the sharing of cookies is something users wish to minimize. In some
cases, the ‘reject’ button is not available entirely, and instead, users have the option to
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select ‘further preferences’, adding an additional barrier the user needs to overcome. This
kind of dark pattern strategy has been termed “obstruction” [50] and has been shown
to significantly increase the willingness of participants to sign up for something that
they do not want [51]. By employing a design like this, users’ motivation to proceed to
the website they wish to visit, as well as their ability to click a button is exploited. The
appropriate trigger, in this case, showing the cookie banner before any information con-
tained on the website is shown, aids in getting users to make a choice that they would not
make if the interface were designed differently. The fact that this behaviour is repeated
frequently – often multiple times a day – has turned it into a habitual behaviour for many
users.

Overall, while habit formation has not been a major topic of discussion within the
cybersecurity literature so far, allowing end-users to more passively engage in at least
some cybersecurity behaviours appears to be a viable topic to explore. Therefore, the
following sections will outline which behaviours are conducive to habit formation, and
which behaviours are not.

4.2 Passive Engagement

Screen Locking. Locking one’s screen is a cybersecurity behaviour that is often over-
looked within the literature. Compared to other attack vectors, particularly phishing,
exploitations originating from an unlocked screen are relatively uncommon. Still, not
locking one’s screen, particularly when working in a location other than one’s office, can
have detrimental effects on the end-user, as well as the organisation they work for. An
unlocked computer is often a blank canvas for attackers and can lead to the accessing and
stealing of sensitive data or even the installation of malware that can give hackers access
to the organizational network at a later time. Therefore, screen locking is a cybersecurity
behaviour that should be actively encouraged by organisations. By nature, locking one’s
screen is easy to do, as it often takes only a handful of keystrokes. It is also a behaviour
that remains stable, even in different contexts. Whether an end-user is at their office, in
a café or at home, the act of locking one’s screen is the same. Because it is such an easy
behaviour to perform, the motivation to perform the behaviour, in turn, does not need
to be high either. All these factors make screen locking an ideal behaviour to focus on
when attempting to form cybersecurity habits.

Passwords. Authentication of one’s identity through passwords is the most common
method of authentication in use today. Passwords in organizational settings are often
used to access a variety of sensitive information. That is why educating users on how
to create safe passwords has been a strong focus of attention within the cybersecurity
training literature. Users are instructed to create passwords that are appropriate in length,
contain both upper- and lower-case letters, as well as numbers and other symbols, and
differ significantly from previously created passwords. In addition, the password should
be changed regularly. Unfortunately, the guidelines presented in these training programs
are often burdensome to end-users. Remembering complex passwordswithout additional
aid is nearly impossible, particularly when considering the number of passwords end-
users need to remember [52]. This is why end-users often resort to easy-to-guess -
and therefore easy-to-remember - passwords and reuse them throughout a variety of
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their accounts. One way to support end-users in generating and remembering secure
passwords is through password managers [53]. By using a password manager, users
are only required to remember a single password that unlocks the passwords for other
websites or applications. This significantly decreases the cognitive load that is usually
associated with password behaviour [54]. Since the motivation to generate/remember
secure passwords appears to be low, this increase in ability could make it more likely for
end-users to engage in the behaviour of using a passwordmanager. Previous research has
already shown that end-users view passwordmanagers as a useful and easy-to-use tool to
enhance performance and reduce cognitive load [53]. Integrating habit-promoting tools
into security training, particularly when addressing password behaviour, could therefore
have tremendous benefits for both end-users and organisations.

Software Updates. The importance of software updates in protecting devices from
malicious software and other attacks has been well-established [55, 56]. In fact, users
are particularly at risk when updates with patches to system vulnerabilities are available,
but not installed in a timelymanner [57].Unfortunately, the installationof updates usually
takes up a considerable amount of time during which no work can be completed by the
end-user. This often means that end-users delay updates until they have no choice but to
install them, exposing them and their organisation to preventable attacks. By attempting
to habituate update behaviour and finding appropriate moments during an employee’s
workday to let updates complete in the background, the strain on end-user productivity
could be minimized. By encouraging employees to find pockets of time within their
day when they are away from their devices and finding appropriate cues to trigger the
behaviour, a habit to check for updates consistently and run them if available could be
developed.

4.3 Active Engagement

Checking E-mails/Links. Contrary to the behaviours outlined above, cybersecurity
behaviours where the attack mechanisms rely on social engineering may not benefit
from habituation and a reduction of active engagement. By nature, the success of social
engineering is dependent on exploiting end-users’ lack of attention on the task they are
performing. For example, the imitation of company logos or e-mail addresses in phishing
attempts deliberately exploits users who are not careful enough when looking through
their e-mail. In turn, end-users who have developed strong e-mail habits, such as react-
ing or responding to e-mails instinctively and/or in specific moments, are much more
likely to become victimized as a result of social engineering [49]. By comparison, Vish-
wanath [49] found that end-users who did not display strong e-mail habits, and instead
engaged in conscious processing, were less likely to fall for social engineering/phishing
attacks. Therefore, building habits with regard to e-mail/link checking should be actively
discouraged during cybersecurity training programs. Instead, the programs should give
practical guidelines and examples on how to spot social engineering and steps of action
that end-users can take next.

Wi-Fi. It is well establishedwithin the cybersecurity landscape that connecting to open-
accessWi-Fi networks can have detrimental consequences to end-users, as data transmit-
ted over public Wi-Fi can be intercepted and therefore stolen. Unfortunately, connecting
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to public Wi-Fi is a behaviour that a lot of end-users engage in [58]. Similar to e-mail
behaviour, connecting toWi-Fi networks outside of the home or work environment does
not seem to lend itself to habit building, as habitually connecting to the most convenient
network available could put end-user and organizational data at risk. Instead, training
programs should, again, provide users with necessary practical guidelines that aid in
identifying networks that are safe to connect to.

5 Practical Applicability

In order to allow end-users to engagemore passively with their cybersecurity, a variety of
techniques, particularly from research on habit creation, can be utilized. Utilizing these
techniques, in combination with the previously discussed implementation intentions,
may aid in changing end-user behaviour.

5.1 Ability

Previous approaches to cybersecurity have focused largely on increasing end-user ability
by having them learn how to do new things. What they are asked to do is often com-
plicated and time-consuming, depleting compliance budgets and leading to frustration.
Taking inspiration from research on habit creation tells us that the fostering of habits
is often brought about by simplifying behaviours instead [40]. While not all techniques
encountered in the habit literature are applicable to a cybersecurity context, a substantial
number are. One of them is the time factor [40]. One of the potential reasons preventing
employees from further engaging with their cybersecurity is the lack of time they have
at their disposal to do so. Updates are delayed because tasks need to be completed right
away, passwords are kept simple and easy to guess to prevent time-consuming resets
when stronger passwords get inevitably forgotten, and so on. By offering end-users solu-
tions that decrease the amount of time they spend on these tasks, theymaybemorewilling
to engage with them. And as discussed previously, when ability is high, motivation does
not need to be. A practical way to do so could be the use of password managers within
organizational contexts, as outlined above. By using a password manager, employees
do not need to come up with complicated passwords themselves and, more importantly,
they do not need to remember them because it is all done automatically. This could also
be a potential way to target an additional technique of increasing ability, namely routine
integration [40]. Behaviours are usually easier to perform when they fit into our routines
seamlessly. Running lengthy updates in the middle of the day when other things need
to be accomplished is often a big disturbance to a normal workday routine. Instead,
finding pockets of time within the day when completing this task is no longer a nuisance
might enhance an end-users’ willingness to run the updates. Inquiring about end-users’
routines and advising them on where certain cybersecurity behaviours may fit within
them, could significantly increase ability.

5.2 Motivation

Increasing end-user motivation is more in line with traditional awareness-raising tech-
niques that outline the harmful consequences of inadequate cybersecurity and attempt
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to change end-user perception. While this change in perception has been successful in
a variety of studies [9, 59], this effect has unfortunately not translated to changes in
behaviour. Still, techniques from the field of habit creation should at least be consid-
ered when designing programs that aim to create and strengthen more passive end-user
engagement. In particular, social acceptance/rejection could be a motivating factor [40].
From an evolutionary perspective, being rejected from a group is something we often
wish to avoid. By creating a culture of security in which secure behaviours are normal-
ized among the majority of employees, others may be more willing to adhere in order to
avoid rejection from the group. It may also lead to structural changes within the organi-
zation that could afford end-users more time to complete security-related tasks. While
this is not necessarily easy to accomplish through targeted training programs, security
culture should still be considered in future research.

5.3 Triggers/Cues

Due to the portability of technological devices, creating a stable contextual environment
for automatic processes to form can be difficult. Relying solely on cues dependent on
the physical environment may therefore not be an adequate approach in cybersecurity
[60]. Rather, the device itself, the operating system being used, as well as the physical
environment should all act as triggers and cues for a behaviour to occur. Adequately
specifying all potential instances in which an end-user engages in a specific behaviour
is therefore important. Only then can adequate implementation intentions involving all
possible instances be specified. In addition, finding appropriate spots within existing rou-
tines for a new habit to take place (see routine integration above) and specifying/creating
a trigger around it could aid in initial habit formation. By using ‘signals’ [40], such as
strategically placed post-it notes or timed reminders, end-users may be more likely to
perform a behaviour. As outlined by Fogg [40], this type of trigger works best when the
behaviour has previously been simplified to lower the barrier of performance.

5.4 Interface Design

While dark patterns themselves are often harmful to end-users, their success in guiding
human behaviour could aid in creating interfaces that have a positive impact. Using
interface design to promote a secure behaviour, e.g. locking the screen bymerelymoving
the mouse to the corner of the screen, can aid significantly in increasing end-user ability.
Taking inspiration from thefield of nudging,which involvesmaking changes to interfaces
in order to steer users to a safer option, could be of particular use here [61, 62]. This
idea is supported by Garaialde et al. [63], who have shown that when interface habits are
formed, the selection of a desired option occurs much quicker and more accurately than
when these habits are not created. Still, caution needs to be taken here, as changes to the
interface can significantly disrupt the effectiveness of previously established habits, as
formerly utilised cues for behaviour are no longer accessible (Garaialde et al., 2020). If or
when changes to the interface are made, appropriate educational programs that retrain
the habitual behaviour according to the new interface may need to be implemented
alongside.
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6 Conclusion

Overall, the main conclusion that can be drawn from this article is that not all cyber-
security behaviours are the same and therefore should also not be trained that way. By
integrating knowledge gained from the field of habit creation, I hypothesize that some
cybersecurity behaviours are akin to habitual behaviour and should therefore be treated
that way when designing a security training. To this end, a variety of techniques are
available to foster security habits in relation to these behaviours, such as increasing
ability through simplification or finding appropriate cues to trigger a behaviour. From
the information gathered for this article, it also becomes apparent that not all cyberse-
curity behaviours are conducive to habit creation. It is therefore imperative that future
research determines which cybersecurity behaviours could indeed benefit from more
passive engagement, and which could not. In addition, the exact mechanisms to train
passive vs active cybersecurity behaviours need to be explored and specified. In general,
recognising the fundamental differences that exist between cybersecurity behaviours and
designing training programs accordingly, must be the way forward.

Disclosure of Interests. The author has no competing interests to declare that are relevant to the
content of this article.
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Abstract. Behavioral health interventions and lifestylemedicine intended to aug-
mentwellness and resilience, offer promising solutions to chronic diseasemanage-
ment for Veterans. We aimed to test the broad-spectrum benefits of trait mindful-
ness and identify facets of mindfulness with the most profound effect on Veteran’s
overall health and neuropsychological performance, and to identify neuralmarkers
of mindfulness facets. Veteran participants (n = 145, age = 44–77; male = 117)
who were: (a) U.S. GulfWar Veteran and (b) meet CDCCMI criteria and assessed
using a cross-modal design. Nineteen participants (age = 52–71, gender = 17M,
2F) underwent EEG session. We measured trait mindfulness using the Five Facet
Mindfulness questionnaire and looked at associations with multi-modal health
outcomes using standard health questionnaires, neuropsychological performance
and electroencephalography (EEG). Factor analysis revealed that trait mindful-
ness dimensions support a dual-factor framework: (a) Proactive factor comprised
of Awareness, Describing and Non-Judging loaded; (b) Reactive factor comprised
of Observing and Non-Reactivity. Structural modeling was applied to the highest
loaded FFMQ dimensions for each factor and outcome variables. Proactive factor
was significantly associatedwith higher scores on self-reported health and psycho-
logical performancemeasures. The two factors ofmindfulness showedpreliminary
associations with distinct EEG spatial-temporal features of alpha rhythm suggest-
ing distinct neuronal sources of proactive and reactive factors of mindfulness.
Higher trait mindfulness specifically the proactive factor promotes resiliency to
adverse health outcomes and higher cognitive performance with quantifiable neu-
ral representations. These findings suggest that mindfulness programs targeting
the proactive factor could maximize mindfulness related improvement in health
outcomes.
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1 Introduction

Behavioral health interventions and lifestyle medicine intended to augment wellness and
resilience, offer promising solutions to chronic disease management. Such holistic mod-
els of care are particularly interesting for individuals with chronic illness whose etiology
is poorly understood as treatment is focused on isolated symptoms rather than addressing
the underlying mechanism maintaining the illness. The practice of mindfulness medita-
tion has garnered significant attention and has been found to benefit multiple biological
systems simultaneously and improving overall health. Specifically, studies have shown
that mindfulness is associated with physical and mental changes such as reduced anx-
iety (Lang, 2013; Cernetic, 2016), stress (Creswell et al., 2014; Tang, 2015), negative
emotions (Eberth & Sedlmeier, 2012; Eberth & Schäfer, 2019; Khusid & Vythilingam,
2016; Wu et al., 2019), body pain (Creswell et al., 2014; Zeidan et al., 2011), depression
(Chambers et al., 2008; Hofmann et al., 2010; Ma & Teasdale, 2004), improvements
in cognitive performance (Creswell, 2017; Hölzel et al., 2011; Larson et al., 2013;),
attention (Eberth & Schäfer, 2019; Hölzel et al., 2011; Jensen et al., 2012; Jha et al.,
2015; Lindsay&Creswell, 2017) and emotional state (Eberth& Schäfer, 2019; Eberth&
Sedlmeier, 2012; Gibson, 2019; Goyal et al., 2014;). Mindfulness has also been asso-
ciated with changes in EEG brain rhythms such as alpha power which are posited to
enhance relaxed alertness which improves mental health (Ahani et al., 2013; Chiesa &
Serretti, 2010; Lazar et al., 2000). Assessing the impact of trait mindfulness on health
outcomes is important for understanding its implications for those who have endured
significant stressful life events such as combat Veterans, since the trait and cultivated
aspects of mindfulness influence each other (Duan & Li, 2016). Therefore, evaluating
how facets of trait mindfulness relate to post-deployment health factors (such as depres-
sion, stress, sleep quality, fatigue and overall health), cognitive function and cortical
dynamics may be of particular importance in Veterans since it would reveal mindfulness
facets that have the most beneficial effect on complex symptoms. In this study, we look
at the relationship between trait mindfulness using the Five FacetMindfulness Question-
naire (FFMQ) which measures disposition across five distinct dimensions: Awareness,
Describing, Non-judging, Observing and Non-reactivity (Baer et al., 2006) and clin-
ical symptom profiles, objective cognitive performance, and resting brain activity in
previously-deployed Veterans with Chronic Multi-symptom Illness (CMI).

While mindfulness has been posited to have distinct facets, prior studies have shown
differential modulation characteristics and associations with health outcomes (Bruin
et al., 2012; Baer et al., 2012; Brown et al, 2015; Lykins & Baer, 2009; Petrocchi &
Ottaviani, 2016). However, a prior study suggests the presence of a higher order mind-
fulness structure comprising of two dimensions (Tran et al., 2013) which is in alignment
with existing theories such as twometa-traits of theBig Five personality theory (Digman,
1997), assessments of personality (Blackburn et al., 2005), mindfulness-based cognitive
therapy ‘bring’ and ‘doing’ phases and Dual Modes of Control (DMC) framework in
cognitive control theory which categorizes control processes into “proactive” and “reac-
tive” processes (Braver, 2012; Braver et al., 2007). Hence, in this study we also looked
at the relationship between such higher order factors of mindfulness and cross-modal
health measures.
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1.1 Study Summary

While associations with specific health measures and mindfulness have limited explana-
tory power,multi-modal analysis ofmindfulness associations acrossmultiple domains of
health measures helps connect subjective improvements in health and objective changes
in performance. In this report, we used a two-pronged approach to test the relation-
ship between mindfulness dimensions and (1) self-reported behavioral health measures
which included well-established general health related questionnaires and (2) Cognitive
performance using Repeatable Battery for the Assessment of Neuropsychological Sta-
tus (RBANS) and (3) Electroencephalography (EEG) with a focus on the alpha rhythm
(8 Hz–12 Hz) which has been shown to be associated with mindfulness (Lardone et al.,
2018; Lee et al., 2018).

2 Materials and Methods

Veteran participants (n= 145, age= 44–77; male= 117 and female= 28) were enrolled
in baseline assessments as part of a clinical trial. The eligibility criteria were: (a) U.S.
Veteran deployed in the 1990–1991 Gulf War and (b) meet CDC (Fukuda et al., 1998)
criteria for CMI. Questions regarding symptoms were taken from the “National Health
Survey of GulfWar Era Veterans and Their Families” item pool. Three participants with-
drew from the study after their baseline appointments due to scheduling conflicts. One
more participant was removed from analysis due to not fully completing the question-
naires and surveys. Resting state EEG was recorded for a subset of the participants (N=
21). One participant didn’t complete EEG data collection and another didn’t complete
FFMQ leaving 19 participants (age = 52–71, gender = 17M, 2F) used in the analysis
relating EEG and mindfulness facets.

2.1 Self-report and Cognitive Measures

Mindfulness facets were assessed using the Five-Factor Mindfulness Questionnaire
(FFMQ): Observing, Describing, Awareness, Non-judgment, and Non-reactivity (Lilja
et al., 2012). We used commonly administered measures of general health to get an esti-
mate of overall health across multiple domains: RAND-36, Multidimensional Fatigue
Symptom Inventory-Short Form (MFSI-SF), Pittsburgh Sleep Quality Index (PSQI),
Patient Health Questionnaire-Depression Scale (PHQ), Posttraumatic Symptom Check-
list (PCL), Perceived Stress Scale (PSS), Brief Symptom Inventory (BSI), Quality of
Life in Neurological Disorders (Neuro-QoL) and Patient Reported Outcomes Measure-
ment Information System (PROMIS). The total score calculated by these assessments
were chosen for inclusion in the analysis. If an assessment does not provide a single total
score, the global/general health sub-score was used (SF-36 and PROMIS). Similarly, we
used an examiner-administered Repeatable Battery for the Assessment of Neuropsycho-
logical Status (RBANS) to estimate cognitive performance acrossmultiple domains such
as attention, language, visuospatial/constructional abilities, and memory to determine
an overall estimate of cognitive functioning (Randolph et al., 1998).
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2.2 Electroencephalography (EEG)

Our third hypothesis involved neural biomarkers influencedby inter-individual variations
in trait mindfulness. This line of inquiry is important as it helps test direct associations
between mindfulness and neural biomarkers in order to understand the mechanistic
underpinnings of mindfulness. EEG signals of the participants were recorded using a 64
channel BrainVision system and shared a single ground to minimize noise through the
actiCHamp amplifier. Subjects were asked to sit in a chair and relax before EEG was
recorded under two conditions: eyes opened and then with their eyes closed, each for a
duration of five minutes. EEG was preprocessed using a standard pipeline bad channels
were interpolated, bandpass filtered from1Hz to 30Hz, ICAwas used to decompose data
to 30 component, artifact ICA components were rejected and the data was reconstructed
with the remaining components. The EEG measure of interest in this report is the alpha
power which is associated with cortical inhibitory control (Barry et al., 2004; Barry
et al., 2005; Lorenz et al., 2009). Specifically, we looked at the difference between eyes
closed condition and eyes open condition during resting state. Alpha power difference
was calculated by first obtaining the power spectral density at each channel and then
obtaining the difference between eyes opened and eyes closed conditions. This alpha
power difference value was then reduced to five components accounting for >99% of
the variability in the data using principal component analysis. These five components
were then used to identify relationships between EEG and mindfulness scores.

2.3 Analysis

First, factor analysis was performed to identify predominant mindfulness factors since
prior studies have shown the existence of a higher order mindfulness structure (Tran
et al., 2013). Factors with eigen values close to zero were rejected. Additionally, FA
was performed on shuffled data to identify factors with greater eigen values for the
original data compared to the shuffled data (Reise et al., 2000). These two methods
were used to identify the most significant factors in the data and the corresponding most
loadedmeasures. Pearson correlationswere performed betweenmindfulness dimensions
associated with each factor and the outcome variables: self-reported behavioral health
scores, cognitive test scores and EEG features. False Discovery Rate (FDR) correction
was done to control for multiple comparisons (Benjamini &Hochberg, 1995). Structural
modeling (SEM) was applied to the highest loaded FFMQ dimensions for each factor
and outcome variables. The followingmodel goodness of fit measures are reported based
on recommendations from prior studies (Hoe, 2008): (1) X2/df = Chi-square/degrees
of freedom is a normalized goodness of fit measure less affected by sample size (fit
acceptable if X2/df < 3), (2) Comparative Fit Index (cfi) tests whether the model is
different fromanull/independencemodelwhere variables are uncorrelated (fit acceptable
if cfi > 0.90) and (3) Root Mean Square Error of Approximation (rmsea) is related to
covariance residuals in model (fit acceptable if rmsea < 0.08).
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3 Results

To identify the predominant FFMQ sub-scores (Fig. 1A), factor analysis was performed.
The resultant scree plot (Fig. 1B) revealed two factors having large eigen values (>1),
while the remaining 3 factor loading were close to zero. Factor 1 with the largest
eigen value primarily loaded on ‘Awareness’, ‘Describing’ and ‘Nonjudging’ dimensions
of mindfulness whereas factor 2 primarily loaded on ‘Nonreactivity’ and ‘Observing’
(Fig. 1C). This two-factor model of FFMQ facets has already been identified in prior
studies (Tran et al, 2013). Factor 1 facets are derived mostly from mindfulness ques-
tions that pro[be individual’s propensity to stay alert, describe feelings, and inhibition
of judgmental thoughts (Baer et al., 2006; Baer et al., 2008). Whereas factor 2 facets are
derived mostly from mindfulness questions that assess the disposition to notice, sense,
and feel thoughts (Kalill et al., 2014; Lykins, 2006). For concise presentation of findings
and interpretability with regards to dual modes of control theory [refer 1.2 and 4.3], we
term factor 1 as “proactive mindfulness” and factor 2 as “reactive mindfulness”.

Fig. 1. Trait mindfulness factor analysis: (A) Violin plot showing distribution of trait mindfulness
dimensions obtained from FFMQ. (B) Scree plot showing two predominant factors representing
the mindfulness dimensions. (C) Factor loadings for the two factors with large eigen values (>1)

3.1 Association Between Mindfulness and Self-reported Symptoms

We observed that mindfulness dimension obtained from the FFMQ were in general
negatively associated with symptom severity. Specifically, the mindfulness dimensions
representing proactive mindfulness (factor 1) were more negatively associated (negative
r-values) with symptoms than the dimensions representing reactive mindfulness (Nonre-
activity and Observing) as shown in Fig. 1A and 1B. Next, we tested whether composite
measures of proactive and reactive mindfulness differed in their association with subjec-
tive symptoms using structural equation models (SEM). Since factor analysis suggested
that there were two latent factors, we tested two SEMs one for each factor representing
proactive and reactive mindfulness. While the model fit parameters were acceptable, we
observed that proactivemindfulnesswas in general negatively associatedwith symptoms
measures (Fig. 2C, X2/df = 1.737, cfi = 0.989, rmsea = 0.071), whereas, the reactive
mindfulness was not (Fig. 2D, X2/df = 1.699, cfi = 0.994, rmsea = 0.069).
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Fig. 2. Relationship between trait mindfulness and adverse self-reported health outcomes: (A)
Positive and (B) negative circular correlation plot between mindfulness dimensions and self-
reported health outcomes (C) Structural Equation Model (SEM) showing proactive mindfulness
associated with reduction of adverse self-reported symptoms. (D) SEM showing reactive mind-
fulness not associated with self-reported measures. Note: Blue lines indicate negative r-values
and SEM model coefficients and red lines indicate positive r-values and SEM model coefficients
(Color figure online)

3.2 Association Between Mindfulness and Cognitive Assessment

We tested for associations between mindfulness and scores from the RBANS using the
same approach as that used for the self-reported symptoms. Similar to the approach
in previous analysis, we tested whether latent measures of proactive and reactive trait
mindfulness differed in their association with objective measures of cognitive function.
The SEM model fit parameters were mostly acceptable and shows that proactive mind-
fulness variable was positively associated with most neuropsychological performance
scores (Fig. 1C, X2/df = 2.221, cfi = 0.960, rmsea = 0.092: marginal). The reactive
mindfulness variable was not associated with any of the cognitive measures (Fig. 1D,
X2/df = 0.880, cfi = 1, rmsea = 0) (Fig. 3).

3.3 Association Between Mindfulness and EEG

Direct neural associationswithmindfulnesswere analyzed usingEEGdata. Alpha power
difference between eyes open and closed conditions (Fig. 4A) was obtained at each
channel (Fig. 4B) and then correlated with each of the mindfulness dimensions which
resulted in distinct topographic patterns for proactive and reactivemindfulness (Fig. 4C).
For consistency with previous analysis on symptommeasures, we explored SEMmodels
with the EEG measures as well. First, the alpha power difference across the channels
were reduced to five components accounting for >99% of the variance using principle
component analysis (Fig. 1D) in order to reduce the number of variables in the model.
Proactive trait mindfulness dimensions (Awareness, Describing and Nonjudging) were
most associated with Component 4 of the PCA which has a prominent medial central-
parietal contribution as seen in the circular correlation plots (Fig. 4F) and in the SEM
(Fig. 4G, X2/df= 2.229, cfi= 0.678, rmsea= 0.254). Reactive mindfulness dimensions
(Observing and Nonreactivity) were most associated with components 1 and 2 with
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Fig. 3. Relationship between traitmindfulness andquantitative neuropsychologicalmeasures: (A)
Positive and (B) negative circular correlation plot between Mindfulness dimensions and RBANS
test scores. Structural EquationModels showing (C) positive association between proactive mind-
fulness and RBANS scores and (D) no association between reactive mindfulness and RBANS
scores.

significant bilateral occipital contribution (Fig. 4E, 4H, X2/df = 1.533, cfi = 0.578,
rmsea = 0.168). The only acceptable model fit parameter was X2/df whereas cfi and
rmsea which are known to be dependent on sample size and require higher sample sizes
to be meaningfully interpreted.

Fig. 4. EEG and mindfulness analysis: (A) Average power spectrum for eyes open and closed
conditions. (B) Alpha power (8 Hz–12 Hz) difference at each channel. (C) Alpha power difference
correlation withmindfulness dimensions at each channel. (D) Alpha power difference reduced to 5
principal components using PCA. (E) Positive and (F) negative circular correlation plots between
mindfulness dimensions and the PCA components. SEM model of (G) proactive and (H) reactive
mindfulness dimensions with the PCA components.
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4 Discussion

Due to the wide spectrum of adverse health outcomes in CMI, compounded with age-
related health decline, GW Veterans face challenging medical concerns that impact
quality of life. This study examined the relationship between trait mindfulness and
overall health (symptom severity) in GW Veterans with CMI with the contention that
the broad-spectrum benefits of mindfulness could act as an effective countermeasure to
CMI symptoms. Therefore, analyzing the psychometric properties of mindfulness and
its relationship to a variety of health outcomes becomes crucial and was explored in
this report. Our findings suggest that: (1) trait mindfulness dimensions obtained using
FFMQ consisted of two higher-order factors. Awareness, Describing and Nonjudging
loaded on the largest factor, termed proactive trait mindfulness due to its similarity with
“proactive control” in Dual Modes of Control framework (DMC) in cognitive control
theory (Braver, 2012; Braver et al., 2007). The questions associated with these facets
probe individual’s propensity to actively engage in describing feelings, staying alert and
inhibiting judgmental thoughts (Baer et al., 2006; Baer et al., 2008). Observing and
Nonreactivity loaded on the second largest factor, termed reactive trait mindfulness due
to its similarity with “reactive control” in the DMC framework. The questions associated
with these facets focus on disposition to react, notice, sense, and feel thoughts (Kalill
et al., 2014; Lykins, 2006). (2) Proactive trait mindfulness was significantly associated
with better self-reported health and psychological performance measures. (3) The two
factors of mindfulness were associated with distinct EEG alpha differencemetrics which
reflects inhibitory control. Together, these findings suggest that proactive mindfulness
may have more beneficial effects on mental health possibly due to different underlying
mechanisms.

4.1 Dual Modes of Cognitive Control, Personality Meta-traits, and Dual Mode
Mindfulness

While factor analysis seems to suggest a two-dimensional structure of mindfulness
(Fig. 1B), it does not provide the theoretical, behavioral, or neural underpinnings of
the different aspects of mindfulness. However, due to its similarity with the Dual Modes
of Control (DMC) framework in cognitive control theory which categorizes control pro-
cesses into “proactive” and “reactive” cognitive control (Braver, 2012; Braver et al.,
2007), we termed the two higher order factors of FFMQ into “proactive” and “reactive”
mindfulness. However, we note here that in current literature the dual mode frame-
work has been proposed in multiple subdomains with varying labels such as ‘Cogni-
tive/Experiential’ (Grecucci et al., 2020), ‘Awareness/Action’ (Watershoot et al., 2021)
and ‘Propositional/Non-propositional’ (Dunne et al., 2019). We chose the cognitive
control framework’s labels as it best reflected the cognitive process underlying these
psychological constructs.

The proactive factor comprising of Awareness, Describing and Nonjudging facets is
associated with ‘action’ oriented questions that evaluate focused attention during daily
activities and selective inhibition of bad thoughts which are top-down mediated (Wang
et al., 2016; Nigg, 2017). These questions include phrases such as “I stay alert” and “I tell
myself” reflecting attention and rumination which engage higher order neural substrates
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(Liu et al., 2016) and suggests that proactive mindfulness engages top-down control
processes in the brain. The reactive factor comprising of Observing and Nonreactivity
facets were associated with ‘perception’ oriented questions which engage bottom-up
processes and resembles reactive cognitive control (Gonthier et al., 2016; Babu Henry
Samuel et al, 2019). These facets evaluate reflect bottom-up or stimulus evoked response
to sensory stimuli such as wind and sunlight as well as spontaneous thoughts and mental
imagery.

4.2 Mindfulness for Veterans, Service Members and Civilians

Participants were GW Veterans who met criteria for CMI due to the presence of a spec-
trum of adverse health symptoms. Since these symptoms are compounded by general
health decline due to age, higher scores of trait mindfulness could act as a potential reme-
dial factor across a spectrum of health concerns. In this cohort, active trait mindfulness
appears to be associated with several indicators of cognitive, emotional, and physical
functioning (Fig. 2). It may be a worthwhile investment for Veterans with CMI to pursue
mindfulness meditation practices to improve resiliency to adverse health outcomes and
cognitive decline. Programs such as the mindfulness-based stress reduction (MBSR)
program report improvement in the mindfulness facets (Carmody et al., 2009; Robins
et al., 2012) and demonstrated overall better health outcomes in Veterans with chronic
symptoms (Kearney et al., 2016). These prior findings along with the broad-spectrum
beneficial effects of trait mindfulness as demonstrated in this report, suggests that trait
mindfulness could also play a beneficial role for service members and civilians with
similar broad-spectrum adverse health conditions and are potential directions for future
research.

4.3 Limitations

We used the FFMQ as a measure of mindfulness, which although widely used, is still
a subjective score and doesn’t provide an objective measure of mindfulness. While the
findings in this report suggests the presence of two higher-order factors of mindfulness,
it is only an estimation of a latent mindfulness trait and not a direct measure. Although
direct associations with EEG spectral features were explored, the observed relationship
between EEG and mindfulness presented in this report is only preliminary since it is
not sufficiently powered. A larger sample size would help address these issues and lead
to identification of direct measures of mindfulness. While this report analyzed global
measures of questionnaires, further analysis with the subscores of the questionnaires to
identify relationships between mindfulness and domain-specific health symptoms are
required but is outside the scope of this report.

5 Conclusion

In this report we observe mindfulness as a construct of proactive and reactive com-
ponents similar to that observed in dual modes of cognitive control theory. Proactive
mindfulness is associated with lower self-reported health symptoms and higher scores
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on neuropsychological measures. The proactive and reactive mindfulness factors may
be reflective of distinct neuronal substrates of the alpha rhythm (EEG). These findings
add to the notion of higher trait mindfulness as a factor promoting resiliency to adverse
health outcomes and cognitive decline with quantifiable neural representations.
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Abstract. The relative value of automation is debated. On one hand, it is lauded
for making mundane work doable by machines. Not only can such machines carry
out such work more efficiently than humans: the latter are then empowered and
opened up to fulfill endeavors [57] (e.g., creative). Furthermore, automation can
itself inspire innovations and the creation of work, such as in the creation of
driverless vehicles (including software and hardware, as well as new regulatory
practice). In an ideal scenario where work is fully automated, humans would be
able to maximize leisure and not be bound by economic demands. Automation
fits into a vision for societal AugCog where humans put machines to work so
that the former can invest in more rewarding cognitive activities. Humans can
do so by deepening their respective cultures with furthered devotion to art, phi-
losophy, science, engineering, mathematics, humanities, politics, spirituality, and
religion. In day-to-day life, automation can augment cognition via reduced stress
and increased life satisfaction as people’s lives become more centered on relation-
ships and meaning. Automation of work should proceed in a manner sensitive to
overall economic and human impacts.

Keywords: automation · work · artificial intelligence · remote work · future

“An action…may be said to be conformable to the principle of utility…when the
tendency it has to augment the happiness of the community is greater than any
it has to diminish it” ([38], p. 2). -Jeremy Bentham, “Happiness is the Greatest
Good”

1 Introduction

The term “automagically” arose as a portmanteau of automatic and magically, evoking
how automation can render processes amazingly instantaneous. Every evening, or at
least most evenings, adult Americans drive on the freeway. In Los Angeles, they can be
confronted with digital billboards advertising businesses. While business is a staple in
capitalistic life, automation is relatively newer.

Botlr is an example of automation in the hospitality industry. Not much larger than a
child andwith a black bow-tie, Botlr navigates a hotel on its own but will send an alert if it
encounters an obstacle [1].1 According to Steven Cousins, CEO of Savioke—the Silicon

1 [1] also discusses work ethic and working conditions.
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Valley company that created Botlr—“It’s not going to replace butlers, or be used in a kind
of (hotel) brand where you have very high expectation of human interaction” [2]. An
important consideration is how the automation of jobs has affected human interaction,
especially the degree of relevance of communication (Fig. 1).2

Fig. 1. Wizard riding a rug. “Automating” is used as a verb that Zapier’s user could do.

2 [20] is a journalistic book about interfacing with an organization’s developers. It covers Super-
Phone, which purportedly “lets artists engage directly with their audiences…. SuperPhone
lets…[the product’s creator] publish his phone number at concerts, on his website, and in his
social media; when people call or text the number, Ryan adds them to his list of millions of fans”
(p. 80). Also discussed is Breaker, “a seven-employee company that sells podcasting software”
(p. 81).
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Some benefits of automation are obvious. Namely, automating processesmakes them
more efficient and (in the long run) cost-effective.While automation appears to be on the
rise, it is not without controversy: this state of affairs is comparable (and likely directly
related to) artificial intelligence. A justification for furthering knowledge of automation
is to transcend hype and speculation.

One example of a subject valuing automation in principle was found on LinkedIn,
where an interviewee named Rizel described her “idea of the perfect [software] app”:
“My perfect app is performant, with cleanly structured data that makes retrieval simple,
and with well-written, readable code that makes it easy to navigate, understand, and
troubleshoot. Beyond that, as long as automation [emphasis added] and a strong CI/CD
pipeline are present, I’m happy” [43]. In Rizel’s answer, automation is directly tied to
her potential happiness or product satisfaction. Automation is an important topic at both
societal and individual levels (Fig. 2).

Fig. 2. Notification of automatic updates.

The following phenomena are now at least sometimes (if not often) automated:

• phone calls and texts from businesses
• grading submissions made by students
• external defibrillators
• pedestrian lights
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The following processes are increasingly automatic:

• collection of web use(r) information (e.g., demographics and types of browsers used)
• login to online services
• rendering clinical sessions

2 Future of Work

It is good to “automate tedious tasks” and “augment creativity” [47]. According to a sur-
vey, “AI scientific experts express more positive attitudes about AI technology related to
improving the economy and health than other applications. The majority of them think
that AIwill improve individuals’ health (78.3% likely/very likely/certain) and strengthen
the U.S. economy (72.6% likely/very likely/certain)” ([60], p. 2). In terms of A.I.’s risk-
iness, survey “respondents perceive[d] high likelihood of…AI displacing workers by
automating their jobs (65.7% likely/very likely/certain).” [3] notes that “the market
for personal and household service robots is already growing by about 20% annually”
(p. 38). It distinguishes between low-, medium-, and high-risk professions with respect
to replacement by computerization. The Millennium Project’s Future Work/Technology
2050 represents a highly collaborative global forecasting effort also interested in automa-
tion’s impact on the economy [4]. Future Work/Technology 2050 serves as an example
of collective intelligence augmentation (Fig. 3).

Fig. 3. Visual depiction of The Millennium Project’s Future of Work and Tech 2050 “three
scenarios” project.
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In work, prevention without incidence is ideal. Optimal pairing between company
and client or human and computer are worthwhile ends. With respect to recruitment,
the science of information spread seems to suggest that half of new jobs are not posted
online [5].

Recent years have seen the rise of remote presentations, including of doctoral dis-
sertations and conference articles. A worthwhile consideration is the possible loss of
affect experienced during tasks one completes automatically. Psychological safety—a
trending topic—is important for cybersecurity, as a soft topic augmenting a hard (albeit,
largely virtual) area.

3 Education

Learning style is a function of Pc (here, processing) and regulation strategies, M (here,
mental) models, and orientations. Learning styles are a function of undirected, repro-
duction, and application- and meaning-directed styles. It would be useful to formalize
learning style(s) as such, especially for training autonomous machine learning a priori:
also, of course, for humans. With this latter case, it should be kept in mind that learning
styles lie on a continuum from shallow to deep (with undirected being shallowness,
reproduction being next shallowest, and meaning-directed being deepest).

Autism as defined in the DSM-V within special education is alleviated—and thus,
augmented—via HCI apps like Proloquo2Go and N2Y. While the former app augments
the user’s communicative abilities, the latter informs them on a variety of topics ranging
from purely educational (in the case of documentaries) to practical (e.g., daily living
skills). Classes and courses have become increasingly virtualized.3

Work bringing out the best in humans is optimal. Hard work—i.e., perseverance—
pays off. Success in life is defined by voice actress SarahNatochenny as being the product
of perseverance and friendship [53]. There are many factors important to success, and
differing ways to define success. With respect to human evolutionary and economic
success, [6] notes that the species’ neurology invested into creating and processing
comedy and art has been crucial, likely by enabling professional workers with distinct
skillsets to cooperate (Fig. 4).

Attention paid in one domain can lead to insight and enacted wisdom in another. For
instance, one could read the responses of others in a forum thread about relationships (in
a VCoP like [7]), and have this translate into augmented performance at work. Related to
this example, [31] teaches “strategies for building secure relationships in the remote and
in person classroom.” A computer intervention led to reduced substance use (including
cigarette-smoking) in college students [28].

3 See [19].
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Fig. 4. Automatic water container-filler.

4 Industry

In [14], it is asserted that themethodologyAgile—which originated in part from software
development—is concerned with project management, as well as with how humans
operate. [14] also states that most digitally-enabled businesses will include the following
as goals: flexibility, the perpetual desire to learn and improve, and speed. This source
presages that human resources could vanish given automation (possibly even before, e.g.,
call centers). It also discusses the future work scenario of humans competing against
automation.

DevOps is defined as referring to a broad inclusion of what were previously separate
organizational functions, like testing and development, and how automation can trans-
form an organization [28]. [14] crucially poses the questions of whether empathy can:
augment work productivity and speed, and preclude automation from rendering workers
obsolete. [14] notes that multiple businesses (with keenness and curiosity) found that
their workers were more collaborative and open while online during the COVID-19
pandemic (Fig. 5).

According to [17]: “There are more than forty thousand different jobs in the United
States, each having a unique title and description as well as responsibilities and require-
ments. There are many more job openings than there are job types.” [17] also discusses
vocational psychology, as well as work and education.4,5 Online job apps—especially
for big tech—are discussed in ([8], p. 245).

4 See [18] for coverage of work assignment and -breakdown structures, and of architect skills.
5 [14] outlines a humanistic vision ofwork in the tech industry. It covers remoteworking, automa-
tion, work/life balance, affect, “Ways of Working” (pp. 63–8), pace, flexibility, parents, the
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Fig. 5. “The Delivery of Medical Care” by Sidney R. Garfield ([44], p. 150).

Apps and computer accessory services provide useful automations. Rethink, a behav-
ioral health app for data-recording, allows one to show a client’s skill acquisition pro-
gression as a percentage. The mouse-distributing company Logitech notifies users of
automatic software updates: “Logitechmay from time to time provide bug fixes, updates,
upgrades and other modifications to the Software (‘Updates’). These may be automat-
ically [emphasis added] installed without providing any additional notice or receiving
any additional consent. You consent to these automatic Updates” [39] (Fig. 6).

Psychological Safety Works Team Solution, flexible/remote working practices, the four-day
work week (and work weeks, in general), software timetables (e.g., Sprints), Ways of Work
(WOWs), and WFH (work from home).
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Fig. 6. O*NET Interest Profiler (computerized version). A computerized version of the Holland-
type of occupational fit test is CIP, or Computerized Interest Profiler [12]. (Profiler accessed at
[9]6.)

[21] advocates for a marriage between work skillset generalization and specializa-
tion. The combination of tech and professional coaching leads to a possible model for
adapting and spreading evidence-based intervention [29]. Professional documents show-
ing temporal data trends can be screen-shared through Zoom team meetings for all call
participants to view and increase project understanding.

An example of augmenting cognition in the workplace is delivering a (behavioral)
people styles presentation internally to a company, via PowerPoint and Zoom to augment
said company’s understandings of themselves and their teammates. Hive-ish organiza-
tions in which team players thrive and transformational leadership are discussed in ([40],
Ch. 10). Behavioral programming is even described as a React.js (JavaScript) paradigm,
including “b-threads”, and event triggers (where events could be treated as behaviors B)
[30].

The topic of “productive job creation” is mentioned in ([37], p. 4). Industrial automa-
tion could even be expressed to be its own industry. Patents are filed and approved to
claim ownership over inventions; trademark (™) corresponds to legal or corporate own-
ership over identity; copyright (©) corresponds to legal ownership of a product (Figs. 7
and 8).

6 O*NET has also been observed being used to prepare high school elective students in the K-12
special educational context for the workplace.
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Fig. 7. Condensation of definitions of patent, ™, and © yielded by a Microsoft Bing search.

Fig. 8. LinkedIn business analytics.
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5 Insight and Wisdom

[11] discusses e-commerce, and the “power of exponential growth”. It uses the law of
compounding as illustrated by early dotcom-era profit.According to [26], “satisfaction of
the basic needs for competence, autonomy, and relatedness…predictedwork engagement
and well-being. Employees who reported greater need satisfaction on the job were more
motivated and psychologically better adjusted” (p. 246). Team Zoom meeting calls can
be ended insightfully with wisdom like, “Many hands make light work.” [35] advises:

“An organization is encouraged to provide an environment conducive to positive
behavior, by understanding the psychology of employees and the demands placed upon
them. For example, establish success metrics that are relevant and appropriate to the
work environment; encourage focusing on one thing at a time rather than multitasking;
offer opportunities for employees to destress; routinely monitor employee workloads to
ensure that they are appropriate; and encourage employees to think through projects,
actions, and statements before committing to them” (p. 133).

How one decides to earn main income has “to do with who [one is] at [one’s]
core: [one’s] strengths, weaknesses, and central interests…. It is a matter of [one’s]
core financial values” ([49], p. 19). In addition to discussing the knowledge asset and
knowledge management system, [51] urges readers to have a “digital commonplace
book”: i.e., a study notebook, journal, and idea sketchpad combined.

[48] yielded several insights into customer preferences, raising revenue, advertis-
ing (e.g., branding), and marketing. It found marketing via email to outperform social
media in terms of sales. The report emphasizes providing customers with deep, empa-
thetic personalization and a “consistent user experience” (p. 11). The report defines
“relationship marketing” as having a focus on “delighting customers for the long
haul” (p. 14). Consumer values include businesses offering superior products, customer
service, accessibility, and options.

Women fighters in anime are reflective of women’s postmodern entrance into the
workforce. Regarding behavioral economics (simply, but perhaps importantly): “The
economy is the outcome of what we do” [54]. Advice has been read on a VCoP and
implemented to build a strong work ethic. News relevant to forecasting futures of indus-
try can be attained via sources like [52]. Amazon founder Jeff Bezos’ held a faithful
belief in low prices to gain consumer trust [10], possibly explaining his company’s suc-
cess more than any other singular factor (barring, perhaps, technological ingenuity and
capacity). The basic flow of data visualization (in devoted programs like Power BI and
the JavaScript framework d3.js, per [34]) is to load, format, and graphically represent
data (Fig. 9).
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Fig. 9. Several allusions to automation on one webpage [56].

Having more capital makes an entity likelier to outcompete its competition [44]. Is
reductionism—viz., task analysis—necessarily or only contingently productive?One can
attempt to discover their job-related values by inquiring into whether work is meaningful
or comfortable, leaves room for leisure, generates cash, empowers the worker, and grants
prestige or security [46]. Reactive affect A can lead to suboptimal B data-recording.

It was written that if one has trust, they can monetize it flexibly [58]. The same
source philosophized that: “The…aim of science is power”; it further estimated that A.I.
will outwork humans in 30–40 years. Academia.edu user analytics yield insight into
trending work and ResearchGate enables one to send automated messages to other users
alongside requested research.

6 Productivity

Productivity equals output divided by input. It can be defined as a characteristic of
creating something valuable. Efficiency equals quantity of output divided by time t
(Fig. 10).
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Fig. 10. Example logo for the Peak Podcast on human transformation.

The “bounded automationperspective” emphasizes “how thenetworks and ambitions
of power actors that craft technological development are based on calculated choices and
vested interests to control labor, not simply to replace them with intelligent machines”
([63], p. 12). By this perspective, replacement by automation is not necessarily the goal.
Instead, workforce control is prioritized (Fig. 11).

The software Trello can be used to facilitate collaborative e-workflow. Onemay learn
about APIs (such as SOAP andRESTful) through participating in big tech job-screening.
Automation of analytics tracking is often done for webpages using the Google Analytics
service (Figs. 12 and 13).
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Fig. 11. Handwritten flowchart of global work and technology scenario(s).
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Fig. 12. Infographic for book on productivity [22]

Fig. 13. Google Analytics script implemented voluntarily into webpages.
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6.1 Automation7

In the film 21, the character named Terry is conversed with about his group’s loss of
human work to facial recognition software. Google Docs Editors Suite products are the
pinnacle of Web’s original purpose: facilitating collaboration. Slack and cloud sharing
services like Google Drive can facilitate project management and workflow 8 (Fig. 14).

Fig. 14. Automation implicated in the 2008 film 21.

A computer network defense (CND) is “a joint human-machine collaborative task in
which people depend on automated tools to perform their jobs butmust remain in the loop
as an information processor and decisionmaker” ([35], p. 107). Humans could outsource
information-processing to their computers. Adaptive automation, which implicates user
experience (UX), consists of “tools [that] can more effectively coordinate with users by
providing the information users need at the time that they need” (p. 110) (Fig. 15).

[50] discusses leveraging “mobile technology to assist with clinical assessments, data
collection, curricula development, billing and regulatory compliance increases clinician
bandwidth while streamlining and improving operational efficiencies, and improving
outcomes.” This could be considered a kind of “automated decision support” ([62], p.
xvii). Automation augments cognition by freeing it to concentrate on a different task
(Fig. 16).

7 [36] covers automation extensively in the cybersecurity context. Specific topics include adaptive
automation, human-automation teaming components, the Automatic Certificate Management
Environment (ACME), and the Automation-Induced Complacency Potential Rating Scale.

8 Workflow is covered in [16]. Asana is another workflow augmentation software that allows for
automated emailing and collaborator-tagging. This brings to light the phenomenon of hearing
email mentally as one reads it. Also, analysis of workflow charts as structured systems that
should be easily searchable, describable, and transparent to viewers is discussed.
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Fig. 15. Automation of end-to-end testing across various application programming interfaces
(APIs).

Fig. 16. Advertisement of batch record process automation (encountered on YouTube).

Downloads can start automatically, as can website redirections. Paperless workflow
automation exists in industries such as law. The online marketplace for independent
creators Etsy advertised a “fully automated dashboard” for project management, in
the form of a Google Sheets-made template. In the role-playing game Guild Wars 2,
automated game controls (such as for running and attacking enemies) are featured.

7 Current Directions

Logging in to various sites is often automated to the extent that one can do so using
various social media accounts. In 2009, the company Velocity revolutionarily enabled
automatic code deployment into production [27]. HCI at automated services like instant
oil change (e.g., provided by Valvoline) and in automatic hybrid cars also exist.
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Programming9 itself is semi-automated: “IDEs provide interfaces for users to write
code, organize text groups, and automate [emphasis added] programming redundan-
cies” [32].10 ChatGPT [33] is an example of how writers (including of software) have
increasingly automated their work. The company LUVSystems’ anti-viral fan augments
cognition by allowing that underneath it to breathe more freely (e.g., while working in
public spaces like Starbucks).

Computerized automation exists in car controls.Going farther back in time, cars came
with two operativemodes (and still do, but perhaps decreasingly): automatic versus shift.
According to [15], “…knowledge in cognitive psychology…is sufficiently advanced to
allow the analysis and improvement of common mental tasks, provided there is an
understanding of how knowledge must be structured to be useful” (p. 91). Regarding
psychology more broadly, [42] notes (Fig. 17):

“…a series of papers and special issues examining the details and ramifications
of big data science [emphasis added] for the discipline of psychology have been
published over the past 5 years in psychology journals…joining a broader com-
munity of scholars incognate disciplines (e.g., sociology, philosophy, science and
technology studies [STS], and human–computer interaction [HCI]) committed to
examining implications of the changes underway for the conception and practice
of science…” (p. 11).

Fig. 17. “Automated documentation” as part of an online service.

9 [23] is a worthwhile compilation of interviews with programming language creators. It covers
productivity, teams, and programmer efficacy, as well as specialization of labor for program-
ming. Innovation is a theme in the book, and even mathematical theorem work is discussed
(p. 474).

10 Python [13] has been used to program bots and the power-to-take game.
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According to [41]:
“A large-scale study of more than 12,000 employees across 12 countries…[showed]

that fulfilling employee recognition is associated with better employee wellbeing across
four key dimensions:

• Increased overall life evaluations: Employees are as much as two times as likely to
evaluate their lives and futures positively.

• Reduced levels of burnout: Employees are up to 90% less likely to report being burned
out at work ‘always’ or ‘very often.’

• Improved daily emotions: Employees are up to two times as likely to report having
experienced a lot of gratitude the previous day and about 40% less likely to report
having experienced a lot of stress, worry and sadness.

• Better social wellbeing: Employees are seven times as likely to strongly agree that
they have meaningful connections or a best friend at work, and as much as 10 times
as likely to strongly agree that they belong.”

[41] further found that when “organizations create an environment in which employ-
ees consistently receive high-quality recognition…[stronger life evaluation, lower
burnout, higher-quality emotionality, and improved social well-being]—and more—
translate into clear ROI. To do this, leaders must first see recognition as a strategy that
needs to be invested in and then scale it thoughtfully to change the culture of their
workplaces—and, ultimately, employees’ lives” (Fig. 18).

Fig. 18. LinkedIn-sponsored advertisement of digital certification program.

8 Conclusion

Can the relevance of automated messaging (e.g., via LinkedIn members) be increased
through more personalized, targeted content? VG livestreaming (via YouTube, Twitch,
and Facebook) is a new profession. A cornerstone of DevOps is “automation of deploy-
ment into productionwithout any human intervention or checkpoints” [27]. In the context
of software architecture, test automation is complex, ideally having a framework that
automates large system tests. Also, “Poké Jobs” (in Pokémon Sword) automate Pokémon
stat-training and encourage the player to keep clients happy (Fig. 19).
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Fig. 19. The flow step “Install Automations” is included in the section, “New Way” [45].

“Alive Forever” [24] was an intriguing research project conducted at the University
of California, Santa Barbara (UCSB). The goal was to build participants’ avatars and
allow them to have digital versions of their selves stored for posterity. The plan was
to study reactions and how people were invested in digital “twins”, i.e., counterparts
(Fig. 20).

Seligman wrote of a work progression starting with a job, leading over time to a
career, and finally crystallizing into a calling [25]. [55] notes that: “Social entrepreneurs
worldwide are organizing strategic networks to help address complex challenges. These
networks offer key advantages over conventional, centralized organizations, including
the ability to accelerate change by aligning and activating large numbers of people.”
In terms of novelty, this chapter ends with the following pseudo-formula for artificial
psychological intelligence:

A.�I . = M + A.O.P. + B+M .I . + I .Q. + E.Q. (1)

where A.�I . equals “artificial psychological intelligence”, M equals the Platonic-
Freudian mind [61], A.O.P. equals agent-oriented programming (viz., SARL), B equals
behavior and refers to data modeling (per recording and building, via apps like Rethink
Behavioral Health), and M.I. equals multiple intelligences. I.Q. and E.Q. respectively
refer to intelligence and emotional quotients.
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Fig. 20. Automatically-created LinkedIn listing.

A formula for artificial general intelligence (A.G.I .) incorporating (1) is now offered:

A.G.I . ={A.�I . + automation+ robotics+ FHAI

+ narrowA.I . + learning . . .} (2)

FHAI stands for fully-human A.I. Learning was addressed in a previous section in
this chapter (in terms of learning styles) (Fig. 21).

Across the web and discussions of work, automation is ubiquitous. According to
[59]: “To augment is a continuous journey…. addressing these 5 challenges [relating to
technology, diversity, resilience, skills, and authenticity] allows for the balance required
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Fig. 21. Bill Nye “the Science Guy” sitting in a control room [56].

for the successful integration of augmentation into our lives” (p. 3). Further, “building
a foundation for augmentation means thinking about the organization as a whole and
then finding use cases to run the new systems at the same time as keeping the traditional
methods in place” (p. 7).
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Abstract. Chronic multi-symptom illness (CMI) is characterized by persistent,
difficult to treat symptoms that interfere with daily functioning, affecting approx-
imately 30% of post-deployment Veterans. Clinicians often provide many recom-
mendations with limited patient adherence. Emerging research suggests health
coaching may be an effective intervention for individuals with CMI. Importantly,
Veterans often report barriers to health care, thus, telehealth may be a practical
solution. Nevertheless, research is limited on the effectiveness of this interven-
tion using telehealth. This preliminary pilot study aimed to assess the feasibil-
ity of remotely implementing health coaching to support Veterans’ engagement
with health goals. Following interdisciplinary medical evaluations, psycholog-
ically/medically stable participants were referred to the study. Health coaches
incorporated clinical recommendations from the comprehensive evaluation, part-
nering with Veterans to create health goals, aligning clinical recommendations
with Veterans’ values. Coaching sessions were delivered via telehealth. The pri-
mary outcome of the present study was the status of health goals. Veterans (N
= 39) were 50.2 ± 8.4 years old, 77% male, well-educated, and predominantly
white (82%). They identified 60 health goals related to physical activity (35%),
mindset (20%), and diet (17%). After eight sessions, 37% and 58% of Veterans
fully met and partially met their goals, respectively. After 17 sessions, 56% and
44% fully met and partially met their goals, respectively. These findings demon-
strate the feasibility of remotely delivered health coaching to increase Veterans’
engagement in lifestyle changes. Use of telehealth to implement health coaching
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may reduce barriers to care and increase treatment adherence for Veterans with
chronic, medically unexplained symptoms.

Keywords: Health Coaching · Chronic Multi-symptom Illness · Telehealth ·
Whole Health · Veteran

1 Introduction

1.1 Whole Health for Veterans: Health Coaching for Complex Illness Care

The Department of Veterans Affairs (VA) has developed aWhole Health model of health
care that takes a Veteran-centered approach by providing Veterans with tools and tech-
niques to improve their overall health and well-being [1, 2]. The VA offers these services
through Veteran-led courses, online materials, and Whole Health facility contacts (e.g.,
Veteran Peer-Facilitators andWhole Health Partners) that provide resources for Veterans
interested in developing a personalized health plan [3, 4]. However, for Veterans seeking
clinical carewho report complex deployment histories and chronicmultisymptom illness
(CMI) and related disorders, additional support from VA trained health coaches, who
guide Veteran’s through self-discovery and explore personal values, develop personal
health plans, and implement healthy lifestyle and behavior changes, may play an integral
role in achieving improved health outcomes as identified through VA Whole Health [2,
3].

Health coaching incorporates aspects of motivational interviewing and positive psy-
chology (i.e., evidenced-based models of health behavior change) to identify Veterans’
personal values and guide them toward implementing lifestyle changes [2]. Central to
health coaching is a shift in the providers’ approach to promoting individual clinical
goals: health coaches ask Veterans what is going well/right rather than focusing on what
is going wrong in their lives and this insight guides alignment between the providers and
Veterans by asking them “what matters most to you” and “what do you want your health
for [2, 5, 6]?” Once these personal values are identified, Veterans develop a working
alliance with their health coach to set long term goals and actionable steps to implement
and achieve those goals. Early research into health coaching points towards improve-
ments inmultiple domains such as psychological well-being, mental and physical health,
and activities of daily living, as well as increased engagement in enjoyable and rewarding
activities [6–8]. Thus, health coaching that promotes adherence to clinical recommenda-
tions may be an important complementary, integrative-health intervention for those Vet-
erans who experience CMI, but this has not been studied in a cohort of treatment-seeking
Veterans receiving tertiary care. The capacity to improve care delivery for Veterans with
complex deployment exposures provides critical insight into interventions for chronic
illnesses that are difficult to treat and supports the broader VA Whole Health model of
care [9].

1.2 Chronic Multisymptom Illness (CMI)

In military health care, CMI is defined as multiple, recurrent symptoms across more
than one body system that persist for at least six months, interfere with daily activities,
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and are not better accounted for by another physical or mental health condition [10].
Fatigue, cognitive complaints, headache, gastrointestinal disorders, arthralgias, and/or
myalgias are among the most common symptoms reported in individuals presenting
with CMI [10]. These symptoms are often difficult to treat, creating a significant burden
of illness and disability on patients, providers, and even caregivers [10, 11]. CMI is a
broad diagnosis, which includes diagnoses such as GulfWar Illness (GWI), fibromyalgia
(FMS), irritable bowel syndrome (IBS), and myalgic encephalomyelitis/chronic fatigue
syndrome (ME/CFS) [12, 13].

Among Service Members and Veterans, CMI affects an estimated 29–50% of indi-
viduals who were deployed in combat zones, making it a significant health issue for
providers serving this population [14, 15]. The VA/DoD Clinical Practice Guidelines
outline a myriad of clinical recommendations for providers who are treating patients
with CMI, including pharmacotherapy, behavioral health, and lifestyle changes, how-
ever, these are often focused on symptom management rather than holistic care [10].
Critically, patients with chronic illnesses frequently receive numerous recommendations
from providers, with high rates of suboptimal adherence to these recommendations. One
study found that when recommendations included sustained lifestyle changes, such as
increased physical activity or dietary changes, nonadherence rates may be as high as
70% [16].

War Related Illness and Injury Study Center. The three War Related Illness and
Injury Study Centers (WRIISC) provide tertiary care through the national referral pro-
gram that focuses on evaluations of Veterans with post-deployment health concerns
such as exposure-related illnesses [17]. WRIISC often receives referrals for Veterans
who present with CMI, traumatic brain injuries, and/or posttraumatic stress disorder,
among others with multifaceted exposure concerns. These Veterans present with unique
clinical profiles that require high levels of specialized expertise and services due to the
complexity of their symptoms. Veterans eligible for referral undergo a comprehensive
week of evaluations with multiple providers, which may include a physician and/or
psychiatrist, environmental exposure expert, social worker, neuropsychologist, and a
health coach [17]. Evaluations are followed by an interdisciplinary teammeeting to aug-
ment case conceptualization, then the physician and neuropsychologist each meet with
Veterans for feedback to discuss results and clinical recommendations from the team
of providers. Many of these comprehensive clinical recommendations include lifestyle
changes for improved health, such as increasing physical exercise and align with the
VA/DoD Clinical Practice Guidelines for CMI, when diagnostically relevant [10, 18].

Upon completing the WRIISC evaluation, Veterans are encouraged to meet with
their primary care provider at their local VA to begin implementing recommendations.
Historically, Veterans expressed gratitude for their experience at WRIISC, and were
eager toworkwith their localVAproviders. However, followup interviewswithWRIISC
Veterans revealed poor adherence and a need for increased follow-upwith this population
was evident.
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1.3 Barriers to Care

Across the VA, Veterans report multiple factors that prevent or reduce their engage-
ment in health care, with one study reporting that over 62% of Veterans encountered
at least one barrier to VA health care [19]. Among the most common barriers to care
were wait times, concern about staff/reputations, stigma/embarrassment (particularly
for mental health concerns), distance/location, paperwork, lack of information on avail-
able services, and limited hours of service [19]. Given that 25% of Veterans live in
rural communities [20], one solution to reduce barriers was the VA’s use of telehealth
services that has successfully engaged Veterans who had difficulty accessing care due
to complex medical and mental health concerns and/or geographical limitations [21].
A scoping review of telehealth services among patients with chronic illnesses found
that availability of telehealth services increased both access to health care services and
patient satisfaction with care [22]. However, for Veterans seeking tertiary care, like those
referred toWRIISC, alleviating physical and administrative barriers may not be the only
solution to improving clinical adherence. Given the variety of recommendations and
detailed scope of WRIISC clinical evaluation, Veterans may leave their appointments
without fully understanding the guidance provided, particularly if they are not able to
prioritize these decisions to fit with their home life [23].

To support Veterans in their treatment plan following the WRIISC clinical encoun-
ters, the WRIISC providers determined that more follow-through was imperative and
outcomes would need to be evaluated. Therefore, this pilot study aimed to assess the
feasibility of remote health coaching through telehealth platforms to support Veterans’
engagement with their health goals after receiving clinical care atWRIISC. There is lim-
ited research on the effectiveness of this intervention among Veterans with CMI using
a telehealth platform, however, we predicted that health coaching via telehealth would
increase continuity of care by supporting Veterans in completing clinical recommenda-
tions and creating a personal health plan that will achieve health goal(s) and improve
overall physical and mental health.

2 Method

2.1 Participants

The current pilot study was approved by the Institutional Review Board at the Washing-
ton, DC Veterans Affairs Medical Center. All participants completed oral or written (via
Docusign) informed consent using the Department of Veterans Affairs Video Connect
(VVC) platform. Procedures for oral consent includedVeterans’ verbal confirmation that
they consented to participate in the study in the presence of two study staff (consenting
staff and a witness), who both signed the informed consent. Participants were referred
to this study following a comprehensive medical evaluation through the DC and Palo
Alto interdisciplinary WRIISC national referral programs. Eligible participants were
former combat Veterans who were psychologically and medically stable (e.g., no active
psychosis or unstable medical condition such as congestive heart failure). In this report
we analyzed preliminary data collected through December 2023 as part of an ongoing
pilot study.
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2.2 Telehealth

All health coaching appointments were completed via the secure, HIPAA compliant
VVC platform for virtual health care appointments [24]. Each appointment could only
be accessed by individuals who were invited, included a list of all attendees present
during the call, andwas locked to prevent unauthorized users from accessing themeeting.
Prior to beginning sessions, providers conducted the VA CAPS-Lock procedures, which
required providers to obtain the Veteran’s consent for video health care appointment,
confirm Veteran’s address and phone number during the appointment, survey the area
to ensure Veteran is in a private space, and lock the meeting. Further, the VVC platform
ensured Veteran privacy and security in several ways, including multiple encryption
certifications and compliances1.

VVC appointments could be accessed using almost any device with a camera, micro-
phone, and speakers (e.g., computer or mobile device) by clicking on the VVC link
provided or the VVC app (which was required only for those using an iOS device).
Most Veterans found VVC easy to use, as it provides a reliable, face-to-face connection
from the comfort of the Veteran’s home, office, or other private location and offers a
24/7 Connected Care help desk for any Veterans experiencing difficulty with the system.
VVC also sends reminders about the appointment, including resending the appointment
link on the day of the appointment. Additionally, telehealth increased accessibility of
the health coaching intervention to provide services to Veterans living across the United
States.

2.3 WRIISC Health Coaching Intervention

Aspart of theWRIISCcomprehensivemedical evaluation, board-certifiedhealth coaches
met with Veterans to review the Personal Health Inventory (PHI; described below), pro-
vided coaching on nutrition, and introduced the health coaching study. Veterans who
consented to the study then completed the initial 60-min Wellness Vision session, at
which time coaches and Veteran reviewed clinical recommendations from the WRIISC
providers, identified the Veteran’s Specific, Measurable, Attainable/Attractive, Realis-
tic, and Time-bound (SMART) goals, and created an action plan for each goal. Next,
the Veteran completed fifteen 30–60-min coaching intervention sessions followed by
a program closeout session that explored the Veteran’s plan moving forward (17 total
coaching sessions).

1 The platform uses encryption methods that have been certified by the Department of
Defense Joint Interoperability Test Command and International Organization for Standardiza-
tion/International Electrotechnical Commission (ISO/IEC) 270001 and is complaint with the
European Union’s General Data Protection Regulation (GDPR), Federal Information Process-
ing Standard (FIPS) Publication 140–2, and Systems and Organization Controls 2 Statement
on Standards for Attestation Engagements (SOC2/SSAE16) compliant.
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Health coaches met with the Veteran once a week for the first month and then bi-
weekly for the remaining sessions. At the beginning of each coaching appointment, the
Veteran was invited to participate in a short mindfulness exercise. Next, the Veteran
shared their wins, challenges, and learnings related to their last action steps/goals. The
Veteran chose a specific focus for the coaching session and was provided with relevant
health and wellness education, as appropriate. Then the SMART goals, stages of change,
and progress towards goals were reviewed, with coaches incorporating support and
accountability for Veterans’ progress toward their goals. The status of the Veteran’s
medical symptoms and any clinical updates were also discussed during these sessions,
as relevant. The Veteran was always given the opportunity to have the last word before
scheduling the next coaching session. The final session consisted of a review of the
baseline and post-intervention PHI, reflection on Veteran’s progress, goal attainment,
learnings, mindset shifts, and maintenance plan.

During sessions, Veterans also provided feedback regarding their health and status of
completing their clinical recommendations.When aVeteran expressed frustration and/or
other concerns that their local VA provider(s) was not engaged in implementation of
WRIISC clinical recommendations, the health coaches served as the Veteran’s advocate.
The health coach often collaborated with social work and/or other WRIISC providers
who could contact providers at the local VA to discuss the recommendations.

PHI. The PHI is a 15-item assessment tool developed by the VA for use during whole
health coaching that guides Veterans on a self-reflection of their overall health [5, 25].
Using a 5-point Likert scale (1 = low, 5= high), Veterans first rate their current overall
well-being in three domains (i.e., physical, mental/emotional, and day-to-day health).
Next, Veterans rate their current (“where you are”) and future goals (“where you would
like to be”) for each of the eightWhole Health “Circle of Health” self-care domains (i.e.,
moving the body; recharge; food and drink; personal development; family, friends, and
co-workers; spirit and soul; surroundings; power of the mind). The PHI is administered
at baseline and following the 8th and 17th coaching sessions.

The overall goal of the PHI is to help the Veteran determine how each area of self-
care affects their health. Early studies have demonstrated that health coaching increases
PHI ratings [26].

SMART Goals. After completing the PHI, Veterans selected one to three self-care
domains in which they wanted to begin making changes (during or immediately follow-
ing the Wellness Vision session). The Veteran and coach co-created a long-term (i.e.,
duration of health coaching intervention) goal for up to three domains. Importantly, as
indicated by the name, SMART goals related to behavior change and were specific, mea-
surable, attainable/attractive, realistic, and time-bound SMART. They also reflected the
self-care domain(s) that were most important to the Veteran [3]. For example, a Veteran
may identify a SMART goal to go for a 30-min walk with their partner five days a week,
to increase plant-based dietary habits while assisting their partner in meal planning and
preparation, or to commit to going to bed by 10 pm and wearing their CPAP each night.
Additionally, the identified SMART goals aligned with clinical recommendations from
the WRIISC comprehensive evaluation. SMART goals were designed to assist the Vet-
eran with accountability and guide their progress as they worked toward their health
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goals and improving overall well-being. After the 8th and 17th health coaching session,
Veterans were asked to assess the status of their SMART goals (i.e., fully met, partially
met, or not met).

The goal was for the Veteran to create healthy habits and routines, moving toward
sustainable change. As the Veteran went through the change process, they were coached
towards expanding their circle of support andmaintaining their new lifestyle behavior(s).

2.4 Statistical Analysis

In the current analyses, available data from the ongoing pilot study were examined for
those Veterans who completed their mid and/or post-coaching sessions (8th and 17th
sessions, respectively). Means and standard deviations were computed for continuous
variables and sample size and percentages were computed for categorical variables. To
compare change in scores over time, paired t tests were calculated, and were considered
statistically significant if the one-tailed p-values were less than .05.

3 Results

3.1 Demographics

To date, 39 participants have completed at least three months of the study intervention.
Table 1 characterizes study demographics. Briefly, Veterans were an average of 50.2
(SD = 8.4) years old and the majority were male (76.9%), well-educated (74.4% had a
bachelor’s degree or higher), and predominantly non-Latinx white. All Veterans in this
study met criteria for CMI and/or a related disorder. Veterans were located throughout
the United States, from the East Coast to the West Coast.

3.2 Mid-Intervention Evaluation

Preliminary results from the first 39 Veterans who completed at least half of the health
coaching intervention (i.e., eight sessions) demonstrated that Veterans identified 60
SMART goals. As depicted in Table 2, Veteran-identified SMART goals related to the
whole health self-care domains of moving the body (35%), power of the mind (20%),
food and drink (17%), recharge (15%), and other domains (13%). After eight sessions,
37% of goals were fully met and another 58% were partially met (Fig. 1).

To determine if there was a change in Veteran’s self-reported PHI ratings, using a
paired t test, we analyzed the change from baseline to mid-intervention PHI score for the
domain corresponding with the Veteran-identified SMART goal. On average, Veteran’s
PHI score improved between baseline (M = 2.5 ± 1.0) and mid-intervention (M = 2.8
± 1.0, t(44) = −1.7, p = .047).
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Table 1. Baseline demographic characteristics (N = 39)

Characteristic n (%) or M ± SD

Age 50.2 ± 8.4

Gender

Male 30 (76.9)

Female 9 (23.1)

Race

White 32 (82.1)

Black or African American 3 (7.7)

Asian 1 (2.6)

Two or more races 3 (7.7)

Ethnicity

Latinx/Hispanic 4 (10.3)

Non-Latinx/Hispanic 34 (87.2)

Marital Status

Married 30 (76.9)

Separated/divorced 5 (12.8)

Single (never married) 3 (7.7)

Widowed 1 (2.6)

Education

HS/GED 7 (17.9)

Technical/Trade School 2 (5.1)

Associate degree 1 (2.6)

Bachelor’s degree 12 (30.8)

Master’s degree or higher 17 (43.6)

Employment Status

Unemployed 8 (20.5)

Receiving/applying for disability 4 (10.3)

Employed part time 3 (7.7)

Employed full time 17 (43.6)

Retired 7 (17.9)

Note: GED = General Education Development; HS = high school; M = mean; SD = standard
deviation
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Table 2. Veteran-Identified SMART Goals by Domain (N = 60)

Whole Health Self-Care Domain n (%)

Moving the Body 21 (35.0)

Surroundings 1 (1.7)

Personal Development 5 (8.3)

Food and Drink 10 (16.7)

Recharge 9 (15.0)

Family, Friends, and Coworkers 1 (1.7)

Spirit and Soul 1 (1.7)

Power of the Mind 12 (20.0)

Note: SMART = specific, measurable, attainable/attractive, realistic, and time-bound

3.3 Immediate Post-intervention Evaluation

To date, 27 Veterans have completed the full 17 session of the health coaching inter-
vention, representing 41 identified SMART goals. After 17 sessions, 56% of goals were
fully met and another 44% were partially met (Fig. 1).

To determine if there was a change in Veteran’s self-reported PHI ratings, using a
paired t test, we analyzed the change from baseline to immediate post-intervention PHI
score for the domain corresponding with the Veteran-identified SMART goal. On aver-
age, Veteran’s PHI score improved between baseline (M = 2.6 ± 1.0) and immediately
post-intervention (M = 3.2 ± 1.4, t(33) = −3.2, p = .002).

Fig. 1. SMART Goal Completion Rate at mid- and post-intervention evaluations. Participants
self-reported whether they fully met, partially met, or did not meet their SMART goal at the time
of the evaluation.
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4 Discussion

Veterans who experience chronic, medically unexplained, and complex symptoms
encounter limited treatment options that may be further compounded by barriers to
care such as difficulty traveling for appointments due to distance, pain, fatigue, or other
factors. This preliminary analysis of Veterans with chronic, complex medical symp-
toms demonstrated the feasibility of implementing a clinically-guided health coaching
intervention among Veterans with CMI. Results indicated that Veterans both perceived
sustained improvement in overall health and achieved health goals aligned with clinical
recommendations following the WRIISC health coaching program.

Veterans who enrolled in this study had a high rate of completing the health coaching
intervention, indicating strong engagement in telehealth as a delivery of care model.
Importantly, Veterans often reported that they appreciated the personal connection they
feltwith their health coaches over video sessions. This is critical given a recent review that
found thatVeterans felt a loss of social connection and increased distractions during other
remotely deliveredWholeHealth treatments (e.g., yoga, skills training groups) compared
to those delivered in-person [27]. The one-on-one,Veteran-health coach telehealthmodel
may be less impacted by these issues given the individual attention and engagement that
health coaches were able to provide to Veterans. However, we are not aware of any
studies that have directly compared differences in social connection between remote
health coaching and other remotely deliveredWhole Health treatments, and this remains
an area for future investigation.

Further, telehealth enabledVeterans to participate in the study from across theUnited
States, from various locations (e.g., home, work, vacation) and offered the advantages of
individual health coaching without some of the costs of in-person visits, including long
commutes to and from a VA health care facility. This enabled access for Veterans who
had limited time (e.g., full-time job), lived far from locations where health coaching was
offered, and/or were limited by other health-related factors.

In addition to strong attendance for virtual sessions, Veterans demonstrated progress
related to their individual health goals and perceptions of their overall health. This
progress is consistent with the emerging literature that suggests that health coaching
interventions may provide services that improve management of other chronic diseases
such as individuals with diabetes or heart disease, and those focusing on weight loss [2,
6, 27]. After completing half of the intervention, over a third of health goals had been
achieved by Veterans who completed their mid-intervention evaluation as of Decem-
ber 2023. By mid-intervention, Veterans were working towards achieving most of the
remaining goals. By the end of the intervention, Veterans who completed 17 sessions of
health coaching had fully achievedmore than half of their health goals and were working
towards achieving all remaining goals. This suggests strong engagement with their goals
throughout the coaching intervention.

Although the overall rate of fully achieving their goals slowed slightly between the
mid- and post-intervention period, in the domains of food and drink and power of the
mind, Veterans reported a high rate of fully achieving their goals following completion
of the intervention compared to partially meeting them by mid-intervention. This may
reflect perseverance by the Veteran to overcome long-standing habits (e.g., food selec-
tion, self-talk) and the gradual nature in achieving these types of changes. On the other
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hand, rate of completion for goals related to physical activity was similar between the
mid- and post-intervention periods. Although not addressed in this analysis, Veterans’
overall levels of pain, fatigue, and other transient illnesses (e.g., COVID, flu) or injuries
may have continued to interfere with a Veteran’s interest and/or ability to engage in their
physical activity goals as fully as they planned. In fact, several Veterans reported to their
health coaches that they had been sick or injured while completing the evaluations, and
this was reflected in their scores.

Additionally, Veterans have historically reported being eager to engage with their
local providers followingWRIISC comprehensive evaluations. The vigor these Veterans
felt immediately following WRIISC evaluations may have led to increased motivation
for change during the initial phase of health coaching, which may have reduced slightly
during the second half of the intervention, as Veterans were further removed from the
evaluations and/or encountered obstacles when attempting to complete goals. Neverthe-
less, Veterans continued to work through these obstacles with the support of their health
coaches, and made progress towards healthy lifestyle behavior changes, as evidenced
by the high engagement in all goals and attainment of over half of their health goals.

Adequate dosing of health coaching for sustained change is still not clear, with
one study assessing health coaching outcomes reporting that Veterans felt many health
coaching programs (averaging 8–10 sessions) were not sufficient to achieve their desired
health behavior changes [2]. Another review paper found that the ideal dose of health
coaching varies by diagnosis and/or overall goal (i.e., diabetes and reduction of A1C
versus weight loss) in both length, frequency, and total number of sessions, ranging
from eleven 30–40-min sessions over 9–10 months (for diabetes) to 14 sessions 45-min
sessions over 7–8 months [28]. In the present analysis, Veterans completed a total of
seventeen 30–60-min health coaching sessions delivered over 7–9months and this higher
dose and frequency of sessions may be particularly important when providing care for
Veterans diagnosed with CMI and multiple comorbid conditions. Thus, increasing the
dose of health coaching sessions may support the completion of healthy lifestyle and
behavior goals while equipping and empowering Veterans to take charge of their own
health. These may be critical components to providing Veterans with the tools they need
to continue making lifestyle changes to improve their health once health coaching is
completed.

4.1 Study Limitations and Future Directions

Due to the nature of a pilot study, the sample size of this preliminary analysis was small.
A larger study may have permitted further analysis of health goals to determine which
goals were most associated with change in Veterans’ perceptions of their overall health
ratings. Nevertheless, the high completion rate of health goals and improved perceived
health suggests that Veterans increased healthy lifestyle behaviors over the course of the
intervention. We aim to expand our pilot study to include a larger sample size to further
characterize health improvements across subgroups.

Given the nature of the study, the cohort included Veterans who completed com-
prehensive WRIISC evaluations, which entailed numerous appointments with providers
across multiple specialties in a short period of time, these Veterans may represent a
specific population of treatment-seeking Veterans who are more engaged with the health
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care system. Veterans self-selected to participate in this study, and thus may represent
thoseVeteranswhowere ready to implement healthy lifestyle changes compared to those
who declined to participate. Importantly, the Veterans enrolled in this study represented
individuals with difficult to treat diagnoses, including CMI, and strong engagement with
health coaching. While the study allowed for a wait-list control group, due to the high
rate of self-selection into the intervention arm, a control group could not be defined.
Future studies should include a non-intervention or wait-list control group to determine
the extent that health coaching augmented implementation of clinical recommendations,
particularly those requiring sustained behavior change (rather than time-limited treat-
ment/medication). Additional control methods such as a general education or non-health
related social interaction arm might further help dissociate the social interaction related
psychosomatic improvements from health coaching.

4.2 Conclusions

In conclusion, health coaching delivered via telehealth platforms appears amenable to
Veterans for several reasons, including flexibility in appointments, reduced commute
times, and convenience of meeting from home/work. Further, Veterans engaged in health
coaching demonstrated strong commitment to their health goals with successful com-
pletion of over half of their goals after six months of coaching. Therefore, this analysis
provides preliminary evidence demonstrating the feasibility of telehealth as a delivery
mechanism for health coaching to augment continuity of care with Veterans diagnosed
with CMI, a traditionally difficult to treat population of Veterans who may benefit from
health behavior change.
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Abstract. The field of cybersecurity is used to focusing on what goes wrong.
Threats, incidents, and impact are factors that are widely investigated, and the
solutions presented often lie in correcting errors and mistakes. However, in many
organisations, cybersecurity incidents do not happen, or at least not as often as
the focus on incidents would predict. We argue that a focus on what works well,
instead of focusing only on the incidents andwhat went wrong, can provide unique
insights into how to improve cybersecurity in organisations. This focus, known as
Safety-II in the safety science literature, aims to investigate what end-users, teams
and organisations do well and what factors lead to incidents being prevented,
or dealt with more swiftly. In this paper, we argue for a Safety-II approach to
cybersecurity, and outline various topics of interest along an incident timeline.
Furthermore, we discuss a research agenda: Which avenues should be explored
further to improve cybersecurity in organisations using a Safety-II approach?

Keywords: Safety-II · Cyber Incidents · Behavioural Cybersecurity ·
Organisational Cybersecurity · PPDRG-Model

1 The Way of Working in the Cybersecurity Domain

Policy makers, politicians and the media regularly warn about the risk of cybersecurity
incidents. The sense of urgency is sometimes expressed by claiming that a cyber or a
digital Pearl Harbor [1] or some other form of ‘cyber doom’ [2] may happen any day
now. Interestingly, in everyday life the number of large(r) scale incidents, and especially
truly debilitating incidents, is actually very low. In the past 15 years there have indeed
been big and impactful incidents such as Stuxnet or NotPetya, but the number of events
does not appear to match the level of urgency and the rhetoric of fear surrounding this
domain. As a matter of fact, when we take a step back and look at the highly digitalised
and interconnected world we live in, it is actually very surprising that there are so few
incidents. In the vast majority of cases, citizens, consumers and employees go through
their days using an endless array of networked, digital systems that seem to operate with
few disturbances from digital attacks or outages. In this paper, we choose to look at
cybersecurity incidents at the level of organisations, to get a better understanding of why
wewitness so few large-scale and debilitating cybersecurity incidents today. Our starting
point is that cybersecurity depends on the conjunction of a wide variety of different
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elements within organisations, including the digital networked technologies deployed
there, the people that work with and use them, the governance landscape in which the
organisation finds itself, and the organisational environment and culture within it. To
understand better why the number of disruptive cybersecurity incidents is lower than
expected, we need to first understand which lens is normally applied to cybersecurity,
often without us realising that we do so.

2 From ‘What Goes Wrong’ to ‘What Goes Right’: Lessons
from Safety Science

Over the past century, safety science has made significant contributions to increasing
a broad range of societal domains, including transportation, public health, automation
in industry, construction, infrastructure management and disaster management, to name
but a few. Risk management has become the dominant paradigm for dealing with risk in
public and private organisations [3]. At the same time, it has also received criticism from
different directions. For the purpose of this paper, the most important line of criticism
we will focus on is the fact that risk management, and safety science in general, tends to
focus exclusively on the prevention of incidents by establishing all the many things that
might potentially go wrong. Note that in this perspective, the aim is to find oftentimes
rare and highly irregular occurrences, digressions from the ordinary that lead to (severe)
incidents, and reduce the odds of their materialization. Under normal circumstances,
after all, incidents usually do not materialize. Hollnagel provides an example of how
this works [4]. Let’s say we look at a sample of 10,000 events within a system. In
9,999 cases no incident will arise and operations will continue smoothly but in one out
of every 10,000 events something goes wrong and some incident will materialize. By
studying the causes of what goes wrong, scholars point out, the focus thus is on finding
the one time in which an incident arises, rather than the 9,999 times when it does not
[4]. Moreover, when the goal of safety science is to find the root causes of incidents
and then remedy these so that future incidents of the same kind will be prevented, then
by implication the percentage of the set of 10,000 events that leads to an incident will
become ever lower – ultimately nearing zero. Erik Hollnagel calls this approach within
safety science ‘Safety-I thinking’ and explains that this kind of thinking is driven by a
‘causality credo’: there is a clear and direct causal relationship between a vulnerability
and a potential incident, and incidents may be prevented (or at least their likelihood and
impact may be reduced) by addressing the vulnerability. This credo is also known as
‘find and fix’ [4].

Three elements of Safety-I thinking stand out. First, systems can be taken apart and
reduced to a set of steps or elements that each play a consecutive role in the working
of the whole. Incidents entail that one of the elements of the system has broken down,
or that one of the steps has led to a faulty outcome. Second, as a result of this linear
approach, systems either function, or they do not. Functioning is a binary thing: a system
is either operational or it fails. Third, in the Safety-I perspective, human beings are at best
considered to be one of many components in the sequential process, simply another ‘cog
in the machine’. At worst, they are considered to be the main cause of incidents, because
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human beings make mistakes [5]. Human beings, in this perspective, are considered to
be the ‘weakest link’ in the system [6, 7].

Research has revealed that this perspective does not do justice to how systems within
organisations function. Systems, in fact, are far more complex in their workings, and the
level of interconnectedness within systems is such that the ‘causality credo’ falls short:
many different factors may contribute to the rise of incidents at the same time, as well
as to their prevention [8, 9]. A linear interpretation of incident causation, therefore, does
not do sufficient justice to the reality of highly complex and interconnected systems.
Moreover, systems do not simply function or stop functioning, they do not work or
fail in a binary sense. Instead, systems may sometimes fail partially or insignificantly,
or they may drift into failure over time [10] or they may degrade gracefully [4]. Both
operation and failure are far more complex than a simple ‘on’ or ‘off’. Finally, empirical
studies show that human beings, in fact, oftentimes play a crucial role in preventing or
stopping emerging incidents: because they are responsive, aware and creative, they may
see when dangerous situations arise and step in to stop a chain of events from unfolding.
By contrast, machines and devices lack this kind of flexibility: they simply keep going
once a process is under way. Rather than seeing human beings as the weakest link in
relation to incidents, therefore, one can also argue that human beings may act as the
strongest link in the chain when critical situations arise [5].

These arguments show that the Safety-I approach falls short. Rather than focusing
on what goes wrong, a more productive way of thinking about safety would be to focus
on what goes right. As Hollnagel et al. argue: “the surprise is not that things occasionally
go wrong but that they go right so often” [4]. Hollnagel calls this ‘Safety-II thinking’.
This perspective starts from the assumption that systems are highly complex and inter-
connected, and that different elements in a system – including human beings – influence
the workings of the whole in multiple ways and directions. Parts of a system may com-
pensate for one another, or take over, or play a role in preventing incidents and thus
creating a near miss. Moreover, there is much to be learned from the normal workings
of a system: if only one in 10,000 instances of a process a failure arises, then the 9,999
cases when the expected outcome emerges give far more data to study on why and how
safety is maintained.

While this paper uses a safety science approach, it is not the only field where learning
from ‘what goes well’ is applied to improve understanding and designing effective
solutions. For instance, scholars have similarly delved into understanding why, in many
instances, individuals, communities, cities, and countries donot experience offline crime.
The assumption that a motivated criminal is always present raises the question: why are
they not invariably successful? Research across these fields has explored various facets
of this question.

In a manner akin to the Safety-I principles, criminology often addresses the crime
event itself, its execution, and the strategies for its reduction. However, similar to Safety-
II advocates, other researchers have posited that some spaces exhibit specific design
features that render them more defensible compared to others [11]. From this point of
view, individuals, and their interrelations, are perceived as integral protective elements
of the system, rather than as potential risks. Furthermore, certain attributes of the social
system, such as the collective efficacy within neighbourhoods, have been identified as



What Works Well? A Safety-II Approach to Cybersecurity 253

enhancing the protection and resilience of these areas [12]. Objects can also be designed
to improve their resilience to crime. One example of this is the International Mobile
Equipment Identity, a 17- or 15-digit code to uniquely identify individual mobile phones.
In our discussion around Safety-II principles for cybersecurity, it is therefore important
to not only adopt safety science methods to study this approach, but also learn from
other disciplines in how to study success in organisational cybersecurity.

3 Putting Incidents Centre Stage: A Model for Cybersecurity
in Organisations

When looking at the dominant set of activities with respect to cybersecurity in organ-
isations today, it is striking to see that the majority of effort, whether it is focused on
finding and remedying vulnerabilities or changing human behaviour, aims at prevent-
ing incidents from arising. Encrypting messages to ensure they cannot be accessed by
unintended audiences, scanning networks for intruders and partitioning them so that
intruders can only get into the outer shell of the organisation, patching software so that
vulnerabilities can no longer be exploited, managing access so that information cannot
be stolen – all of these activities are intended to lower, or ideally even fully eliminate,
the likelihood of incidents. Safety-I thinking, expressed in risk management and the
use of barriers for prevention, is at the heart of cybersecurity practices in organisations
today. When viewed on a timeline, currently, one could argue, cybersecurity activities
are predominantly focused on what in crisis management has been termed ‘left of bang’
[13] (See Fig. 1).

Fig. 1. Timeline of a cybersecurity incident, with subdivisions into left of bang (before the
incident), bang (the incident) and right of bang (the aftermath).

However, in recent years there has been a growing awareness that due to the com-
plexity and dynamic nature of cyberspace it is unwise to focus on prevention only as the
dominant cybersecurity strategy.

Instead, the Prevent-Prepare-Detect-Respond-Governance (PPDRG) model states
that in order to raise cybersecurity in organisations, the latter ought to focus on four
different phases along a timeline, of which prevention is only the first [14]. While pre-
ventative strategies are certainly important, time and effort should also be invested in
the detection of incidents, in preparing for incidents, in incident response and in the
governance of all four. The PPDRGmodel posits these four activities on a timeline (See
Fig. 2).

At the far left of the timeline, we find the notion of prevention, as discussed above.
The following two phases are sometimes collectively called ‘resilience’. This term refers
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Fig. 2. Timeline of a cybersecurity incident with the various activities mapped on the ‘left of
bang’ and ‘right of bang’ stages of the timeline.

to organisations’ abilities to bounce back from incidents [15]. This entails for instance
that organisations need to invest in redundancy in systems so that when one system fails
another system can take over [16], or in the development of incident scenarios and large-
scale crisis exercises to uncover weaknesses that may hamper quick recovery [17].When
looking more closely at the notion of resilience, it actually falls apart in two different
elements. On the one hand, resilience refers to being prepared for incidents. This means
for instance that organisations are aware of potential incident scenarios that may arise,
and have equipment, manuals, procedures and roles and responsibilities in place that
may be activated to deal with the incident as efficiently and quickly as possible. When
plotted on a timeline, preparedness involves activities ‘just left of bang’. On the other
hand, resilience is about being able to recover quickly from incidents, so it involves
what happens immediately after an incident materializes, i.e., ‘right of bang’. Here, the
focus is on incident response, which includes activities such as analysing the incident,
containing it, eradicating it and recovering processes and data [18]. Depending on the
impact and size of the incident, crisis management activities may also be part of this
approach.

One challenging element of cybersecurity incidents is their detection. Intruders may
access networks and systems and remain undetected for long periods of time, with a
significant window of opportunity to wreak havoc. In 2023 the average time between
intrusion and detection was 204 days [19]. This is partially due to the systems used for
incident detection. These may provide security analysts with an overwhelming amount
of information, often including a high number of false negatives. As a consequence, the
skills required for detecting intrusions and emerging incidents are complex, and even for
experienced security analysts detecting incidents is difficult [20]. Another reason why
detection times are long is that organisations invest too little in this aspect of incident
management. For many, the focus is on preventing incidents from happening, with fewer
investments made into preparedness, detection and response capabilities. At the same
time, incident detection, located immediately ‘left of bang,’ is where human beings may
make crucial differences between (large-scale) incidents and nearmisses. ‘Right of bang’
lessons from incidents may lead to improvements in the prevention of future incidents,
in preparedness for similar situations, in the detection of anomalies, and improvements
on a general level with regard to processes, procedures, and behaviour.

Note that governance aspects are relevant for all stages on this timeline: for preven-
tion, detection, preparedness, recovery and learning. Only with sufficient guidance, with
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adequate policies and procedures, with funds and available means can organisations
implement interventions to increase their cybersecurity maturity. Proper governance
facilitates and underpins all phases with regard to cybersecurity incidents.

4 Using the PPDRGModel to Get an Understanding of What Goes
Right

The PPRDG model provides a clear-cut overview of the various phases related to inci-
dents and is therefore a helpful starting point for organisation in increasing their ability to
prevent and respond to incidents. It is also a useful tool in increasing our understanding
of why incidents do not materialize, i.e., why things go right in organisations. This is so,
because the insights from Safety-II thinking are not only applicable to the prevention
of incidents, but also to detection, preparedness, recovery and governance. After all,
human being may step in to detect incidents quickly or curb an emerging incident to
prevent it from escalating, policies and procedures may increase resilience by providing
guidance on secure and safe processes, and redundancy in (the elements of) systems
may ensure that normal operations are solidified. The PPRDG model, therefore, pro-
vides a framework that can be used as investigative guidance for all phases that need
to be addressed for cybersecurity maturity in organisations. We will explain how this
works by discussing examples of research on cybersecurity from as Safety-II perspective
in relation to prevention (Sect. 5), detection (Sect. 6), and preparedness and response
(Sect. 7). We will end this article with a research agenda for future research into what
goes right in cybersecurity using a Safety-II lens (Sect. 8).

5 Prevention from a Safety-II Perspective

5.1 Phishing

Traditionally, phishing is approached from a Safety-I perspective. Organisations are
worried about peoplewho click on links in emails and other forms of communication that
can harm their organisation by sharing private information, installing malware and/or
being a way in for criminals who want to perform a ransomware attack. Attempts to
reduce the impact of phishing often rely on awareness campaigns and other means
to reduce the ‘click rate’, the percentage of people who click on a link in a phishing
test message [21–23]. In a typical test, 30–50% of employees click on the link in the
test email and the organisation is then eager to take steps to reduce the click rate. A
successful solution, for example through the use of behavioural change campaigns or
training, might result in a click-rate of 20% or less.While the improvement is impressive
from a behavioural science point of view, an attacker would on average only need to
send out five emails to have one employee clicking on their malicious URL and divulge
sensitive information. What changes when we instead focus on a Safety-II perspective
in this case? As Safety-II focuses on why incidents do not happen, we would look at
the employees who do not click on the URL, or, even more interestingly, the employees
that report the phishing email to the relevant in-house expert. In a study on repeated
clickers [24], Canham identified not only users who clicked on the link in a phishing test
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on every single occasion, but also a group of what he considers ‘protective stewards’,
people who did not click on any phishing link and often reported these emails to the
relevant security experts. Understanding why these people did not click on links from
a behavioural science perspective, but perhaps also by looking at organisational and
environmental factors can help shape solutions to improve reporting rates and speed,
instead of focusing on reducing clicking behaviour.

5.2 Screen Locking and Clean Desk Policy

In addition to phishing, there are of course also other factors that end-users have control
over that increase the security of their organisations. For instance, to combat insider
threat or the impact of a successful site visit by a social engineer, adhering to a clean
desk policy so that no confidential documents are lying around, and locking your screen
when leaving your desk so that your system cannot be accessed and abused, are vital
aspects of daily habits in the workplace. While attempts can be made to understand the
causes of people not following these procedures, more interesting insights can be gained
by focusing on the people who always lock their screen and follow the clean desk policy.
These people might have taught themselves tricks to ensure that they will lock their
screen, or perhaps have imprinted these behaviours into automatic ‘muscle memory’
responses when performing activities. However, it is also possible that they want to lead
by example, are (overly) worried about potential risks, or see a personal danger instead of
only a risk to the organisation. The latter could take the form of employees being afraid
that colleagues might sendmessages to the board in their name, or can access their salary
information when not locking their screen when leaving their desk. By understanding
what drives the people who are exemplar employees in this matter, we can develop better
cybersecurity solutions.

6 Detection from a Safety-II Perspective

Under the Safety-II paradigm, detection mechanisms are designed not only to identify
threats as they hit the organisation, but also to understand the conditions under which its
systems operate well. By proactively understanding and monitoring when systems are
performing optimally, it should be possible to enable the early identification of deviations
from these norms. On a technical level, scholars have examined the efficacy of machine
learning and deep learning algorithms in detecting intrusions [25, 26]. The Safety II
perspective would contribute to these developments by exploring tools that monitor
systems based on evidence of a ‘normal’ situation, thereby allowing organisations to
quickly respond to deviations that may indicate a security incident.

Beyond the technical aspects that have predominantly been the focus of incident
detection literature, the Safety-II perspective underscores the crucial role of human
actors in the detection process. A Safety-II approach involves examining organisations
with shorter detection times to understand what sets them apart. Linking back to the
phishing example in the previous section, the capability to detect phishing emails could
be further supported by a culture of proactive reporting of actual clicking behaviour
among employees. If employees are trained to identify threats and the organisation has
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effective, well-known mechanisms for incident reporting, the likelihood of accurately
detecting incidents is significantly increased, and the lengthy average detection time of
over 200 days can be reduced substantially. In this scenario, humans are seen not as a
risk factor but as a safeguard for the organisation.

7 Preparedness and Response from a Safety-II Perspective

Finally, the PPDRG model advocates for a balanced approach to the preparation and
response to cyber incidents, aligning it with the emphasis on prevention and detection.
Current literature on the readiness and management of cyber incidents, including crises,
is notably limited and predominantly concentrates on the technical facets of incident
management such as the application of data analytics during an incident [27, 28]. Exist-
ing business continuity and disaster recovery frameworks echo the critique articulated
in this discussion. They prioritize risk management during a cyber incident over delin-
eating proven strategies that enhance response efficacy [29, 30]. Limited research in
cyber incident management seeks to decipher the repercussions of data breaches on con-
sumer behaviour or market dynamics [31], and to identify optimal strategies for stake-
holder communication [32]. Yet, the exploration into organisational traits and employee
behaviours that effectively reduce response times and limit organisational damage dur-
ing a cyber incident remains largely uncharted. It would be advisable to explore, for
example, whether it is possible to identify high reliability organisations in the context
of incident response based on these characteristics [33]. These organisations, known
for their high level of security and safety practices, are not only be better prepared and
respondmore effectively, but also show evidence of improvement with respect to the pre-
incident situation due to effective learning and improved preparation for incidents. We
propose to study what works during the preparation and response to cyber incidents, that
is, what technical, human, and organisational factors are present when an organisation
effectively responds to a cyber incident.

8 A Research Agenda for What Goes Right in Cybersecurity

Approaching cybersecurity from a Safety-II perspective allows us to not only view issues
in a new light, but also helps in better understandingwhatmechanisms are underlying the
various secure and risky behaviours and situations. Moreover, it provides insights that
can be used to improve cybersecurity solutions across the board. In this section, we out-
line a research agenda that will help us describe, understand, and improve cybersecurity
in organisations. We propose to investigate cybersecurity using a Safety-II perspec-
tive on three distinct levels: the end-user level, team level and organisation level. The
offered research avenues are a first step towards more research into Safety-II solutions
for cybersecurity and we hope that they can be a starting point for the community to
further develop these, and other research ideas, from this point of view.

8.1 End-Users

Several steps can be taken to expand our understanding of end-users’ cybersecurity
behaviour in organisational settings. The earlier mentioned example of phishing is one
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area where a move towards Safety-II would play a large role in designing new solutions
for behavioural cybersecurity topics. The protective stewards, or ‘security champions’
as others have named them [34, 35] are not only interesting from a behavioural point
of view, but also in terms of cognitive processes, attitudes and values that these people
hold. Understanding why they behave securely, and differentiating between aspects that
are trainable (e.g., habits), and those that are not (e.g., personality) helps in finetuning
solutions for both these aspects.

For instance, incorporating these scientific insights in cybersecurity training for end-
users would greatly improve training effectivity, as currently little or no scientific under-
pinnings are present in this field [36]. In terms of aspects that cannot be trained, these
can still be of importance when working towards a more secure organisation. Perhaps
these skills and abilities can be detected through the use of psychometrical methods.
This could improve the security of an organisation in two ways.

First, using these methods can provide input in hiring decisions, as well as decisions
as to where to place an individual and which tasks and job role to allocate to them. If
a future employee is seen as a security champion, they can be placed in parts of the
organisation where security is of the utmost importance, such as in departments that
work with the highest level of classified data, or that are working on financial aspects of
the organisation. But they can also be put in the position of an exemplar employee that
can be a role model for people who are performing less securely. Mechanisms such as
social contagion [37] could then lead to higher levels of security within the organisation,
not only at the prevention level, but also at for example the detection or response levels.

Second, insights into what makes an employee successful in doing their work
securely can help in deciding which behavioural cybersecurity solutions are more likely
to be needed to avoid or report (detect) incidents, such as nudging and affordances [38]
and a wider focus on access management for instance. On a governance level, they can
also lead to an overhaul of existing security policies. Perhaps some policies are too
stringent, and employees are likely to be too restricted by them, while they would still
perform their tasks in a secure fashion when not hindered by these policies. Knowing
what defines a successful end-user when it comes to cybersecurity is vital in developing
solutions to make this success sustainable over time, especially when individuals, or
whole teams, leave the organisation.

8.2 Teams

Sometimes focusing on individuals will not result in a successful improvement in cyber-
security level within an organisation. However, by adopting a Safety-II perspective, we
could also investigate why certain teams (or, on a higher level, whole departments) seem
to adopt a higher level of cybersecurity than other parts of the organisation. For instance,
perhaps the finance team is more focused on potential scams and fraud due to the nature
or the work, or merely because of a focus on detail that might come with the job that
acts as a support factor to improve cybersecurity at the same time. Investigating what
makes secure teams successful allows us to improve other teams either by instilling the
same values, skills and focus as the successful teams, or perhaps a successful team needs
to be disbanded and the successful members spread over the other teams to share their
insights and ways of working through social contagion principles mentioned earlier.
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There are several aspects of teams that can result in high cybersecurity levels com-
pared to other teams. For instance, it is possible that less successful teams suffer from
higher levels of social loafing [39, 40], where team members expect that their lack
of input or responsible behaviour will be covered by the team as a whole, and that a
single person making a mistake is not disastrous. The successful teams might stand out,
merely because they have the habit of double-checking decisions made by oth-ers, or
feel comfortable asking a colleague for help while the lower performing teams might
lack a team spirit or distrust others’ perspectives. Furthermore, the successful teams
might consist of a better mix of qualities within individual employees. These factors
could include personality [41], demographic backgrounds, or past experiences within
the same or other organisations. Teams that have a tight-knit community feel-ing might
be more successful as asking fellow team members for help might come more naturally,
or is encouraged through social processes. Understandingwhy these teams are successful
not only helps in improving training and policies made by organ-isations, but can also
be relevant when making hiring decisions by focusing on who would add an important
security skill or mindset to an existing team, as explained in the section on the end-user
level.

8.3 Organisations

While end-users individually or in teams can help to improve cybersecurity by prevent-
ing, detecting, preparing for and responding to incidents, on an organisational level the
governance aspect of the PPDRG-model is key. High reliability organisations [42, 43]
can be a starting point to improve understanding of what it is that makes organisations
successful in dealingwith security threats. By identifying these organisations, and study-
ing the potentially unique aspects that make these organisations highly reliable, we can
improve the standards being set and the ways of working of other organisations as well.
To achieve this, three distinct aspects of successful organisations need to be addressed.

First, the structure of these organisations needs to be investigated. Perhaps the organ-
isational structure allows for more (hierarchical) power for the security department over
other departments, or the flow of information within the organisation is improved by
a specific set of base rules regarding the organisational structure. Second, there might
be specific cultural aspects that successful organisations have incorporated to achieve
their level of security. This could be related to a ‘just’ culture [44], where people are
not unduly punished for making mistakes, but where people are encouraged to speak up
when they believe they might have made a mistake. But it could also be that employees
are more confident in speaking up against their superiors, or feel the support of man-
agers when bringing up doubts about new policies. Third and last, how organisations
design, implement, and adhere to policies is of interest. While policies can be designed
and implemented top-down, perhaps successful organisations are more likely to only
adopt policies when there is wide support for these policies in the organisation. The
implementation might also benefit from input from employees to decide how the policy
is best implemented and, more importantly, what to do when the demands of the job
clash with the policies at hand. To avoid shadow security practices [45], where people
work around existing solutions to get the job done, a wider conversation about when to
strictly adhere to a policy and when to find alternative solutions might be useful. Using
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Safety-II principles to understand what successful organisations do differently is key in
understanding which of these elements play a role in improving cybersecurity across the
incident timeline.

9 Conclusion

In this paper we argued for a Safety-II approach to cybersecurity to tackle existing
cybersecurity issues in organisations. While the need to understand what goes wrong is
not diminished, the Safety-I toolbox should be expanded upon with tools using Safety-
II principles. More research into understanding why the number of successful attacks
is not so high as expected from a Safety-I perspective, and describing the underlying
mechanisms of these protective factors will provide the cybersecurity community with
valuable insights and, hopefully, tools to better protect the organisations of the future
by focusing on the positive: What is going well and what can we learn from that? This
question cannot simply be answered froma prevention focus only.Adopting a broad view
including the preparation for, detecting of, responding to, and learning from incidents is
key if we want to improve organisational cybersecurity across the board. To achieve this,
we believe that we should not merely focus on policies, or only on end-user behaviour.
Instead, we believe that it is likely to be the interplay between individuals, the teams they
operate in, and the wider organisational structure, culture and way of working that is key
in learning why some organisations do so well with regards to cybersecurity. Learning
from organisational successes instead of failures is not only an exciting new way of
approaching cybersecurity, but is also urgently needed to have a strong and effective
response to future cyber threats.
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